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Preface

The International Workshop on Digital Forensics and Watermarking 2012
(IWDW12), hosted by Shanghai Jiao Tong University, was held in Shanghai,
China, from October 31 to November 3, 2012.

Following the tradition of IWDW, IWDW12 aimed to provide a strong tech-
nical program to cover advanced theoretical and practical developments in the
field of digital watermarking, steganography and steganalysis, forensics and anti-
forensics, and other multimedia-related security topics. With 70 submissions
from 20 different countries and areas, the Technical Committee selected 42 (27
oral and 15 poster) papers for presentation at IWDW12, one paper for the best
student paper award, and one for the best paper award. Jianhua Li, the Dean
of School of Information Security Engineering at Shanghai Jiao Tong Univer-
sity, in his welcome speech introduced the rapid development of Zhang Jiang
Hi-Tech Park, where IWDW12 was held. There were three invited lectures. The
first was entitled “Advanced Research in JPEG Steganography” given by Vasilii
Sachnev; the second entitled “Counter-Forensics: The Art of Misleading” deliv-
ered by Rainer Böhme; the third entitled “Reversible Data Hiding in Encrypted
Images” presented by Xinpeng Zhang. In addition, there was a 90-minute open
discussion in the late afternoon of November 2.

First of all, we would like to thank all the authors, lecturers, and partici-
pants for their valuable contributions to the success of IWDW12. Our sincere
gratitude also goes to all the members of the Technical Program Committee and
several volunteer reviewers whose names have been included in the proceedings.
Appreciation also goes to the International Publicity Liaisons. We appreciate
the nice local arrangements and tremendous organizing work that were done by
the Organizing Committee consisting of Shenghong Li (Co-chair), Shilin Wang
(Co-chair), Aixin Zhang, Xiuzhen Chen, Xinghao Jiang, Lu Tang, and Weijun
Huang.

Finally, we hope that the readers will enjoy reading this volume and that it
will provide inspiration and opportunities for their future research.

March 2012 Yun Qing Shi
Hyoung Joong Kim

Fernando Perez-Gonzalez
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Advanced Research in JPEG Steganography

Vasiliy Sachnev

Catholic University of Korea

bassvasys@hotmail.com

The extreme growth of the communication technologies (i.e., internet, mobile
communication) keeps attention on many aspects of information security. Im-
portant pieces of information have to be protected from threats and malicious
actions. Hence, the steganography can be a very efficient tool for achieving high
level of security. One of the most important purposes of information security is
to hide existence of the secret information. Here, the secret message has to be
hidden to a cover signal (i.e., image, sound, or text). The modified image with
hidden data has to be statistically undetectable from unmodified images. Such
approach enables an undetectable communication by sending both unmodified
and modified images. Recent advantages in steganography keep interest among
researchers to design new steganographic schemes with better performances.



Counter-Forensics: The Art of Misleading

Extended Abstract

Rainer Böhme

Department of Information Systems, University of Münster, Germany
rainer.boehme@uni-muenster.de

1 Keynote Summary

Counter-forensics is the art and science of impeding or misleading forensic anal-
yses of digital images. Research on counter-forensics is motivated by the need to
assess and improve the reliability of forensic methods in situations where intel-
ligent opponents make efforts to falsify evidence. Another, less recognized but
arguably equally important motivation is the use of counter-forensics to pro-
tect the privacy of sources of media data, for example to protect witnesses and
whistleblowers. If a witness captures a crime scene with her mobile phone cam-
era and the police includes this image in a “wanted” circular, she would not like
the criminal’s accomplices to link this picture to her Facebook profile using, for
instance, the inherent sensor noise fingerprint.

The keynote speaker presented digital forensics as a decision problem threat-
ened by attempts to induce false decisions using counter-forensics. He surveyed
the state of the art of counter-forensics against image forensics, subsuming tech-
niques to suppress traces of image processing and techniques to synthesize traces
of authenticity. The keynote concluded with a broader discussion of relations to
other domains in multimedia security, such as steganography and watermarking.

The arguments and examples presented were largely drawn from [1], so in-
terested reader are referred to this source. Two points of the keynote are still
unpublished to date and therefore outlined in the following sections. Section 2
briefly presents the “Shanghai Conjecture” on the relation between counter-
forensic techniques based on adding randomness and steganographic security. In
a more entertaining tone, Section 3 documents the speaker’s interpretation of
selected Chinese stratagems, taken from Sun Tzu’s (544–496 BC) famous book
“The Art of War”, for applications in counter-forensics, the “Art of Misleading”.

2 On the Difficulty of Undetectable Counter-Forensics

Conjecture 1 (Shanghai Conjecture). Counter-forensics by introducing random
noise is at least as difficult as secure steganography.

Proof (Sketch). Replace the noise source with an encrypted and appropriately
encoded message. Then the counter-forensic method becomes an embedding



XII R. Böhme

function. As a result, any steganalysis method that can distinguish between
cover and stego object can also distinguish post-processed from authentic images.
Conversely, if the counter-forensic method is secure and the encrypted message
indistinguishable from random bits, then no algorithm can distinguish between
post-processed (i. e., stego object) and unprocessed (i. e., cover) images. Hence we
can construct a secure steganographic channel from this counter-forensic method
and any encryption system that produces pseudo-random ciphertext.

Remark 1. Reasoning about the capacity of this steganographic channel is in-
tentionally beyond the scope of this proof sketch. This aspects needs further
attention when developing the conjecture into a theorem. Also the treatment of
encoding remains superficial in this proof sketch. It is therefore an interesting
open problem whether the conjecture or a weaker variant can actually be proven.
Clearly, any such proof needs more specific assumptions on the nature of covers.

Remark 2. The conjecture only concerns the subset of counter-forensic methods
that try to hide traces in random noise. The implication does not generalize to all
counter-forensic methods. This raises the question whether adding random noise
is a good idea at all. In fact, it might be suboptimal in general. So secure counter-
forensics not relying on adding randomness might well exist even if constructing
secure steganographic channels (for empirical covers) remains a hard problem.

3 Sun Tzu’s View on Image Forensics

Our understanding of forensics and counter-forensics is a cat-and-mouse game
between two opponents who try to strategically outsmart each other. When talk-
ing about it in China, it stands to reason to frame selected aspects with ancient
stratagems bequeathed by Sun Tzu, an influential Chinese military strategist
from the Zhou Dynasty.

For example, the creator of the forgery in Fig. 1 followed this stratagem:

Stratagem 1. 树 上 开 花 — “Deck the tree with false blossoms.”

Fig. 1. Left: image depicting a missile test as published by the Iranian Revolutionary
Guards in 2008; center: alleged original image; right: detector output. Source: [2]
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The speaker recalled that successful counter-forensics requires two skills, first
avoiding or removing suspicious traces of image processing, and second restoring
plausible device characteristics. In Sun Tzu’s words:

Stratagem 2. 连 环 计 — “Combine stratagems.”

The success of forensic analyses crucially depends on the amount of information
in the suspect image, that is the available image quality. A common strategy to
thwart forensic investigations is to provide photographic evidence in very low
resolution and with high compression rates. Again, Sun Tzu anticipated this:

Stratagem 3. 浑 水 摸 鱼 — “Disturb the water and catch a fish.”

Resampling detection algorithms exploit a periodic grid of interpolation weights.
Geometric distortion is the method of choice to impede this analysis, or:

Stratagem 4. 偷 梁 换 柱 — “Replace the beams with rotten timbers.”

Image processing destroys the typical color filter array (CFA) interpolation pat-
tern present in most authentic images. CFA synthesis helps to insert a plausible
pattern into arbitrary images.

Stratagem 5. 无 中 生 有 — “Creating something out of nothing.”

How to falsify an input device fingerprint? Well, just . . .

Stratagem 6. 借 尸 还 魂 — “Borrow a corpse to resurrect a soul.”

Most recently, researchers started to investigate counter-techniques against counter-
forensics. Some methods presented are borrowed from the field of steganalysis,
such as calibration of JPEG histograms. Sun Tzu knew this trick:

Stratagem 7. 借 刀 杀 人 — “Kill with a borrowed knife.”

Finally, after a lively discussion, the speaker had to resort to a final stratagem
and left the stage:

Stratagem 8. 走 为 上 — “If all else fails, retreat.”

Acknowledgements. I thank Yun-Qing Shi and the IWDW 2012 organizers
for their invitation and hospitality, and Shi-Yue Lai for her advice on the right
interpretation and spelling of Sun Tzu’s stratagems. All errors and omissions are
my own.
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Reversible Data Hiding in Encrypted Images

Xinpeng Zhang

School of Communication and Information Engineering, Shanghai University

xzhang@shu.edu.cn

In some scenarios, when a content owner encrypts original images as unintelligi-
ble data for privacy protection, an inferior assistant or a channel administrator
may hope to append some additional data, such as the origin information, im-
age notation or authentication data, within the cipher-text images though he
does not know the plaintext content. And it is also desired that the original
plaintext content can be recovered without any error after image decryption and
data extraction at receiver side. This talk will survey the concepts, principles
and methods of reversible data hiding in encrypted images. For the cipher-text
images produced by selective encryption methods, it is straightforward to use
conventional techniques to perform reversible data hiding in the un-encrypted
part. For the completely encrypted images by stream cipher, by exploiting the
spatial correlation in natural image and the lossless compression of encrypted
data, the embedded data can be successfully extracted in either the plain or
encrypted domain, while the original plaintext content can be perfectly recov-
ered after data decryption. When the additional data are embedded using a
pseudorandom sequence modulation mechanism, the data extraction can be im-
plemented in both the plain and encrypted domains. We will also discuss the
potential directions of further investigations.
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for Spatial Domain Steganography
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Abstract. In this paper, we propose a new channel selection criterion
for spatial domain steganography. Via choosing those pixels in edge re-
gions that may introduce minimal detectable distortion for modification,
the proposed channel selection criterion can improve the security perfor-
mance of the widespread block codes based matrix embedding schemes.
Various experimental results tested on 5,000 grayscale images demon-
strate the efficiency of our new channel selection criterion.

Keywords: steganography, block codes, matrix embedding, channel
selection.

1 Introduction

Digital steganography is a new approach to transmit the secret message without
arousing suspicion of the potential attackers. The carriers of steganography can
be various kinds of digital media, such as image, video, and audio.

Due to the common use of images on the internet nowadays, image steganog-
raphy has attracted more and more attention recently. In order to enhance the
capability of resisting the steganalysis, two kinds of approaches have been pro-
posed to improve the security performance of steganography. The first one is
to improve embedding efficiency via using the error correction codes, generally
called matrix embedding strategy [1–5], which can be utilized to decrease the
modifications to the cover image while embedding the same number of infor-
mation bits. The second one is channel selection strategy [6–8]. Through using
it, the elements that may introduce minimal detectable distortion are selected
for data hiding, thus the security performance of steganography can be greatly
improved.

The idea of importing matrix embedding into steganography was firstly pro-
posed by Crandall [1]. Westfeld [2] implemented it in F5 scheme, which resorts to
the (1, n, n-k) binary Hamming codes to embed k message bits into a discrete co-
sine transform (DCT) coefficient block with the length of 2k − 1 within at most
one embedding change. A limitation for F5 scheme is that in each coefficient
block, only one coefficient determined by matrix embedding can be modified.
If this embedding change will introduce much distortion, the security perfor-
mance of F5 scheme may greatly degrade with more and more such modifications.
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In [4], Kim et al. provided a simple and practical scheme to apply the perturbed
quantization (PQ) channel selection criterion [6] to JPEG steganography, which
is based on the (t, n, n-k) (t ≥ 1) modified binary Hamming codes and allows
more than one embedding changes in each coefficient block. This new embedding
algorithm is called modified matrix encoding (MME). Since in each coefficient
block, two or more coefficients that may introduce minimal distortion can be se-
lected for modification, MME scheme can obtain a desirable security performance
in general. According to the numbers of allowable changing bits in each coeffi-
cient block, the MME schemes are called MME2, MME3, etc. In addition to PQ
criterion [6], some other channel selection criterions [7] [8] can also be employed
on MME scheme to improve the security performance of JPEG steganography.
As seen, compared with those schemes with one modification in each coefficient
block, modifying two or more coefficients in DCT domain may introduce minimal
distortion, and thus improve the security performance of JPEG steganography.
This philosophy can be extended in spatial domain directly. As pointed out in
[9–11], the statistical characteristics of smooth/flat regions in the cover image
are rather simple, and embedding the secret message into these regions will in-
evitably contaminate the statistical characteristics of the cover image even at a
low embedding rate. Whereas for the edge regions, since the statistical character-
istics are more complicated, it will be preserved much better after data hiding.
Thus the secret message should be embedded into the edge regions as much as
possible.

In this paper, we propose a new channel selection criterion for spatial do-
main steganography. The main idea of our channel selection criterion is to find
those pixels in the edge regions that may introduce minimal detectable distor-
tion for data hiding. It is a general channel selection criterion for spatial domain
steganography, and can be applied to widespread block codes based matrix em-
bedding schemes.

The rest of this paper is organized as follows. In Section 2, the new channel
selection criterion and its applications are introduced. Experimental results are
illustrated in Section 3 and the conclusions are made in Section 4.

2 Proposed Channel Selection Criterion and Its
Application

2.1 New Channel Selection Criterion

Generally, in block codes based matrix embedding scheme (e.g., the Hamming
codes based matrix embedding scheme), the secret message bits are divided into
sub-blocks of length k, and the elements (such as the pixels or DCT coefficients)
of the cover image are divided into sub-blocks with the length of 2k − 1. The
k message bits can be embedded into 2k − 1 elements of the carrier through
modifying the LSB (least significant bit) of one pixel or coefficient in each sub-
block. In order to minimize the introduced distortion, the steganographer may
also select to modify the LSBs of the other two or more elements according to
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some channel selection criterion. For example, in [4], Kim et al. applied the PQ
channel selection criterion [6] to JPEG steganography. With the utilization of
modified binary Hamming codes, the steganographer can select to modify the
LSBs of two or three DCT coefficients in each sub-block that may introduce
minimal detectable distortion, and thus improve the security performance of the
proposed JPEG steganography.

Different from that in [6], our proposed channel selection criterion is a spatial
domain rule. Via using it, the steganographer can determine how to modify
the pixels when the embedding is conducted with block codes based matrix
embedding schemes. Without loss of generality, we assume that the dimension
of the cover image A is H ×W . The gray values of the pixels in the cover image
are represented as ai,j (1 ≤ i ≤ H, 1 ≤ j ≤ W ), which is shown in Fig. 1.
Each pixel in the cover image may be associated with a gradient value Gi,j ,
which is used to measure the gradient value between the current pixel and its
neighbors (note that two different ways for computing the gradient value will be
exemplified next in this section). In general, the pixels associated with big values
of Gi,j belong to the edge regions, and those associated with small values of Gi,j

may belong to the flat/smooth regions. According to the analysis in Section 1, in
order to reduce the detectable distortion that may be introduced by data hiding,
we need to embed the secret message into those edge areas which are associated
with high gradient values. Thus the detectable distortion in our channel selection
criterion is defined as

Ei,j =
1

Gi,j
(1)

For simplicity, suppose that one of the secret message sub-blocks with k bits is
(s1, s2, ..., sk), and the corresponding pixel sub-block with the length of n = 2k−1
for data hiding is (p1, p2, ..., pn). The detectable distortion values associated
with the pixels are represented as (E1, E2, ..., En). While conducting matrix
embedding, we assume that the k secret message bits can be embedded into
the pixel sub-block with two modification selections: 1) modifying the LSB of
one pixel pα; 2) modifying the LSBs of the other two pixels (pβ , pγ). Note that
1 ≤ (α, β, γ) ≤ n and the corresponding detectable distortion values associated
with pα, pβ and pγ are represented as Eα, Eβ and Eγ , respectively. Our new
channel selection criterion is as follows. If inequality (2) holds, we modify the
LSBs of the two pixels pβ and pγ , otherwise we modify the LSB of the pixel pα.

Eα > Eβ + Eγ (2)

Note that while embedding the k secret message bits with block codes based
matrix embedding strategy, we may also have some other modification selections,
e.g., modifying the LSBs of three or more pixels. Our channel selection criterion
can be extended easily in such a case. For simplicity, suppose the steganographer
can select to modify the three pixels px, py and pz in the aforementioned pixel
sub-block (the associated detectable distortion values are represented as Ex, Ey

and Ez) while embedding the k message bits. The channel selection criterion can
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be extended as follows. Compare the three values Eα, (Eβ+Eγ), and (Ex+Ey+
Ez). If Eα is the least among the three values, the LSB of pixel pα is modified.
If (Eβ + Eγ) is the least among the three values, we will modify the LSBs of
pixels pβ and pγ . Otherwise the LSBs of pixels px, py and pz will be modified.

As mentioned above, we will introduce two ways for computing the gradient
value Gi,j at the end of this section, which are called average gradient (AG)
strategy and maximum gradient (MG) strategy, respectively. As shown in Fig. 1,
ai,j is one of pixels. According to AG strategy, the gradient value associated with
ai,j is computed as in Eq.(3), and according to MG strategy, the gradient value
associated with ai,j is computed as in Eq.(4).

Gi,j = (|ai,j − ai,j−1|+ |ai,j − ai,j+1|+ |ai,j − ai−1,j |+ |ai,j − ai+1,j |)÷ 4 (3)

Gi,j = max(|ai,j − ai,j−1|, |ai,j − ai,j+1|, |ai,j − ai−1,j |, |ai,j − ai+1,j |) (4)

Note that if Gi,j is equal to zero, it will be set with a small value such as 10−3.
Some other pixels in the image may have only two or three adjacent pixels, e.g.,
the pixels in the first column on the left, or the pixel on the top left corner.
When computing the gradient values of those pixels, only three or two neighbors
will be considered in equations (3) and (4) in the light of actual conditions.

a1,1 a1, j-1 a1, j a1, j+1 a1,W

ai-1, 1 ai-1, j-1 ai-1, j ai-1, j+1 ai-1, W

ai, 1 ai, j-1 ai, j ai, j+1 ai, W

ai+1, 1 ai+1, j-1 ai+1, j ai+1, j+1 ai+1, W

aH,1 aH, j-1 aH, j aH, j+1 aH,W

Fig. 1. The illustration of pixels in an image

2.2 Application of Our Channel Selection Criterion

The proposed channel selection criterion can be applied to all matrix embed-
ding schemes based on block codes, such as Hamming codes, BCH codes. For
simplicity, we will exemplify the application of our proposed channel selection
criterion with MME2 embedding strategy [4], which is based on the modified
binary Hamming codes.

As stated above, one of the secret message blocks with k bits is S =
(s1, s2, ..., sk), and the corresponding pixel sub-block with the length of n = 2k−1
for data hiding is B = (p1, p2, ..., pn). The gradient values associated with the
pixels in sub-block B are represented as (G1, G2, ..., Gn). The message bits
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(s1, s2, ..., sk) are embedded into the pixel sub-block (p1, p2, ..., pn) according
to the following three steps.

Step 1: Conduct matrix embedding with (1, n, n-k) binary Hamming codes to
find the pixel that need to be modified in block B. Suppose the pixel that needs
to be changed in block B is pα (1 ≤ α ≤ n). Then we compute the distortion Eα

according to Eq.(1). Note that if no pixel needs to be modified while embedding
the k message bits, the next two steps can be neglected.

Step 2: Find the pairs of numbers (β, γ) in pixel sub-block B such that
dec2binve(α) = (dec2binvec(β)⊕ dec2binvec(γ)), where dec2binvec(·) is a func-
tion that converts decimal value to binary vector, and⊕ represents the Exclusive-
Or operation. Note that for any α, there are (n-1)/2 such pairs (β1, γ1), (β2, γ2)...,
(β(n−1)/2, γ(n−1)/2) ,which can be enumerated easily. For each pair, Eβi and Eγi

(1 ≤ i ≤ (n − 1)/2) are computed respectively according to Eq.(1) to find the
distortion that will be introduced. Suppose that among all these pairs of pixels,
modifying the pixel pair (pβj , pγj ) may introduce the least distortion (please note
that the corresponding distortion is Eβj + Eγj ).

Step 3: compare (Eβj + Eγj ) with Eα, if Eα > (Eβj + Eγj ), the LSBs of
the two pixels pβj and pγj in sub-block B will be modified (i.e., plus-minus one
randomly); otherwise only the LSB of one pixel pα in sub-block B is modified.

In the same way, all the message bits in different sub-blocks can be embedded
into their corresponding pixel sub-blocks. Our channel selection criterion can also
be applied with MME3 embedding strategy in the same way except it allows at
most three embedding changes in each pixel block.

3 Experimental Results

In this section, some experimental results will be given to demonstrate the effi-
ciency of our proposed criterion. Note that the proposed criterion can be appli-
cable to any block codes (e.g., Hamming codes, BCH codes, etc.) based matrix
embedding strategy. In our experiments, we will apply it with MME embedding
strategy based on modified binary Hamming codes. According to the number of
allowable changing bits in each pixel sub-block and the way for computing the
gradient value, the obtained steganographic algorithms are called AG MME2,
AG MME3, MG MME2, and MG MME3, respectively. For comparison, we also
conduct matrix embedding based on (1, n, n-k) binary Hamming codes directly
without utilizing any channel selection criterion, which is called original matrix
embedding (OME) scheme in this paper.

The Ensemble Classifier [12] is employed in our experiments and the features
are extracted according to [13]. In our testing, the second-order subtractive pixel
adjacency model (SPAM) features are extracted and the dimension of the feature
vector is 686. The testing error given by the Ensemble Classifier is known as out-
of-bag estimate (EOOB). The larger the EOOB , the better security performance of
the steganography is. When the cover and stego images cannot be discriminated,
the value ofEOOB is near 0.5. The test image database in our experiments consists
of 5,000 grayscale images, which are randomly selected from BOWS-2 [14].
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The embedding rates for the aforementioned embedding algorithms, i.e., OME,
AG MME2, AG MME3, MG MME2 and MG MME3 are represented as bits per
pixel (bpp). In Table 1, the EOOB values corresponding to different embedding
algorithms with different embedding rates are illustrated. It is observed from
Table 1 that with the utilization of the proposed channel selection criterion,
AG MME2, AG MME3, MG MME2 and MG MME3 have much better security
performance than OME scheme. The experimental results have demonstrated
the efficiency of our proposed channel selection criterion.

Table 1. Testing error results over 5,000 images with different steganographic
algorithms

Embedding Rate (bpp) Steganography Algorithms Testing error (EOOB)

0.05

OME 0.3624
AG MME2 0.4597
AG MME3 0.4664
MG MME2 0.4783
MG MME3 0.4856

0.10

OME 0.2201
AG MME2 0.3540
AG MME3 0.3734
MG MME2 0.4168
MG MME3 0.4360

0.15

OME 0.1669
AG MME2 0.3180
AG MME3 0.3400
MG MME2 0.3965
MG MME3 0.4153

0.20

OME 0.1189
AG MME2 0.2172
AG MME3 0.2320
MG MME2 0.3050
MG MME3 0.3327

4 Conclusions

In this paper, a new channel selection criterion for spatial domain steganography
is presented. It can be utilized to find the pixels that may introduce minimal
detectable distortion for data hiding, and thus improve the security performance
of the corresponding steganographic scheme. For simplicity, we have applied it
with MME embedding strategy for a demonstration. The experimental results
demonstrate that with the utilization of our proposed channel selection criterion,
the security performance of the steganographic algorithms can be improved sig-
nificantly. Furthermore, our proposed channel selection criterion is a general
channel selection criterion for spatial domain steganography. It can be suitable
for any block codes based matrix embedding strategy.
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Abstract. Matrix embedding (ME) is an effective way to reduce the
distortion of steganography. In ME, the sender and recipient agree on
a matrix in advance, and the message will be embedded into the cover
data according to the matrix. By this means, matrices with the same di-
mension can provide the same capacity but may introduce quite different
distortions. Thus the choice of matrices is crucial to the performance of
ME and it is meaningful to determine the optimal matrix which can in-
troduce the least distortion. In this paper, we study the optimal-matrix-
determination problem for ME in F3 = {0,±1}. Some initial results are
obtained.

Keywords: Steganography, matrix embedding, optimal matrix.

1 Introduction

Steganography studies secure secret communication [1, 2]. By this means, a hid-
den message is embedded into the cover data by slightly modifying the cover
content. The most important requirement of a steganographic scheme is its se-
curity, i.e., the perceptual and statistical undetectability of the hidden message.
In general, there are mainly three ways to enhance stego-security: decreasing
the embedding distortion [3–5], keeping statistical quantities of the cover data
unchanged [6–8], and realizing content adaptive embedding [9–11]. In this work,
following the first way, we study the technique to enhance stego-security.

If the cover data is a digital image, the embedding rate is defined as the av-
erage number of data bits embedded per pixel. Generally speaking, when two
schemes have the same embedding rate, the one that creates fewer embedding
changes is less detectable since it decreases the chance that others discover the
existence of the hidden message. As another important attribute of steganogra-
phy, embedding efficiency is defined as the average number of data bits embedded
per embedding change. This concept is first introduced by Westfeld [12] and has
since been accepted as a metric of stego-security [13]. Based on these definitions,
a goal of steganography is to minimize the embedding distortion for a given
embedding rate, or equivalently, to maximize the embedding efficiency.

Matrix embedding (ME) is an effective way to increase the embedding effi-
ciency. This method is first proposed by Crandall [14] and systematically studied

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 8–18, 2013.
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later by Fridrich et al. [13, 15]. In ME, the sender and recipient agree on a matrix
in advance, and the message will be embedded into the cover data utilizing the
matrix. By this means, matrices with the same dimension can provide the same
embedding rate but may introduce quite different embedding efficiencies (see
examples in Section 2). Thus the choice of matrices is crucial to the performance
of ME and it is meaningful to determine the optimal matrix which can introduce
the highest embedding efficiency. Some recent works [16, 17] focus on the optimal
matrix for ME in F2. Here, ME in F2 means that the matrix elements are taken
from the finite filed F2 = {0, 1}. Until now, the optimal-matrix-determination
problem is only solved for some special cases for ME in F2.

In this paper, instead of F2, we study the optimal matrix for ME in F3 =
{0,±1}. We argue that it is valuable to extend ME from F2 to F3. On one hand,
similar to the case of F2, ME in F3 can guarantee that each cover pixel value
is changed at most by 1 in data embedding. On the other hand, compared with
ME in F2, ME in F3 can provide a higher embedding efficiency at the same
embedding rate. In addition, ME in F3 can give a maximum embedding rate of
log2 3 bit per pixel (bpp), while that for ME in F2 is only 1.0 bpp. Based on
these considerations, we propose to study ME in F3.

The rest of the paper is organized as follows. In Section 2, the data embedding
and extraction procedures of ME in F3 are described in details. In Section 3,
some general results about optimal matrix are given at first. Then the optimal
matrices for the cases of n−m = 1 and 2 are investigated, where m× n is the
matrix dimension. Finally, this work is concluded in Section 4.

2 Matrix Embedding in F3

Let 0 < m ≤ n be two positive integers. Consider an m × n matrix A whose
elements are taken from F3 = {0,±1}. If rank(A) = m, or in other words, if A
satisfies,

∀u ∈ F
m
3 , ∃v ∈ F

n
3 s.t. Av = u (1)

ME can be defined utilizing A. Notice that the addition and multiplication in
(1) are operations in F3, e.g., 1+1 = −1. Moreover, for convenience, we will use
in the context either row or column vectors depending on the choice.

The data embedding procedure of ME in F3 is as follows. Let c ∈ Z
n be a

cover vector and m ∈ F
m
3 be a secret message. To embed m into c, we first find

v∗ ∈ F
n
3 such that

v∗ = argmin
{v∈F

n
3 :Av=u}

w(v) (2)

where w(x) is the Hamming weight of a vector x = (x1, ..., xn), and u = m−Ac.
The stego vector is then taken as s = c+ v∗. In this procedure, v∗ corresponds
to the modification to c. Therefore, to minimize the distortion, the minimizing
condition in (2) is essential. Moreover, since ‖s − c‖l∞ = ‖v∗‖l∞ ≤ 1, the
maximum modification to each cover pixel value is guaranteed to be at most 1.

To extract the embedded message, one only needs to compute As.



10 Y. Qi et al.

Clearly, with the above scheme, log2(3
m) = m log2 3 bits are embedded into

n pixels, and the embedding rate noted as ER(A) is m
n log2 3.

Let fA(u) be a solution to (2) (notice that (2) may have more than one solu-
tion whereas each solution has the same Hamming weight). The average embed-
ding distortion noted as ED(A), i.e., the expected value of l2 error, ‖s− c‖2l2/n,
can be then formulated as

ED(A) =

∑
m∈F

m
3
w(fA(m−Ac))

n3m
. (3)

Since Ac is fixed, the average embedding distortion can be simply rewritten in
the following form

ED(A) =

∑
u∈F

m
3
dA(u)

n3m
(4)

where dA(u) = w(fA(u)). According to (4), the average embedding distortion
is independent on the cover c, and can be computed using only the matrix A.

We remark that, the matrixA in ME can be viewed as the parity check matrix
(PCM) of a linear code C with length n and dimension n − m. In this means,
(2) is equivalent to finding a coset leader, i.e., the vector in the coset which has
the minimal Hamming weight. Moreover, one can prove that ED(A) = Ra(C)/n,
where Ra(C) is the average distance to code:

Ra(C) =
∑

v∈F
n
3
dis(v, C)
3n

(5)

with dis(v, C) = minc∈Cw(v − c) which is the distance from v to C.
We now give some examples of ME.
Example 1: Consider here the simplest case that n = m = 1 and A is the

1× 1 identity matrix. The embedding rate is ER(A) = log2 3. By definition, we
know that for each u ∈ F3, fA(u) = u. Thus the average embedding distortion
is ED(A) = 2

3 . Clearly, for this scalar case of ME, its embedding procedure is in
fact:

s =

⎧⎨⎩
c, if m ≡ c (mod 3)
c+ 1, if m ≡ c+ 1 (mod 3)
c− 1, if m ≡ c− 1 (mod 3)

(6)

where c and s are respectively cover and stego pixel value, and m ∈ {0,±1} is
the data to be embedded.

Example 2: We use the following 2× 3 matrix in this example:

A =

(
1 1 −1
1 0 1

)
. (7)

The embedding rate is ER(A) = 2
3 log2 3. For u ∈ F

2
3, we can verify that

w(fA(u)) = 1 if u or −u is a column vector of A, and w(fA(u)) = 2 if
u = (0,±1). So, ED(A) = 1·0+6·1+2·2

27 = 10
27 .

Example 3: Consider the ternary Hamming code in this example, i.e., we take
PCM Hm of the [(3m − 1)/2, (3m − 1)/2 − m, 3]3 ternary Hamming code. For
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instance, the matrix Hm for m = 3 is shown in (8). As the dimension of Hm is
m×n with n = 3m−1

2 , the embedding rate is ER(Hm) = 2m
3m−1 log2 3. Notice that

for any non-zero u ∈ F
m
3 , u or −u is a column vector of Hm, so w(fHm (u)) = 1.

Thus ED(Hm) = 2
3m .

H3 =

⎛⎝0 0 0 0 1 1 1 1 1 1 1 1 1
0 1 1 1 −1 −1 −1 0 0 0 1 1 1
1 −1 0 1 −1 0 1 −1 0 1 −1 0 1

⎞⎠ . (8)

Example 4: This example is derived from [11, 6, 5]3 ternary Golay code whose
PCM G is a 5× 11 matrix (see (9)). The embedding rate is ER(G) = 5

11 log2 3.
Since this code is a perfect code, any non-zero u ∈ F

m
3 can be expressed as a

linear combination of either one or two column vectors of G in a unique way.

Then we have ED(G) =
(110 )·0+2·(111 )·1+22·(112 )·2

11·35 = 0.1728.

G =

⎛⎜⎜⎜⎜⎝
1 1 1 −1 −1 0 1 0 0 0 0
1 1 −1 1 0 −1 0 1 0 0 0
1 −1 1 0 1 −1 0 0 1 0 0
1 −1 0 1 −1 1 0 0 0 1 0
1 0 −1 −1 1 1 0 0 0 0 1

⎞⎟⎟⎟⎟⎠ . (9)

Example 5: Consider another 5×11 matrix A shown in (10). One can verify that
ER(A) = 5

11 log2 3 and ED(A) = 0.2028.

A =

⎛⎜⎜⎜⎜⎝
1 0 0 0 0 1 −1 −1 0 1 0
0 1 0 0 0 0 1 0 0 1 −1
0 0 1 0 0 1 0 0 1 −1 0
0 0 0 1 0 0 1 0 −1 −1 −1
0 0 0 0 1 0 0 1 −1 0 0

⎞⎟⎟⎟⎟⎠ . (10)

From the last two examples, it can be observed that different matrices with the
same dimension may introduce quite different distortions even though they have
the same embedding rate. Therefore, it is meaningful to find the optimal matrix
which can provide the minimal distortion. Specifically, for fixed m and n, an
optimal matrix A∗ is defined as the one that introduces the least embedding
distortion:

A∗ = argmin
A∈F

m×n
3

ED(A). (11)

It should be mentioned that the optimal-matrix-determination problem is differ-
ent from the covering radius problem extensively studied in coding theory [18].
The latter aims at minimizing the covering radius R(C) of a code C, where the
covering radius is defined as the maximum distance of any vector in F

n
3 to C:

R(C) = max
v∈F

n
3

dis(v, C). (12)

As we know (see [13]), for the binary case, the code which has the minimal
covering radius R(C) among all [n, n−m]2 linear codes might not minimize the
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average distance to code Ra(C) defined in (5). So, finding the optimal matrix,
i.e., finding the code which has the least average distance to code, is a new
problem.

3 Study on Optimal Matrix

For two full-rank matrices A,B ∈ F3
m×n, we say that they are equivalent in the

sense of ME if ED(A) = ED(B). All equivalent matrices form an equivalence
class, and any element in an equivalence class can be taken as a representative
element of this class. Then we may only consider the representative element in
a specific form. Now we give the following theorem.

Theorem 1. For each full-rank matrix A ∈ F
m×n
3 , there exists a matrix B in

the form of (Im,P) such that it is equivalent to A. Here, Im denotes the m×m
identity matrix, and P is an m× (n−m) matrix in F3.

Proof. Consider two matrices A1,A2 ∈ F
m×n
3 satisfying A2 = WA1, where W

is a full-rank m×m matrix. We first prove that A1 is equivalent to A2. Actually,
as W is full ranked, then for any u ∈ F

m
3 , we have A1v = u ⇔ A2v = Wu.

Thus we can derive dA1(u) = dA2(Wu). Notice that W can be viewed as an
one-to-one mapping of Fm

3 , we then have ED(A1) = ED(A2). We now prove the
theorem. Clearly, by using elementary row transformations (interchanging two
rows, multiplying a row with −1, or adding a row to another one multiplied by
±1), the matrix A can be transformed into the form of (Im,P). As elementary
row transformations equal multiplying a full-rank matrix on the left, the theorem
is proved.

According to Theorem 1, we may only consider optimal matrix in the form of
(Im,P). Moreover, we can prove that the optimal matrix in this specific form
has an important property (see the theorem below): there is no zero row vector
in P.

Theorem 2. Consider a matrix A = (Im,P), where P is an m×(n−m) matrix
whose row vectors are p1, ...,pm ∈ F

n−m
3 . Suppose that there exists an index j

such that pj is a zero vector. Then, if we replace pj by an arbitrary vector of
F
n−m
3 to form a new matrix B, we have ED(B) ≤ ED(A).

Proof. Without loss of generality, we assume here j = 1.
For any u = (u1, u2, ..., um) ∈ F

m
3 , we define two vectors u+,u− ∈ F

m
3 as

u± = (u1 ± 1, u2, ..., um). We first prove that, if u1 = 0,

dA(u) + dA(u+) + dA(u−) ≥ dB(u) + dB(u
+) + dB(u

−). (13)

Actually, for a solution v = (v1, ..., vn) to Av = u, we have v1 = u1. Then, by
taking v± = (v1 ± 1, v2, ..., vn), one can verify that, if u1 = 0, the solution sets
to Av = u± are respectively {v± : v ∈ S}, where S is the set of solutions to
Av = u. As a result, we can take fA(u±) = (fA(u))±. Moreover, it is obvious
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that there exists a vector w ∈ {fA(u), (fA(u))±} such that Bw = u holds.
Then, B(w±) = u±, and thus

dB(u) + dB(u
+) + dB(u

−) ≤ w(w) + w(w+) + w(w−)

= w(fA(u)) + w((fA(u))+) + w((fA(u))−)

= w(fA(u)) + w(fA(u+)) + w(fA(u−))

= dA(u) + dA(u+) + dA(u−)

Finally, (13) is proved and the theorem is a direct result of (13).

3.1 Optimal Matrix for the Case of n − m = 1

By Theorem 2, when n−m = 1, we may suppose that the optimal matrix is in
the form of (In−1,P) where P = (p1, ..., pn−1) is a column vector whose element
pi is either 1 or −1, for each i ∈ {1, ..., n− 1}. Moreover, notice that multiplying
a row or a column with −1 will not change the average embedding distortion,
we may take pi = 1 for every i ∈ {1, ..., n− 1}. That is, (In−1,P) is an optimal
matrix if P is an all ‘1’ vector. In fact, this matrix is the unique optimal matrix
when n > 2. We give the following theorem.

Theorem 3. Let As = (In−1,Ps) be an (n − 1) × n matrix, where Ps =
(p1, ..., pn−1) satisfies pi = 1 if 1 ≤ i ≤ s and pi = 0 if s < i ≤ n − 1.
Then ED(As) is a strictly decreasing function for s ≥ 1. In addition, ED(A1) =
ED(A0).

Proof. Take for convenience m = n− 1.
For every u = (u1, ..., um) ∈ F

m
3 , it is obvious that

dAs(u) = m− s− c+min{a+ b, s+ 1− a, s+ 1− b} (14)

where a = |{1 ≤ i ≤ s : ui = 1}|, b = |{1 ≤ i ≤ s : ui = −1}| and c = |{s < i ≤
m : ui = 0}|. Then, we have

n3mED(As) =
∑

a+b≤s

m−s∑
c=0

(
s

a

)(
s− a

b

)(
m− s

c

)
2m−s−cdAs(u). (15)

By a routine deduction, we can derive

n3mED(As) = 2(m− s)3m−1

+3m−s
∑

a+b≤s

(
s

a+ b

)(
a+ b

a

)
min{a+ b, s+ 1− a, s+ 1− b}. (16)

So, ED(A1) = ED(A0).
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Furthermore, to prove ED(As) > ED(As+1), it is sufficient to prove

∑
a+b≤s+1

(
s+ 1

a+ b

)(
a+ b

a

)
min{a+ b, s+ 2− a, s+ 2− b}

< 2 · 3s+3
∑

a+b≤s

(
s

a+ b

)(
a+ b

a

)
min{a+ b, s+1− a, s+1− b}. (17)

Notice that(
s+ 1

a+ b

)(
a+ b

a

)
=

(
s

a+ b

)(
a+ b

a

)
+

(
s

a+ b− 1

)(
a+ b− 1

a

)
+

(
s

a+ b− 1

)(
a+ b− 1

a− 1

)
. (18)

Therefore, (17) is equivalent to

2 · 3s >
∑

a+b≤s

(
s

a+ b

)(
a+ b

a

)
δ(x, y, z) (19)

where δ(x, y, z) is defined as

min{x, y+1, z+1}+min{x+1, y, z+1}+min{x+1, y+1, z}−3min{x, y, z} (20)

with (x, y, z) = (a + b, s + 1 − a, s + 1 − b). One can verify that δ(x, y, z) ≤ 2
holds for all (x, y, z). Moreover, for special values of a, b such as a = � s+1

2 � and
b = s+1− 2a, we have x = y ≤ z, and thus δ(x, y, z) ≤ 1. As a result, the right
side of (19) is strictly less than 2

∑
a+b≤s

(
s

a+b

)(
a+b
a

)
= 2 · 3s. Therefore, (19)

holds and the theorem is proved.

By Theorem 3, for P = (1, ..., 1), we conclude that (In−1,P) is the unique
(n− 1)× n optimal matrix if n > 2, in the equivalence sense.

3.2 Optimal Matrix for the Case of n − m = 2

We consider the case of n −m = 2 for the matrix A in the form of (In−m,P).
This case is much more difficult than that of n −m = 1. We can only provide
some experimental observations.

According to Theorem 2, we assume that every row vector pj of P is non-zero.
Moreover, as multiplying a row or a column with −1 will not change the average
embedding distortion, we can further assume that

pj ∈ {v1 = (0, 1),v2 = (1,−1),v3 = (1, 0),v4 = (1, 1)} (21)
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Then we define λ(A) = (λ1, λ2, λ3, λ4) with λi = |{1 ≤ j ≤ n− 2 : pj = vi}|, for
every i ∈ {1, 2, 3, 4}. For example, for the following matrix, we have λ1 = λ2 = 1,
λ3 = 2, and λ4 = 0: ⎛⎜⎜⎝

1 0 0 0 1 0
0 1 0 0 0 1
0 0 1 0 1 −1
0 0 0 1 1 0

⎞⎟⎟⎠ . (22)

Clearly, two matrices A and B are equivalent if λ(A) = λ(B). As a result, A
can be simply represented by λ(A) in the sense of equivalence. Moreover, notice
that multiplying the first column of P and some rows of A by −1, we can get an
equivalent matrix B with λ(B) = (λ1, λ4, λ3, λ2); or, interchanging two columns
of P and multiplying some rows of A by −1, we can get another equivalent
matrix C with λ(C) = (λ3, λ2, λ1, λ4). We then may assume that λ1 ≤ λ3 and
λ2 ≤ λ4.

To summarize, any matrix A is equivalent to a matrix B that λ(B) =
(λ1, λ2, λ3, λ4) satisfies

λ1 + λ2 + λ3 + λ4 = n− 2, λ1 ≤ λ3, λ2 ≤ λ4. (23)

We then search exhaustively all optimal matrices for small n. The result is shown
in Table 1, where a matrix is represented by (λ1, λ2, λ3, λ4) satisfying (23). One
can see that when n increases, the optimal matrix tends to follow some laws,
and we conjecture that optimal matrices are in the following forms when n ≥ 11.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(k − 2, k − 1, k − 1, k + 1), (k − 2, k − 1, k, k),
(k − 2, k, k − 2, k + 1), (k − 1, k − 1, k, k − 1) if n = 4k − 1

(k − 1, k, k − 1, k) if n = 4k
(k − 1, k, k − 1, k + 1), (k − 1, k, k, k) if n = 4k + 1
(k − 1, k, k, k + 1), (k − 1, k + 1, k − 1, k + 1), (k, k, k, k) if n = 4k + 2

. (24)

Its proof is still an open problem.
Finally, we show in Fig. 1 the embedding efficiency for the following matrices:

(n − 1) × n optimal matrix for n ≥ 3; (n − 2) × n optimal matrix for n ≥ 6;
(n−2)×n random matrixA = (In−2,P) for n ≥ 6, where P is randomly selected

from F
(n−2)×2
3 . For (n−2)×n optimal matrix, we use the matrix in Table 1 when

n < 11, and the matrix in (24) when n ≥ 11. For (n − 2) × n random matrix,
100 matrices are randomly selected for each n, and the embedding efficiencies of
those matrices are averaged as the final result. From this figure, we may conclude:
first, (n − 2) × n optimal matrix is better than randomly selected matrix and
this result experimentally verifies our conjecture; second, optimal matrix with
n − m = 2 is better than that of n − m = 1 and this observation encourages
us to further study the case of larger n −m; finally, for fixed n −m, the study
of optimal matrix is more profitable for high payload steganography since the
embedding rate m

n log2 3 tends to the maximum log2 3 when n increases.
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Table 1. All optimal matrices for n−m = 2 (3 ≤ n ≤ 22)

.

n optimal matrix

3 (0 0 1 0),(0 0 0 1)

4 (0 1 0 1)

5 (0 0 1 2),(0 1 0 2),(0 1 1 1),(1 0 1 1)

6 (0 1 0 3),(0 1 2 1)

7 (0 1 0 4),(0 1 3 1),(0 2 1 2),(1 1 1 2)

8 (0 2 1 3),(0 2 2 2),(1 1 1 3),(1 1 2 2)

9 (1 2 1 3),(1 2 2 2)

10 (0 3 2 3),(1 2 2 3),(1 3 1 3),(2 1 2 3),(2 2 2 2)

11 (1 2 2 4),(1 2 3 3),(1 3 1 4),(2 2 3 2)

12 (2 3 2 3)

13 (2 3 2 4),(2 3 3 3)

14 (2 3 3 4),(2 4 2 4),(3 3 3 3)

15 (2 3 3 5),(2 3 4 4),(2 4 2 5),(3 3 4 3)

16 (3 4 3 4)

17 (3 4 3 5),(3 4 4 4)

18 (3 4 4 5),(3 5 3 5),(4 4 4 4)

19 (3 4 4 6),(3 4 5 5),(3 5 3 6),(4 4 5 4)

20 (4 5 4 5)

21 (4 5 4 6),(4 5 5 5)

22 (4 5 5 6),(4 6 4 6),(5 5 5 5)
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Fig. 1. Embedding efficiency of ME for different matrices
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4 Conclusion

This paper is a beginning work of the optimal-matrix-determination problem for
ME in F3. For m×n matrix, this problem is completely solved when n−m = 1,
and, based on experimental observations, a matrix form conjecture is given for
the case of n−m = 2.
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16. Khatirinejad, M., Lisoněk, P.: Linear codes for high patload steganography. Dis-
crete Applied Mathematics 157(5), 971–981 (2009)

17. Gao, Y., Li, X., Yang, B.: Employing optimal matrix for efficient matrix embedding.
In: Proc. IIH-MSP, pp. 161–165 (2009)

18. Cohen, G., Honkala, I., Litsyn, S., Lobstein, A.: Covering Codes. Elsevier, Ams-
terdam (1997)



A Novel Mapping Scheme for Steganalysis

Licong Chen1,2,3, Yun Q. Shi2, Patchara Sutthiwan2, and Xinxin Niu1

1 Information Security Center, Beijing University of Posts and Telecommunications,
Beijing 100876, P.R. China

2 New Jersey Institute of Technology, Newark, NJ 07102, USA
3 Fujian Normal University, Fujian 350007, P.R. China
{lcchen,shi,ps249}@njit.edu, xxniu@bupt.edu.cn

Abstract. Recently the research on steganalysis for breaking HUGO
has been further moved ahead. A novel mapping scheme is reported
in this paper. Through a Huffman coding like procedure, this scheme
can lower the feature dimensionality from 625 to 120 generated from
one residual image as a 4th order co-occurrence matrix is considered.
Two experiments have been reported to demonstrate its effectiveness. In
breaking the HUGO, the proposed mapping scheme has been applied to
the frame work of the state-of-the-art [13] with some minor modification.
With a total number of 15,840 features the new method can achieve
87.17% accuracy in BOSSbase ver. 0.92 at 0.4 bpp, outperforming the
state-of-the-art.

Keywords: Steganalysis, steganography, co-occurrence matrix,
Markov process, transition probability matrix, HUGO (Highly Unde-
tectable Stegonagraphy), mapping scheme, local binary patterns.

1 Introduction

Steganography and steganalysis are a pair of modern technologies in the field
of information security that have been moving ahead swiftly in the last decade.
The conflicting between the two sides is a driving force for the rapid devel-
opment of the field. That is, each side learns from its counterpart. From the
modern steganalysis point of view, the machine learning framework, consisting
of statistical features and classifier, has been first utilized in [1]. In [2], the first
four statistical moments of wavelet coefficients and their prediction errors of
nine high frequency subbands from three-level decomposition are used to form
a 72-dimensional (72-D) feature vector with the modern classifier SVM(Support
Vector Machine) for steganalysis. The steganalysis method based on the mass
center of histogram characteristic function has shown improved effectiveness in
steganalysis [3]. A framework combining wavelet decomposition and moments
of characteristic functions is reported in [4]. To break steganographic schemes
using popularly utilized JPEG images as carriers, such as OutGuess, F5 and
model-based steganographic schemes, a group of 23 features, including both the
first and second order statistics, have been used together with a calibrate tech-
nique in [5]. Markov process has first been used in [6] for steganalysis. How to
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c© Springer-Verlag Berlin Heidelberg 2013
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handle the high dimensionality of elements in the transition probability matrix
resultant from the application of Markov process has been studied [7] in the
spatial-domain. In [8], a scheme called SPAM using both the first and the sec-
ond order Markov models has been established to detect the more advanced
steganographic scheme known as LSB matching. As expected, the competition
between steganography and steganalysis always exists and moves our knowledge
ahead. Consequently, a modern steganographic scheme, named HUGO (Highly
Undetectable Stegonagraphy) [9], has been developed so as to fail the SPAM by
taking high order difference into consideration in its data embedding. Stegan-
alytic methods [10,11,12,13] have been reported to break HUGO. In [11], the
difference arrays from the first-order up to the sixth-order are all used to gen-
erate residual images for feature extraction in addition to other newly designed
features, resulting in a total number of features as high as 33,963. Because of the
high feature dimensionality, an ensemble classifier using Fishers Linear Discrim-
inant (FLD) has been developed and utilized. These novel measures result in a
detection rate of 83.9% on BOSSbase ver. 0.92 [14,15] at the embedding rate of
0.4 bits per pixel (bpp). In [12] the local binary pattern technology, developed for
texture analysis, has been applied to steganalysis for the first time. With 22,153
features, a detection rate of 83.92% has been achieved on BOSSbase 0.92 at 0.4
bpp. Based on [11], the detection rate has been further increased to almost 87%
with 34,671 features, and 86.45% with 12,753 features (i.e.Top39 feature-set) at
0.4 bpp in [13].

In this paper, a novel mapping technology is presented. Using this mapping
technique, the detection rate on the BOSSbase 0.92 at 0.4 bpp reaches 87.17%
with only 15,840 features, most of which have been used in [13]. The rest of this
paper is organized as follows. In Section 2, the proposed mapping technology is
presented. The set of features used in this work is presented in Section 3. The
experimental procedure and results are presented in Section 4. The discussion
and conclusions are made in Section 5.

2 Proposed Mapping Technique

In this section we first provide some background on residual image and co-
occurrence matrix. Then, the proposed mapping technique is presented.

2.1 Background and Residual Image

Co-occurrence matrix was proposed as textural features for image classification
in 1973 [16]. Since then it has been widely utilized for image classification (as of
2012, having been cited about 7,000 times according to Google). In steganalysis,
a special type of image classification, the co-occurrence matrix has been widely
used as well [17,11,13]. The simplest and most frequent usage of co-occurrence
matrixes involves pairs of two elements in an image, or more general, a 2-D array.
As a result, it is a second order statistics in nature. This explains why it is more
effective than using histogram in image classification, which is of the first order
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Fig. 1. Four different ways to generate co-occurrence matrix; a portion of residual
image: 4 elements along (a) horizontal direction, (b) vertical direction, (c) diagonal
direction, (d) minor diagonal direction

statistics. (Note that Markov transitional matrix has also been frequently used
in steganalysis, e.g., in [7,18,8], which can be shown under certain conditions
(that is often satisfied in reality) are equivalent to the co-occurrence matrices.)

In steganalysis, e.g., in breaking HUGO, the higher order co-occurrence ma-
trixes are widely used. An example is that the order of co-occurrence matrix
utilized is as high as the 4th order in [13]. There the symmetry property of some
co-occurrence matrix is identified and utilized to reduce the feature dimension-
ality, hence making the algorithm more efficient and more powerful. Specifically,
let us take a look at the co-occurrence matrix used in [13]. There four consecu-
tive elements in horizontal and vertical directions of the so-called residual image
are considered and utilized for steganalysis. Note that the residual images are
obtained by applying some high-pass filters to the images followed by some other
procedures. The model of residual image, R, is as follows:

R = TruncT (round(Filter(X,h)/q)) (1)

where h is a high-pass filter, Filter(X,h) means the image X has been filtered
by the filter h; followed by quantization with step q; and then rounded to integer;
finally truncated with a threshold T . Here, the filter can be linear or non-linear.
The purpose is to remove the image content and boost stego information for
steganalysis. The filtered image is often referred to as residual image. The quan-
tization is used to reduce the dynamic range of the residual image, thus reducing
the feature dimensionality.

Note that the residual image can also be denoted as R = {ri,j}m×n where
m,n are the size of residual image, and ri,j ∈ [−T : T ], with T is the threshold
as discussed above. The sign of [-T:T] means a integer set from -T to T.

2.2 Co-occurrence Matrices along Four Directions

The following four notations, i.e. Ch,Cv,Cd and Cm, denote the fourth order co-
occurrence matrixes along the horizontal, vertical, diagonal and minor diagonal
directions respectively. They are shown in Fig.’s 1(a),(b),(c) and (d),respectively.
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Now the co-occurrence matrix generated by considering four horizontally con-
secutive elements of a residual image can be represented as follows.

Ch = |{(ri,j , ri,j+1, ri,j+2, ri,j+3) |ri,j , ri,j+1, ri,j+2, ri,j+3 ∈ [−T : T ]}| (2)

where i and j are coordinates in vertical and horizontal two directions, respec-
tively, and T is the threshold. Other three types of co-occurrence Cv,Cd and Cm

are defined analogously.
As in [13] the T is selected as T = 2 . Hence the total number of features

generated from each residual image is (2T+1)4 = 625. Some symmetry properties
have been identified and used to further reduce the feature dimensionality.

2.3 A Novel Mapping Technique

Instead of employing the symmetry property to reduce feature dimensionality
as done in [13], we present a new technique called mapping. It will be shown
that this novelty makes the proposed algorithm work more efficient and effective
than the above-mentioned state-of-the-art.

First, we utilize a large number of training images as samples from which
we obtain useful information to guide the feature number reduction. That is,
from a sufficiently large number of training samples we can randomly select
certain number of images, say, N sample images. From these N sample images,
we compute the corresponding residual images by applying some selected high-
frequency masks. Working on these residual images we can then calculate the
average probability of the number of elements, ri,j , of the residual images that
assume the values in the range of [−T : T ]. Specifically we can obtain the
statistics as follows.

Pk(t) = |{(i, j)|t = ri,j , ri,j ∈ Rmn, t ∈ [−T : T ]}|/(m× n) (3)

where k represents the kth image among N sample images, m and n are the
size of the residual images. For the kth given training sample, we can deter-
mine its Pk(t). Since we have N samples available, we can then obtain P1(t),
P2(t),...,PN (t).

P (t) = |{P1(t) + P2(t) + ...+ PN (t)}|/N (4)

for t ∈ [−T : T ]. In other words, we can find in this way all of the following proba-
bilities: P (−T ),P (−T+1),...,P (T ) from the N training samples. It will be shown
that this novelty, i.e., working on the available training samples to estimate the
probabilities of P (t) can enhance our steganalysis capability effectively.

After we have obtained the P (t = ri,j) for all of (i, j) pairs, we conduct the
following processing.

1. Arrange all of P (t) values according to their magnitude in the non-increasing
order.

2. Then, we merge two items with the least probabilities into one item.
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3. For the newly updated set of probabilities, we rearrange the probabilities in
the non-increasing order.

4. We then repeat what we do in Step 2 and Step 3.
5. The process stops when only M probabilities remain as M ∈ [2 : 2T + 1].

Hence at the end of this process, we can convert (2T + 1) probabilities to M
probabilities, where the M is an integer and M ∈ [2 : 2T + 1].

One illustrative example is provided below. Assume T is equal to 2 as used in
[13]. Further assume from the training image samples, the following five probabil-
ities have been obtained. That is, the probabilities that ri,j assumes -2,-1,0,1,2
are, respectively, P (−2) = 0.12, P (−1) = 0.23, P (0) = 0.28, P (1) = 0.24,
P (2) = 0.13. Our proposed mapping technology may go as follows. We start with
arranging all of five probabilities in a non-increasing order, and then renumber
them as 0, 1, 2, 3, 4, as show in Eq. 5. The procedures go as follows.
The 1st mapping:

mapping(t = ri,j) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 t(= ri,j) = 0 P (0) = 0.28
1 t(= ri,j) = 1 P (1) = 0.24
2 t(= ri,j) = −1 P (−1) = 0.23
3 t(= ri,j) = 2 P (2) = 0.13
4 t(= ri,j) = −2 P (−2) = 0.12

(5)

The 2nd mapping

mapping(t = ri,j) =

⎧⎪⎪⎨⎪⎪⎩
0 t(= ri,j) = 0 P (0) = 0.28
1 t(= ri,j) = −2 or 2 P (−2 or 2) = 0.25
2 t(= ri,j) = 1 P (1) = 0.24
3 t(= ri,j) = −1 P (−1) = 0.23

(6)

The 3rd mapping:

mapping(t = ri,j) =

⎧⎨⎩
0 t(= ri,j) = −1 or 1 P (−1 or 1) = 0.47
1 t(= ri,j) = 0 P (0) = 0.28
2 t(= ri,j) = −2 or 2 P (−2 or 2) = 0.25

(7)

The 4th mapping

mapping(t = ri,j) =

{
0 t(= ri,j) = −2 or 2 or 0 P (−2 or 2 or 0) = 0.53
1 t(= ri,j) = −1 or 1 P (−1 or 1) = 0.47

(8)

It is noted that this mapping process does look like Huffman coding [19], in
which one always first lists all items with their associated probabilities in a non-
increasing order, then aggregates the last two items associated with the two least
probabilities into a new item, this process repeats until only two items remain.
However, in our context here, the process may stop as only M probabilities
remain with M ∈ [2 : 2T + 1]. That is, the procedure can end up with any one
of the four cases, as defined in Eq.s 5-8.
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In using Eq. (2) to calculate the co-occurrence matrix, Ch, we have the follow-
ing four consecutive residual values: ri,j ,ri,j+1,ri,j+2 and ri,j+3, each can assume
(2T + 1) possible different values. In this work, we consider T = 2 which has
been used in [13] because this assumption can facilitate the performance com-
parison late in this paper. Hence, the value M can only assume the following four
possible values, i.e., [2 : 5], which have been denoted by M1,M2,M3 and M4.

The mapping applied to ri,j ,ri,j+1,ri,j+2 and ri,j+3 sequentially will result in
a corresponding four-digit number, denoted by d4d3d2d1, where di ∈ [0 : Mi− 1]
with i = 1, 2, 3, 4. Furthermore, from the right to the left, the weight of d1,d2,d3
and d4 are, respectively, 1, M1, M1 × M2 and M1 × M2 × M3. The number
represented by d4d3d2d1 can be represented as a decimal number as follows.

(d4d3d2d1) = d1 +M1 × d2 +M1 ×M2 × d3 +M1 ×M2 ×M3 × d4 (9)

where d4d3d2d1 is a decimal number. In this way, the computation of all of
the 4th order co-occurrences becomes equivalent to calculate the histogram of
the decimal numbers, denoted by d4d3d2d1 from the residual image, i.e., Ri,j =
{ri,j}m×n (which has been defined at the end of Section 2.1).

This type of histogram is referred to as HMCooc (here H stands for Huffman-
coding-like, M stands for mapping, and Cooc stands for co-occurrence matrix)
in this paper. Its dimensionality is M1×M2×M3×M4. If the values of M1,M2,
M3 and M4 are all allowed to assume (2T + 1) possible values, the HMCooc
is equivalent to co-occurrence matrix. In this sense, the co-occurrence matrix
is a special case of the proposed HMCooc technique. It is shown in Section 4
experimentation that we use M1 = 5,M2 = 4,M3 = 3 and M4 = 2, i.e., T = 2 as
discussed above. Hence the 4th order HMCooc results in 120 dimensions because
of 5× 4× 3× 2 = 120. What discussed here is the 4th order HMCooc along the
horizontal direction. Other order and other directions can be pursued similarly.

In summary, instead of the 4th order co-occurrence matrixes used in [13], we
use the 4th order HMCooc technique presented here. The threshold used is the
same as in [13], i.e., T = 2. According to our experimental works, considering
the achieved performance and the number of features utilized, we choose to use
4th order HMCooc, where M1,M2,M3,M4 assume values of 5,4,3,2, respectively.
How to achieve the optimal M values (equivalently for the 4th order, the optimal
values of M1,M2,M3 and M4) remains for the future research.

3 Feature Set Construction

We have presented above a Huffman-coding like Mapping Co-occurrence ma-
trix based strategy, HMCooc, in Section 2. As mentioned in Section 1, the pat-
tern classification based steganalysis relies on statistical features. Experience has
taught us a single type of feature set could hardly achieve a high steganalysis
rate. Hence, multiple-type of statistical features are often used in steganalysis,
e.g., in [11,13]. In this paper, the statistical features used in [13] are considered.
In order to examine the performance of the proposed mapping scheme, the ex-
perimental works have been planned and conducted. What we have done is to
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Fig. 2. f3×3 filters, from (a) to (e): f3×3spam, f3×3eu, f3×3eb, f3×3el, f3×3er

Fig. 3. f5×5 filters, from (a) to (e): f5×5spam, f5×5eu, f5×5eb, f5×5el, f5×5er

apply the proposed mapping scheme to the framework of the state-of-the-art
[13], then examine if the steganalysis capability is enhanced or not. Since our
mapping can reduce the feature numbers from 625 to 120, we therefore add some
features so as to make the total number of features of these two schemes similar
to each other.

3.1 General Description

In Section 2, the residual images presented in [13] have been expressed in Eq.(1).
All of co-occurrence matrixes have been calculated from the residual images.
To facilitate the discussion we classify the residual images used in [13] into
the following four types, called R1st,R2nd,R3rd and R{hn×n}. The subscripts:
1st, 2nd, and 3rd indicate the order of the filter used to generate the residual
image. For instance, R1st indicates such a kind of residual image which have
been generated via applying a 1st- order filters. The subscript hn×n represents
a different kind of residual images, which are generated via applying a square
filter, denoted by hn×n. The four types of filters in this category, i.e., R{hn×n},
have been shown in Fig.’s 2,3,4 and 5 with notations of f3×3, f5×5, g5×5 and
h5×5. Each kind of hn×n filters has one spam filter and the corresponding four
edge filters (i.e., n × neu, n × neb, n × nel and n × ner). The naming of these
edge filters is illustrated via an example shown below. For instance, the f3×3eu

indicates that this is a 3× 3 filter, ‘e’ means an edge filter, ‘u’ means upper. The
subscript ‘b’ means bottom, ‘l’ left, ‘r’ right.

In [13], two groups of filters, i.e., f3×3 and f5×5 are used. In our method, all
of these four types of filters as shown in Fig.’s 2,3,4 and 5 have been used in our
method. The f3×3 filters are defined as follows.

{f3×3} = {f3×3spam,f3×3eu, f3×3eb, f3×3el, f3×3er} (10)

The f5×5, g5×5 and h5×5 filter-set are defined analogously.
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Fig. 4. g5×5 filters, from (a) to (e): g5×5spam, g5×5eu, g5×5eb, g5×5el, g5×5er

Fig. 5. h5×5 filters, from (a) to (e): h5×5spam, h5×5eu, h5×5eb, h5×5el, h5×5er

Furthermore, in [13] the features extracted from these four types of resid-
ual images are denoted as Cooc1st, Cooc2nd, Cooc3rd and Cooc{hn×n}, where
the type of Cooc{hn×n} feature-set consists of Cooc{f3×3} and Cooc{f5×5} two
groups of features. In our work, we now use the HMCooc as our features.
Specifically, our feature set includes HMCooc1st,HMCooc2nd,HMCooc3rd and
HMCooc{hn×n}. The HMCooc{hn×n} consist of four group of features, i.e.,
HMCooc{f3×3},HMCooc{f5×5},HMCooc{g5×5} and HMCooc{h5×5}.

In [13], the features of Cooc{hn×n} consists of spam11,spam14,mm22h,mm22v,

mm24 and mm41. There the 4th order co-occurrence features are derived from
only horizontal and vertical directions and consist of two different kinds, i.e.,
spam and min/max (denote as mm) feature. There with certain identified sym-
metric properties, the dimension of co-occurrence features of spam has been
reduced from 625 to 169. The dimension of min and max features have been
merged (2× 625) and reduced to 325.

In our method, The HMCooc{hn×n} feature-set consists of HMCooc{f3×3},
HMCooc{f5×5}, HMCooc{g5×5} and HMCooc{h5×5} four groups features. Here
the HMCooc{g5×5} and HMCooc{h5×5} two groups of features have been added
to our feature set. As said, this is because our mapping technology ends up
with a reduced feature dimensionality from 625 to 120. This allows us to use
some other features to enhance the performance while keeping similar feature
dimensionality. Furthermore, we use features derived from all four directions:
horizontal, vertical, diagonal, and minor diagonal.

3.2 More Details

Below we describe in more detail the features used in our method.

(1) HMCooc{hn×n} Type of Features
In our method, among the HMCooc{hn×n} type of features, we use the
following four groups:HMCooc{f3×3}, HMCooc{f5×5}, HMCooc{g5×5} and
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HMCooc{h5×5}. The HMCooc also uses 4th order co-occurrence. Different from
[13], we use not only those derived from horizontal and vertical, but also from
major diagonal and minor diagonal. The way the residual image is generated is
the same as that used in [13]. However, the quantization step, q, used in our
work is q = 2c, and c is the value assumed by the central element of the filter
mask. The threshold, T, used in our work is 2, which is the same as that used
in [13].

Now we describe the HMCooc{f3×3} feature-set in detail as an example, and
the HMCooc{hn×n} feature-set can be obtained as analogously. Firstly we define
some notations: Rs, Ru, Rb, Rl and Rr. They are residual images calculate by us-
ing Eq. (1) with the filters f3×3 filters, from (a) to (e): f3×3spam, f3×3eu, f3×3eb,
f3×3el and f3×3er respectively, and threshold T = 2, quantization step q = 2c = 8,
as the same as done in [13]. We further define Dmin1 = min(Ru, Rl), Dmin2 =
min(Rb, Rr), Dmin3 = min(Ru, Rr), Dmin4 = min(Rb, Rl) and Dmin5 =
min(Dmin1, Dmin2); in the same fashion we define Dmax1, Dmax2, Dmax2,
Dmax3, Dmax4 andDmax5 accordingly.We consider the HMCooc feature extrac-
tion as a function, and abbreviate it as HC. In this way, the HC(R,direction)means
to calculate the HMCooc from the residual image, R, along the direction. As said,
there are four directions, i.e., horizontal, vertical, diagonal and minor diagonal,
which are abbreviated as hor, ver, diag, and mdiag, respectively.

In summary, our proposed features HMCooc{hn×n}, consist of the following
10 categories as shown in Table 1.

Now we calculate the total number of features derived in this category. The
number of features of spam14 is 360, the number of features for other types is
240 each, hence the total number of features derived from the HMCooc{hn×n}
is 2,520. In feature extraction from f3×3, f5×5, g5×5, we can have 10 groups of
features. For h5×5, we extract the following six groups of features: i.e., spam11,
spam14, min22hv1, max22hv1, min24 and max24. Hence the total number of
features derived from this type of is 3 × (9 × 240 + 360) + 5 × 240 + 360 =
9, 120. That is, we extract 9, 120 features from HMCooc{f3×3}, HMCooc{f5×5},
HMCooc{g5×5} and HMCooc{h5×5}.

(2) Features Derived from the 1st-, 2nd-, and 3rd-order Differences
These features are derived from the 1st- order up to the 3rd-order difference
along four directions. Note that these 1st-, 2nd-, and 3rd- order features are also
generated and used in [13]. Specifically, the Cooc1st and Cooc3rd feature-sets
consist of 11 feature sets, i.e., mm22h, mm34h, mm22v, mm24, mm34v, mm41,
mm34, mm48h, mm48v, mm54, and spam14hv. The Cooc2nd feature-set consists
of 6 feature sets, i.e., mm21, mm41, mm32, mm24h, mm24v and spam12hv.
Again, only horizontal and vertical co-occurrence features are considered there.
In this paper, the features extracted are the same as that in [13]. The only
difference is that we do not merge the min and max features. Hence, in our
framework, each kind of HMCooc feature has 120× 2 = 240 features.

Since for this category, the way our features are extracted is the same as
in [13], we do not list feature generation in detail. The readers are referred to
[13] for the detail information. In summary, the numbers of features extracted
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Table 1. Description of feature sets used in HMCooc{hn×n}

Feature

Name
Feature description

Spam11 [HC(Rs, hor) +HC(Rs, ver)],HC(Rs, diag) +HC(Rs, mdiag)

Spam14 [HC([Ru, Rb], ver) +HC([Rl;Rr], hor),

[HC([Ru;Rb], hor) +HC([Rl, Rr], ver)],

[HC([Ru, Rb;Rl, Rr], diag) +HC([Ru, Rb;Rl, Rr],mdiag)]

min22hv1 [HC(min(Ru, Rb), ver) +HC(min(Rl, Rr), hor)],

[HC(min(Ru, Rb), hor) +HC(min(Rl, Rr), ver)]

min22hv2 [HC(min(Ru, Rb), diag) +HC(min(Rl, Rr),mdiag)],

[HC(min(Ru, Rb),mdiag) +HC(min(Rl, Rr), diag)]

max22hv1 Same as min22hv1 except min is replaced by max

max22hv2 Same as min22hv1 except min is replaced by max

min24 [HC(Dmin1;Dmin2;Dmin3;Dmin4], ver)+

HC(Dmin1;Dmin2;Dmin3;Dmin4], hor)],

[HC(Dmin1;Dmin2;Dmin3;Dmin4], diag)+

HC(Dmin1;Dmin2;Dmin3;Dmin4], mdiag)]

max24 Same as min24 except min is replaced by max

min41 [HC(Dmin5, ver) +HC(Dmin5, hor)],

[HC(Dmin5, diag) +HC(Dmin5,mdiag)]

max41 Same as min41 except min is replaced by max

from the first three order filters are, respectively, the number of HMCooc1st and
HMCooc3rd is 11 × 240, the number of HMCooc2nd is 6 × 240. The sub-total
number of features is 6, 720.

Together with the above mentioned type of 9, 120 features, the total number of
our features is 9, 120+6, 720 = 15, 840. In [13] the total number of features (i.e.,
TOP39 feature-set) used is 12,753, which has achieved the accuracy of 86.45%
in detecting stego images from cover images.

4 Experimentation

Two different experimental works and results are presented in this section. The
first one is with a portion of features, while the second is with all of features.
In both experiments, the steganalysis performance of the proposed features is
compared with that reported in [13]. We evaluate the performance using the
detection rate Pcorr or detection error rate PE , which is defined in [13] as well.

PE = min
1

2
(PFA + PMD(PFA)) (11)
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Or

Pcorr = 1− PE (12)

where PFA and PMD are the probabilities of false alarm and missed detection.

4.1 Experiment Setup

We utilized the Bossbase ver. 0.92 [14] for all of our experiments. It consists
of 9, 074 cover images with size 512 × 512, The stego images also provide by
the Boss oragizers with embeding rate at 0.4 bits per pixels. In each test, we
calculate the average detection rate Pcorr or detection error rate PE on the 10
random splits.

4.2 Small Scale Experiment

In this experiment, a total of 1,807 features of six types (i.e., spam11, spam 14,
mm22h, mm22v, mm24 and mm21) developed and reported in [13] as shown in
Table 2 are utilized for steganalysis on Bossbase ver. 0.92 [14]. In each test, the
randomly selected 8,074 pairs of stego and cover images are used for training
and the remaining 1,000 pairs of image for testing. The FLD classifier is used.
The tests are carried out by 10 times in each of which the training and testing
images are randomly split. The accuracies of the tests are reported in Table 2. On
the other hand the corresponding features implemented by using our proposed
mapping technology are also tested. It is noted that in our methods, the min
and max features have not been merged. So the HMCooc consists of 10 feature
sets with a total of 2,520 features, while Cooc consists of 6 feature sets with the
total 1,807 features [13].

From Table 2, it becomes clear that among six different cases (in each of
which a type of features is generated by a different filter) there are five cases,
the proposed mapping scheme achieves to a higher classification rate; the case of
mm22v features is the only exception. This indicates that the mapping scheme
does bring better performance in steganalysis. It is noted that the total number
of features with HMCooc is a bit higher than that used in [13].

Table 3 reports the similar experiment, except now the four vertical consec-
utive elements in the residual image are considered for their co-occurrence. It
can be observed that the performance achieved by the proposed HMCooc{f5×5}
features owing to the proposed mapping technique constantly outperforms what
the Cooc{f5×5} features [13] can achieve. Because of space constraint we do not

list performance comparison on using the 1st-,2nd- and 3rd- order features. In
experiments, on spam filter, the HMCooc features can achieve higher detection
rates than that by the Cooc features reported in [13]. However, in the case of
using min and max features, the HMCooc features perform a little bit worse
than Cooc features as reported in [13]. The reason is that there are only 120
features for HMCooc while there are 325 or 328 features for Cooc [13].
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Table 2. Detection rates achieved by HMCooc{f3×3} and that by Cooc{f3×3}, 8074
pairs of images for training and 1000 pairs of images for testing FLD classifier used by
10 iterations on Bossbase ver. 0.92

HMCooc{f3×3} Cooc{f3×3}

feature
Pcorr

q=8

Pcorr

q=8

No. of

features
feature

Pcorr

q=4

Pcorr

q=6

Pcorr

q=8

No. of

features

spam11 0.7509 0.7509 240 spam11 0.7153 0.7125 0.7147 169

spam14 0.7490 0.7490 360 spam14 0.7100 0.7180 0.7045 338

min22hv1 0.7127 0.7323 240 mm22h 0.7045 0.7127 0.6971 325

min22hv2 0.6756 240

max22hv1 0.7142 0.7240 240 mm22v 0.7426 0.7550 0.7361 325

max22hv2 0.6726 240

min24 0.7366 0.7621 240 mm24 0.7177 0.7186 0.7060 325

max24 0.7268 240

min41 0.7232 0.7616 240 mm41 0.7360 0.7431 0.7264 325

max41 0.7163 240

Table 3. Detection rates achieved by HMCooc{f5×5} and that by Cooc{f5×5}, 8074
pairs of images for training and 1000 pairs of images for testing FLD classifier used by
10 iterations on Bossbase ver. 0.92

HMCooc{f5×5} Cooc{f5×5}

feature
Pcorr

q=24

Pcorr

q=24

No. of

features
feature

Pcorr

q=12

Pcorr

q=18

Pcorr

q=24

No. of

features

spam11 0.7774 0.7774 240 spam11 0.7501 0.7566 0.7575 169

spam14 0.7761 0.7761 360 spam14 0.7483 0.7472 0.7442 338

min22hv1 0.7407 0.7745 240 mm22h 0.7029 0.7055 0.6945 325

min22hv2 0.7322 240

max22hv1 0.7389 0.7689 240 mm22v 0.7544 0.7615 0.7595 325

max22hv2 0.7298 240

min24 0.7698 0.7871 240 mm24 0.7364 0.7438 0.7414 325

max24 0.7662 240

min41 0.7609 0.7795 240 mm41 0.7337 0.7376 0.7307 325

max41 0.7467 240
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Table 4. The detection error rate based on Our total 15,840 features on Bossbase
ver. 0.92, 8,074 pairs of image for training, and 1,000 pairs of images for testing, using
Ensemble Classifier.

Split d sub L PE Pcorr

1 1800 82 0.1260 0.8740

2 2000 84 0.1170 0.8830

3 1600 82 0.1365 0.8635

4 2200 79 0.1305 0.8695

5 2000 77 0.1385 0.8615

6 2200 93 0.1290 0.8710

7 2000 74 0.1215 0.8785

8 1800 78 0.1330 0.8670

9 2000 83 0.1210 0.8790

10 2000 79 0.1300 0.8700

Average 0.1283 0.8717

4.3 Large-Scale Experiment

To evaluate the performance of our proposed HMCooc technique, we extract
our features from the same dataset, i.e., BossBase ver. 0.92 [14,15], and use the
same ensemble classifiers as used in [13]. The achieved experimental results are
then compared with that reported in [13] which used the 4th order co-occurrence
features.

The image dataset used is the BossBase ver. 0.92 [14] consisting of 9,074
pairs of cover and stego images. Stego images are generated by HUGO (Highly
Undetectable Stegonagphy) [9] with the data embedding rate 0.4 bpp. In the
experimental work, we conduct 10 tests, each time we randomly split the 9,074
pair of images into two parts: 8,074 pairs for training and the remaining 1,000
pairs of images for testing.

Table 4 presents the detection rate achieved by our proposed method. That
is, the total 15,840 features generated by using our proposed mapping method
are used. The average error rate is 12.83% over 10 random tests, equivalently
the accuracy achieved is 87.17%. According to [13], the average error rate over
10 tests is 13.55% (i.e., the accuracy 86.45%) with 12,753 features (i.e., Top39
feature-set). In our experiments, it is found that the average accuracy of 86.99%
in classification (i.e., 13.01% error rate) can be achieved by using all different
quantization parameter, q, meaning that a total number of 34,671 features in
[13] are used. It is known in the literature, e.g., in [13] and [12], in breaking
HUGO, even 0.5% increase in detection accuracy is not easy as the detection is
rather high like 86%, instead, it needs tremendous efforts.

Note that in Table 4, the d sub and L are auto selected by ensemble classifier,
with the default setting [20].



32 L. Chen et al.

5 Discussion and Conclusions

In this work, the state-of-the-art in steganalysis on non-compressed images [13]
has been studied. A novel mapping scheme has been proposed to reduce feature
dimensionality drastically so as to achieve higher performance in steganalysis.

In utilizing four element co-occurrence matrixes for steganalysis [13], the di-
mensionality encountered is 5× 5× 5× 5. Some symmetry properties have been
utilized to reduce feature dimensionality. In this work, it has been found that the
reduced feature dimension of 5× 4× 3× 2 can outperform the state-of-the-art in
breaking HUGO. It is noted that instead of 5× 4× 3× 2 for dimensions of four
consecutive elements horizontally, vertically, diagonally and minor-diagonally,
any combination of four elements, say, 3×4×2×5 can achieve the same or very
close detection rate. Other combination with more number of dimensions in to-
tal, such as 5× 4× 3× 5, may achieve higher detection rate. In general, however,
5 × 4× 3 × 2 achieves optimal performance because of a good balance between
the feature diversity and the total number of features. That is, it is not always
the case that the higher the feature dimension the better the performance. This
has been shown in one of our experimental results. There with a total number
of 15,840 features our new method can achieve 87.17% accuracy in BOSSbase
ver. 0.92 [14], while the accuracy in the same dataset is 86.99% by using 34,671
features in [13].

Further study and research along this line is our future research in order to
further boost steganalysis capability, which means higher steganalyzing capabil-
ity and lower feature dimensionality.
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(eds.) IH 2011. LNCS, vol. 6958, pp. 102–117. Springer, Heidelberg (2011)

12. Shi, Y.Q., Sutthiwan, P., Chen, L.: Textural features for steganalysis. In: Kirchner,
M., Ghosal, D. (eds.) IH 2012. LNCS, vol. 7692, pp. 63–77. Springer, Heidelberg
(2013)
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Abstract. A new LSB matching steganalysis scheme for gray images is 
proposed in this paper. This method excavates the relevance between pixels in 
the LSB matching stego image from the co-occurrence matrix. This method can 
acquire high accuracy near to 100% at high embedding rate. In order to increase 
the accuracy at low embedding rate, we strengthen the differences between the 
cover image and the stego image to improve the performance of our scheme. 
Two 8 dimensional feature vectors are extracted separately from the test image 
and the restoration image, and then the combining 16 dimensional feature vector 
is used for steganalysis with the FISHER linear classification. Experimental 
results show that the detection accuracy of this method is above 90% with the 
embedding rate of 25%; even when the embedding rate is 10%, the detection 
accuracy reaches 80%.Experiments show that this method is more reliable than 
other state-of-art methods. 

Keywords: LSB matching, steganalysis, co-occurrence matrix, image 
restoration, feature classify. 

1 Introduction 

Digital steganography, an important branch of information hiding, is the art of invisible 
communication which can enhance the security of the information, and at the same time 
increase the difficulty for the network safety supervision. Steganalysis is the art of 
attacking steganography, which is useful for network safety supervision and for 
intercepting unsafe digital multimedia information. The cover objects for digital 
steganograpy are various, such as texts, audio clips, video clips, digital images etc. 
Because digital image has large redundancy allowance, small storage capacity etc, it is 
widely used in digital steganography. The embedding methods for images are various. 
According to the embedding domain, steganography can be classified into space 
domain and transform domain and so on. Among all the embedding methods, 
steganography in space domain is drawing the attention of researchers for its simple 
operation and large capacity, especially for the improvement algorithm of LSB—— 
LSB matching, and our method is focusing on LSB matching. 
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From the beginning of 2003, the researchers have been interested in LSB matching 
steganalysis. The most representative method was proposed by Harmsen and Pearlman 
etc [1] using the histogram characteristic function (HCF), depending on whether the 
function value of cover image is equal or greater than that of the stego image to 
distinguish the cover and stego images, but this approach is only effective for the BMP 
color image, and fail for the BMP gray image. Then Ker etc [2] did two improvements 
with Harmen’s method: First, down sample the images; second, use the adjacency 
histogram instead of the normal histogram. The detection accuracy of LSB matching 
for gray images can reach 96%. In [3], a steganalysis method based on the correlation 
of pixel difference is proposed. The image histogram, smoothness of the difference 
histogram, gradient energy, the 1 and high dimension statistical distribution of pixel 
difference are used as the features for classification. Fridich [4] put forward a 
steganalysis method for LSB matching with good performance. This method called 
WAM extracts statistical moment of noise from wavelet domain to form the 27 
dimensional feature vector. The detection accuracy of WAM reaches as high as 99% 
when the embedding rate is 1. However, the detection accuracy for low embedding rate 
is low; the method in this paper is to solve the problem of low detection accuracy at low 
embedding rate. 

2 LSB Matching Model 

LSB matching and LSB replacement are two widely used steganograpy method based on 
least significant bits of image pixels. Comparing with LSB replacement, LSB Matching 
is more secure. It can randomly add and subtract 1 to the image pixel’s LSB, thus 
eliminate the effect of pair in LSB replacement, reduce the distortion of the cover image, 
and maintain the correlation between the adjacent pixels. It is also known as random ±1 
LSB steganograpy, and the specific embedding method can be shown as follow: 

s

1          ( ) & 0

1   ( ) & 0 2 2
=

        ( )

2 - 2   ( ) & 2 -1

c c
L

c c c

c c
L L

c c

b LSB I I

I b LSB I I
I

I b LSB I

b LSB I I

≠ =
 ± ≠ < < −
 =
 ≠ =

 (1)

Where, CI  is the cover image, SI is the stego image, b is one bit, L is the bits number 

of the image. 

The LSB matching model can be expressed as S CI I η= + , where η  is the secret 

message. The steganography method can be modeled as adding noise, and then the 
corresponding steganalysis method can be modeled as denoising. 

LSB Matching method operates on the space domain of images, i.e. directly using 
the image pixels. From the human visual system, the images are nearly the same, 
people cannot find the differences before and after the secret message is embedded only 
with the human eyes; With respect to the image histogram, when a lot of information is 
embedded, image histogram becomes smoother. This can be seen as an image going 
through a low-pass filter, and the filter removes the high-frequency coefficients; With 
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respect to the relevance of image pixels, the secret message weak the correlation and 
relationship between the pixels. 

3 Sum Features of Average Co-occurrence Matrix Based 
Steganalysis 

This section analyzes the correlation between the image pixels. After steganography, 
the changes of the pixel pairs’ values in the edge area are less obvious than those in the 
smooth area, so we can use co-occurrence matrix to describe pixel difference in local 
area of the image, and construct sum features of average co-occurrence matrix for 
steganalysis. In order to strengthen the differences between cover images and stego 
images and improve the detection accuracy at low embedding rate, we combine with 
the technology of image estimation for steganalysis. 

3.1 Analysis of Correlation between Image Pixels 

Natural images are modeled as stationary source of local area by researchers. Objects 
have similar reflective characteristics of electromagnetic waves, which makes the 
pixels of local area have strong correlation. In the analysis of image, two hypotheses are 
admitted, one is the Markov assumption, that is a pixel value and the pixel values of its 
certain space neighborhood is correlated; the other is the translation invariance 
hypothesis ,that is the distribution of pixels in the neighborhood is independent on the 
absolute position of the neighborhood in the image [9]. 

In terms of the content of the image, the distribution of the pixels in a meaningful 
image is regular, and this regularity constitutes the content of the image. From the 
macroscopic view, image is sights that can be seen; from the microscopic view, it is a 
series of point sets or point pairs. These pixel sets or pairs have the same or close pixel 
value. There is a small critical region for the pixels in the smooth area of the image; but 
the distribution of the pixels in the edge area of the image fluctuates widely, the pixel 
differences in this part have large value. 

Adjacent pixels are correlated in the image. LSB steganagraphy is modeled as 
adding noise. Due to the existence of noise, LSB steganagraphy will reduce the 
correlation between adjacent pixels. LSB Matching method changes pixel values in the 
range of [-1, 0, 1].The changes of the pixel pairs’ values in the edge area are less 
obvious than those in the smooth area. Therefore, we mainly consider the changes in 
the smooth area during steganalysis. In the smooth area, the change of the correlation 
between pixels is more obvious, thus more suitable for steganalysis. For the relative 
smooth neighborhood, the distribution of the pixels in the neighborhood can be 
described using eq (2): 

( ( , ) | [ , ], [ , ])p f x y x x x x x y y y y y pε ε− < ∈ − Δ + Δ ∈ − Δ + Δ < +  (2)

Where, ε value is integer, ( , )f x y p=  is the pixel value at location ( , )x y , ( , )x y is 
the index of the image, xΔ and yΔ are the index increments.For more accurate 
depiction of the difference before and after steganography, in this paper ε takes 3. 
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3.2 Gray Level Co-occurrence Matrix 

Gray level Co-occurrence Matrix (GLCM) was proposed in 1973 by Haralick. Firstly  
it was applied in the texture feature extraction, and had good superiority in texture 
analysis. Since then he put forward 14 gray statistical features for texture analysis, 
which were later widely used in image texture extraction, edge detection, and analysis 
of remote sensing image. Many researchers use co-occurrence matrix as a feature for 
steganalysis. Sullivan [5] used the co-occurrence matrix for the first time in spread 
spectrum steganalysis.129 features were selected from the co-occurrence matrix 
elements for classification. G. Xuan [6] also took the co-occurrence matrix in LSB and 
DCT domain for steganalysis, a total of 1029 elements in the main diagonal line and its 
top two diagonals were chosen as the features. In order to reduce dimensions, the 
CNPCA analysis method was adopt for classification. In [7] and [8], Fridrich et al 
employed co-occurrence matrix, histogram characteristics of DCT coefficients for 
detection of the secret message. In [10], a space domain steganalysis method was 
proposed.180 elements from the co-occurrence matrix of the difference matrix are used 
to detect the hidden message. As can be seen from the above examples, co-occurrence 
matrix has a lot of advantages in steganalysis. The brief introduction of the gray level 
co-occurrence matrix is as follow.  

GLCM describes the correlation of the two pixels in theθ angle direction with the 
distance of d , denoted as ( ), , ,p i j d θ , θ  is o0 , o45  o90 and o135 respectively. 
Fig.1 shows the gray level co-occurrence matrix. GLCM not only reflects the 
distribution characteristics of the luminance, but also reflects the distribution 
characteristics of the locations with the same or close luminance, including the 
comprehensive information about the direction, the adjacent interval, the amplitude of 
change. A digital image can be denoted as ( , )x y , the largest gray level is 255, gray 
level co-occurrence matrix meeting certain space requirements can be expressed by 
eq(3) : 

( )
( ) ( )
( )

, , , | ( , ) ,

, , , , ;

0,1, 2,..., 1; 0,1,2,..., 1x y

x y x x y y f x y i

p i j d f x x y y j

x N y N

θ

 + Δ + Δ =  
= + Δ + Δ =
 = − = −

          (3) 

 

Fig. 1. Gray level co-occurrence matrix 
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Def 1: 
Average co-occurrence matrix defines the average of four GLCMs that θ  is o0 , o45  

o90 and o135 , the distance is d . 

0 1 2 4( ) / 4d d d d dC C C C C= + + +                   (4) 

Average co-occurrence matrix reflects the change of the pixels in four directions. 
Comparing with co-occurrence matrix in a single direction, Average co-occurrence 
matrix can reflect the distribution of pixels in the smooth area better, and show the 
correlation between the pixels better. 

GLCM is composed by the elements in N diagonals, as shown in Fig.2. The i th 
diagonal is denoted as iD , -255, 255i ∈（ ） and i  is the Difference-value of the 
pixel pairs. Because the GLCM elements above and below main diagonal are 
symmetrical, therefore i can be considered only , 255i ∈（0 ）. 

 

Fig. 2. Elements in the diagonal of the grayscale co-occurrence matrix 

Def 2: 
Sum feature of average co-occurrence matrix defines the sum of all the elements in all 
the GLCM’s diagonals: 

  0,1, 2,..., 255i iG D i= = ，                     (5) 

In eq(5), i  denotes the absolute difference between two pixels, when i  is relatively 
small, the two pixel values are close, the two pixels locate in the smooth area of the 
image, the correlation between them is strong; As the value of i  increases, the two 
pixels locates in the edge area of the image, the correlation is weak. The change due to 
data embedding in the edge area of the image is not significant. And if the image has 
complex textures, the edge information may cause interference to steganalysis. So 
combine eq (2), eq (5) is changed to eq (6): 

  0,1, 2,3i iG D i= = ，                       (6) 
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If we use the Sum Features of the Average Co-occurrence Matrix to detect LSB 
matching, when the embedding rate is 100%, the detection accuracy is close to 100%. 
However, when the embedding rate is lower than 20%, the detection accuracy is only 
about 70%.  

3.3 Image Estimation 

Wavelet transform has low entropy, multi-resolution, decorrelation and multi-choice of 
wavelet basis and has significant superiority in the image denoising. Image noise 
energy generally concentrates in the high frequency part of the signal. The noisy signal 
is transformed to the frequency domain, and then the contradiction between the 
protection of local details and the suppression of noise become obvious. Wavelet 
transform has good time-frequency localization property, which may solve the 
contradiction above. In image processing, there exists a lot of denoising methods using 
wavelet transform, such as wavelet threshold denoising method, hard threshold 
denoising method, and the corresponding soft threshold denoising method, the wavelet 
energy filtering is the improvement of wavelet threshold denoising method, which uses 
the wavelet coefficients energy features to revise the wavelet coefficients, and filter out 
the noise, thus achieve the purpose of image restoration. The adaptive wavelet energy 
filter recovery method proposed here is different from the general method in which the 
wavelet coefficients shrinkage is done pixel by pixel, its wavelet coefficients shrinkage 
depends on the energy of all pixels in the neighborhood, and thus it has better 
adaptability. 

Wavelet transform has different decomposition scales. There still exists some 
redundancy among the decomposition scales. A natural image usually has similar 
wavelet transform coefficients with the same resolution scales. The recovery method of 
adaptive wavelet energy filtering gives the wavelet energy shrinkage function and the 
recovery function. 

Wavelet energy shrinkage function: 

2
, ,2

1 1

1 N N

m n m n
m n

S d
N = =

=         (7) 

N is the filtering window size, ,m nd are elements in the window function.   

Recovery function: 
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2 24 log Nλ σ= ×    (9)
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In eq (7), ijd  is the center element of the filtering window. Select odd number for 
the filtering window, and alpha, beta for undetermined coefficient. In eq (9), 
σ denotes noise variance. For a test image, σ  is unknown and needs to be estimated 
from the image. In general, the energy of the noise after wavelet transform is mainly in 
HH frequency band. Here, use the wavelet coefficients of HH band after 1 level wavelet 
decomposition to estimate ( ( )) / 0.6745median abs dσ = . 

The steps of image estimation: 

Step 1: Calculate the first level wavelet decomposition of the test image, extract HH 
sub-band coefficients, and then calculate the local variance of HH sub-band coefficient, 
according to ( ( )) / 0.6745median abs dσ = ; 

Step 2: Calculate the second level wavelet decomposition of the test image, 6 
high-frequency sub-bands are calculated ; use the energy shrinkage function and the 
recovery function to modify wavelet coefficients of three high-frequency sub-band in 
each level respectively, then another 6 high-frequency sub-bands are calculated; 

Step 3: Merge the wavelet coefficients of the 12 sub-bands and reconstruct the 
image. 

In order to validate the similarity between the estimation image after filtering and the 
original cover image, we use reconstruction bit error rate (BER), BER denotes the rate 
of the number of the pixels that the original cover image and corresponding estimation 
image have the same value and the total number of image pixels. Filtering the cover 
image and stego image respectively, the cover image BER is about 0.9 or so, the stego 
image BER is about 0.7 or so. Although estimation images of stego image and cover 
image are quite different, the difference highlights the difference between stego images 
and cover images. So extracting the sum features of the average GLCM from the 
estimation image can improve the steganalysis performance. 

3.4 Feature Extraction 

This section shows the detail of the feature extraction method and the flow diagram of 
our steganalysis approach, as shown in Fig.4. 

Step 1: Use adaptive wavelet energy filter to get the estimation image from test 
image; 

Step 2: Calculate the average GLCM 1 2C C， of the test image, according to eq (5); 

extract sum features , 0,1,2,3iG i = of 1 2C C， respectively, get 8 features; 

Step 3: Calculate the average GLCM * *
1 2C C， of the estimate image, according to 

eq (5); extract sum features , 0,1,2,3iG i = of * *
1 2C C， respectively, get 8 features;  

Step 4: Combine features from step3 and step4, get 16 average GLCM sum features. 
Step 5: Use FISHER linear classifier for classification. 
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Fig. 3. Diagram of LSB matching steganalysis 

4 Experimental Results 

In order to verify the performance of the proposed method, we test out algorithm on the 
following database. The database consists of 485 uncompressed TIFF format images 
with the resolution of 1440 x960. All the images are converted into gray image. We 
generate stego images with the LSB Matching algorithm for different embedding rates 
of 100%, 75%, 50%, 25%, 15%, 10%. We randomly choose 200 images as the training 
set from the cover and the stego image database respectively, and the others for testing. 

To compare the performance with other steganalysis methods, the 16 features using 
estimation image, the 8 features without using estimation image, WAM 27 features and 
improved HCF features are respectively classified by FISHER classifier. For different 
embedding rates and different false alarm rates, experimental results can be shown in 
ROC curve. Fig.4 shows detection accuracy of different methods when the embedding 
rate is 100% .Table 1 presents the details of the results for different embedding rates 
and different features (false alarm rate is 0.1). 

Table 1. Average detection accuracy with the fisher classifier 

Embedding  
rate % 

16d features  8d features WAM  Improved HCF 

100 99.65% 99.30% 99.47% 96.90% 

75 99.30% 98.42% 98.25% 96.84% 

50 98.95% 97.72% 96.14% 81.05% 

25 95.09% 91.40% 90.70% 62.46% 

15 86.72% 76.49% 74.61% 60.42% 

10 82.36% 73.51% 70.46% 58.42% 
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Fig. 4. ROC of different methods with embedding rate 100% 

It is clear from Fig.4 and Table 1 that the detection accuracy of our method 
outperforms the other methods in detecting the LSB matching method for grayscale 
images with the same false alarm rate and the features using estimation image do better 
than the 8 features without using estimation image. 

Experimental results show that when the embedding rate is lower than 25%, the 
detection accuracy is increased above 20% compared with the improved HCF feature, 
is increased about 10% compared with the feature without using estimation image, and 
is increased about 3% compared with WAM feature. 

As shown, the detection accuracy of our proposed method is better than other 
methods.  

5 Conclusion 

This article starts from the correlation in the space domain of image, takes image as a 
local area stationary source, is based on characteristic of LSB matching, and proposes a 
steganalysis method based on the sum features of average co-occurrence matrix using 
estimation image. Experimental results show that the detection accuracy of this method 
is about 100% with the embedding rate of 100%; even in low embedding rate, the 
detection accuracy reaches 80%. Continuously improving the accuracy of image 
estimation is a new direction for steganalysis. 
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Abstract. In this paper, a novel detector for detecting LSB matching
steganography in gray-scale images is presented. We extend the previ-
ously introduced detectors, the one based on the center of mass of the
histogram characteristic function (HCF-COM) and its calibrated version
(C-HCF-COM), in two aspects. On one hand, to carry out detection,
HCF-COM and C-HCF-COM computed from the first and second order
difference images are combined together to build a feature set. On the
other hand, the calibration used in C-HCF-COM, i.e., the downsample
of original image, is changed to the Gaussian filtered image. With these
extensions, our method significantly improves HCF-COM and C-HCF-
COM. Its superiority over some state-of-the-art works is also demon-
strated through extensive experiments.

Keywords: Steganography, steganalysis, LSB matching.

1 Introduction

Image steganography is designed to embed secret messages into digital images
such that the existence of hidden data is undetectable. On the contrary, the
detection of steganography is the goal of another topic of information hiding,
steganalysis. Generally, steganalysis algorithms can be classified into two classes:
blind and targeted. Regardless of the employed steganographic method, blind de-
tector tries to decide whether the image contains hidden data or not. In contrast,
targeted detector is intended to detect a specific steganography. We study the
technique of targeted steganalysis in this work.

As an improvement of least-significant-bit (LSB) replacement, LSB matching
(LSB-M) is an effective steganography which is hard to detect. The embedding
procedure of LSB-M is simple: if the data bit to be embedded and the LSB of
the corresponding cover pixel are different, the cover pixel value is randomly
increased or decreased by 1. As a consequence, for decoder, it is easy to extract
the embedded data by simply reading LSBs of stego image.

Many detectors against LSB-M have been proposed so far in the literature.
In [1], Harmsen and Pearlman proved that the center of mass of the histogram
characteristic function (HCF-COM) would decrease after LSB-M embedding,
and they used HCF-COM as a discriminant to detect. To our best knowledge,
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HCF-COM is the first effective detector of LSB-M. In [2], Ker pointed out that
HCF-COM is highly related to image content, and he proposed the so-called
calibrated HCF-COM (C-HCF-COM) to regularize the value of HCF-COM by
taking the downsampled image as a calibration. After that, Li et al. [3] proposed
to use difference image instead of the original one to compute C-HCF-COM.
Recently, as an extension of [2], a new method is presented by Zheng et al. [4]
by using the local variance histogram. Besides these HCF-COM based works,
some other detectors are also proposed in recent years, e.g., the ones based on
the statistics of amplitude of histogram local extrema [5,6,7], the compression-
technique-based detectors [8,9,10,11], the statistical-moments-based detectors
[12,13,14], the Markov-model-based detectors [15,16], etc.

Though many improvements have been achieved, HCF-COM and C-HCF-
COM can be further investigated and improved. In this paper, we extend these
detectors and propose a new one to detect LSB-M. Firstly, inspired by our previ-
ous work [17], the first and second order difference images are taken into consid-
eration. We compute HCF-COM and C-HCF-COM from these residual images
to build a 28-dimensional feature set to carry out detection using Fisher’s linear
discriminant (FLD). Secondly, we argue that in C-HCF-COM, the calibration is
not necessarily the downsample of original image, and any denoised version of
original image can be taken as a calibration. Actually, a better performance can
be obtained if taking the Gaussian filtered image as calibration. In summary,
with these extensions and by constructing a feature set of 28 features, the pro-
posed detector obviously improves HCF-COM, C-HCF-COM, and some other
state-of-the-art methods as well. It works well in detection of LSB-M.

The rest of this paper is organized as follows. In Section 2, the previous HCF-
COM based steganalysis is briefly reviewed. In Section 3, the new detector is
introduced in details. The evaluation of our detector is reported in Section 4,
by comparing it with HCF-COM, C-HCF-COM, and some other state-of-the-art
methods. Finally, we conclude our work in last section.

2 Related Works

As a result of LSB-M embedding, the stego image Is is the sum of the cover
image Ic and a noise N :

Is(i, j) = Ic(i, j) +N(i, j) (1)

where N is i.i.d. and independent of Ic. The distribution of N is symmetric
about 0: P (N = 0) = 1 − α/2 and P (N = 1) = P (N = −1) = α/4, where α
is the embedding rate. Denote hc and hs as the histogram of cover and stego
image, respectively. Then,

hs = fα ∗ hc (2)
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where fα is a convolutional kernel: fα(0) = 1− α/2 and fα(1) = fα(−1) = α/4.

Let ĥc and ĥs be the discrete Fourier transform (DFT) of hc and hs, respectively.
According to (2), we have:

ĥs(k) =
(
1− α sin2

kπ

M

)
ĥc(k) (M = 256). (3)

This property is the starting point of many steganalysis works of LSB-M.
In [1], for a gray-scale image I, Harmsen and Pearlman defined its HCF-COM

as:

C(I) =
∑M/2

k=0 k|ĥ(k)|∑M/2
k=0 |ĥ(k)|

(M = 256) (4)

where ĥ is DFT of the histogram of I. Using (3), Harmsen and Pearlman proved
that

C(Is) ≤ C(Ic) (5)

i.e., HCF-COM will decrease after LSB-M embedding. In this light, a threshold
T is utilized to classify the image I as a cover if C(I) > T or a stego if otherwise.

HCF-COM is effective for detecting LSB-M. However, since the pixel-value
histogram relies heavily on image content, the variation of HCF-COM is large.
So, the distributions of C(Ic) and C(Is) may seriously overlap, leading to the
decrease of detection accuracy. To remedy this drawback, Ker [2] proposed the
calibration technique in which the image I is downsampled to get the calibrated
image Ĩ:

Ĩ(i, j) =
⌊∑1

u=0

∑1
v=0 I(2i+ u, 2j + v)

4

⌋
. (6)

Then, Ker defined the C-HCF-COM of I as:

C∗(I) =
C(I)
C(Ĩ)

. (7)

Experimental results have shown that this normalized detector is much more
reliable than HCF-COM.

For the downsampled images Ĩc and Ĩs (see Fig. 1), Ĩs can be viewed as the

stego version of Ĩc by LSB-M with an embedding rate α̃ [18,19], where

α̃ = α− 3

4
α2 +

3

8
α3 − 5

64
α4 (8)

which is small enough respecting to α. So, the mean-squared-error (MSE) be-

tween Ĩc and Ĩs is smaller than that of Ic and Is. In this light, we may consider
that Ĩc ≈ Ĩs and C(Ĩc) ≈ C(Ĩs). On the other hand, since Ĩc is the downsam-

ple of Ic, their histograms are similar, thus C(Ic) ≈ C(Ĩc) and, accordingly,

C∗(Ic) = C(Ic)/C(Ĩc) ≈ 1. Take these assumptions into account and by (5), we
have:

1 ≈ C∗(Ic) ≈
C(Ic)
C(Ĩs)

≥ C(Is)
C(Ĩs)

= C∗(Is). (9)
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By this equation, the reliability of C-HCF-COM is guaranteed and, importantly,
the value of C-HCF-COM is close to the constant 1 and it is not widely dis-
tributed anymore.

Ker’s work was improved in [3]. Instead of applying C-HCF-COM on original
image, Li et al. [3] pointed out that the usage of difference image can yield a
better result. Specifically, take the vertical difference image as example:

Iv(i, j) = I(i, j)− I(i+ 1, j) + 255 (10)

Li et al. suggested calculating C-HCF-COM on Iv, i.e., taking

C∗(Iv) =
C(Iv)
C(Ĩv)

(11)

to detect LSB-M, where Ĩv is the downsample of Iv. In this way, the performance
of C-HCF-COM can be enhanced.

In a recent work [17], Cai et al. proposed to use histograms of the first and
second order difference images to build a feature set to detect LSB-M. From the
experimental results reported in [17], we see that Cai et al.’s method is better
than many other works and the difference images are very useful in steganalysis
of LSB-M.

Fig. 1. Calibration (downsample) technique for the detection of LSB matching

3 Proposed Method

We first demonstrate the significance of difference images in the usage of HCF-
COM and C-HCF-COM. Then, we show that in C-HCF-COM, any denoised
version of original image can be taken as a calibration. Finally, we give the
detailed feature extraction procedure.
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3.1 Difference Images

The goal of steganalysis is to discriminate stego images from natural ones. An
important approach to this issue is to explore usual image statistics. Since dif-
ference images can reflect image spatial correlations while data embedding may
alter these correlations, they are obviously useful and have already shown their
value in steganalysis [3,20,17]. Based on this consideration and inspired by our
previous work [17], we argue that by exploiting difference images, the previous
HCF-COM based detectors can be significantly improved. Specifically, we con-
sider the first order (vertical, horizontal, diagonal, anti-diagonal) difference im-
ages {Iv, Ih, Id, Ia} and second order difference images {Ix,y : x, y ∈ {v, h, d, a}}.
Here, for example, the vertical difference image Iv is defined in (10), and the
second order difference image is defined by Ix,y = (Ix)y. Notice that Ix,y = Iy,x

holds for each x, y ∈ {v, h, d, a}, thus we have only ten second order difference
images.

Fig. 2 shows the receiver operating characteristic (ROC) curves for the fol-
lowing detectors, for 3000 images with an embedding rate of 1.0 bit per pixel
(bpp):

– 1) HCF-COM [1],
– 2) C-HCF-COM [2],
– 3) C-HCF-COM computed on vertical difference image [3],
– 4) C-HCF-COM computed on the first and second order difference images

(14 features),
– 5) HCF-COM and C-HCF-COM computed on the first and second order

difference images (28 features).

This figure clearly illustrates the advantage of difference images. For example,
comparing Ker’s original C-HCF-COM with detector 4), it greatly increases the
area under the ROC curve (AUC) from 0.73 to 0.91. Besides, we see that the best
detection performance can be achieve when using HCF-COM and C-HCF-COM
together.

3.2 Alterative Calibration

Our idea is motivated by (9). We argue that for a transformation of image I,
Cal(I), if the following conditions hold, Cal(I) can be used as a calibration in

C-HCF-COM (i.e., replace the downsampled image Ĩ by Cal(I) in computation
of C-HCF-COM in (7)):

– For cover image Ic and its transformation Cal(Ic), their histograms are sim-
ilar.

– For cover image Ic and its stego version Is, their transformations Cal(Ic)
and Cal(Is) have similar histograms.

In fact, with these conditions, we have C(Ic) ≈ C(Cal(Ic)) and C(Cal(Ic)) ≈

C(Cal(Is)). Then, by (5), we see that

1 ≈
C(Ic)

C(Cal(Ic))
≈

C(Ic)
C(Cal(Is))

≥ C(Is)
C(Cal(Is))

. (12)
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Fig. 2. ROC curves for the following detectors, for 3000 images with an embedding
rate of 1.0 bpp: HCF-COM [1], C-HCF-COM [2], C-HCF-COM computed on vertical
difference image [3], C-HCF-COM computed on 14 (the first and second order) differ-
ence images, HCF-COM and C-HCF-COM computed on 14 difference images. For the
4th and 5th detector, we first construct a multi-dimensional feature set and then use
FLD to train and test.

So, if taking Cal(I) as calibration, the reliability of C-HCF-COM can also be
guaranteed.

Based on the above discussion, instead of the downsampled image, the cali-
bration in C-HCF-COM can be taken as any denoised version of I, since

– Cover images are usually natural ones with good perceptual quality. They
contain only a low level of noise, and denoising algorithm may not signifi-
cantly change their contents. So, a cover image and its denoised version have
similar histograms.

– For a stego image, the embedding noise (see (1)) can be removed to some
extent by denoising. So, for a cover image and its stego version, their denoised
images are close enough to each other, and thus they have similar histograms.

We now give some experimental results to support our claim. Referring to Fig.
3, it shows ROC curves for the detector C-HCF-COM with different calibrations
(we use here the original image but not the difference image), for 3000 images
with an embedding rate of 1.0 bpp. From this figure, we see that by using either
linear or nonlinear filter, the denoising-based calibration works well.

More experimental results will be provided in next section. We will see that
by incorporating difference images, the Gaussian filtered image performs best
among various choices of calibration.
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Fig. 3. ROC curves for the detector C-HCF-COM with different calibrations, for 3000
images with an embedding rate of 1.0 bpp. Here, the calibration is respectively the
downsampled image (Ker’s original C-HCF-COM [2]), denoised image by the Gaussian
filter of size 3×3 with a standard deviation σ = 0.5, and denoised image by the median
filter of size 3× 3.

3.3 Feature Extraction Procedure

Consider a gray-scale image I. First, compute the first and second order differ-
ence images of I to get an image set denoted SI . This set contains 14 images.
Then, for each image J ∈ SI :

– Get its calibration denoted Cal(J).
– Determine histograms of J and Cal(J): h and hCal. Take h

∗ = h|[C−32,C+31]

and h∗
Cal = hCal|[C−32,C+31], where C is 255 for first order and 510 for second

order difference images. We only take 64 bins since difference-histograms are
concentrate distributions with two-sided exponential decay.

– Compute DFT of h∗ and h∗
Cal, to get ĥ∗ and ĥ∗

Cal.

– Compute HCF-COM of J and Cal(J) by using ĥ∗ and ĥ∗
Cal, to get C(J) and

C(Cal(J)).
Finally, use the 28 features {C(J), C(J)/C(Cal(J)) : J ∈ SI} to train and test.

4 Experimental Results

The proposed detector is evaluated by comparing it with the following methods:

– HCF-COM [1] and C-HCF-COM [2].
– Targeted detectors of LSB-M: [6,3,7,4,17]. Particularly, for the method [17],

two feature sets are considered. The first one contains 28 features by taking
the histogram-bin-parameter n = 1 (see (10) of [17]), and the second one
contains 70 features while the histogram-bin-parameter is n = 4.
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Table 1. Comparison of AUC values between HCF-COM [1], C-HCF-COM [2], some
state-of-the-art methods and our detector with five calibrations, for 3000 images with
different embedding rates. In the last column, for each test image, the embedding rate
is randomly selected from the range of [0.1, 1.0].

Embedding rate (bpp) 1.0 0.5 0.4 0.3 0.2 0.1 0.1-1.0

Our method, downsample (28-D) 0.957 0.861 0.832 0.795 0.737 0.644 0.839

Our method, average filter (28-D) 0.953 0.839 0.805 0.771 0.714 0.628 0.818

Our method, Gaussian filter (28-D) 0.957 0.879 0.853 0.820 0.760 0.665 0.854

Our method, median filter (28-D) 0.952 0.861 0.830 0.796 0.737 0.644 0.834

Our method, Wiener filter (28-D) 0.952 0.839 0.805 0.770 0.713 0.628 0.818

Harmsen and Pearlman [1] (1-D) 0.592 0.544 0.535 0.527 0.517 0.508 0.550

Ker [2] (1-D) 0.732 0.580 0.554 0.540 0.523 0.508 0.602

Li et al. [3] (1-D) 0.848 0.746 0.700 0.657 0.599 0.548 0.743

Gao et al. [7] (50-D) 0.929 0.831 0.794 0.744 0.671 0.587 0.810

Zheng et al. [4] (6-D) 0.911 0.765 0.717 0.666 0.607 0.553 0.767

Cancelli et al. [6] (10-D) 0.848 0.710 0.668 0.629 0.582 0.539 0.715

Cai et al. [17] (28-D) 0.944 0.862 0.836 0.801 0.741 0.646 0.838

Cai et al. [17] (70-D) 0.982 0.909 0.878 0.845 0.782 0.686 0.884

Goljin et al. [13] (27-D) 0.821 0.705 0.684 0.656 0.614 0.563 0.687

Gul and Kurugollu [21] (50-D) 0.788 0.695 0.673 0.651 0.622 0.577 0.687

– Blind detectors: The wavelet-absolute-moments (WAM) based method of
Goljin et al. [13], and a recently proposed method of Gul and Kurugollu [21]
which is based on singular-value-decomposition (SVD).

Our experiments are conducted as follows.

– Test images:We download 3000 images from theUSDANRCSPhotoGallery1.
After downloaded, these images are changed into gray-scale format. Then, in
each image, a square areawithmaximum size is cropped. Finally, each cropped
image is downsampled to 512× 512 pixels.

– Classifier: For our detector and the methods using more than one feature, we
take the parameter-independent classifier, FLD, to train and test. In each
test, we randomly choose 25% of cover images and 25% of stego images for
training, and the remaining 75% for testing. The procedure is repeated 100
times for cross-validation and ROC curves are vertically averaged to get the
mean performance measured by AUC.

– Calibration: For our method, five calibrations are tested:
• downsampled image,
• denoised image by the average filter of size 3× 3,
• denoised image by the Gaussian filter of size 3 × 3 with a standard
deviation σ = 0.5,

• denoised image by the median filter of size 3× 3,
• denoised image by the Wiener filter of size 3× 3.

1 http://photogallery.nrcs.usda.gov

http://photogallery.nrcs.usda.gov
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The comparison results are shown in Table 1. According to this table, we can
conclude that:

– For our method, the Gaussian-filter-based calibration (the red one) is the
best choice among the tested five cases, and, especially, the Gaussian-filter-
based calibration is better than the downsample-based calibration.

– Our method significantly outperforms HCF-COM and C-HCF-COM. More-
over, our method is better than the previous HCF-COM based methods
[3,7,4].

– Our method with Gaussian-filter-based calibration (the red one) performs
rather well and it is better than the targeted detectors besides the one pro-
posed by Cai et al. [17] which uses 70 features (the blue one). However,
when Cai et al.’s method uses the same amount of features as ours (i.e., 28
features, the green one), our method is better.

– Our method is superior to the blind detectors including the WAM-based
method [13] and the SVD-based method [21], since those detectors are not
specifically designed for LSB-M and they may lose power in detection of
LSB-M.

In summary, we suggest taking the Gaussian filtered image as calibration, and
the detector obtained in this way works well in detection of LSB-M.

5 Conclusion

In this paper, we extended the previously introduced HCF-COM based detec-
tors. We proposed to take HCF-COM and C-HCF-COM of difference images
as features to carry out classification, and we showed that a better detection
performance can be obtained if taking the Gaussian filtered image as calibration
in C-HCF-COM. The effectiveness of our method is verified through extensive
experiments. However, it should be mentioned that LSB-M is still hard to de-
tect in the case of low embedding rate. The experimental results showed that
our detector is not satisfactory enough when the embedding rate is 0.1 bpp. We
will investigate more effective detector in the future.
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Abstract. Steganography software detection is one of effective approaches for 
steganography forensics using software analysis. In this paper a method of LSB 
replacement steganography software detection is proposed. Firstly three typical 
implementations of LSB replacement algorithms are analyzed and Finite Auto-
matons description of them are presented. Secondly the control flow automa-
tons are constructed for softwares to be detected. Finally, the model checking 
method for identifying LSB replacement steganography software is adopted. 
Experimental results show that the proposed method can reliably detect LSB 
replacement steganography softwares of different versions and those that are 
reimplemented relatively. 

Keywords:  steganography software, automaton, model checking, LSB  
replacement algorithm. 

1 Introduction 

Nowadays, some steganalysis focuses on stego-object. It is hard to accurately locate 
where the secret messages are embedded and extract them due to the lack of stgano-
graphy algorithms, encoding schemes, random number generator, encrypted algo-
rithms. However a larger number of steganography softwares for downloading and 
using spring up on the Internet[1] because of the increasing demand of covert com-
munication. Aforementioned details can be obtained through detection and reverse 
analysis of steganography softwares on object computers used by steganographers, 
thus supporting steganalysis and forensics effectively. 

Steganography software detection is one of the applications of software detection 
method. At present some related work has been done in malware detection and soft-
ware piracy detection in the field of software detection. For example, sub-graph iso-
morphism[2],equivalent naturalization[3], heuristic scanning[4] and data mining[5] 
have been used in malware detection. In addition instruction set birthmark[6], API 
based birthmark[7], library function based birthmark[8], graph structure birthmark[9] 
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have been used in software piracy detection. There are three typical methods for de-
tection of steganography sofwares.The hash value matching method[10]can rapidly 
detect steganography softwares. But the method is of no use if the hash value is 
changed by modification and deformation of steganography softwares. Learning from 
the idea of word-frequency statistics in text information processing, [11] proposes a 
method to detect steganography softwares based on code splitting in 2011. It shows a 
relatively high performance on variant identification of steganography softwares, 
while the rate of identification is low when the method is appliedon other steganogra-
phy softwares having the same function. Based on the core instruction templates 
matching, [12] proposes an identification method for LSB replacement steganography 
softwares in 2012. The method constructs the templates of core codes of steganogra-
phy softwares. Templates are used to detect steganography softwares. The proposed 
method has a high detection rate of the known steganography softwares. But it shows 
a low performance on detection of reimplemented steganography softwares. 

According to the CEO of WeStone Technologies, Inc., as of December 1st, 2011  
in their depository containing 836 data hiding products, 582 (70%) of which hide mes-
sages using LSB embedding[13]. In steganography algorithms, the LSB replacement 
steganography is widely applied into steganography softwares for the sake of simple 
implementation of the algorithm and high embedding capacity.So the detection of LSB 
replacement softwareshave important implications. For the low detection rate of stega-
nography softwaresthat are reimplemented, a method based on model checking for de-
tection LSB replacement steganography softwares is proposed in this paper learning 
from the method proposed in [14]. Experiment results show that the method can detect 
reimplemented and upgraded version steganography softwaresmore reliably. 

2 A Detecting Architecture of Steganography Softwares Based 
on Model Checking 

Model checking is an automated verification method that aims to verify theproperties 
of a model or system. Finite automaton(FA) is used to describe steganography beha-
viors. Control flow automaton(CFA) is used to stand for the state space of the software 
to be detected. And model checking method is adopted to verify whether a certain 
program contains steganography behavior. As is shown in figure 1, the detecting  
method for steganography softwares based on model checking consists of three steps. 

Description of Steganography Behaviors. Analyze the implementations of stegano-
graphy algorithm, construct a semantic-level FA for each implementation, reify se-
mantic-level FAs as instruction-level FAs, and construct a database of steganography 
behavior FAs. 

Construction of Model. Construct the control flow automaton(CFA) for the software 
to be detected as its state space. Through disassembling of the software we get the 
disassembled code, then build the CFA of the software to be detected. 

Detection of Steganography Behaviors. With the description of steganography be-
haviors and CFA of the software to be detected, model checking method is used to 
verify whether a software contains steganography behaviors. 
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Fig. 1. The detecting procedure of steganography softwares 

3 Description of LSB Replacement Steganography Behavior 
Based on Finite Automaton 

In order to detect steganography softwares, we introduce a model checking approach. 
The behaviors of steganography are described as FAs. In the LSB replacement stega-
nography softwares, thealgorithm of LSB replacement epitomizes the steganography 
behaviors. In this paper, we describe the process of LSB replacement algorithm, and 
build semantic-level FAs, then reify semantic-level FAs as instruction-level FAs 
which are called steganography behavior FAs in this paper. The steganography beha-
vior FAs contain the necessary instructions and the dependence of instructions. 

3.1 Implementations of LSB Replacement Algorithm 

In LSB replacement steganography algorithm, the secret bit is used to replace the 
LSB of a pixel of an image so that messages can be hidden in spatial domain images. 
This algorithm has several implementations. Through analysis of LSB replacement 
steganography softwares, we obtain the following three typical implementations: 

Implementation 1: reset the LSB of a pixel at first and judge the secret bit. If the 
secret bit is 1, add 1 to the pixel; otherwise, no operation. 
Implementation 2: reset the LSB of a pixel at first and do or operation with the low-
est bit of the pixel and the secret bit. 
Implementation 3: get a pixel at first and set the lowest bit of the pixel 1or 0 depend-
ing on the secret bit. 

3.2 Construction of Steganography Behavior FAs 

According to the implementation of LSB replacement algorithm, a semantic-level FA 
is given. This paper takes the implementation 1 in section 3.1 as an example to con-
struct a semantic-level FA. Steps of this implementation are as follows: 

Step1.  reset the LSB of a pixel 
Step2.  determine whether the secret bit is 1 
Step3.  if the secret bit is 1, add 1 to pixel 
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Fig. 2. Semantic-level FA  Fig. 3. The different cases of operands are reduced using rule1 

Step4.  add 1 to the counter 
Step5.  determine whether steganography is over 

As figure 2, a FA 0( , , , , )stc stc stc stc stc stcM S s Fδ= Σ  is abstracted from the steps above, 

where 

0 1 2 3 4 5{ , , , , , }stcS s s s s s s= is a finite set of states, 

{ 1, 2, 3, 4, 5}stc Step Step Step Step StepΣ = is a finite alphabet. Each element in stcΣ is a 

step of implementation 1, 

: 2
stcstc stc stc SSδ × Σ → is the transfer function, 0 1( , 1)stc s Step sδ = , 1 2( , 2)stc s Step sδ = ,

2 3( , 3)stc s Step sδ = , 3 4( , 4)stc s Step sδ = , 4 5( , 5)stc s Step sδ = , 

0 0
stcs s= is an initial state, 

5{ }stcF s= is a non-empty set of final states. 

stcM completely describes the semantics of implementation 1. For detecting stegano-

graphy softwares, we reify semantic-level FA stcM  as instruction-level FA M
which describes steganography behaviors in instruction-level. Each element of stcΣ  
can be express with several instructions. And the following 4 rules are adopted to 
construct an instruction-level FA to avoid means of equivalent deformation during the 
procedure of transforming the steps of algorithm into instruments, such as command 
operand replacement, equivalent instructions replacement, instruction transposition 
and irrelevant instruction insertion.  

stcM
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Fig. 4. Instruction-level FA M  

Rule1. For operand replacement, the variables are utilized to replace register ope-
rands, memory reference operands, and instruction address operands in M . Thus 
different operand cases can be reduced. Let a specificinstruction I , its operand se-
quence is 1 ,..., kx x< > , after operand replacement, we get operand sequence 

1,..., ko o< > . The rules of replacement are as follows: If ix  is a register, then ix  

is replaced by a register variable r , io r= ; If ix  is a memory reference operand, 

then ix  is replaced by a memory reference variable m , io m= ; If ix  is an in-

struction address operand, then ix  is replaced by an instruction address variable 

l , io l= ; If ix  is an immediate operand, then no replacement will be done, 

i io x= ,1 i k≤ ≤ .As shown in figure 3, the two different FAs which have different 

operands in their instructions can be reduced into a single FA with this rule.  

Rule2. For equivalent instructions replacement, the equivalent instructions are  
reduced by expanding the set of states and transfer function of M . Suppose a 
subsequence 1Seq  of a sequence which is described by M  and 2Seq  is an 

equivalent sequence to 1Seq . Expand the set of states and transfer function to  

describe 2Seq . Let 1 1
1 1 , ..., mSeq I I=< > , 2 2

2 1 , ..., nSeq I I=< >  and the transfer  

function 1
1 1 2( , ) , ...,s I sδ = 1

1( , )m m ms I sδ +=  which can accept 1Seq ,then add  
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1n − states 1 1,... ns s −′ ′  to M  and expand the transfer function with 
2 2

1 1 1 1 2 2( , ) , ( , ) , ...s I s s I sδ δ′ ′ ′= = 2
1 1( , )n n ms I sδ − +′ = . 

Rule3. For instruction transposition, the sequences of different order which have 
the same function can be treated as equivalent instructions. Instruction transposition 
can be reduced by expanding the set of states and transfer function of M . 

Rule4. For irrelevant instruction insertion, the instructions which contain irrelevant 
instructions can be reduced by expanding the transfer function of M . For arbitrary 
state s  and arbitrary I in M , expand the transfer function with ( , )s I sδ = . 

 
 
 
 
 
 

 

Fig. 5. The Instruction-level FA of imple-
mention 2 

Fig. 6. The Instruction-levelFA of imple-
mention 3 

By the rules above, stcM  is reified as steganography behavior FA 

0( , , , , , )M V S s Fδ= Σ  as shown in figure 4, where 
V is a set of variables including three types: register variables, memory reference 

variables and instruction address variables, 
S is a set of finite states, 
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Σ is a finite alphabet in which each element 1( _ , ,... )kI op code o o= < > , 

_op code  is an arbitrary memonic and 1,... ko o< >  is a sequence of operands, where, 

if io V∈ , io  is a register variable or a memory reference variable or an instruction 

address variable; otherwise, io  is a concrete operand. Particularly, if the length of the 

operand sequence is 0, then the instruction I  has no operand, 
: 2SSδ × Σ → is a transition function, 

0s S∈ is an initial state, 

F S⊆ is a non-empty set of termination states. 
We can get steganography behavior FAs of implementation 2 and 3 in the same way as 
is shown in figure 5 and figure 6. 

4 The Construction of a Software’ Control Flow Automaton 

It is hard to construct a FA model for a whole software, so we treat every function 
respectively when constructing model for the software to be detected. By  
disassembling software P which is to be detected, we can get a sequence of instructions 

1 2, , ...,P
nSeq I I I=< > , and a set of execution order relations between instructions 

PC . PC  is constructed as follows. If iI  is an unconditional jump instruction Jmp and 

jI  
is the instruction on the target address, then ( , ) P

i jI I C∈ . If iI is an conditional 

jump instruction Jxx and jI  is the instruction on the target address, then ( , ) P
i jI I C∈

and 1( , ) P
i iI I C+ ∈ . If iI  is the instruction Retn, then no such instruction jI exists that 

( , ) P
i jI I C∈ . If iI is other instruction and there exists an instruction 1iI + , then 

1( , ) P
i iI I C+ ∈ . With PSeq  and PC , the CFA of the function can be constructed as 

0( , , , , )P P P P P PM S s Fδ= Σ  , where  
PS : for every instruction iI  in the sequence of disassembly instructions exists a 

state 
iIs  in PS ,1 i n≤ ≤  . All the instructions in the instruction sequence correspond 

to a set of states 
1 2

{ , ,..., }
In

I Is s s  which has a one-to-one relationship with the instruc-

tions. And let fs  be the end state.
1 2

{ } { , ,..., }
In

P
f I IS s s s s=  . 

PΣ : a set of all instructions in the sequence of disassembly instructions PSeq ; 

0
Ps : the initial state 0

Ps  is state 
1Is  which corresponds to the entry instruction 1I , 

that is 
10

P
Is s= ; 

PF : every state in PS is a termination state, that is P PF S= ; 
Pδ : we assume that 1 2, ,..., nI I I< > is an instruction sequence after being disas-

sembled. For any 1 ,i j n≤ ≤ , if there exists ( , )i jI I , s.t. ( , ) P
i jI I C∈ , then there is a 

( , )
i j

P
I i Is I sδ =  in transition function of CFA; for the instruction iI , if there does not 
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exist any instruction jI , s.t. ( , ) P
i jI I C∈ , then there is a ( , )

i

P
I i fs I sδ =  in transi-

tion function of CFA. 
As is shown in figure 7, the instruction sequence is the disassembly code of a func-

tion from which we can get the instruction sequence and the execution order relation of 
instructions, then we get CFA. When we construct the model of function in the soft-
ware, we choose the functions defined by the software itself and some library functions. 

 

Fig. 7. Construction of CFA 

5 The Method of LSB Replacement Steganography Software 
Detection  

The steganography behavior FAs contain variables. If a steganography behavior FA 
M is used to detect a software P, every variable in M  needs a value. The CFAs can 
be obtained based on P. Then test whether the intersection of M ’s language set and 
the CFAs’ language is empty. At first the binding is described, then the algorithm of 
steganography behavior detection is proposed. 

5.1 Binding 

Let {( , ) | , }B v x v V x X= ∈ ∈ , where V  is a set of variables in the steganography 

behavior FA 0( , , , , , )M V S s Fδ= Σ , and X  is a set of binding values in which there 
are three kinds of elements including registers, memory references and instruction 
addresses. If ,i iv x∃ s.t. ( , )i iv x B∈ , then we write ( )i iB v x= , that is, we bind ix  to 

variable iv  

Let a steganography behavior FA 0( , , , , , )M V S s Fδ= Σ , while 1 2{ , ,..., }nV v v v= , 

if 1 2, ,..., nx x x∃ ∃ ∃ , s.t. 1 1( )B v x= , 2 2( ) ,..., ( )n nB v x B v x= = , then a FA ( ) ( ,B M S ′=

0, , , )s Fδ′ ′ ′ ′Σ can be obtained, while 

S S′ = ; 
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0 0s s′ = ; 
F F′ = ; 

′Σ  is an alphabet in which every element is got through binding with I . Let an 
element 1( _ , ,..., )kI op code o o= < > in Σ , then there is an element ( _ ,I op code′ ′=

1,..., )ko o′ ′< >  in ′Σ , where _ _op code op code′ = . For operand sequence 

1,..., ko o′ ′< > , if io V∈ , then ( )i io B o′ = ; otherwise i io o′ = . Bind a certain value to 

every variable in operands of the instruction I , then we get I ′ and we write ( )B I . 

δ ′ : If there exists a ( , )i js I sδ = in transition function δ , then there correspondingly 

exists a ( , ( ))i js B I sδ ′ = in transition function δ ′ . 

Binding consistence 1 2 1 1 2 2 1( , ) , (( , ) ( , ) ) (Consistent B B v V v x B v x B x∀ ∈ ∈ ∧ ∈  , 

2 )x= where 1B  and 2B  are bindings[14]. For 1B and 2B , if there does not exist a 

variable that binds different values, they are consistent; otherwise, they are not. Registers 
with different widths often have the same meaning, such as eax, ax and al, etc. If there 
are bindings {(r1, eax)}and{(r1, ax)}, they are considered as two consistent bindings. 

Operation to reset the lowest bit of a pixel is described by resetM  in figure 8. And va-

riables r1 and m_pixel are contained in resetM . 1B and 2B  are two different bindings of 
resetM . After the binding, 1 ( )resetB M  and 2 ( )resetB M  can be treated as CFAs. 

 

Fig. 8. Two bindings of FA resetM  

5.2 A Detection Algorithm 

Model checking is used to detect steganography behaviors in softwares. 

0( , , , , )P P P P P PM S s Fδ= Σ  and 0( , , , , )LSB LSB LSB LSB LSB LSBM S s Fδ= Σ  are assumed to 

be a CFA of a certain software P that is to be detected and a steganography behavior 

FA respectively. At first, the alphabet LSBΣ  of 
LSBM  is expanded, LSB LSB PΣ ← Σ Σ . 

In this way, LSBM  can accept every instruction in PM . The following language set is 
utilized to decide whether P is a LSB replacement steganography software. 
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Re ( ( )) ( ( ( )))
P P

AllAll

P LSB

B BM M

sult L M L B M
∈∈

=  
                           

(1) 

( )PL M  is the language accepted by the CFA of a function in P. P
AllM is a CFA set. 

Each element of the set is a CFA constructed by the functions which are defined by P 
itself and a part of library functions of P. AllB  is a set of all the bindings of variables 
in the variable set V . We can detect whether or not there are some steganography 
behaviors in P just by judging whether the language set Re sult  is empty or not. If the 
set is not empty, there are some steganography behaviors in P; otherwise, not. That is 
to say, if there is a binding B  such that the intersection of the language ( ( ))LSBL B M  

accepted by FA ( )LSBB M  and the language ( )PL M  accepted by the CFA PM  is 
not empty, then there are code snippets in P which can achieve steganography. 

Considering the algorithm reported in 2003[14], the LSB steganography software 
detection algorithm can be constructed. The input of the detection algorithm are the 
steganography behavior FA we construct and the CFA of the software to be detected. 
Whether the software has behaviors described by the FA can be outputted with our 
detection algorithm. 

To detect steganography behaviors, an algorithm called SteganographyBehavior-
Checking is constructedas follows. 

Input: a steganography behavior FA 0( , , , , )LSB LSB LSB LSB LSB LSBM S s Fδ= Σ ,  

a CFA 0( , , , , )P P P P P PM S s Fδ= Σ of a software P  detected. 

Output: true if P  is likely a steganography software, 
false otherwise. 

SteganographyBehaviorChecking( LSBM , PM ) 

foreach P Ps S∈ do Ps
L ← Φ  

0
0{( , )}P

LSB

s
L s← Φ  

WS ← Φ  
do 

 WS ← Φ  
 foreach P Ps S∈  

 if
Pr ( )P P ms m evious s

L L
∈

≠  

Pr ( )P P ms m evious s
L L

∈
=  

{ }P
iWS WS s←   

 foreach P Ps S∈  

  
Ps

NewL ← Φ 

  foreach ( , ) P

LSB

s
s B L∈  

   foreach LSB LSBI ∈Σ  

    if ( ( ) ( ))P

P LSB

s
OperateCode I OperateCode I=  
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( , )P

LSB P

s
NewBinding BindingLike I I=  

     if ( , )LSB LSBs I NewBindingδ ≠ Φ ∧ ≠ Φ  

        
( , ) P

LSB P

s
BindingWith I Newbinding I∧ =  

      foreach ( , )arv LSB LSBs s Iδ∈  

        if ( , )Consistent NewBinding B  

         add ( , )P

arv

s
s NewBinding L to Ps

NewL  

      if P Ps s
NewL L≠  

       
P Ps s

L NewL←  

       { }PWS WS s←   

untilWS = Φ 

return , ( , ) ,P

P P LSB LSB LSB

s
s S s B L s F∃ ∈ ∃ ∈ ∈

 
In the algorithm SteganographyBehaviorChecking, the function Pr ( )P

ievious s  re-

turns a set of states which have been reached before the state P
is . And the function 

( )OperateCode I  returns the memonic of instruction I . 

The function ( , )LSB PBindingLike I I  returns a set. Suppose the operand sequence 

of instruction 1( _ , , ..., )LSB LSB LSB LSB
kI op code o o= < > is 1 , ...,LSB LSB

ko o< > , and the 

operand sequence of instruction 1( _ , , ..., )P P P P
kI op code o o= < >  is 1 , ...,P P

ko o< > . 

For any LSB LSB
io V∈ , if LSB

io and P
io have the same type, then ( , )LSB P

i io o ∈

( , )LSB PBindingLike I I , where 1 i k≤ ≤ ; if there exists LSB
io s.t. LSB LSB

io V∈  but types 

of LSB
io  and P

io  are different, then ( , )LSB PBindingLike I I = Φ , where 1 i k≤ ≤ . 

Function ( , )LSBBindingWith I NewBinding  returns aninstruction I . Let  

(LSBI = 1_ , ,..., )LSB LSB LSB
kop code o o< > , then 1( _ , ,..., )kI op code o o= < > ,where 

_op code =  _ LSBop code ; If  LSB LSB
io V∉ , then LSB

i io o= , if LSB LSB
io V∈ , then 

( )LSB
i io binding o= , ( , ( ))LSB LSB

i io binding o NewBangding∈ . 

6 Experiments Result and Analysis 

To illustrate the effectiveness and credibility of the presented method, 14 LSB stega-
nography softwares, 9 other steganography softwares and15 non-steganography  
softwares are collected in the experiments. These 14 LSB replacement steganography 
softwares include some known steganography softwares and the reimplemented stega-
nography softwares. The reimplemented softwares are developed by Microsoft Visual 
studio 2005; 9 other steganography softwares include multi-bit plane steganography 
softwares and format steganography softwares, etc; those 15 non-steganography soft-
wares include image processing softwares, image format conversion softwares, image 
encryption softwares and some other softwares of different functions. The disassembly 
tool used in our experiment is IDA Pro v5.5. 
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In our experiment, the three steganography behavior FAs in 3.2 are used to be the 
description of LSB replacement behaviors. And three templates are construct based 
on [12] for comparing with proposed method. The results of experiments show that 
the proposed method can effectively detect softwares of different versions and reim-
plemented softwares, as is shown in table 1. In table 1, MC(Model Checking) is the 
detection result of proposed method and 1, 2 and 3 represent the implementation 1, 2 
and 3; CIT(Core Insructions Tempate) is the detection result of paper[12] and Y 
means steganography behaviors has been detected and N not. The softwares A+file 
protection2.6 and WbStego4.3 are upgraded versions of A+fileprotection2.1 and 
WbStego4.1 respectively. MySteganography1, MySteganography2 and MyStegano-
graphy3 are steganography softwares that are reimplemented by ourselves. And im-
plementation 1, 2 and 3 are adopted respectively. The pseudocode of them are shown 
in the appendix. And the three softwares can be identified correctly by the proposed 
method. The method of [12] can only recognize some known steganography soft-
wares, but the reimplementation steganography softwares can’t be recognized. 

As is shown in table 2, steganography behaviors can’t be detected in other stega-
nography softwares by proposed method. This is because steganography behavior 
FAs we construct only describe steganography behaviors of LSB replacement but not 
other steganography behaviors. The method of [12] can find a clip of instructions in 
the software steganos security suite which can match with a template, but the clip of 
 

Table 1. Detection Results of LSB Replacement Steganography Software 

NO Name of software Compiler MC CIT 
1 A+file protection2.1 Microsoft Visual C++ 6.0 1 Y 
2 A+file protection2.6 Microsoft Visual C++ 7.0 1 Y 
3 Txt2bmp1.0.0.1 Microsoft Visual C++ 6.0 1 Y 
4 Dstego1.0 Borland c++1999 2 Y 
5 Wbstego3.5 Borland Delphi 4.0-5.0 3 N 
6 Wbstego4.2 Borland Delphi 4.0-5.0 3 N 
7 WbStego4.3 Borland Delphi 4.0-5.0 3 N 
8 S-Tools1.0.0.1 Microsoft Visual C++ 4.X 3 Y 
9 ST-BMP - 3 Y 

10 MySteganography1 Microsoft Visual C++ 9.0 1 N 
11 MySteganography2 Microsoft Visual C++ 9.0 2 N 
12 MySteganography3 Microsoft Visual C++ 9.0 3 N 
13 eShow Borland c++1999 -1 N 
14 The third eye Microsoft Visual C++ 6.0 -1 N 

Table 2. Detection Results of Other Steganography Softwares 

NO Name of software Compiler Algorithm MC CIT 
1 HideInBmp Microsoft Visual C++ 6.0 Multi bit plane

steganography 
-1 N 

2 Dialog MASM32 / TASM32 -1 N 
3 steganos security suite Microsoft Visual C++ 7.0 Format steganography -1 N 
4 InPlainView1.0.0.1 Microsoft Visual C++ 6.0

PMK steganography 
-1 Y 

5 BMP_cryptogam Borland C++ 1999 -1 N 
6 steganopic Microsoft Visual C++ 6.0 Gif image steganography -1 N 
7 Jphswin Microsoft Visual C++ 5.0

Jpeg image steganography 
-1 N 

8 F5 Microsoft Visual C++ 9.0 -1 N 
9 ST-wav Microsoft Visual C++ 4.X Audio file steganography -1 N 
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Table 3. Detection Results of Non-steganography Softwares 

NO Name of software Main function Compiler MC CIT 
1 VMProtect Software protecter Borland Delphi 4.0 -5.0 -1 N 
2 Calc calculator Microsoft Visual C++7.0 -1 N 
3 FrmtStegAnalysis Format steganalysis Microsoft Visual C++8.0 -1 N 
4 Randomfile Random file Generater Microsoft Visual C++6.0 -1 N 
5 insider Decompression tool Borland C++ 1999 -1 N 
6 ViewPoint Image browser Borland C++1999 -1 N 
7 watermark Video watermarking tool Microsoft Visual C++6.0 -1 N 
8 daemon Virtual CD-ROM Microsoft Visual C++7.0 -1 N 
9 PCKii File protecter Microsoft Visual C++6.0 -1 N 

10 Advanced Batch 
Converter 

Image format conversion 
tool Borland Delphi 4.0 - 5.0 -1 N 

11 Beyond_Compare File comparison tool Borland Delphi 6.0 - 7.0 -1 N 
12 MD5Crack3 Encryption tools Microsoft Visual C++7.0 -1 N 
13 Watermarking Image watermarking tool Borland C++ 1999 -1 Y 

14 Geotrans Bitmap transformation 
tool 

Microsoft Visual 
C++4.X -1 Y 

15 Picture Encryption Image encryption tool Microsoft Visual C++6.0 -1 Y 

 
constructions doesn’t appear in the core instruction clip in fact. With proposed method, 
no steganography behaviors are detected in non-steganography softwares as is shown in 
table 3. Some of the non-steganography softwares have something in common with 
steganography softwares, but they don’t have steganography behaviors. The method of 
[12] misclassify the software Watermarking, Geotrans, Picture Encryption as stegano-
graphy. Comparing with method of [12], the proposed method has a higher credibility. 

No steganography behaviors are detected in eShow in our experiments. After the 
analysis we find other implementation is adopted when implementing LSB replace-
ment steganography algorithm in eShow. When eShow gets a pixel, the xor operation 
is done with the high seven bit continuously, then xor with the secret bit and a bool 
value is got. At last the value is embed in the lowest bit of the pixel. The three stega-
nography behavior FAs in this paper can’t describe this implementation. In fact, there 
are a variety of implementations of LSB replacement steganography algorithm. How-
ever, only three common steganography behavior FAs are constructed in this paper. 
No steganography behaviors are detected in LSB replacement steganography software 
The third eye, though implementation 1 is adopted in it. This is because there are 
errors when reifying the semantic-level FA to the instruction-level FA. Not all im-
plementations of LSB replacement algorithm are reduced in our steganography beha-
vior FAs. Then undetected cases occur. The third eye gets bits from a secret message 
byte. The highest bit of secret message byte is got, then left shift the byte for next bit. 
But this case isn’t reduced into implementation 1. 

7 Conclusion 

For the problem of low detection rate of reimplemented steganography, a LSB re-
placement steganography detection method based on model checking is proposed. 
Three implementations of LSB replacement algorithm is analyzed, the finite automa-
ton description of steganography behaviors is constructed. The state space of the 
software to be detected is described by control flow automaton and model checking 
method is introduced for detecting steganography behaviors. The experimental results 



 LSB Replacement Steganography Software Detection Based on Model Checking 67 

 

indicate that the method in this paper can reliably detect LSB replacement stegano-
graphy softwares of different versions and those are reimplemented relatively. In 
addition the proposed method can effectively detect reimplimented steganography 
softwares and the steganography softwares of different versions. 

The future work will be focused on the analysis of the implementation LSB re-
placement algorithm further, improvement of steganography behavior finite automa-
ton as well as the exploration of other steganography algorithm. 
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Appendix: The Pseudo-codes of Reimplement LSB Replacement 
Steganography Softwares 

MySteganography1, MySteganography2, MySteganography3 are three functions that 
implement LSB replacement steganography algorithm using different ways, which are 
parts of three reimplimented steganography softwares reported in this paper respec-
tively. The pseudo-codes are as follows. 

MySteganography1 
{ 
foreach Bit SecretMessage∈ //For every bit in the secret message 

 Select -aPixel Stego picture∈ //Select a pixel in the stego-picture 

 : &0aPixel aPixel xFE= // Reset the least significant bit of thepixel 
 if 1Bit =  //If the bit of secret message is 1, add 1 to the pixel 

  : 1aPixel aPixel= +  

 Store aPixel to -Stego picture //Store the pixel 
} 
 

MySteganography2 
{ 
foreach Bit SecretMessage∈ //For every bit in the secret message 

 Select -aPixel Stego picture∈ //Select a pixel in the stego-picture 

 : &0aPixel aPixel xFE= //Reset the least significant bit of the pixel 

 : |aPixel aPixel Bit= //Do or operation with the pixel and the bit of the secret 
// message 

 Store aPixel to -Stego picture //Store the pixel 
} 
 
 

MySteganography3 
{ 
foreach Byte SecretMessage∈ //For every byte in the secret message 
foreach Bit Byte∈  

  Select -aPixel Stego picture∈ //Select a pixel in the stego-picture 

   if 1Bit =  

    : &1aPixel aPixel=  //If the bit of secret message is 1, and 1 with the pixel 
else : &0aPixel aPixel=  //If the bit of secret message is 0, and 0 with the 

//pixel 
Store aPixel to -Stego picture //Store the pixel 

} 
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Abstract. In this paper, we present several methods to improve perfor-
mance of the existing data hiding method for JPEG steganography. Re-
cent JPEG steganographic methods usually exploit minimum distortion
strategy, where each DCT coefficients has predefined distortion value.
Such strategy uses the best solution for data hiding with minimum cu-
mulative distortion. Steganographic methods based on hiding data using
the best solution with minimum distortion have better chance to pass
powerful steganalysis presented in literature. Thus, the key point for
such methods is a way to compute distortion for each DCT coefficient.
In this paper, we present three different ways to compute distortion and
search for parameters, where proposed functions show the best results.
BCH-based method has been used as a tool for data hiding. Experimen-
tal results show that the presented distortion functions with the best
parameters show better results compared to traditional approaches.

Keywords: Minimal distortion, BCH coding, JPEG steganography, un-
detectable data hiding.

1 Introduction

The extreme growth of the communication technologies (i.e., internet, mobile
communication) keeps attention on many aspects of information security. Im-
portant information has to be protected from threats and malicious actions.
Hence, the steganography can be a very efficient tool for achieving high level
of security. One of the most important purposes of information security is to
hide existence of the secret communications. Here, the secret message has to be
hidden to a cover signal (i.e., image, sound, or text). The modified image with
hidden data has to be statistically undetectable from unmodified images.

The first steganographic methods exploit least-significant bit (LSB) substitu-
tion approach for hiding data to a set of quantized DCT coefficients. However,
those methods failed against statistical analysis. Next generation of the stegano-
graphic methods were specifically designed to pass statistical analysis (i.e., ste-
ganalysis). For example, a method proposed by Provos [20] divides a set of the
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DCT coefficients into two disjoint subsets. The fist subset of coefficients has
been used for hiding data, the second subset of coefficients has been modified in
order to preserve statistical features similar to features extracted from original
images. Other methods in [3] and [17] use a similar approach. Another interest-
ing idea has been presented by Solanki et al. [27]. They embed data into image
in the spatial domain by using a technique robust against JPEG compression.
As a result, their scheme provides less degradation onto the features of the DCT
coefficients and finally passes old version of the steganalysis techniques.

Another promising direction in steganography area is based on reducing the
number of modified coefficients. First steganographic techniques hides one bit
of data to one coefficients. Thus, theoretical capacity for such method is quit
high and equals to the number of available DCT coefficients. Traditionally only
nonzero DCT coefficients have been used for data hiding. However, such strategy
causes significant distortion and fails to pass steganalysis. Westfeld [28] first
exploited methods from coding theory for hiding data into the set of nonzero
DCT coefficients. Presented matrix encoding (ME) technique is based on the
popular Hamming code. In general, his scheme hides many bits by flipping at
most one coefficient in each block, if there is no shrinkage. ME was the first
successful data hiding technique based on an error correcting code (ECC).

Fridrich et al. [6], [7], [8] [9], [11], [10], and [12] presented several brilliant ideas
which contributed a lot to the steganography. Presented concept of the ”mini-
mal distortion” enhances security (i.e., decreasing efficiency of the steganalysis)
by modifying the most suitable DCT coefficients. Presented approach estimates
possible distortion for each DCT coefficients after flipping. Thus, method may
always choose coefficients with ”minimum distortion”. Even now such strategy is
still the most promising direction. The perturbed quantization (PQ) [9] steganog-
raphy utilizes the wet paper coding. Note that, PQ may sufficiently hide data
to already compressed image even without additional side information.

Later, Kim et al. [13] have improved the performance of the ME by using
concept of ”minimal distortion”. Modified matrix encoding (MME) may change
more number of coefficients (up to three) compared to ME. Experiments showed
that the distortion impact after modifying one coefficient may be larger than
that after modifying two or three coefficients. Presented method may always
choose the best solution among flipping one, two or three coefficients with less
distortion and, as a result, may pass steganalysis. Note that MME requires the
original uncompressed image for computing necessary distortion impacts, but
not for decoding.

Recently steganographers made several successful attempts to use more com-
plex and powerful error correction codes for data hiding. Schönfeld and Winkler
[25] have proposed a new way to hide data using more powerful structured BCH
(Bose-Chaudhuri-Hochquenghem) code [2]. Zhang et al. [30] significantly de-
creased computational and storage complexity of the original BCH data hiding
scheme proposed by Schönfeld and Winkler [25]. Presented method can easily
find multiple solutions for hiding data and, by using the concept of the ”minimal
distortion”, choose the best one with less distortion. As a result, their method
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may defeat steganalysis well compared to the existing methods. Later, Sach-
nev et al. [22] applied a heuristic optimization technique based on modifying
the stream of the nonzero coefficients by inserting and removing coefficients 1
and -1. Their scheme used BCH implementation proposed by Zhang et al. [30]
as a tool for data hiding. Presented method considerably outperforms the the
steganography method proposed by Zhang et al. [30].

Recently, Filler and Fridrich [4] have proposed a remarkable framework which
minimizes a distortion measure as a weighted norm of the difference between
cover and stego feature vectors. In their approach, the distortion is not nec-
essarily an additive function over the pixels because the features may contain
higher-order statistics such as sample transition probability matrices of pixels or
DCT coefficients modeled as Markov chains [1], [19], [26]. When the distortion
measure is defined as a sum of local potentials, practical near-optimal embedding
methods can be implemented with syndrome-trellis codes [5].

Most of the recent steganographic schemes presented in literature usually ex-
ploit different codes with a block structure. Data hiding based on this strategy di-
vides set of the DCT coefficients into separate blocks and hides data to each block
individually. In this paper we are using efficient BCH-based data hiding technique
for steganography. Recent BCH-based steganographic methods show significant
improvement over ME (matrix encoding) and MME (modified matrix encoding).
Using better distortion function for such methods may improve results further.

In this paper we present three methods to define the most appropriate distor-
tion function. Presented ideas may improve any steganographic scheme based on
”minimum” distortion strategy. Chosen distortion function guarantees the best
performance and has better chance to pass powerful steganalysis.

This paper is organized as follows. Section 2 explains the details of the BCH
code for data hiding. Section 3 presents the proposed distortion function. In
Section 4, we propose an iterative algorithm to compute distortion. Section 5,
we present an analytical distortion function. Section 6 concludes the paper.

2 BCH-Based Steganography

The Bose-Chaudhuri-Hocquenghem (BCH) codes are the well-known and widely
used family of the error correction codes. BCH code (n, k, t) can correct t bits by
inserting n−k additional bits to the original message k such that syndrome of n
equal 0. In this paper, an efficient BCH-based data hiding technique presented
by Zhang et al. [30] has been used for testing several distortion measures.

2.1 BCH Syndrome Coding

The generalized parity-check matrix H for BCH coding is presented as follows:

H =

⎡⎢⎢⎢⎣
1 α α2 · · · αn−1

1 (α3) (α3)2 · · · (α3)n−1

...
...

1 (α2t−1) (α2t−1)2 · · · (α2t−1)n−1

⎤⎥⎥⎥⎦ (1)
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where α is the primitive element in GF(2m); and n is the size of a binary block V .
Lets t be 2. Then, the parity-check matrix is expressed as follows:

H =

[
1 α α2 α3 · · · αn−1

1 (α3) (α3)2 (α3)3 · · · (α3)n−1

]
(2)

Assume that the original stream of binary data is V = {v0, v1, v2, ..., vn−1}, and
the modified stream of binary data after data hiding is R = {r0, r1, r2, ..., rn−1}.
The streams V and R over GF(2m) can be represented as V(x) = v0+v1 ·x+v2 ·
x2+v3 ·x3+...+vn−1 ·xn−1, and R(x) = r0+r1 ·x+r2 ·x2+r3 ·x3+...+rn−1 ·xn−1,
respectively.

The embedded message m can be computed as follows:

m = R ·HT . (3)

Thus, the hiding message m to V requires to find R such that R ·HT = m.
The difference between R and V shows the number and location of the ele-

ments in V to be flipped.

R = V+E. (4)

or

E = xu1 + xu2 + xu3 + ...+ xul , (5)

where u = {u1, u2, u3, ..., ul} are positions of the elements in V to be flipped in
order to get R.

Using Equations (3) and (4), the syndrome S is computed as follows:

S = m−V ·HT = E ·HT . (6)

If t is 2, then

S = [S1 S2]
T = E ·HT (7)

or,

S1 = αu1 + αu2 + αu3 + ...+ αul ,
S2 = (α3)u1 + (α3)u2 + (α3)u3 + ...+ (α3)ul

(8)

where αu1 , αu2 , αu3 , ... ,αul are unknown values.
Assume that βi = αui , where i = 1, 2, 3, ..., l. Then,

S1 = β1 + β2 + β3 + ...+ βl,
S2 = β3

1 + β3
2 + β3

3 + ...+ β3
l .

(9)

Define a new polynomial σ(x):

σ(x) = (x − β1) · (x− β2) · (x− β3) · · · (x − βl) (10)

or

σ(x) = xl + σ1 · xl−1 + σ2 · xl−2 + ...+ σl. (11)



An Attempt to Generalize Distortion Measure for JPEG Steganography 73

The polynomial σ(x) is the flip location polynomial. The roots β can be deter-
mined after getting coefficients of the polynomial σ(x). The relationship between
σ and β is derived as follows:

σ1 = β1 + β2 + ...+ βl,
σ2 = β1 · β2 + β2 · β3 + ...+ βl−1 · βl,
σ3 = β1 · β2 · β3 + β3 · β4 · β5 + ...+ βl−2 · βl−1 · βl

(12)

The coefficients σ1, σ2, and σ3 relay to syndrome components {S1 S2} by follow-
ing the Newton’s identities :

S1 + σ1 = 0,
S2 + σ1 · S2

1 + σ2 · S1 + σ3 = 0.
(13)

2.2 Lookup Tables

In order to get a flip location polynomial we utilized the method of Zhao et
al. [29] based on the fast lookup tables for finding roots of quadratic and cubic
polynomial of σ(x). See detail in [29].

2.3 Solutions

Hiding message m to the binary stream V requires to find the positions of the
coefficients to be flipped. The proposed scheme provides solutions of flipping one,
two, or three coefficients. Thus, data hiding scheme presented in [30] has a choice
between many different solutions. Their method will always choose solution with
the lowest distortion.

2.4 Encoder and Decoder

The encoder and decoder is organized as follows:
Encoders runs according to the following procedure. For the given bitmap

image Im, message M , quality factor Qf , and secret key K, process:

1) Divide image Im into non-overlapped 8 by 8 blocks of pixels and process
DCT, quantization and rounding as presented in Equation (15). Remove
DC coefficients and nonzero DCT coefficients. Compute round error e.

2) According to the size of the hidden message M and the number of nonzero
coefficients, compute the parameter m and define BCH scheme by using
following inequality: ⌊

N

2m − 1

⌋
· (2m) ≥ |M |, (14)

where N is the number of available nonzero coefficients.
3) Divide message M and stream of nonzero coefficients into � N

2m−1� blocks.
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4) Hide data to each block using guidelines from [30]. Obtain a modified stream
of nonzero coefficients.

5) Recover the original sequence of the DCT coefficients from the modified
stream using the secret key K and the pseudo-random generator. Add DC
coefficients, and obtain the stego JPEG image Im′.

The decoder of the proposed steganographic method is organized as follows:
For the given modified JPEG image Im′, quality factor Qf , secret key K, and

respected size of the payload p = |P |, process:

1) Read the DCT coefficients from the JPEG file. Permute them using the
secret key K and the pseudo-random generator. Remove the DC coefficients.
Obtain the stream of nonzero DCT coefficients C.

2) Divide C into the blocks according to the p and length of the C.
3) Decode data from each block using Equation (3).

3 Distortion Measure

For all methods based on the ”minimal” distortion strategy, distortion for each
coefficients have to be defined. Such methods always embed data (by modifying
some DCT coefficients) according to the computed distortion. Thus, getting the
best and the most optimal way to compute distortion for each coefficients is
an open and hot issue for steganography. Slight modification in the distortion
measure dramatically changes performance of the steganographic methods (see
the subsection ”Experimental results”). Such instability keeps interest among
researchers to find a distortion measure with better performance.

The main objective of distortion measure is to penalize DCT coefficients cor-
rectly. Several distortion measures have been investigated in the previous works.
For example, distortion impact of each DCT coefficient can be computed by
using the modified round error e as follows:

DCT transformation and rounding operations according to JPEG compression
standard is expressed as follows:

c = DCT (B), C =
c

Q
, C′ = round(C), (15)

where Q is the corresponding quantization coefficient, B is the 8 × 8 block from
the bitmap image.

Round error:
E = 0.5− |C − C′| (16)

Distortion measure based on the modified round error may efficiently penalize
DCT coefficients. If the magnitude of a DCT coefficient is very close to round
barrier ( r(C) + 0.5, where r(x) is a round operation), DCT coefficients can be
easily modified to r(C) + 1 with minimum distortion and vice versa.



An Attempt to Generalize Distortion Measure for JPEG Steganography 75

As long as data hiding scheme uses only nonzero DCT coefficients, coefficient
1 and -1 can not be changed to 0, and, similarly, DCT coefficients 0 can not be
changed to 1 or -1. Thus, Equation (16) has to be modified:

Round error suitable for steganography:

E =

{
0.5− |C − C′|, if C �= 1,−1

1.5− |C|, overwise.
(17)

Such modification prevents unacceptable changes.
As was mentioned before, modified round error E itself can be used as a

distortion measure. For example, D = f(E), such as D = E or D = Ex, where
x is some predefined constant. Unfortunately, such a design does not show good
improvement. Better performances can be achieved by supporting the modified
round error E by corresponding quantization coefficient from the quantization
matrix Q. Then the distortion function may have the following shape:

D = f(E,Q), D = E ·Q (18)

Such a move is clear and logical. Quantization coefficients have been chosen
in order to preserve high compression rate and low distortion. As long as each
DCT coefficient has to be scaled by a corresponding quantization coefficient, the
best candidates are DCT coefficients with smaller corresponding quantization
coefficients.

Recent investigation showed that the steganography scheme may have much
better result if D = Em · Qn, where m and n are predefined constants. In our
previous papers [21], [22] we already introduced distortion measure of this shape.
Simple search over the integers numbers, such as m = 1, 2, 3, .., n = 1, 2, 3, ...,
and various combination of different m and n, gave the best solution for D =
E2 · Q2. In this paper, we extended this search and investigated float numbers
for distortion function D = Em ·Qn.

3.1 Experimental Results

In this section, the best parameters m and n which cause minimum detection
rate for the steganalysis have to be defined. BCH steganography presented by
Zhang [30] has been used for testing different distortion measures. Experiments
have been organized in the following order. A set of 4,000 bitmap images has
been used for hiding data with different distortion function D = Em · Qn and
for capacity 0.2 bits per nonzero coefficients (bpc). The output of each test is
the testing accuracy of the SVM model built by using steganalysis presented by
Kodovsky and Fridrich [14]. Their method utilizes 548 features extracted from
the JPEG image and can deeply investigate an artificial changes. Experimental
results are shown in Table 1.
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Table 1. Experimental results for capacity 0.2 bpc

m
1 1.25 1.4 1.5 1.6 1.7 1.75 2 3

1 68.21 70.549 73.920
1.25 67.467 68.337
1.4 67.183
1.5 67.948 67.198 67.221 68.021
1.6 67.568 66.991 67.239 68.300

n 1.7 67.346 66.201 67.206
1.75 67.623 65.262 67.196 66.54 67.745
2 73.000 67.406 67.556 66.83 68.677
3 85.990 68.393 68.504 67.92

Presented results clearly indicate that the proposed shape of the distortion
function such as D = Em ·Qn has better performance when m = n (see Table 1).
The best result has been obtained when m = n = 1.7, i.e., D = (E ·Q)1.7. Any
difference between m and n causes significant increasing of the testing efficiency
of the steganalysis. It means that relationship between the modified round error
E and the quantization coefficient Q is symmetric. For further investigation of
the distortion function, we can state that m = n. The total improvement of
the proposed method over the previous work is 0.602% in terms of the testing
accuracy.

4 Iterative Approach for Computing Distortion Measure

In this section, we present an improved way to compute the distortion measure.
Assume that distortion measure has a complicated shape and can not be simply
presented as a function of the round error E. In the previous section we already
showed that parameter m has to be equal to n. Thus, instead of computing
distortion as D = Em · Qn, let’s introduce a distortion function F , such that
D = F (E) ·Q1.7. The exact shape of the distortion function F can be obtained
iteratively in the predefined points Ei (see Figure 1) starting from F (Ei) =
E2

i · Q2
i . During the first initial iteration, the distortion function F is the same

with function E1.7 in the predefined points. In general, distortion function F is a
set of consecutive lines connected in the predefined points. The distortion value
for some round errors E located between the predefined points can be obtained
from the line equation k ·E + b, where k = (Ei −Ei−1)/(F (Ei)−F (Ei−1)), b =
F (Ei)−k ·Ei, and the index i has to satisfy the following condition Ei−1 < E <
Ei. Function’s values y in the predefined points have to be defined iteratively.

In the initial stage, the predefined points P0 = {p1(E1, y1), p2(E2, y2),...,
pn(En, yn)} are located on the curve y = E1.7 (similar to the illustration in the
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Fig. 1. Illustration of the distortion functions: a - in the initial stage; b - after n
iterations

Figure 1.a), i.e., (y1 = E1.7
1 , y2 = E1.7

2 , ..., yn = E1.7
n ). Note that vector Y0

keeps all initial functions values, i.e., Y0 = {E1.7
1 , E1.7

2 , ..., E1.7
n }. The proposed

iterative technique keeps modified round errors (E1, E2, ..., En) unchanged and
updates the output function’s values Y = {y1, y2, ..., yn} as follows:

Yi = Yi−1 + a, (19)

where a is an update vector.

1) First iteration
During the first iteration, the proposed algorithm has to collect enough initial
data to start. In this experiment we randomly generate 10 different update
vectors aI , aII , ..., aX as follows:

a =
(2 · rand(N) − 1) · Y0

10
, (20)

where rand() is a pseudo-random generator, rand(N) ∈ [0; 1] generates N
random values.

For each random update vector a, compute the modified distortion func-
tion F (E) according to Equation (19).

Run a steganography-steganalysis test for each modified distortion
function. Steganography-steganalysis test includes 1) hiding 0.2 bpc bits of
message to a set of 4,000 bitmap images using the modified distortion func-
tion F (E); 2) extracting 548 features according to the steganalysis method
presented in [14]; 3) preparing image data sets for training and testing,
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4) building the model according to the machine learning technique proposed
by Kodovsky [15], 5) and testing set of images and getting testing accuracy
and error probability.

Thus, steganography-steganalysis test for each distortion function finally
results the testing accuracy, which can be better than for the distortion
function y = E1.7. Among 10 generated update vectors, choose the best
vectors which produce result better than the distortion function y = E1.7.
Place the best update vectors to the matrix Bv×l, where v is the number of
chosen vectors, and l is the the number of predefined points.

2) Second and other iterations
Randomly generate 5 update vectors using the matrix B as follows:

a =
rand(N) ·B′

v
, (21)

where B′ = {
∑v

i=1 B(i, 1),
∑v

i=1 B(i, 2), ...,
∑v

i=1 B(i, n)}.
For each generated update vector, process as follows: 1) Compute a new

distortion function; 2) Run steganography-steganalysis test using a new dis-
tortion function; 3) Obtain the testing accuracy and error probability.

Similar to the first iteration, matrix B has to be updated. All update
vectors with the testing accuracy better than for the distortion function
y = E1.7 have to be placed to matrix B.

3) Stop condition
If after three iterations update vector with a better testing efficiency was
not found, stop search.

Presented algorithm may update distortion function by using several update
vectors with the best performances. Such approach performs suboptimal gradient
search and may find better update vector after several iterations.

4.1 Experimental Result

In this section, we introduce the best results after running the proposed iterative
algorithm several times. Presented distortion functions have been obtained after
extensive computation process. The best distortion functions are displayed in
Figure 2.

The first distortion function has the following parameters (see the left graph
of Figure 2 ): 1) The number of predefined points is 9; 2) Number of iterations
is 12; 3) The best update vector is a = {0, 0, 0.102, −0.108, −0.198, −0.342,
−0.302, −0.2421, −0.151, 0.09, 0}; 4) Function’s values in the predefined points
are Ybest = {0, 0.01, 0.044, 0.081, 0.128, 0.1625, 0.252, 0.3675, 0.544, 0.9, 1}; 5)
Testing accuracy is 65.81%; 6) Improvement over the distortion measure D =
E2 ·Q2 is 1.02%.

The second distortion function has the following parameters (see the right
graph of Figure 2): 1) The number of predefined points is 9; 2) Number of
iterations is 9; 3) The best update vector is a = {0, 0, 0.98, 0, −0.1499, −0.31,
−0.2506, −0.21, −0.09, 0, 0}; 4) Function’s values in the predefined points are



An Attempt to Generalize Distortion Measure for JPEG Steganography 79

Fig. 2. Two distortion functions obtained by proposed iterative algorithm

Ybest = {0, 0.01, 0.044, 0.09, 0.136, 0.175, 0.27, 0.392, 0.576, 0.81, 1}; 5) Testing
accuracy is 66.31%; 6) Improvement over the distortion measure D = E2 ·Q2 is
0.52%.

5 Search for Distortion Function

In this section we tried to find the distortion function among the analytical func-
tions by using the results from the parameter optimization approach (section 3)
and iterative approach (section4). Analytical functions have to have high cor-
relation with the best distortion function obtained by using iterative approach.
Eight different analytical functions have been tested (See Figure 3). The results
are displayed in Table 2.

Table 2. Experimental results for different analytical distortion functions

Analytical functions
1 2 3 4 5 6 7 8

Mathematical
form E1+E E1+2E E1+1.5E E1+3E E2+E E1.5+2E E2+2E E1.5+1.5E

Testing 65.84 64.66 64.88 65.01 65.12 64.92 65.22 65.02
accuracy

Improvement 1.1 2.08 1.86 1.73 1.62 1.82 1.52 1.72

Thus, the best distortion function has a shape E1+2E . Total improvement for
the proposed distortion function is 2.08%.
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Fig. 3. Analytical functions and the best distortion functions obtained by proposed
iterative algorithm

6 Conclusion

In this paper, we presented three connected approaches to get the best distor-
tion function for JPEG steganography. The first approach is based on searching
the best parameters for distortion measure D = Em · Qn. The best result has
been obtained for m = n = 1.7. Another important conclusion is that the mod-
ified round error E and corresponding quantization coefficients have symmetric
properties. The results were always better if parameters m and n are equal.
The second approach based on the iterative algorithm may search for the line-
based distortion function which causes better result. The shape of the line-based
distortion function with the best performance has been used for searching an
analytical distortion function with similar to or even better testing accuracy. Fi-
nally we proposed the analytical function with the best results among all tested
distortion measure. The total improvement over the previous works is 2.08% in
terms of the testing accuracy.
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Optimal Data Embedding in 3D Models

for Extraction from 2D Views
Using Perspective Invariants

Yağız Yaşaroğlu and A. Aydın Alatan
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Balgat 06531 Ankara, Turkey

Abstract. A 3D-2D watermarking method using a perspective projec-
tive invariant is proposed. Data is embedded in positions of six interest
points on a 3D mesh, and extracted from any 2D view generated as long
as the points remain visible. Determining interest point position change
vectors, an important part of this method, is investigated. Different wa-
termark embedding schemes including methods using heuristics and op-
timization of the watermark function are implemented. Simulations are
done on random point sets and on six 3D mesh models with different
watermark energies and view angles. Results show that the perspective
invariant is suitable for 3D-2D watermarking using optimization based
data embedding, confirming the new area of research that was introduced
in previous work.

Keywords: 3D watermarking, steganography, projective invariants.

1 Introduction

Most 3D watermarking schemes deal with embedding and extracting informa-
tion in 3D [4] while most 3D content is consumed in 2D. 2D watermarking can
be used for embedding information in 3D content after 2D views are generated.
However, there is another possibility: A content author may embed information
in 3D content, for example a 3D mesh, generate 2D images and videos of it, and
distribute them. The author may then extract the information that was embed-
ded in 3D from a 2D image or video encountered at a later time. This is called
3D-2D watermarking, that is, information is embedded in 3D and extracted in
2D. A 3D-2D watermarking method enables the content author to embed infor-
mation into the source model once, and distribute many 2D rendered views of
the content, which is less costly than embedding information on every generated
2D view.

There has been little research in 3D-2D watermarking schemes. So far three
directions were explored: In [7], watermark is embedded in apparent contours by
modifying Fourier transform coefficients of the contour of 3D meshes. Contour
is determined with respect to a specific camera position making this method
dependent on camera position. Another method embeds data on texture images

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 83–97, 2013.
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of textured 3D objects [5]. To extract the watermark texture images need to be
reconstructed, a process which depends on knowledge of camera and rendering
parameters. Finally in [9], data is embedded in positions of five interest points
on a mesh. Five point cross-ratio of interest points are used to extract embedded
data. Since cross-ratio is a perspective invariant this method is camera position
independent. Data embedded in the model can be retrieved as long as interest
points remain visible in 2D views.

1.1 Perspective Invariants

A perspective invariant is a non-trivial constant function defined on a 3D model
M, and its perspective projected 2D view m. That is, given that m = T · M ,
the perspective invariant f(M,m) = 0 where T is any arbitrary perspective pro-
jection. The perspective invariant establishes a relationship between 3D models
and their 2D perspective projected views independent of the projection.

Such a relationship provides a valuable tool for 3D-2D watermarking. Data
is hidden in a model by modifying M and producing n different versions {Mi}.
Given a 2D view generated from a model through any perspective transformation
T , one can decide the source model by finding Mj that satisfies f(Mj,m) = 0.

Perspective invariant research has been mainly related to object identification,
but there has been one study [9] that uses perspective invariants in 3Dwatermark-
ing. Also, the idea of using perspective invariants in 3D-2D watermarking was in-
vestigated in [12], which laid the the groundwork of the work given in the present
paper.

It is known that there is no general case perspective invariant on arbitrary 3D
point sets [1]. However, by constraining the sets of points we can obtain usable
perspective invariants. For example the cross ratio [3] requires four collinear
points, and five point cross ratio [6] requires five coplanar points. Zhu et al.
derived a perspective invariant for six points on two adjacent planes [13]. On the
other hand, imposing constraints on point sets reduces the number of candidate
points usable for embedding data. Therefore, more general perspective invariants
are more suitable for use in 3D-2D watermarking. A more general perspective
invariant given by YuanBin et al. in [11] is used in the proposed method, and is
explained in detail in the next section.

2 General Perspective Invariant

In [11] the relationship between 6 3D points to their 2D perspective projections
under the following constraints are specified:

Given 6 3D interest points P1, P2, P3, P4, P5, P6 and their perspective pro-
jected 2D counterparts p1, p2, p3, p4, p5, p6; 3D points P1, P2, P3, P4 should be
non-coplanar, and 2D points p1, p2, p3 should be non-collinear.

Under these constraints, the relative positions of six 3D interest points pro-
duce three coefficients I = {I12, I13, I14} [11]. The relative positions of 6 2D

interest points produce five coefficients K = {Kλτ
12 ,K

λτ
13 ,K

ρτ
12 ,K

ρτ
13 ,K

λρ
32 } [11].

The perspective invariant is the function f given below.
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f(I,K) = (Kλτ
12 − 1)I13I14 −

Kλτ
12 K

ρτ
13 (K

λτ
13 − 1)

Kλτ
13 K

ρτ
12

I12I14

+ (1− Kλτ
12 K

ρτ
13

Kλτ
13 K

ρτ
12

)I12I13 + (Kρτ
13 − Kλτ

12 K
ρτ
13

Kλτ
13

)I14

− (Kλτ
12

Kλτ
12 K

ρτ
13

Kλτ
13

)I13 + (
Kλτ

12 K
ρτ
13

Kρτ
12

−Kρτ
13 )I12 = 0 (1)

Fig. 1 is an image of log|f(I,K)| for fixed P1, P2, P3, P4, P5, P6 3D vertex values
and p2, p3, p4, p5, p6 2D pixel values. p1 value is varied across the image surface.
At top left p1 = (0, 0) and at bottom right p1 = (800, 600). At red regions the
function is undefined. Darker values are smaller. Blue dots are actual positions
of p1, p2, p3, p4, p5, and p6. The thin dark line is composed of a series of local
minima, about a pixel thick, as can be seen in the zoomed-in inset. This shows
that a one pixel error in 2D interest point locations will result in large changes
in f(K, I) value.

Fig. 1. Perspective invariant output. Small rectangle is zoomed-in.

This sensitivity to error is undesirable in 3D-2D watermarking. Due to this
sensitivity |f(I,K)| may not approach zero, causing a watermark to incorrectly
be not detected. In this work it is investigated if the perspective invariant is suit-
able for watermarking despite this sensitivity, by implementing and evaluating
different data embedding methods.

3 3D-2D Watermarking with Perspective Invariant

Watermarking process on a 3D model M using the general perspective invariant
is given below:
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1. Select six interest points in 3D P = {Pi}, i ∈ [1, 6].
2. Embed data on 3D interest points by modifying their relative positions;

creating different versions of the 3D model.
3. Calculate I coefficients for each version of the 3D model (SI = {Ii}, i ∈

[1, n]).

If n versions of the model are created log2(n) bits of information are embedded.
After 2D views are generated from any viewpoint, data is extracted via:

1. Given a 2D view, detect interest points, p = {pi}, i ∈ [1, 6].
2. Calculate K coefficients using interest points.
3. Using the perspective invariant, find the I value that gives the minimum

value of |f(Ii,K)| for Ii ∈ SI . This I value shows which version of the 3D
model was used, and thus the embedded information is obtained.

3.1 Selection and Detection of Interest Points

Selection and detection of interest points is an important part of any practi-
cal 3D-2D watermarking application. Ideally, interest points should remain de-
tectable when they are viewed using different camera angles, and under changing
lighting conditions. Moreover, interest points should be detectable after data is
embedded in the model. Repeatable interest point detection is a hard problem,
and is not in the scope of this paper. To simplify interest point detection problem,
and accurately judge performance of the perspective invariant, interest points
are marked on 3D mesh models, as explained below.

Interest points are selected to be centroids of triangular faces. Selected faces
are painted with distinct hues (red, green, blue, yellow, cyan, magenta), while
unselected faces are left white. Since triangle centroids are invariant under per-
spective transformation, detection of interest points in 2D views is done by
isolating regions of constant hue, and calculating their centers of gravity.

Interest points are selected randomly from centroids of triangular faces that
conform with the following constraints:

– Selected face centroids should not be occluded,
– Angle between face normal and the vector connecting face centroid to camera

center should be less than 60 degrees,
– Selected faces should not be adjacent (to prevent unwanted motion of adja-

cent faces during watermark embedding),
– First four selected faces’ centroids should not be coplanar.

3.2 Embedding Data

Data is embedded in a model by changing positions of 3D interest points in a
way that is not possible with a perspective transformation. This operation can
be shown as P ′

i = Pi + vi where vi is the translation vector for i-th interest
point. Watermark energy can be defined as the average of translation vector
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magnitudes, sw =
∑

|vi|
6 . Watermark energy will determine the amount of 3D

mesh distortion and contribute to how robustly watermark is embedded.
It can be deduced from Fig. 1 that watermark energy alone will not deter-

mine the robustness of the embedded watermark. Direction of vi is important,
since the perspective invariant function’s value is direction dependent around
interest points. This fact can also be inferred from the observation that during
data embedding, if 3D interest points are moved towards the camera, their 2D
counterparts will not move, and embedded watermark will not be extracted.

To determine vi, methods depending on heuristics and optimization are in-
vestigated in this work. In both cases the following ideas are used to aid in data
embedding process: If interest points are moved parallel to image plane of the
camera, largest interest point displacement will be generated on 2D views. If
interest points are moved parallel to the face surface, 3D mesh distortion will be
lower.

In the following discussion of data embedding methods, ci is the vector con-
necting camera center and interest point Pi, and ni is the normal vector of the
face of the 3D mesh on which Pi resides. Both ci and ni are defined as unit
vectors.

Data Embedding Using Heuristics. In data embedding methods using
heuristics, each interest point is translated by a fixed amount along a direc-
tion. Displacement direction is heuristicaly selected based on view vector (ci)
and face normal (ni). The following displacement directions are tested:

– Move towards or away from the camera: vi = sw · |ci|.
– Move perpendicular to ci, parallel to image plane: vi = sw · |ci⊥|.
– Move perpendicular to face normal (parallel to face surface) and perpendic-

ular to ci (parallel to image plane): vi = sw · |ni × ci|.

Keeping translation parallel to image plane results in largest interest point dis-
placement in generated 2D views, which is expected to create a large difference in
the value of the watermark function. This expectation depends on the behavior of
the perspective invariant. For the best performance, direction and magnitude of
v should take into account the behavior of the perspective invariant. Embedding
data optimally aims to address this problem.

Optimization Based Methods. When data is embedded in a 3D model to
produce different model versions Mi, and a 2D image mj obtained from one of
the models, and its K coefficients Kj, it is expected that |f(Ii,Kj)| = 0 only
for i = j. In other cases, |f(Ii,Kj)| will be greater than zero. To maximize
watermark detection performance, difference between these two values should
be maximized.

On the other hand, a constraint on the amount of displacement of interest
points should be imposed to limit the amount of 3D mesh distortion due to wa-
termarking. Thus, the objective function O, that is to be maximized, is proposed
below:
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O = | |f(Ij ,Kj)| − |f(Ii,Kj)| |
where i �= j, |vk| < ε, and P ′

k = Pk + vk, k ∈ [1, 6]. (2)

An optimization on this objective function should be carried out in 3D. In this
case an 18-dimensional space (3 dimensions for 6 interest points) will be searched.
The heuristics stated in the previous section might be used to reduce the di-
mensions; and hence, operation time of the search. Different data embedding
approaches based on optimization and application of heuristics to reduce search
space dimension is given below.

– 3D optimization: Optimize in a 3D region centered around Pi.
– 2D optimization: Optimize on the plane perpendicular to ci, parallel to

image plane, centered at Pi.
– 2D optimization: Optimize on the plane perpendicular to ni, parallel to

face surface, centered at Pi.
– 1D optimization: Optimize on face normal centered at Pi.
– 1D optimization: Optimize on a line perpendicular to both face normal

and view vector, centered at Pi.

Note that using camera location based heuristics is just an ad-hoc solution to
reach an acceptable data embedding method. It is not mandatory to use cam-
era location while embedding data. The proposed method of watermarking us-
ing perspective invariants is camera position independent. In fact, some of the
data embedding methods, for example 3D optimization, do not utilize camera
position. In general, the proposed method of watermarking using perspective
invariants is camera position independent.

4 Simulations

Simulations are conducted in two phases. In the first phase randomly sampled 3D
points independent of a model are used as interest points. Interest point detection
is simulated by adding Gaussian noise onto 2D interest point coordinates. In the
second phase, interest points are marked on 3D mesh models as explained in
section 3.1. Interest point detection based on colored faces is applied.

In both phases, constrained Newton Conjugate-Gradient is used as the opti-
mization method [10,8]. Optimization regions are defined as cubes, squares and
line segments depending on the number of dimensions. Longest axis of the opti-
mization region is set to be watermark strength upper bound value, that is, ε in
equation 2.

4.1 Interest Point Detection on Synthetic Data

For each iteration of the experiment, six 3D interest points are randomly se-
lected from a uniform distribution around the 3D origin. A perspective camera,
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located on the negative z-axis looking towards the origin is used to obtain 2D
interest point coordinates. 2D coordinates are then scaled to correspond to pixel
coordinates of a square image of 800 pixels on one side. Distribution of random
3D points and camera parameters are selected to be compatible with simula-
tions with 3D mesh models. Gaussian noise is added to the pixel coordinates to
simulate interest point detection. In this phase, since there are no models and
no faces, only the following data embedding methods are simulated:

– 3D Optimization
– 2D Optimization on the plane perpendicular to view vector (2D − c⊥)
– 1D Optimization along the view vector (1D − c)
– Heuristics: Along the view vector (c heuristics)
– Heuristics: Perpendicular to view vector (c⊥ heuristics)

One bit of information is embedded by creating one additional version of the
original model using selected data embedding method. Performance of the pro-
posed system is investigated for a range of watermark energy upper bounds (0.05,
0.1, 0.15, 0.2), viewing angles (0◦, 15◦, 30◦, 45◦) and 2D interest point Gaussian
noise levels (0.0, 0.5, 1.0, 1.5). Watermark detection is defined to be successful
if

|f(I2,K2)| < |f(I1,K2)| (3)

where I1 and K1 are obtained from the original model and I2 and K2 are ob-
tained from the modified model. For optimization based methods the following
objective function is used:

O = | |f(I2,K2)| − |f(I1,K2)| | where |vk| < ε, k ∈ [1, 6]. (4)

If at any point in the iteration, selected interest points or their 2D counterparts
fail to conform to perspective projection constraints given in Sect. 2, iteration is
restarted using another set of random interest points.

In Fig. 2, performance of five data embedding methods is plotted against stan-
dard deviation of Gaussian noise added to 2D interest point coordinates, at 0◦

viewing angle, across all watermark energy levels. As can be seen, all methods
exhibit perfect performance when there is no noise added, except c heuristics.
This result is expected, since by moving 3D interest points towards the camera,
no change is observed in 2D interest point locations. Detection performance de-
grades as noise strength is increased. Optimization based methods have better
performance than heuristics based methods for any noise level, while 2D opti-
mization shows the best performance, and other optimization methods closely
following. At noise levels of 0.5 and 1.5 pixels standard deviation, detection per-
formance drops to 95.3% and 88.6% for 2D optimization, and 92.8% and 82.7%
for c⊥ heuristics.

In Fig. 3, detection rate is plotted against viewing angle (from 0◦ to 45◦) for a
noise level of 0.5 pixel standard deviation. Changing viewing angle in this range
reduces performance of optimization and c⊥ heuristics based methods by about
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Fig. 2. Detection rate versus Gaussian noise standard deviation, plotted for different
data embedding methods

3%. On the other hand, detection rate for c heuristics increases greatly with
viewing angle, since when viewed from an angle, 2D interest points’ translation
towards the original camera position becomes more visible.

Finally, Fig. 4 displays detection rate against watermark energy at 0◦ viewing
angle and 1.5 pixel noise standard deviation. This noise value is selected to dis-
tinctively evaluate different methods’ performance. c⊥ heuristics based method
shows better performance by increasing watermark energy. Optimization based
methods are ahead of heuristics based methods, although they do not exhibit
a clear relationship in terms of detection rate. 3D, 2D and 1D optimization
methods reach peak detection rates of 92.2%, 91.6% and 91.6%, respectively. c⊥
heuristics follows with a peak detection rate of 85.8%.

Results obtained in this phase demonstrate that 3D-2D watermarking with
perspective invariants is feasible, even when 2D interest point detection is noisy.
2D optimization among the optimization based methods, and c⊥ among heuris-
tics based methods have better performance when compared to others. Optimiza-
tion based methods exhibit better performance, especially under higher noise
levels and low watermark energies.

4.2 Interest Point Detection on 3D Models

In this phase, simulations are done on triangular faced mesh models with no tex-
tures. Mesh models are rendered in Blender 3D software. 2D views are rendered
with a camera of 35 mm focal length. Camera is rotated around the model to
the desired view angle. Given a 3D model, the following steps are performed in
the watermark embedder:
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Fig. 4. Detection rate versus watermark energy (sw), plotted for different data embed-
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1. Interest points are randomly selected and marked.
2. Watermark is embedded by moving interest points according to the selected

watermark energy and watermark embedding method.
3. 2D views are obtained for the original model (model-0) and the modified

model (model-1), after rotating the camera by the specified view angle.
4. I coefficients for model-0 and model-1 are calculated.
5. Mesh distance values are calculated for each watermark embedded model

using the Metro tool [2].
6. Signal to watermark ratios of 2D watermarked views to original model views

are calculated.

If not exactly six interest points are detected, or detected interest points violate
the perspective invariant constraint given in Sect. 2, the iteration is discarded.
The iteration is considered a success if watermark for model-1 is successfully
detected. Data is embedded using the following methods:

– 3D Optimization
– 2D Optimization on the plane perpendicular to view vector (2D − c⊥)
– 2D Optimization on the plane perpendicular to face normal (2D − n⊥)
– 1D Optimization along the face normal (1D − n)
– 1D Optimization on the line perpendicular to both (1D − n× c)
– Heuristics: Along the line perpendicular to both (n× c)

Performance of the proposed system is investigated for watermark strength val-
ues 0.025, 0.05, 0.075, 0.1, and view angles 0◦, 7.5◦, 15◦. Higher strength values
produce too pronounced distortion on models and thus were not simulated. Big-
ger view angles caused occlusion of interest points, causing too many discarded
iterations.

Six models from Stanford 3D Scanning repository and Aim@Shape repository
are used (Fig. 5). Mesh distortion is measured by Hausdorff distance. Hausdorff
distance defined on two input meshes X and Y is given below, where d(x, Y ) is
the Euclidean distance from a point x on X to the closest point on Y:

dH(X,Y ) = max {max
x∈X

d(x, Y ),max
y∈Y

d(y,X)}

Detection rate of all data embedding methods for a viewing angle of 0◦ are
given in Fig. 6. The x-axis denotes watermark energy (sw). Overall, detection
rates for optimization based methods are higher than (n×c) heuristics method,
reaching 99.0% for 3D optimization at 0.021 watermark energy (cyan line) and
98.8% for 1D optimization on the line n × c at 0.019 watermark energy (red
line). The n×c heuristics method exhibits at best 92.9% detection rate at 0.050
watermark energy. It can also be observed that optimization based methods show
significantly better performance at lower watermark energies: When watermark
energy is equal to 0.021, 3D optimization performs 10.1% better than heuristics
based method.

For all methods, when watermark energy is increased beyond a level, detection
rate is observed to decrease. The main reason for this unexpected situation is
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Fig. 5. Mesh models used in simulations, with interest points marked
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Fig. 6. Detection rate versus watermark energy bound or watermark energy (sw or ε),
plotted for different data embedding methods

the increased probability of self occlusion of faces after data embedding, and in
consequence, increased localization errors in interest point detection at high wa-
termark energy levels. In Table 1, performance of all data embedding methods is
given at 0.1 watermark energy upper bound for two cases: All iterations included,
and those iterations having interest point detection errors of more than 0.5 pix-
els discarded. The detection rate increase once again emphasizes importance of
interest point detection and localization.
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Table 1. Detection rate increase when interest point detection errors are removed at
0.1 watermark energy

Method All Errors discarded

3D Optimization 96.5% 98.2%
2D − c⊥ 94.7% 97.1%
2D −n⊥ 97.0% 98.2%
1D −n 93.1% 94.5%
1D −n × c 96.1% 98.9%
n× c heuristics 87.2% 95.5%

As can be seen in Fig. 7, data embedding methods that displace interest points
perpendicular to face normal (1D optimization along n× c, 2D optimization on
n⊥, and n × c heuristics) produce lower mesh distortion, while optimization
along the face normal results in the largest mesh distortion. In general, mesh
distortion increases by increasing watermark energy almost linearly.
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Fig. 7. Mesh distortion versus watermark energy bound or watermark energy (sw or
ε), plotted for different data embedding methods

Fig. 8 shows detection rate versus view angle characteristics for all data em-
bedding methods. 3D optimization is observed to perform slightly better than
other methods at 15◦ viewing angle, although detection performance degrada-
tion of only 1D optimization on n method is significant (2.5%). In (Fig. 9), signal
to watermark ratio between 2D views of Model-0 and Model-1 is observed to be
inversely related to watermark energy, as expected.
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Fig. 8. Detection rate versus viewing angle, plotted for different data embedding meth-
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Fig. 9. Signal to watermark ratio versus watermark energy bound or watermark energy
(sw or ε), plotted for different data embedding methods

The results obtained in this phase indicate that optimization based methods
continue to perform better than heuristics based methods, even when 3D models
are used. On the other hand, reduced detection rate in higher watermark energy
values demonstrate the difficulty and importance of interest point detection and
localization after data is embedded in the mesh.
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Data embedding methods that displace interest points perpendicular to face
normal result in smaller mesh distortion in 3D, and higher signal to watermark
ratio in 2D. On the other hand 3D optimization, despite being computationally
costly, is both camera position independent and improves other methods by a
small margin.

5 Conclusion

In this paper, a watermarking method that extracts data embedded in 3D models
from arbitrary 2D views is presented. Proposed method utilizes a perspective
invariant relating six minimally constrained 3D points and their 2D counterparts.
Data is embedded by displacement of 3D interest points. Primary challenges of
this watermarking method are identified to be noise sensitivity of the perspective
invariant, and accurate 2D interest point detection.

An optimal data embedding method is developed to overcome the noise sensi-
tivity of the perspective invariant. Also, a basic interest point detection scheme
is devised to accurately judge perspective invariant performance.

Simulations conducted on point sets and mesh models highlight a number of
observations. It is seen that optimally embedded data in 3D mesh models can
be extracted from 2D views with 99.0% watermark detection performance when
one bit of information is embedded into two models. Furthermore, optimization
based methods have 10% higher watermark detection performance than heuris-
tics based methods. In addition, peak detection rates are observed at lower wa-
termark energies with optimization based methods, resulting in lower distortion
in 3D meshes and 2D views. Detecting watermark on 2D views obtained with
15◦ camera angle does not produce significant performance degradation. How-
ever, even with the basic detection scheme, accurately detecting interest points
remains a factor in watermark detection performance. Especially self occlusions
caused by data embedding prevent watermark detection at high watermark en-
ergies.

These results show that it is possible to use perspective invariants in 3D-2D
watermarking, especially when optimal data embedding methods are utilized.
Further research will focus on interest point selection and detection. Using avail-
able features on textured models instead of marking interest points on models
will be investigated.
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Abstract. This paper considers the problem of the inversion attack. We discuss 
a relation of a copyright owner and an attacker on an equal footing, the problem 
of the assumption of robustness, and the quantization error as a one-way 
function. Using an improved two-stage watermarking system, a framework that 
invalidates an inversion attack is proposed. 

Keywords: watermark, inversion attack, quantization, one-way function. 

1 Introduction 

There are many attacks on digital watermarking, although not all are successful. One 
of these is the inversion attack, which belongs to the protocol group of attacks, and is 
not performed to specifically remove the watermark. Because inversion attacks can be 
applied unconditionally, we must consider a high degree of adverse effects. In this 
paper, we give an overview of research from around 1998, when such attacks were 
first announced, to the present. By examining the circumstances in detail, we can find 
ways to make inversion attacks difficult to apply unconditionally, and ultimately 
avoidable.  

Conventionally, inversion attacks have been described mathematically. The simple 
model of embedding a digital watermark by the addition of a component, and its 
removal by subtraction, has been generally adopted. However, in practice, an 
embedded function (mapping) has many components, including the multiplication and 
division of real numbers, complex numbers, and irrational numbers. Therefore, we 
must take rounding errors into consideration. In addition, the introduction of a one-
way function has been proposed as a means of avoiding simple addition. Deciphering 
such functions is not actually very difficult, and there has been much use of the 
surplus of integer modulo known as the hash function.  

Moreover, in order that the counter measure of an attack might be the subject of a 
mathematical discussion, designers looked for the worst-case scenario, and proposed 
systems based on the maximum degree of pessimism. Other counter measures less 
than this maximum level were apt to be disposed. However, there is no necessity to 
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accept all of the unfair logic or an opinion of a particular attacker, such as in a 
Protocol Attack. The attacker should submit the things used as the basis of ownership 
of an image, e.g., the original picture and the embedding technique, embedding 
software, experimental data, etc. Naturally, the owner/embedder should submit the 
related information. Even if the framework is set up based on more detailed 
information, it does not necessarily serve to unfairly regulate an attacker. 

We point out the defects of a conventional protocol relevant to an inversion attack. 
A framework that offers many keys to check the applicant’s rights and the embedding 
of digital watermarking should be sufficiently complex, and should, to some extent, 
have the above robustness. We propose such a framework in this paper. 

If an embedder is cooperating with information disclosure at the time of dispute, 
and a governmental verification organization sets up an agreement that carries out 
strict dispute processing, it is shown that an inversion attack can be made 
considerably more difficult, or even impossible. 

2 Inversion Attack History 

A timeline of inversion attacks is shown in Fig. 1, where appropriate discussions of 
each type are introduced with references. 

It is claimed that [1] first raised the concept of an inversion attack, and this 
research has requested further development in the future. To forge a digital 
watermark, it was described that research on the strengthening of further robustness is 
possible. Moreover, it was described that research into a system that reinforces 
copyright with digital watermarking with the use of encryption is also important. The 
term “Inversion Attack” was described by Single Watermark Image Counterfeit 
Original (SWICO) system. The concept of SWICO is shown in Fig. 2. Thus, it was 
pointed out that an image whose watermark is forged can be constituted by the 
inverse operation. This is an explanation of the existence of the inversion attack. Even 
though it expressed the inverse of an embedded inverse operation using the most 
general function, the example of the image data of a concrete integer was separated 
from the general function.  

In [2], the term “Inversion Attack” is used to refer to the contents [1]. This paper is 
related to the Spread Spectrum system and classifies many attacks into four 
categories, one of which ambiguity attacks includes the inversion attack. Other 
methods included in this category are the confusion attack, the fake-watermark attack, 
the fake-original attack, and the IBM attack. Although the SWICO attack is described 
in [1], it appears that terms such as “inversion attack” were subsequently used. 

The term “inversion attack” is used once in [3], whereas the term “invertibility 
attack” is used nine times in its place. Although the author is a proposer of the 
concept of the inversion attack, the term SWICO attack and “invertibility attack” are 
used abundantly. In [3], a Zero-Knowledge Interactive Proof is included in the 
embedding of a digital watermark. This hides the embedding process, and operates 
the embedding and detection system. 

The difference between an ambiguity attack and an inversion attack is also 
described in [4]. Ref. [5] concerns digital watermarks that use singular value 
decomposition (SVD), which is one-way and is said to be irreversible (i.e. it has non-
invertibility). It is thought that digital watermarks incorporating this characteristic can 
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robustly withstand an inversion attack. On the other hand, the disadvantage of this 
one-way method is that as a unique (singular) value changes with embedding, this 
deployment and embedding of SVD cannot extract the same data as the embedded 
watermark in detection. 

Ref. [6] describes a system that opposes an inversion attack using a hash function 
for one-way operation. Although correct detection (legal positive) can be performed, 
many false positives exist. It is thus claimed to be one-way, but still produces many 
false positives.  

This is because a hash was used. A hash divides image data by the value of the 
watermark key. The operation is to make an embedded image minutely changed such 
as for LSB. Influence of the change can be disregarded because it is minute change in 
watermark embedding. The disregarding is called the assumption of robustness, 
which was used in an inversion attacker’s detection to identify two different 
embedded images as the same image. 

Using SVD, the watermark can be embedded in a singular value decomposition 
space. This technique was used to realize one-wayness in [7]. By this system, because 
the embedding was not diagonal, it did not cause changes to the singular values. This 
SVD method has the feature that the embedded data is detected as it is. Thereby, 
reverse analyses, such as the inversion attack, are difficult. 

 

Fig. 1. Technical map of inversion attacks 

In [8] and [9], the embedding system (which performs linear transformation, such 
as Chirp transformation and DCT, and quantization are studied. Calculating the 
number of cases when the coefficients of the linear transformation were changed 
minutely, the number of searches was shown to be sufficiently large, in terms of 
computational complexity, to be impossible on current computers. Ref [8] used pre-
determined calculation tables, which were called ROM, for obfuscating embedding 
software. Therefore, the size of the transform block was restricted to smaller values. 

In the above papers, the one-way function was an important measure against an 
inversion attack. Recently, in [10] quantization effects have been used in PRSG to 
invalidate the inversion attack. There has also been research focusing on systems that 
use a hash function. However, the attackers’ techniques are many-sided and a 
pessimistic conclusion was reached. Although trials, such as SVD [11], also occurred, 
these were seldom taken up. 
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Fig. 2. Inversion Attack System. G is the original image of Owner A. W is a watermark of A. 
WA is an embedded image. W’ is a watermark of Attacker B. 

3 Reconsideration of the Inversion Attack  

We will consider some of the results from the proceeding chapter in detail. Table 1 is 
a score sheet for the detection by Owner A and by Attacker B for an image considered 
in [1]. In Test II, case 3 is normal. It is shown that after B receives the embedded 
image of A, B subtracts WB= 0

BX of B’s watermark part from it, and A can detect A’s 

watermark from the generated image as 0
BX . Furthermore, B cannot detect the 

watermark from A’s original image. Cases 4 and 5 cannot occur without a fake. This 
table shows that there was apprehension about the possibility of Case 5 with an 
inversion attack. 

Table 1. Determination of ownership from watermark presence (from Craver [1], p.577). Test I 
is for the detection of an embedded image by the owner. Cases 1 and 2 are only for Test I. Test 
II is for the detection of an original image by an opponent. XA, XB are watermarks in Ref. [1], 

which are represented WA,WB in this paper. “d” represents “don’t care”. 

Scenario 
Test I Test II 

Derived 
Ownership

AX BX 0
AX 0

BX

Case 1 1 0 d d A 

Case 2 0 1 d d B 

Case 3 1 1 1 0 A 

Case 4 1 1 0 1 B 

Case 5 1 1 1 1 ??? 
 
Here, there is an assumption of robustness in the possibility that Case 5 is valid. 

This means that when B subtracts the watermark WB from an embedded image of A, 
the change caused by this subtraction can be ignored. However, such an assumption 
gives special facilities to B, which will generally be thought of as a bad step. 

The assumption of robustness causes an object image to be changed minutely. 
Then, the assumption of robustness adds the inversion attack with other warping 
ability of geometrical category. The inversion attack belongs not only to a protocol 
attack, but also to a geometrical attack. In this paper, we consider only pure protocol 
attacks. 
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We consider how authentication of ownership is performed for a single image. We 
do not make another forged image by a different attack type. Inversion attacks are 
classified into protocol attacks (refer to Fig. 3), which carry out neither processing nor 
deletion of a watermark on an image. Mixtures of two or more attacks are considered 
separately.  

The two-stage watermark system [12] is effective in dealing with the unfairness 
problem. The concept in [12] is improved here to have several factors that at the 
second stage both parties in a dispute must provide the original image, embedding 
information detection information and time-stamp data to a trusted third party (TTP) 
organization. The TTP judges the copyright by inspecting the provided data in a 
secret zone. The process builds a blind watermarking scheme because it uses the 
original images in detection. The blind watermarking system generally has greater 
robustness than the non-blind-type system.  

Table 2, which shows an inversion attack in a pure protocol attack, improves Table 
1. The first step does embed the digital watermark and publish the embedded image. 
A dispute then occurs, and verification by governmental or third party is the second 
step. Attacker B tries to detect GA and GB in the first step. However, we think that 
detection is performed inside B in a closed manner. In the second step, a 
governmental institution receives and saves the watermarks WA and WB that were 
first detected from A and B. Next, the institution receive the original images and 
detectors offered by A and B. Although the governmental institution performs 
detection processing, the probability that the watermark WB of B will be detected 
from the original image GA of A is nearly 0. 

Table 2. Comparison of detection ability between Owner A and Attacker B. GWA is a 
watermarked image of A, and GWB is a watermarked image of B. GA is the original image of A, 
and GB is the original image of B. The inversion attack here is a pure protocol attack. 

Stages Images Owner A
Attacker B of 

inversion attack 
Blind Type 

First 
GwA Yes Yes 

keys are secret 
GwB Yes Yes 

Second 
GA No No detection of the 

original image GB Yes No 
 

- Consideration of fairness   
Conventionally, fair treatment in deciding truth or falsehood may not be made 
between embedding event of the owner of the media having embedded the watermark, 
and the detection event of the false watermark that an attacker describes. That is, 
watermark detection of the owner is strictly carried out, and it is said that attackers 
have only to present an indefinite possibility above the minimum level. This should 
be corrected so that both sides are in a fair position. 

Even if the attacker generates an ambiguous state, the original owner’s rights 
should not be lost. The inversion attack may not be validated even if an ambiguous 
state can be formed, and the original image that accompanies the watermarked one, 
the embedding technique, and the detection technique are verified in detail. The same 
idea of this unfairness was shown in [13], though expressed in a different way. 
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- Consideration of one-way function 
A trial of one-way functions, which cancel an inversion attack, was considered and 
many hash functions, in particular, were tried. Systems that embed the bit sequence of 
the residual, when the image data is divided by the value of the secret key, were 
considered. Then, the one-way function with the hash function was invalidated by the 
above-mentioned assumption of robustness. If the assumption of robustness is not 
accepted, the hash functions still have one-way characteristics. However, embedding 
the residual bit sequence using a hash in an image has the problem that robustness 
becomes weak. Even when a 1 bit error in many bits occurs in bit sequences, 
authentication becomes impossible because of the different result in calculation. 
Concerning the one-way characteristics, although singular values in SVD are unique, 
decomposition matrices of SVD are not unique, which contributes one-way 
characteristic. Moreover, in a popular systems that use DCT and QIM, the operation of 
DCT uses the real numbers. Furthermore, there is a rounding operation when the 
inverse transform is carried out after embedding. Therefore, if a large number of 
rounded pixel patterns exist, the number of searches will increase. Thus, the linear 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 

Fig. 3. Classification of watermark attacks (from Kutter et al. [14], p.372, Fig.1) 

transform system has a finite 1:n asymmetrical function, which is a kind of one-
wayness. If we add minute changes of coefficients to this linear transform system, the 
number of cases becomes so large that searching is impossible, as demonstrated in [9]. 

In this chapter, we considered three measures against inversion attacks; 

- Reconsideration of the robustness assumption; 
- The necessity for strict fairness;  
- The one-way nature of the function. 

4 Invalidation of an Inversion Attack 

Based on the above consideration, we now attempt to formalize regulations for 
inversion attacks within the category of a pure protocol attack. First, based on the 
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code of the above-mentioned fairness, protocols that favour an owner but are 
disadvantageous to an attacker should be adopted. Conversely, protocols that are 
detrimental to an owner and advantageous to an attacker should be impossible. 

Cases with a large range of fairness, outside the framework of “Protocol by law” 
are not considered, and cases with a narrow range are shown in Fig. 4. If such 
regulation is applied, then an attacker has to perform embedding carefully at least at 
the level as the owner performs embedding even more carefully. It turns out that 
virtual claims, as if there was an original image from the inverse operation, which 
occurs in the former framework, can be eliminated. 

Next, there are a variety of digital watermarks, from the very simple, such as LSB 
changes, to the complicated. Of course, a simple digital watermark is vulnerable, does 
not have robustness, and can be specified by a comparatively easy operation in many 
cases. Embedding can be seen as a function (or a mapping), and reverse engineering 
(RE) of the algorithm using embedding processing software is possible. When an 
embedding algorithm is found easily by this RE, its vulnerability is high. In order to 
suppress the vulnerability and increase robustness, some obfuscation of the 
embedding processing software is attempted [15]. 

In algorithm obfuscation, algorithm of a simple function can be easily estimated. 
For complicated function, from the input data and the output, the corresponding 
relation, which is the embedding algorithm, should be analyzed by attackers. 
Although an approximation function can be found by numerical analysis for this case, 
it is difficult to obtain a true function. For cases using DCT, quantization, inverse 
DCT, and rounding, the system becomes nonlinear. This requires numerical analysis 
that is of a similar complexity to finding the solution of a neural network [8]. 
 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4. Regulation of watermark detection 

It is thought that the analysis becomes difficult to search for system and concrete 
coefficients as a digital watermark embedding uses a complicated algorithm. The 
authors considered conversion systems, for example using a nonlinear function and a 
gamma function before, evaluating how much complexity was required of an actual 
digital watermark. However, as transformation by discrete data resulted in the 
procession of discrete matrix coefficients of limited numbers after all, it turned out 
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that a nonlinear continuous function could not be realized. On the other hand, QIM 
together with the Modified DCT group, which represents minute changes in the DCT 
coefficient, has nonlinear characteristics, requiring an almost unlimited number of 
search conditions [9]. 

We now describe a protocol that targeted inversion attacks by making a DCT+QIM 
embedding system into a reference model. 

The embedding operation in [1] uses simple addition + and subtraction - with 
general operations defined by        .   . This is shown in the application example of 
embedding using the hash function, which at the time was considered to be important. 
In contrast, the DCT+QIM method used now embeds with operations using real 
numbers and rounding after inverse DCT. Thus, it is assumed that Owner A performs 
a complicated embedding system using a degree of DCT and rounding. The 
embedding of a digital watermark should, therefore, not to provide a simple 
watermark W for Attacker B. We should make a system where a rounding error is 
inevitably added at random at the embedding, with the quantization error for B. Those 
who need authentication of ownership should use neither a system in which the 
embedding is simply destroyed, nor a system that is analysed easily. Indeed, there is 
no reason to use such vulnerable systems; everyone should use a more complex and 
unclear system. 

The combination of embedding with a real number operation and rounding after 
the inverse DCT, as in the DCT+QIM method, causes complications in the 
embedding process of a digital watermark. In the inversion attack, the virtual 
watermark WB is not fully used. As the watermark differs by only a minute quantity 
for every image, the inversion attack becomes difficult. 

In Fig. 5, an example is shown that a coefficient is changed from the standard 
DCT, and the digital watermark embedding system using Modified-DCT (M-DCT) 
and quantization, which is also set to one of the embedded keys. After M-DCT, QIM 
at quantization part is carried out in embedding. Inverse M-DCT is performed after 
quantization. Rounding of integers is needed in order to convert the result into the 
image data, which can be displayed because most image format requires integer data.. 
This rounding of integers changes with the value of the original image.  

 
 
 
 
 
 
 

Fig. 5. Embedding system with M-DCT and Quantization 

Therefore, such a system as an inversion attack that determines the fixed watermark 
data beforehand, does not produce the correct embedding. In the example of [9], 
which calculated the number of transform operations and the number of quantizations 
in the case of an orthogonal transform of small size, the computation times was found 
to exceed reasonable limits. 
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The above summary is shown in Fig. 6. A system whereby an owner’s rights also 
become indefinite should be excluded, as such an ambiguous situation falls into the 
category of an Ambiguity Attack. The framework of fairness requires an owner and 
other parties to put forward embedding systems of similar difficulty, offering an 
original image, an embedding system, a detection system, processing software, etc. in 
the case of a dispute. This will suppress unjust and imperfect claims, and it is thought 
that the authentication degree of digital watermarks will increase sharply. In a 
conventional system, the inversion attacker shows nothing but insists a trick of 
protocol. The proposed system shown in Fig.6 additionally requests the inversion 
attacker to provide related information material that owners of original images must 
have. The original image, watermark W’, embedding method/ software program and a 
detection method/program are examples of the related information materials. 
Governmental Organization verifies using these data with inspecting rounding effects 
in embedding calculation.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Framework for invalidating an inversion attack 

The assumption of robustness holds for two or more images obtained by attackers. 
Therefore, as this exceeds the category of a Protocol Attack, it is considered as an 
exception in this paper. Owing to this exception, the dispute gets to be limited to an 
event concerning one image set, namely an original image, a watermark-embedded 
image, an embedding machine, a corresponding detector, and corresponding 
watermark data. If another dispute event occurs when an attacker produces another 
image, which contains a minute change under the assumption of robustness, it is 
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expected that the result will be the same as for the first examination considering it 
another independent dispute. 

Generation of one-way function is theoretically difficult. A similar function can be 
generated using a system that applies a quantization error to the event, which consists 
of many pixels and in which the transform coefficients also produce variation. 

 
- The number of full searches required for an attack 

We will obtain the number of searches required in the usual attack method by 
estimating the transform coefficients, based on a full search of the system shown in 
Fig. 5. Basic considerations are given in [8] and [15]. The data used as evidence for 
the number of calculations is quoted from [16-18]. To obtain calculation times for 
matrix multiplications from experimental data, relations between larger sizes and 
smaller sizes are shown in Table 3. This Table 3 only shows partial calculation times 
such as multiplication. In a reference [8], a small-sized transform is used as a case in 
which obfuscation is incorporated. In this paper, in order to increase the robustness, 
new estimated values for 16×16 and 64×64 as in the case of the full search are also 
added in Table 4. Using the same technique as [8], there are 100 variable coefficient 
values for the 16th order, and 500 variable coefficient values for the 64th order. 

Because the 16th transform matrix has 256 coefficients and the 64th transform 
matrix has 4096 coefficients, the total number of possible combinations is given by 
the 256th power of 100 and the 4096th power of 500, respectively. By this calculation 
method, we obtain the values of the rows for the 16th and 64th order cases shown in 
Table 4. When the event with the actual coefficient near 0 in a high frequency 
coefficient is contained, the number of kinds may decrease a little. In addition, as the 
4th exponent calculation contained an error, it has been corrected. 

In the case of attempting a full search attack to estimate the coefficients of the 
transform matrix, the computation time increases with the size of the matrix, and so 
the coefficient values with sufficient high orders cannot be found. Even performing 
parallel programming with improvements in CPU, Cuda, etc., the computation time is 
long enough to be unfeasible with current PC performance level. 

5 Consideration 

To make a complete watermark using a single embedding method to a media is 
difficult. However, a system with other devices can improve authentication ability. 
The performance can be evaluated by probability of safety, as for the case of RSA 
cryptography in which the security is computationally determined by using prime 
numbers that are as large as possible, increasing in size according to time and 
application seriousness. A two-stage watermarking system is effective by determining 
the specification in detail against the unfair behaviour of attackers. Even if the 
situation is ambiguous because an owner and an attacker are equal, the attacker 
always faces the risk that his intentional manipulation can be proved by TTP. Related 
to this two-stage watermarking system, methods using a computational one-way 
embedding function, and a rounding function are effective to improve authentication 
from the computational point of view. 
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Table 3(a). (from [15]） Time for Matrix Multiplication and Linear Equation by M-1800/2016 
(sec) [16] 

Order Matrix Multiplication Linear Equation 
4th 1.01000E-05 8.13333E-06 
8th 5.05000E-05 4.06667E-05 

16th 0.000303000 0.000244000 

Table 3(b). Time for Matrix Multiplication and Linear Equation by VP2600/10 

Order Matrix Multiplication Linear Equation 
4th 3.40000E-06 6.73333E-06 
8th 1.70000E-05 3.36667E-05 

16th 0.000102000 0.000202000 

Table 3(c). Time for Matrix Inversion by Core2Duo,1.86GHz [17] 

Order Inverse Matrix Order Inverse Matrix 
5th 3.46933E-07 320 th 0.040816327 

10 th 2.42853E-06 640 th 0.285714286 
20 th 1.69997E-05 1280 th 2 
40 th 0.000118998 2560 th 15 
80 th 0.000832986 5120 th 100 

Table 3(d). Time for Matrix Multiplication and Linear Equation by Core2Duo, 2.66 GHz 
(E6700) [18] (Averaged and Clock adjusted) 

Order Matrix Multiplication Linear Equation 
4 3.2259E-07 4.86152E-07 
8 1.61295E-06 2.43076E-06 

16 9.6777E-06 1.45845E-05 
32 6.77439E-05 0.000102092 
65 0.000474207 0.000714643 

125 0.00331945 0.005002499 
250 0.023236152 0.035017493 
500 0.162653061 0.245122449 

1000 1.138571429 1.715857143 
2000 7.97 12.011 

Table 4. Estimated computation time in the case of full search of the system in Fig.5, including 
forward transform, quantization and inverse transform 

Order Computation time (sec) 
4th (3.2E-7 ×2+4.9E-7)×51^16 

=1.1E-6 ×2.1E27=2.3 E 21 
16th (9.7E-6 ×2+1.5E-5)×100^256 

=3.4E-5 ×1.0E512=3.4 E 597 
64th (4.7E-4 ×2+7.1E-4)×500^4096 

=1.7E-3 ×9.6E1154=1.6E 1152 
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6 Conclusion 

The research progress into inversion attacks was investigated and some methods of 
invalidation were extracted. We separated the assumption of robustness from the 
inversion attack to consider the inversion attack as a pure protocol attack. As a 
protocol, we considered reconstruction, which rebalances fairness in favour of the 
owner rather than the attacker. We improved the two-stage watermarking system by 
adding specification items such as original images, embedding and detection 
information. With this two-stage system, improvements for an unfair problem and 
robustness can be observed qualitatively. The improvement of probability derived 
from the number of embedding cases can contribute security in the same way as other 
practical systems such as RSA, SSL and SSH. 

It was shown that attacks by involving different original images induced by the 
assumption of robustness can be removed by excluding all the other images that 
should be treated in other cases. In terms of one-way functions, the number of 
searches for real coefficients expands sharply with the non-linearity of quantization 
and the number of transform coefficients. Thereby, the same effect as a one-way 
function can be realized. It is thought that by adopting these frameworks at the second 
stage of the two-stage watermarking system as standards for detection, inversion 
attacks can be made difficult. An embedding system using a variable transform and 
quantization was modelled, and we verified that the coefficient search of an attack 
became sufficiently large as to be unfeasible for analyzing. 

For future study, a new standard for a watermarking embedding and detection 
system can be considered. Under this standard, we recommend using watermarking 
system, which restricts the effective working area, and which effectiveness of 
authentication is definitely better than in the conventional lawless system. We can 
further improve this standard in the future by gradually confining effective area of 
healthy watermarks.  

Also, we focused only on a single attack in this paper, namely the inversion attack, 
to clarify the analysis of the problems. However, we hope to resolve all other attacks 
and to consider combined attacks. 
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Abstract. In this paper, we propose a novel robust image blind watermarking 
scheme based on Speeded-Up Robust Features (SURF) region and Discrete 
Cosine Transform (DCT). As SURF features are invariant to rotation and scaling, 
we employ SURF to extract feature points. Then circular patches are generated 
using the feature points. The watermark is embedding each circular patch based 
on DCT transform which can resist signal processing attacks. Multiple patches 
have been embedded watermark for resisting locally cropping attacks. 
Experimental results show that the proposed scheme is robust to both geometric 
attacks and signal processing attacks. 

Keywords: geometrically invariant, watermarking, Speeded-Up Robust 
Features, DCT. 

1 Introduction 

With the development of computer technology, image can be easily modified, copied 
and distributed. As an effective method for solving this problem, digital watermarking 
is a promising way to protect the copyright of digital images[1]. Some information 
extracted from image used to be made watermark which can be embedded into the 
original image for copyright protection and ownership assertion. In this way, there has 
some challenging problem still not be resolved. For example, geometric attacks can 
desynchronize watermark information thus cause incorrect detection[2]. How to 
efficiently resist such attacks is still an open problem. 

Geometric attacks include RST (rotation, scale, translation) and RBA (random 
bending) attack. Ruanaidh et al. first reported RST invariant watermarking in 
Fourier-Mellin domain[3], which is an invariant domain. The main drawback is that the 
watermarked images degrade much and they cannot resist cropping attacks, because the 
watermark is embedded in the global image. Bas et al. proposed a feature-based 
watermark synchronization method[4]. They used the Harris corner detector to extract 
interest points. Then the Delaunay tessellation was applied to the detected points, 
producing a set of triangles. The watermark was embedded into all triangles additively 
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in spatial domain. But Harris corner detector isn’t scale invariant. Lee et al. developed a 
Scale-invariant feature transform (SIFT) based watermarking scheme[5]. SIFT was 
proposed by Lowe[6]. Compared with Harris corners, SIFT features are more stable 
and Scale invariant. They extracted feature points by SIFT and used them to generate a 
series of patches. The watermark was embedded into all patches. The scheme 
outperformed Bas’ method. 

SURF (Speeded-Up Robust Features) is a robust image detector & descriptor, first 
presented by Herbert Bay et al. in 2006[7]. It is partly inspired by the SIFT. SURF is 
several times faster than SIFT and also very robust against different image 
transformations like rotation, scaling and so on. Especially, about the JPEG 
compression, the stability of the SURF is much higher than the SIFT. Discrete Cosine 
Transform (DCT) is an image presentation in frequency domain[8], which transforms 
the spatial domain pixel values into the coefficients with low, medium and high 
frequency. Relative to the spatial domain, frequency domain can resist signal 
processing attacks better. In this paper, we propose a new image blind watermarking 
scheme using SURF feature points and DCT transform. First we employ SURF to 
extract feature points, and then circular patches are generated using the feature points. 
A rotation and scaling invariant watermark is generated on the patches. The watermark 
is embedded into multiple patches for resisting locally cropping attacks. The proposed 
scheme is robust to rotation, scaling, cropping, and signal processing attacks, especially 
the JPEG compression. 

The rest of this paper is organized as follows. Section 2 reviews the related algorithm 
briefly. Our image watermarking scheme is illustrated in section 3. Section 4 is 
experimental results. The last section is conclusions. 

2 Related Algorithm 

2.1 SURF Points' Extraction 

Speeded up robust feature (SURF) is a local invariant feature based on scale space 
theory, has almost the same performance as SIFT, yet it is about six times faster than 
SIFT because of the usage of integral image and box filter. 

SURF detector is based on the estimation of Hessian matrix. Give a point p = (x, y) 
in an image I, the Hessian matrix in x at scale σ is defined as 

                            H(x, σ) = ቈܮ୶୶ሺx, σሻ ,୶୷ሺxܮ σሻܮ୶୷ሺx, σሻ ,୷୷ሺxܮ σሻ቉                           (1) 

where L୶୶(x,σ) is the convolution of the Gaussian second order derivative 
பమப୶మ gሺσሻ 

with the image I in point x, and similarly for L୶୷(x,σ) and L୷୷(x,σ). To reduce the 
computation time, SURF algorithm uses box filters to approximate the convolution of 
the Gaussian second order derivative. It can be evaluated at a very low computational  
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cost using integral images. The integral image I ∑ሺxሻ at a location x = (x, y) represents 
the sum of all pixels in the input image I within a rectangular region formed by the 
origin and x.                                    I ∑ሺݔሻ ൌ ∑ ∑ ,ሺ݅ܫ ݆ሻ௝ஸ௬௝ୀ଴௜ஸ௫௜ୀ଴                             (2) 

The approximation of convolution is denoted by Dxx, Dxy and Dyy. Then we get The 
maxima of the determinant of the Hessian matrix can be computed with the function 
Δ(H) defined in equation (3) and then interpolated in scale and image space. Thus, 
stable and repeatable SURF points can be localized.                              Δሺܪሻ ൌ ݕݕܦݔݔܦ  െ  ଶ                              (3)ݕݔܦ 0.9

2.2 DCT Transform 

DCT transform is a typical scene for image processing and digital signal processing 
with advantages of high compression ratio, small bit error rate, good information 
integration ability and good synthetic effect of calculation complexity. Two 
dimensional DCT can be defined assimilative as: 

  fሺx, yሻ ൌ CሺuሻCሺvሻ ∑ ܰ െ ݑ1 ൌ 0 ∑ ܰ െ ݒ1 ൌ 0 ,ݑሺܨ ݔሻcos ቂሺ2ݒ ൅ 1ሻ2ܰߨݑ ቃ cos ቂሺ2ݕ ൅ 1ሻ2ܰߨݒ ቃ    (4) 

The inverse of two dimensional DCT can be defined as: 

Fሺu, vሻ ൌ ଶே CሺuሻCሺvሻ ∑ ܰ െ ݔ1 ൌ 0 ∑ ܰ െ ݕ1 ൌ 0 ݂ሺݔ, ݔሻcos ቂሺ2ݕ ൅ 1ሻ2ܰߨݔ ቃ cos ቂሺ2ݕ ൅ 1ሻ2ܰߨݕ ቃ    (5) 

Where F(u, v) is cosine transform coefficient. For u and v are frequency variable; u, 
v=1, 2, 3…, N-1, if f(x, y) is N×N square of spatial domain. For x, y=0, 1, 2…, N-1. N 
is the number of horizontal and vertical pixels of pixel block. 

3 Geometrically Invariant Watermarking Scheme 

Because SURF is invariant to RST, we use SURF algorithm to get some feature points, 
generating circular patches around these feature points, then the watermark is 
embedded into all patches. These patches are invariant through geometrically 
transforming, so the watermark can be detected despite the image be attacked. The 
detailed diagram of watermark synchronization scheme is shown in figure 1. 
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Fig. 1. Watermark synchronization scheme 

3.1 Generation of the Regions for Watermarking 

First run the SURF algorithm on the original image to get the feature points, and for 
each point, we make a circular patch by using only the coordinate (t1, t2) and scale s of 
extracted SURF features, as follows: 

(x - t1)
2 + (y - t2)

2 = (ks)2                                               (6) 

The k is a factor to control the radius of the patch to get the embedding suitable size. 
The result is shown in figure 2(a). The figure shows that circles have different size, 
because feature point’s scale would changes with the image’s size, so these patches are 
invariant to image scaling as well as spatial modifications. 
 

  
(a) All SURF regions (b) Remove overlapping region (c) Remove small region 

Fig. 2. SURF points and the circle regions 

As shown in figure 2(a), these regions are too many and overlap each other, it’s  
hard to embed watermark, thence remove these overlapping regions. Steps are as 
follows: first, choose a point which has the maximum response value (The best 
stability), then remove the regions which overlap with this point’s region. Afterward 
the second maximum response value has been chosen, and so on. The result is shown in 
figure 2(b). 

After removing overlapping regions, some regions are too small to embedding 
watermarking, thence remove these regions which radius less than 20, shown in  

Original image/ 

Watermark image 
Generate SURF patch 

Patch selected 

DCT transform 
Watermark 

embedding/extraction 
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figure 2(c). After these procedures the remaining regions are suitable for embedding 
watermarking, and stability for geometrically attacking and common attacking. Figure 
3 shows circular patches from our proposed synchronization method in rotation, crop, 
JPEG compression, scaling of the image and spatial filters. Find that these patches are 
formulated robustly, even when the image is distorted. 

 

  
(a) Original (b) Rotation 30° (c) Crop 20% 

  
(d) JEPG 75% (e) Scale 0.8 (f) Median filter 7×7 

Fig. 3. Regions after some attacking 

3.2 Embedding Watermark 

The proposed scheme embed watermark in DCT domain, DCT transform require the 
input must be a rectangle, hence generating a rectangle using the circular region similar 
to the figure 4. 

 

Fig. 4. Embed region generation 
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As shown in this figure, we employ the SURF point’s orientations assignment as 
Y-axis, generating a square inside the circle. Orientations assignment is designed to 
resistance to rotation, so the square which generating by the previous method is rotation 
invariant.  

 

  
(a) DCT frequency (b) Coefficient matrix 

Fig. 5. Representation of DCT coefficients 

The watermark is embedded into all regions for resisting locally cropping attacks by 
modifying the DCT coefficients. For each region, figure 5(a) shows the frequency 
distribution. The low frequency part represents a fairly important part in vision system, 
modifying the coefficient in this part may reduce the quality of image. The changes on 
high frequency part is not easy to affect the quality of image, but generally, some 
operations on images may remove these signals so as to affect robustness of watermark. 
Therefore, this scheme selects some locations in middle frequency coefficient to embed 
watermark like figure 5(b). 

In figure 5(b) there has a 14×14 square embed 10 bit watermark, but generally, for 
each region, after filtering step, the square patch’s minimum size is 28×28, and will 
embed more than 20 bit watermark. 

Watermark can be expressed as: WM = { wm(k)| k=0, 1, 2, …, M}, wm(k) equal 0 or 
1. Assume square patch is N×N, the exact embed approach is as below: 

ەۖۖ
۔ۖ
ሺ݇ሻ݉ݓሺ݂݅ۓۖ ൌ 1ሻ ൞ܶܥܦᇱ ቀቔேଶቕ െ 1 െ ቔ௞ଶቕ , ݇ቁ ൌ ஽஼்ቀቔ మಿቕିଵିቔೖమቕ,௞ቁା஽஼்ቀቔ మಿቕିቔೖమቕ,௞ቁଶ ൅ ᇱܶܥܦܵ ቀቔேଶቕ െ ቔ௞ଶቕ , ݇ቁ ൌ ஽஼்ቀቔ మಿቕିଵିቔೖమቕ,௞ቁା஽஼்ቀቔ మಿቕିቔೖమቕ,௞ቁଶ െ ܵ

݂݅ሺ݉ݓሺ݇ሻ ൌ 0ሻ ൞ܶܥܦᇱ ቀቔேଶቕ െ 1 െ ቔ௞ଶቕ , ݇ቁ ൌ ஽஼்ቀቔ మಿቕିଵିቔೖమቕ,௞ቁା஽஼்ቀቔ మಿቕିቔೖమቕ,௞ቁଶ െ ᇱܶܥܦܵ ቀቔேଶቕ െ ቔ௞ଶቕ , ݇ቁ ൌ ஽஼்ቀቔ మಿቕିଵିቔೖమቕ,௞ቁା஽஼்ቀቔ మಿቕିቔೖమቕ,௞ቁଶ ൅ ܵ
     (7) 

After the above modification, we make each pair of two coefficient established a 
relations, when the watermark bit is 1, the above coefficient is greater than the below 
coefficient, and vice versa. 

The S is the watermarking strength, the larger the value of S, the worse the 
invisibility. It also affects embedded intensity, but not an obvious rule. Based on the 
empirical study, we set the basis value of S to 1.6. 
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3.3 Extraction Watermark 

The detecting procedure is similar as the embedding procedure. First run the SURF 
algorithm on the watermarking image, get feature regions, then filtering these regions, 
and generating square patches, convert to DCT domain. There are several patches in an 
image, and we try to detect the watermark from all patches. Then, utilize the following 
formula to get watermark. 

ቐ݂݅ሺܶܥܦ ቀቔேଶቕ െ 1 െ ቔ௞ଶቕ , ݇ቁ ൒ ܶܥܦ ቀቔேଶቕ െ ቔ௞ଶቕ , ݇ቁሻ num௞,ଵ ൅ ൅݂݅ሺܶܥܦ ቀቔேଶቕ െ 1 െ ቔ௞ଶቕ , ݇ቁ ൏ ܶܥܦ ቀቔேଶቕ െ ቔ௞ଶቕ , ݇ቁሻ num௞,଴ ൅ ൅         (8) 

If  num୩,ଵ ൐  num୩,଴ wm(k)=1, else wm(k)=0. 

4 Experimental Results 

The proposed watermarking method was tested in a variety of images. We used many 
images having different information contents (Lena, Baboon, Sailboat, Airplane and so 
on) in JPG format of size 512x512 and grayscale resolution with 8bits per pixel. Figure 
6 shows two test original images and watermarked versions respectively. As we embed 
the watermark into image local patch, the inserted watermark is invisible to the naked 
eyes. The peak signal to noise ratio (PSNR) values is higher than 40 dB. 

   
(a) Original images                 (b) Watermarked images 

Fig. 6. Watermark invisibility 

To evaluate our method, we considered a variety of attacks including signal 
processing attacks and geometric attacks. Employ watermark benchmarking software 
StirMark 4.0 to attack these test images. Experimental results are listed in Tables 1 and 
2, respectively. It is an average value. 

In Tables 1 detection ratio refers to the ratio of the number of extracted patches from 
attacked images to the number of correctly redetected patches from attacked images. 
The detection ratio increases when watermark synchronization is performed more 
strongly. In Tables 2 similarity is the average of similarity values between the original 
watermark and the extracted watermark from detected watermarked patches. 
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Table 1. Fraction of correctly detected watermark patches 

Attack 

Detection ratio 

Our method Literature[5] 

JPEG 90% 97.2% 88.7% 

JPEG 70% 91.5% 76.3% 
JPEG 50% 75.3% 54.4% 
JPEG 40% 61.2% 43.4% 
Median Filter 4 × 4 75.1% 66.1% 
Median Filter 7 × 7 78.3% / 
Gaussian 3 × 3 77.3% 74.8% 

Rotation 5° 75.1% 68.0% 
Rotation 15° 61.2% 55.9% 
Rotation 30° 41.7% 48.6% 
Scaling 0.8 57.8% 51.7% 
Scaling 1.2 61.1% 66.1% 
Crop 20% 73.4% 49.0% 

Crop 50% 37.2% 16.2% 

Table 2. Watermark similarity under attacks 

Attack 

Similarity 

Our method Literature[5] 

JPEG 90% 0.934 0.698 
JPEG 70% 0.813 0.623 
JPEG 50% 0.775 0.532 
JPEG 40% 0.614 0.477 
Median Filter 4 × 4 0.732 0.609 

Median Filter 7 × 7 0.719 / 
Gaussian 3 × 3 0.763 0.671 
Rotation 5° 0.771 0.641 
Rotation 15° 0.564 0.538 
Rotation 30° 0.618 0.514 
Scaling 0.8 0.479 0.539 

Scaling 1.2 0.513 0.614 
Crop 20% 0.897 0.645 
Crop 50% 0.582 0.446 
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In most of the attacks, our watermarking scheme could detect the inserted watermark 
from a considerable number of circular patches, and the similarity between the inserted 
and the detected watermark was high enough to prove ownership. Our scheme has an 
excellent performance in JPEG compressions, and also robust to other attacks, such as 
rotation, cropping, median Filter attacks. Our scheme is less robust to scaling down 
attacks, because when the watermarked image is scaled smaller or too bigger there is 
information loss. Despite this, our scheme has a better performance than the method of 
Lee et al. These results support the contention that our proposed watermarking scheme 
would be resilient to various image attacks. 

5 Conclusions 

By using the Speeded-Up Robust Features (SURF) and Discrete Cosine Transform 
(DCT), we have developed a geometrically invariant image blind watermarking. We 
use SURF to extract interest points and use them to generate patches. For each patch, an 
invariant watermark is produced using DCT transform. As we embed the watermark 
into local patches, the watermarked images are of high quality. The watermark is 
detected by comparing magnitudes of DCT coefficients. 

The experimental results show that our proposed method can resist geometric 
attacks and signal processing attacks, such as scaling, rotation, JPEG compression and 
so on. Its robustness to a wide variety of attacks is suitable for many applications 
requiring high watermarking reliability and capacity, but the size of the watermark’s bit 
is less that is a drawback. Future work will focus on the design of a watermark scheme 
which can embed more bits. 
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Abstract. Combined average encoding with vector quantization (VQ)
encoding, a new self-embedding fragile watermarking scheme is proposed.
To take into account watermark payload, localization accuracy and re-
covery quality, the 6-bit average-watermark of a 2× 2 original block and
the 8-bit VQ-watermark of a 4×4 block of image high-frequency compo-
nent are generated and hidden in the corresponding mapping blocks of
them based on secret key, respectively. To improve the tamper detection
performance, the validity of a 2 × 2 block is determined by combining
the average-watermark with the VQ-watermark. The average, VQ and
inpainting recovery operations are executed in sequence to improve the
recovery quality especially for a larger tampering ratio. Simulation re-
sults demonstrate that the proposed scheme not only provides a better
invisibility and security against the known counterfeiting attacks, but
also allows image recovery with an acceptable visual quality up to 70%
tampering ratios.

Keywords: fragile watermarking, self-embedding, compression code,
VQ encoding.

1 Introduction

The purpose of fragile watermarking is to achieve multimedia content authenti-
cation by imperceptibly embedding additional information into the host media
[1,2]. Many fragile watermarking schemes have been developed for digital images
to detect accurately the tampered areas [3] and further recover approximately the
original content in the tampered areas [4], which is also called the self-correcting
or self-embedding watermarking.

Self-embedding watermarking techniques for image authentication usually
partition an image into blocks with the same size. All or part of watermark data
of each block are a compression code (CC) of the block content and hidden in
the other block of the image. The block CC is used to approximately reconstruct
its original content if the block is tampered. The block CC directly affects the
performance of self-embedding watermarking scheme, such as watermark pay-
load, invisibility and recovery quality. The image compression technique is often
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adopted to balance the length of the block CC with recovery quality. Fridrich
et al [4] firstly proposed that the block CC of a 8 × 8 block was generated by
quantizing and encoding the important quantized DCT (discrete cosine trans-
form) coefficients of itself. The length of the block CC based on DCT can adjust
flexibly to the requirement of recovery quality [4]. The block CC based DCT was
adopted and improved by many researchers [5-7]. Qian et al [6,7] proposed the
multi-level encoding to generate the block CC with variable length for various
types of blocks. The blocks were classified into different types according to their
degrees of smoothness. The different types of blocks were encoded into different
numbers of bits with rougher blocks having more bits and smoother blocks hav-
ing fewer bits. The multi-level encoding can preserve adequate information of the
image content with as few bits as possible. But, the type-code of each block has
to be kept to reconstruct the block content successfully. This would increase the
watermark payload and impair the quality of watermarked image. On the other
hand, the VQ (Vector quantization) compression technique was also used to ex-
tract the index table from the host image as image content and generate the block
CC. Yang [8] generated the 8-bit VQ-code watermark of each 4 × 4 block and
maintained four copies of VQ-code watermark of the whole image. Since four
times of embedding VQ-code watermark overcome the tampering coincidence
problem [9] in the self-embedding watermarking, the quality of recovered image
with a larger tampering ratio is enhanced. However, the watermark embedding
payload is enlarged. Moreover, the embedded watermark data are not efficiently
exploited especially for a smaller tampering ratio, leading to a limited quality
of recovered content [9]. In addition, Lin et al [10] proposed that the recovery
watermark was generated by encoding the average of block with size of 2 × 2
pixels. To improve the ability against the collage attack [11] and the constant
average attack [12], a block-neighborhood based self-recovery fragile watermark-
ing scheme [13] was proposed. In this method, the block-mapping sequence was
randomly generated by the secret key and adopted the neighborhood charac-
terization to design an automatic tamper detection method without adding the
authentication watermark for each block. Compared with these self-embedding
watermarking schemes [6-10] in which the additional authentication watermark
was used to determine the validity of a block, this scheme [13] is invulnerable to
the collage attack, but also improve the quality of tamper localization and recov-
ery. However, two secure key-bits of each block did not contribute to the content
recovery since they were used only for resisting the improved constant-average
attack. That is to say, there is a watermark-data waste problem in method of
[13] to some extent.

To address watermark-data waste problem, this work proposes a self-
embedding fragile watermarking scheme that maintains good recovery quality
and security. The average-watermark of the 2 × 2 block of the original image
and the VQ- watermark of the 4 × 4 block of image high-frequency component
are generated and embedded in the LSB of their corresponding mapping blocks
based on secret key, respectively. The validity of a 2 × 2 block is determined
by combining the average-watermark with the VQ-watermark. The proposed



122 H. He, F. Chen, and Y. Huo

self-embedding watermarking combines the average-code with the VQ-code to
produce the embedded watermark that contributes to the tamper detection and
content recovery. As a result, the recovery quality and security are improved
without increasing the watermark payload. Experimental results show that the
proposed scheme provides a better invisibility and security against the known
forgery attack such as the collage attack and the constant-average attack. More-
over, the proposed scheme allows image recovery with an acceptable visual qual-
ity up to 70% tampering ratio.

The remainder of this paper is organized as follows. In Section 2 the pro-
posed self-embedding watermarking scheme is described. Experimental results
are given in Section 3 and conclusions are given in Section 4.

2 Proposed Self-embedding Fragile Watermarking
Method

This section describes in detail the proposed self-embedding fragile watermark-
ing algorithm. To take into account watermark payload, localization accuracy
and recovery quality, the 6-bit average-watermark of a 2× 2 block and the 8-bit
VQ-watermark of a 4×4 block are generated and hidden in the corresponding
mapping 2×2 and 4×4 blocks, respectively. On the authentication side, the va-
lidity of a 2×2 block is determined by combining the average-watermark with
the VQ-watermark. Three recovery operations, including average, VQ and in-
painting, are adopted in sequence to improve the recovery quality. The proposed
algorithm is described through three stages: watermark embedding, tamper de-
tection, and tamper recovery.

2.1 Watermark Embedding

Similar to our previous methods, the original image data in the six MSB (most
significant bit) planes are kept unchanged while the two LSB (least significant
bit) planes are replaced with the watermark. But the mechanism for generating
the watermark for content recovery is indeed different. In the proposed scheme,
the watermark data are generated by encrypting the average-code of the origi-
nal image and the VQ-code of image high frequency, respectively. The embedded
watermark does not contain any additional redundancy and contributes to the
tamper detection and content recovery. This way, the qualities of both the water-
marked image and the recovered result are satisfactory. Fig.1 shows the proposed
watermark embedding procedure. Suppose the size of a host image X be 4m×4n
pixels, and N (=2m×2n ) denote the number of 2×2 blocks in the original image.
The embedding procedure consists of five steps.

Step.1 Binary random and two mapping sequences. According to the secret key,
the binary random sequence B = {Bi|i = 1, . . . , N} is generated,

Bi = (bi1, bi2, . . . , bi8) (1)
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Fig. 1. Flow chart of watermark embedding procedure

At the same time, two mapping sequences Ψ of the integer interval [1,N] and Λ
of the integer interval [1,N/4] are obtained,{

Ψ = (ϕ1, . . . , ϕN )
Λ = (σ1, . . . , σN/4)

(2)

The detailed procedure of generating mapping sequence refers to Ref. [10].

Step.2 Average-watermark. The original image X is partitioned into non-
overlapping 2×2 block X = {Xi|i = 1, 2, . . . , N}. Each 2×2 block Xi can be
expressed as,

Xi =

[
xi1 xi2

xi3 xi4

]
, i = 1, 2, . . . , N (3)

The average intensity of the block content is computed by truncating the two
LSB planes of each pixel in block Xi,

ai = round(1/4

4∑
z=1

�xiz/4�) (4)

where the round (.) returns the nearest integer of the argument, and �.� is the
largest integer less than or equal to the argument. Since the average value must
fall into [0,64], the average-code of block Xi, denote as CA

i = {cAi1, . . . , cAi6}, are
computed by,

cAik = mod(�ai/2k−1�, 2), k = 1, . . . , 6 (5)

where mod(,) is the modulo operation. According to Bi from (1), the average-
code CA

i is encrypted to generate the average-watermark WA
i = {wA

i1, . . . , w
A
i6},

wA
ik = cAik ⊕ bik, k = 1, . . . , 6 (6)
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Step.3 VQ-watermark. The high-frequency component of block Xi is first gener-
ated by,

Hi =

(
hi1 hi2

hi3 hi4

)
=

(
xi1 − ai xi2 − ai
xi3 − ai xi4 − ai

)
(7)

The high-frequency component of the original image, denote as H , can be ob-
tained by assembling the high-frequency component of every blocks in the orig-
inal image. Obviously, the size of high-frequency image H is the same as that of
original image X . The high-frequency image is segmented into 4×4 image blocks
H = {Hj|j = 1, . . . , N/4}and the code book {CBl|l = 0, . . . , 255} is formed
by VQ compression technique (The detailed procedure refers to Ref.[8]). Using
Euclidean distance, we can find code word CBl that is nearest to the block Hj .
According to Bj generated by (1), the VQ-watermark WV

j = {wV
j1, . . . , w

V
j8} of

block Hj are obtained by encrypting the index value l of code word CBl,

wV
jk = mod(�l/2k−1�, 2)⊕ bjk, k = 1, . . . , 8 (8)

Step.4 Average-watermark embedding. For each 2×2 block Xi, the average-
watermark WA

i are hidden in the first three pixels of the mapping block Xp,
where p = ϕi obtained by (2). The block X ′

p = (x′
p1, . . . , x

′
p4) is computed by,

x′
pz =

{
4�xpz/4�+ 2wA

i(z+3) + wA
iz , z = 1, 2, 3

xpz , z = 4
(9)

Performing this step for all blocks in X , we can obtain the image X ′ =
(X ′

1, . . . , X
′
N), in which the recovery-data has been embedded.

Step.5 VQ-watermark embedding. The image X ′ is partitioned into 4×4 blocks
X ′ = (X ′

1, . . . , X
′
N/4). Each 4×4 block X ′

j can be expressed as,

X ′
j =

⎡⎢⎣ x′
j1 · · · x′

j4
...
. . .

...
x′
j13 · · · x′

j16

⎤⎥⎦ (10)

Setting q = σj generated by (2), the VQ-watermarkWV
j is embedded in the par-

tial pixels of the mapping block X ′
q. The watermarked block Yj = (yq1, . . . , yq16)

is generated by,

yqz =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
4�x′

qz/4�+ 2wV
j1 + wV

j2, z = 6
4�x′

qz/4�+ 2wV
j3 + wV

j4, z = 8
4�x′

qz/4�+ 2wV
j5 + wV

j6, z = 14
4�x′

qz/4�+ 2wV
j7 + wV

j8, z = 16
x′
qz , otherwise

(11)

2.2 Tamper Detection

Suppose Z represents the tested image, which can be a distorted watermarked
image or unaltered one. A binary sequence T = {ti|i = 1, 2, . . . , N} called the
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tamper detection mark (TDM) is used to represent the location of tampering [13],
where N is the number of 2×2 blocks in the test image Z. As in the watermark
insertion process, according to (1) and (2), the binary random sequence B, two
mapping sequences Ψ and Λ are obtained by the same secret key. The tamper
detection procedure includes the following steps.

Step.1 Average-watermark matching. According to the test image Z and the
mapping sequence Ψ = (ϕ1, . . . , ϕN ), the average-watermarkmatch-matrixDA =
(dA1 , . . . , d

A
N ) is calculated by,

dAi =

{
0, ifWA

i = EA
p

1, otherwise
(12)

WhereWA
i is the computed average-watermark of the 2×2 block Zi from (5), and

EA
p is the average-watermark extracted from the corresponding mapping block

Zp (where p = ϕi). The average-watermark TDM TA = {tAi |i = 1, 2, . . . , N} is
obtained by the block-neighborhood detection method proposed in [13]. That is,

tAi =

{
1, if(dAi = 1)&(ΓA

i ≥ ΓA
p )

0, otherwise
(13)

where p = ϕi, Γ
A
i and ΓA

p denote the number of nonzero pixels that are adjacent

to the ith and pth pixel in the DA, respectively.
Step.2 VQ-watermark matching. Similar to Step.1, the VQ-watermark match-

matrix DV = (dV1 , . . . , d
V
N/4) is calculated by,

dVj =

{
0, ifWV

j = EV
q

1, otherwise
(14)

where q = σi,W
V
i and EV

q are the computed and extracted average-watermark.

To mark the validity of each 2×2 block, the VQ-watermark TDM T V = (T V
j |j =

1, 2, . . . , N/4) is obtained by,

T V
j =

⎧⎪⎪⎨⎪⎪⎩
[
1 1
1 1

]
, if(dVj = 1)&(Γ V

j ≥ Γ V
q )[

0 0
0 0

]
, otherwise

(15)

where Γ V
j and Γ V

q denote the number of nonzero pixels that are adjacent to the

jth and qth pixel in the DV , respectively. Note that T V
j is a 2×2 block, so the

size of T V
j is the same as that of TA.

Step.3 Tamper detection. Setting Ω = (ω1, . . . , ωN), where ωi = tAi +tVi . Since
value of tVi and tAi is 0 or 1, the value of ωi must be an integer ranging from 0
to 2. Let ξi denotes the sum of eight pixels that are adjacent to the pixel ωi in
the Ω. The TDM T = (ti|i = 1, 2, . . . , N) is obtained by

ti =

{
1, if(ωi + ξi) > 4
0, otherwise

(16)
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2.3 Tamper Recovery

After tamper detection, all blocks with size of 2×2 pixels in the test image are
marked as either valid or invalid. The proposed recovery procedure is only for
the tampered blocks and includes the three steps.

Step.1 Average recovery. According to the TDM T , the mapping sequence Ψ ,
and the binary random sequence B, the average-recovery image RA = {RA

i |i =
1, . . . , N} is obtained by,

RA
i =

{
Ave(E

A
ϕi), if(ti = 1)&(tϕi = 0)

Zi, otherwise
(17)

where Ave(E
A
ϕi) denotes the reconstructed average intensity by decrypting the

average-watermark EA
ϕi extracted from the associated block. At the same time,

the destroyed template Δ = {Δi|i = 1, . . . , N}, which size is the same as that
of the test image, is generated by,

Δi =

⎧⎪⎪⎨⎪⎪⎩
[
1 1
1 1

]
, if(ti = 1)&(tϕi = 1)[

0 0
0 0

]
, otherwise

(18)

Step.2 VQ recovery. According to B and Λ, the high-frequency image H ′ =
{H ′

j|j = 1, . . . , N/4} is first reconstructed by the extracted VQ-watermark.

The average-recovery image RA is divided into 4×4 blocks RA = {RA
j |j =

1, . . . , N/4}. The VQ-recovery image RV = {RV
j |j = 1, . . . , N/4} is updated by,

RV
j =

{
RA

j +H ′
j , if(tj = 1)&(tσi = 0)

RA
j , otherwise

(19)

Step.3 Inpainting recovery. According to the RV
j and the destroyed template Δ,

the inpainting operation proposed in [14] is adopted to further improve the
quality of recovered image.

R = INP (RV , Δ) (20)

where INP(.) is an inpainting operator, and R is the recovered image of the
proposed method.

3 Experimental Results

We conduct numerous experiments to demonstrate the effectiveness of the pro-
posed self-embedding fragile watermarking scheme and compare with the typical
self-recovery watermarking schemes [8] and [13] in the performance. For quanti-
tative evaluation, several measurements are introduced. (a) Watermark payload:
the number of bits per pixel (bpp), (b) Invisibility: PSNR (peak signal-to-noise
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ratio) between the watermarked image and original one, (c) Restoration per-
formance: PSNR between the recovered image and original one, (d) tamper de-
tection performance: the PFA (Probability of false acceptance) and the PFR
(Probability of false rejection) [13].

3.1 Watermark Payload and Invisibility

Generally, the watermark payload of the existing self-embedding schemes ranges
from 1 to 3 bpp (bit per pixel). To ensure the invisibility of watermark, the
watermarked image is commonly generated by substituting for the b (=1,2,3)
LSB planes while keeping the MSB planes of the original image intact. Suppose
that the original distribution of the data in the LSB planes is uniform, the PSNR
of the watermarked image with respect to the original one is about [13],

PSNR ≈

⎧⎨⎩
51.14dB, b = 1
44.15dB, b = 2
37.92dB, b = 3

(21)

The PSNR value of the watermarked image decreases with the increase of wa-
termark payload. This indicates that the smaller the watermark payload is, the
better the quality of watermarked image is.

In the proposed scheme, the embedded watermarks in a block of 4×4 pixels
include the following parts: four average-watermark with length of 6 bits and
one VQ-watermark with length of 8 bits. As a result, the watermark payload of
the proposed scheme is (4×6+8)/16=2 bpp. That is, the watermark payload of
the proposed scheme is the same as that of the schemes in [13] and [10]. From
(21), PSNR of watermarked images generated by the proposed and He’s schemes
should be about 44 dB. On the contrary, PSNR of watermarked images generated
by the schemes in [6,7,9] are about 38 dB from (21) due to the fact that their
watermark payload are 3 bpp. The PSNR of watermarked images generated by
Yang [8] is about 40 dB since a smoothing function was used in [8]. Therefore,
the quality of the watermarked images generated by the proposed and He’s [13]
and Lin’s [10] schemes is better than that by schemes in [6-9].

3.2 Restoration Performance under General Tampering

Self-recovery watermarking schemes enable the detection of tampering or re-
placement of a watermarked image. The distinction mainly lies in the tamper
localization accuracy and the quality of recovered images. The quality of a re-
covered image depends highly on the localization accuracy and the complexity
of image content. To demonstrate the tamper recovery ability of the proposed
scheme under general tampering, two test images of size 512×512, a smooth
Lena and a rough Baboon, are used to generate the watermarked images, which
PSNR is about 44.12dB and 44.01 dB, as shown in Fig. 2(a) and 2(b). Figs. 2(c)
and 2(d) are the tampered Baboon and Lena images, in which the tampered
region is about 31% and 70% of the host image, respectively.
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For the tampered images shown in Fig.2(c) and 2(d), Fig.3 shows the tamper
detection and recovery results by the proposed scheme. The detection results
are depicted in Figs. 3(a) and 3(b). It can be seen from Fig. 3(a) and 3(b) the
proposed method effectively detect content modifications with high probability.
The PFA and PFR of Fig. 3(a) are 0.06% and 0.78%, and those of Fig. 3(b) are
0.24% and 5.91%, respectively. The recovered images before inpainting opera-
tion are shown in Fig.3(c) and 3(d). There are many invalid pixels distributed
randomly in the tampered region, as can be seen from Fig. 3(c) and 3(d). This
impairs the quality of the recovered image. Since the invalid pixels are marked by
the destroyed template and randomly distributed in tampered region, they could
be reconstructed by the inpainting operation. The recovered images, shown in
Fig.3(e) and 3(f), have the PSNR of 33.89 dB and 20.94 dB, respectively. The
proposed scheme had a superior quality recovered images. This is mainly due to
the fact that the proposed method would reconstruct the invalid pixels whose
associated block is tampered using the inpainting operation. These results indi-
cate that the tampered image can be recovered by the proposed scheme with an
acceptable visual quality even the tamper ratio is up to 70% of the host image.

(a) (b)

(c) (d)

Fig. 2. Original and tampered images (a) Original Lena image, (b) Original Baboon
image; (c) Tampered Lena with 31% tamper ratio, (d) Tampered Baboon with 70%
tamper ratio
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Tamper detection and recovery results of Fig. 2(c) and 2(d). (a) and (b) are
the detected results; (c) and (d) are the recovered images before inpainting operation;
(e) and (f) are the recovered images
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Fig. 4. Performance comparison of the restoration quality under general tampering
with different tampering ratio (a) Lena, (b) Baboon

To further compare the quality of recovered images for the smoother Lena
and rough Baboon images, the 2×2 image blocks were randomly modified with
different tamper ratios, and the tampered blocks were detected and recovered,
respectively. Fig.4 shows the performance comparison of experimental results
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under general tampering with different tampering ratios by the proposed, He’s
[13] and Yang’s [8]schemes. Compared Fig. 4(a) with 4(b), the complexity of
image content has much impact on the performance of tamper recovery. The
recovery quality of Lena image is better than that of Baboon in the same tam-
pering ratio for all self-embedding watermarking schemes. As seen from Fig.4,
as the tampering ratio is no more than 40%, the PSNRs of the proposed scheme
are highest. The PSNR value of the proposed scheme is larger than that of He’s
scheme [13] about 1 dB for Lena, but about 3 dB for Baboon. This indicates
that the average-code is good for a smooth image. From Fig. 4(b), the schemes
in [8] and [13] have the similar PSNR value in the same tampering ratio for
rough Baboon image as the tampering ratio is small. This implies the VQ-code
has more superiority than the average code since the average length of VQ-code
is a one-third of that of average-code. When the tampering ratio is between 40
and 70 percent of the test image, the PSNRs of the scheme proposed by Yang
[8] are highest. This is because Yang [8] maintained four copies of VQ-coding
watermark of the whole image. However, Yang’s scheme [8] is vulnerable to the
collage attack. The security of self-embedding watermarking will be discussed in
the following subsection.

3.3 Security

Self-embedding watermarking schemes enable the detection of general tampering
of a watermarked image. However, not all fragile watermarking schemes have an
ability against the collage attack. To demonstrate the ability against various ma-
licious attacks, two tampered images obtained by the collage attack and multiple
attacks are used to demonstrate the superiority of the proposed method.

The Water, Hill-water and Flinstones images with size of 512×512 pixels are
chosen. The watermarked Water, Hill-water and Flinstones were generated by
the proposed scheme with the same secret key, shown in Fig. 5(a)∼ 5(c), with
PSNR of 44.14, 44.10 and 44.01 dB, respectively. To demonstrate the ability
against the collage attack, the single-region collaged Water, Fig. 5(d), was con-
structed by copying the hill of Hill-water and pasting it onto the Water image
while preserving their relative spatial location within image. The collaged re-
gion is about 26.7% of the tested image. To illustrate the performance under
various malicious modifications, Fig. 5(e) is the multi-region tampered Water,
in which there are five tampered regions tampered by the various counterfeiting
attacks. For convenience of description, five tampered regions are marked as Ri
(i = 1, 2, . . . , 5), as shown in Fig. 5(e). These modifications can be classified into
three attacks: (1) general tampering with a piece of white cloud marked R1; (2)
VQ attack: R2 is replaced by a turtle of the watermarked Flinstones by a 2×2
block without preserving their relative spatial locations within the image, and
R3 is replaced with the house in itself by pixel; and (3) collage attack: a turtle
in the watermarked Flinstones was collaged onto R4 by the 2×2 block and a
hill of the watermarked Hill-water was collaged onto R5 by the 8×8 block while
preserving their relative spatial locations within the image.
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(a) (b) (c)

(d)

R1

R3

R2

R4

R5

(e)

Fig. 5. Watermarked images and tampered ones. Watermarked images (a) Water: 44.14
dB, (b) Hill-water: 44.10dB (c) Flinstones: 44.01 dB; Tampered images (d) Single-region
collaged Water, and (e) multi-region tampered Water

Table 1. Performance comparison of tamper detection and recovery

Methods
Single-region collaged Water Multi-region forged Water
PFA (%) PFR(%) PSNR (dB) PFA (%) PFR (%) PSNR (dB)

Yang [8] 90.17 1.18 16.83 65.87 1.79 25.82
He [13] 5.47 0.52 27.43 0.85 0.19 36.18
Proposed 0.23 0.46 33.46 0.17 1.19 38.48

Performance comparison of various self-embedding watermarking methods on
the single-region collaged Water and the multi-region tampered Water was in-
vestigated. Table 1 summarizes the quantitative results in terms of Rt (tamper
ratio), PFA, PFR, and PSNR. Fig. 6 and Fig 7 show the tamper detection and
recover results of the collaged Water, and the multi-region tampered Water by
the proposed scheme, the methods in [8] and [13].

In the collage attack, since the authentication watermark of each block in
Yang’s scheme was the block-wise independent, Yang’s scheme was not capa-
ble of withstanding the collage attack, indicated by the higher PFA of 90.17%.
Accordingly, Yang’s scheme could not recover the collaged image, indicated by
PSNR of the recovered image is 16.83 dB. In contrast, the proposed and He’s [13]
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(a) (b) (c)

(d) (e) (f)

Fig. 6. Tamper detection and recovery results of Single-region collaged Water. Tamper
detection results by (a) the proposed method, (b) Yang [8], and (e) He [13]; Recovered
images by (f) the proposed method, (g) Yang [8], and (h) He [13].

methods would effectively resist the collage attack, evidenced by the lower PFA
of 0.23% and 5.47%, respectively. Since the performance of tamper detection
of the proposed scheme is better than that of He’s scheme [13], the proposed
method has the better recovery quality. PSNR of the recovered image by the
proposed scheme is 35.27 dB, which is 6 dB higher than that of He’s scheme.
It indicates that the quality of the proposed scheme is the best in the collage
attack, as evidenced by Figs. 6(d), 6(e) and 6(f).

For the multi-region tampered water image, the proposed and He [13] schemes
exhibit much better tamper detection performance, indicated by the much lower
PFA of 0.17% and 0.85%, respectively. The method reported in [8] cannot resist
all the counterfeiting attacks, evidenced by the corresponding PFA of 65.87%.
Moreover, quality of the recovered image by the proposed scheme tops other
methods with the measure by the PSNR of 38.48 dB compared to the 36.18 dB
by He’s scheme, and 25.82 dB by Yang’s scheme. The results are shown in Fig.
7. This demonstrates that the proposed method outperforms other self-recovery
fragile watermarking algorithms in tamper detection and recovery under multi-
region tampered image by the various counterfeiting attacks.
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(a) (b) (c)

(d) (e) (f)

Fig. 7. Tamper detection and recovery results of multi-region tampered Water. Tamper
detection results by (a) the proposed method, (b) Yang [8], and (e) He [13]; Recovered
images by (f) the proposed method, (g) Yang [8], and (h) He [13]

4 Conclusion

In this paper, we proposed a novel self-embedding fragile watermarking method
with high security and superior performance of tamper detection and recovery.
The watermark data, including two parts, are generated by combining average
encoding with VQ encoding. The validity of a 2×2 block is detected by the
average-watermark and VQ-watermark, and the tampered blocks are recovered
by executing the average, VQ and inpainting recovery operations in sequence. As
a result, the embedded watermark data are used in both tamper detection and
content recovery, leading to a better invisibility, detection performance and re-
covery quality. Also, the proposed scheme has a high security against the known
counterfeiting attacks including the collage attack. Future research includes ex-
tending this approach capable of resisting signal processing operations, and an-
alytic investigation on the tamper detection performance.

Acknowledgments. This work is supported in part by the National Natural
Science Foundation of China (60970122, 61170226), the Research Fund for the
Doctoral Program of Higher Education (20090184120021), the Science and Tech-
nique Foundation of Tibet Autonomous Region (2012) and the Fundamental Re-
search Funds for the Central Universities (SWJTU09CX039, SWJTU10CX09).



134 H. He, F. Chen, and Y. Huo

References

1. Han, S.-H., Chu, C.-H.: Content-based image authentication: current status, issues,
and challenges. Int. J. Inf. Secur. 9, 19–32 (2010)

2. Haouzia, A., Noumeir, R.: Methods for image authentication: a survey. Multimed
Tools Appl. 39, 1–46 (2008)

3. Wong, P.W., Memon, N.: Secret and public key image watermarking schemes for
image authentication and ownership verification. IEEE Trans. on Image Process-
ing (10), 1593–1601 (2001)

4. Fridrich, J., Goljan, M.: Images with self-correcting capabilities. In: ICIP 1999,
Kobe, Japan, October 25-28 (1999)

5. He, H., Zhang, J., Chen, F.: Adjacent-block based statistical detection method for
self-embedding watermarking techniques. Signal Processing 89, 1557–1566 (2009)

6. Qian, Z., Feng, G., Feng, G.: Inpainting assisted self recovery with decreased em-
bedding data. IEEE Signal Processing Letters 17(11), 929–932 (2010)

7. Qian, Z., Feng, G., Zhang, X., Wang, S.: Image self-embedding with high-quality
restoration capability. Digital Signal Processing 21, 278–286 (2011)

8. Yang, C.W., Shen, J.J.: Recover the tampered image based on VQ indexing. Signal
Processing 90, 331–343 (2010)

9. Zhang, X., Qian, Z., Ren, Y., Feng, G.: Watermarking with flexible self-recovery
quality based on compressive sensing and compositive reconstruction. IEEE Trans.
on Information Forensics and Security 6(4), 1223–1232 (2011)

10. Lin, P.L., Hsieh, C.K., Huang, P.W.: A hierarchical digital watermarking method
for image tamper detection and recovery. Pattern Recognition 38(12), 2519–2529
(2005)

11. Fridrich, J., Goljan, M., Memon, N.: Cryptanalysis of the Yeung-Mintzer fragile
watermarking technique. Electron. Imaging 11(4), 262–274 (2002)

12. Chang, C., Fan, Y., Tai, W.: Four-scanning attack on hierarchical digital water-
marking method for image tamper detection and recovery. Pattern Recognit. 40,
654–661 (2008)

13. He, H., Chen, F., Tai, H.-M., Kalker, T., Zhang, J.: Performance analysis of a
block-neighborhood-based self-recovery fragile watermarking scheme. IEEE Trans.
on Information Forensics and Security 7(1), 185–196 (2012)

14. Elad, M., Starck, J.-L., Querre, P., Donoho, D.L.: Simultaneous cartoon and testure
image inpainting using morphological component analysis (MCA). Appl. Comput.
Harmon. Anal 10, 340–358 (2005)



 

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 135–144, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

An Efficient Fragile Web Pages Watermarking  
for Integrity Protection of XML Documents 

Quan Wen1 and Yufei Wang2 

1 Jilin University, Changchun, China 
wenquan@jlu.edu.cn 

2 JiLin Normal University, Siping, China 
yufei-522@hotmail.com  

Abstract. This paper presents a novel web pages watermarking scheme for XML 
document named DSQC(Double Single Quotes Code). The watermark generated 
by PCA or hash function are embedded into XML original source code by  
making use of the XML attribute values feature which must be quoted either 
double or single. Experimental results demonstrate that the DSQC is a kind of 
semi-blind watermarking and sensitive for tamper, although the embedded wa-
termark’s amount is less than the ULC method. By comparing the time cost and 
sensitivity with experiment, the hash function is more effective than PCA. 

Keywords: Digital Watermarking, Extensible Markup Language(XML), Prin-
cipal Component Analysis(PCA), Tamper-proof.  

1 Introduction 

XML(Extensible Markup Language) is now as important for the Web as HTML. 
XML became the foundation of the Web due to its two important natures. One is us-
ing plain text to encode a hierarchical set of information. The other is using verbose 
tags to allow the document to be understood without any special reader or interpreter. 
Now XML is widely used in information exchanging, Web Service, Business-to-
Consumer(B2C) and Business-to-Business(B2B) applications, etc[1]. Anyway, XML 
is everywhere! 

Meanwhile, security of XML documents has become one of the most important is-
sues about Web applications with XML[2-4]. Just like HTML, File Digest is a tradi-
tional, prevalent algorithm for the integrity protection of XML. A special version of 
digital signature for XML document in which a one-way hash function H is used is 
issued by the W3C[5]. MD2, MD5 and SHA-1, SHA-256 are well-known hash func-
tion and all of them are going to be tested with our watermarking scheme later. 

For a better understanding of web page watermarking, this essay will start with  
a brief introduction of digital signature(ignore the encryption process for simplifica-
tion). Suppose an XML document "M" needed to be signed before it's sent. The  
sender computes the digest of the XML document using a hash function(MD5, for 
example) which can be take as a ‘digital fingerprint’ of the original larger document. 
The ‘digital fingerprint’ H(M) then is attached to the end of the M, both the M and its 
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hash value have to be stored and transmitted. When the receiver gets the message M*, 
it generates the digest, H(M*). Then the H(M*) is compared with the attached digest 
value H(M). If they are identical, H(M)=H(M*), then the document is integral; other-
wise, H(M)≠H(M*), it has been modified. 

Since such signature has to be attached to the original XML document, additional 
storage and bandwidth are required to keep and transmit the whole signed XML doc-
ument so that its integrity can be ensured. In order to conquer the drawback of the 
traditional digital signature, digital watermarking was proposed for protecting web 
page from tampering[6-8]. 

Digital watermarking is a feasible means for protecting digital intellectual property 
by embedding the watermarking into the original media. Watermarking has been 
proved a promising technology when it was proposed in 1990s[9]. From the point of 
academic view, Digital Watermarking can be divided into two types: Watermarking 
Algorithm and Watermarking Protocol. And the web page watermarking belongs to a 
kind of fragile text watermarking algorithm.  

For the text fragile watermarking algorithm, Kazenbeisser et al.[10] proposed to 
embed watermarks by adding space and tag into the source code of HTML web pag-
es(Space-Tab Coding, or STC for abbreviation).  However, STC also has the prob-
lem of expanding file size. In order to resolve this problem, Zhao and Lu[6] used 
another watermark embedding method called Upper-Lower Coding(ULC) for HTML 
documents. It is based on the case-insensitivity of HTML tags. Then a modified ULC 
scheme was proposed by Wu and Chang[7]. But an apparent problem of ULC is that 
these watermarking algorithms belong to visible watermarking. Of course, the invisi-
ble watermarking is more secure than visible watermarking.  

Among all the proposed web page watermarking, the scheme for XML document can 
seldom be found. Until now, only one XML watermarking method has been found[8]. 
But the presented algorithm in the 8th paper meets one problem which is the water-
marked XML document cannot be directly used for web application only after valida-
tion. In order to resolve the above-mentioned problem in web page watermarking, this 
paper proposes a novel web page watermarking named DSQC for XML document in 
which the watermark is embedded by using the XML attribute value properties.  

The rest of the paper is categorized as follows. In Section two we introduce the re-
lated work and the drawbacks of it; section three will focus on the watermarking me-
thod, separately with generating, embedding and validating; section four will show 
the simulation result; finally section five will make a conclusion. 

2 Related Works 

The first web page watermarking scheme was proposed for the HTML document[6]. 
Then, a modified scheme with hash function used to generate watermark was pre-
sented by Wu[8]. There is only one paper found out about XML document in which 
XOR method is used[7]. For the importance of XML today, more research should be 
pondered for XML document. The ULC embedding scheme was used in the all of 
proposed web page watermarking for HTML and XML. So let’s introduce more detail 
for the ULC as follows. 
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2.1 Review of ULC Watermarking Scheme 

Although different watermark generating algorithms(such as PCA or one-way hash 
function) will be used in ULC, the framework of watermarking scheme is similar to 
the following steps. 

(1) Construct the digital number matrix H. The H is constructed from source codes of 
the original web page, in which English characters are mapped from “0” to “25”, with 
both “a” and “A” mapped to “0”, “b” and “B” mapped to “1” in the corresponding 
row vector of H, and so forth. For example, the text line “<Book><Author>” is 
mapped to(1, 14, 14, 10, 0, 20, 19, 7, 14, 17). And since the number of characters of 
each row in web page may be not the same, the “cyclic filling” is needed to expand 
the length of every row vector to the longest one. For instance, if the above row vec-
tors is the longest one and another shorter one, such as(6, 9, 10, 10, 1)exists, then the 
shorter one will be expanded twice the origin to (6, 9, 10, 10, 1, 6, 9, 10, 10, 1). Final-
ly, the alphabet document matrix H can be got. Suppose that CRFH ×∈ , where F 
represents either the real number domain or the complex number domain. 
(2) Compute the matrix D from H. For amplify the changes in H, we get the matrix 

R RD F ×∈ by tD HH= , where t represents the transpose operation. 
(3) Encrypt the matrix D to get the matrix I. In order to make the watermarking algo-
rithm be non-invertibility[11], it used Shannon’s Diffusion[12] to convolute the D 
matrix with a key K. And the K can be an image when input to MATLAB become an 
N x N matrix. The convolution equation is expressed with I D K= ⊗  , where 

‘ ⊗ ’denotes the operation of convoluting and ( 1)( 1)R N R NI F + − + −∈ . 
(4) Generate watermark W from the matrix I. There two different ways for generating 
watermark information. One is PCA and another is one-way hash function. The PCA 
is more complicated than hash function, so it is illustrated as follows: 

(a) Compute the covariance matrix V according to the equation: 

1

( ) ( )
N

t
i R i R

i

V I I I I
=

= − −                             (1) 

where iI  is the ith row vector in I, t represents the transpose operation, and 
1 N

RI F ×∈  is the average vector of the row vectors in I, it is computed by fol-

lowing equation: 

1

1 N

R i
i

I I
N =

=                                    (2) 

(b) The eigen decomposition(ED) was applied to V by 

1V ULU −=                                    (3) 

Where 1U −  is the inverse matrix of U, L denotes a diagonal matrix with eigen-

value of V, whose diagonal elements are 1 2, ,..., Nλ λ λ which are assumed be 



138 Q. Wen and Y. Wang 

 

sorted in descending order( 1 2 ... Nλ λ λ≥ ≥ ≥ ), and the columns of U, 

1 2, ,..., Nu u u , are the eigenvectors of V. 

(c) A subset of 1 2, ,..., Nu u u are used as basis vectors of a feature space S: 

1 2( , ,..., ),mS span u u u m N= ≤                           (4) 

(d) Compute some feature vectors by projecting them into S by 
 

1 2( ) [ ], 1, 2,..,i i R mZ I I u u u i N= − ⋅ =                       (5) 

Where 1 m
iZ F ×∈ can be taken as the coordinates of the original data in the fea-

ture space S. Zi’s can be called “the principle components”. 

(e) Chose the first R principle components as 1
1 2, ,..., R

RZ Z Z F ×∈ , and con-

verted them into binary form, i.e. a sequence of ‘0’ and ‘1’. Let ijz denote the jth 

element of Zi, i =1,2,.., R, j=1,2,…R. Thus, each ijz is converted to binary form 

ijβ , and all of them are connected to a binary sequence 1 2...i i i iRW β β β= , 

which is taken as the watermark for the ith text line. 

In the paper [7], authors propose one-way hash function instead of PCA to generate 
the watermark, and the hash function is more simple than PCA. The watermark W can 
be generated by 

W = H(I)                                   (6) 

where H represent the one-way hash function, such as MD5, SHA-1.  

(5) Embed the watermark W. Through modifying the case of letters in HTML tags, as 
for ULC method, the watermark W is embedded in the original web page source code. 
The ULC modified the case of the letters in the HTML tags in the ith text line  Ti: the 
jth letter was changed to lower case if the jth element of Wi is ‘0’, otherwise upper 
case. If the number of letters is larger than the length of Wi, the letters index is mod-
ular by the length of Wi. 

(6) Validate the watermarked web page. To validate whether a watermarked web page 
has been maliciously altered, the ULC scheme first generates a watermark WG by the 
aforementioned embedding scheme such as PCA or hash function. Then, the water-
mark WE is extracted from the detecting web page. The upper case letter is retrieved 
as ‘1’, and the lower case letter as ‘0’. If WG = WE, then the integrity of the detecting 
web page is intact; otherwise, the page has been altered. 

2.2 Problem and Solution 

According to the above description, the main advantage of ULC method is that the 
watermarked web page will not increase file size. So it is more suitable for the web 
application. However, two problems exist in the ULC scheme. 
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(1) The ULC method is not blind watermarking. Although lower case to upper 
case is a little different, but most of web page source code is written with low-
er case tag. Then the difference will be obvious when a lot of tag letters of 
original source code have been changed to upper case. So it is easy to find the 
web page has been watermarked. It is sure that ULC will become dangerous 
especially for a professional attacker.  

(2) The ULC method is not appropriate for the XML document. For the XML 
XML Tags are Case Sensitive. The tag <Letter> is different from the tag <let-
ter> in XML. And opening and closing tags must be written with the same 
case, for example as following:  

<Message>This is incorrect</message> 
<message>This is correct</message> 

Although the ULC is modified by a good idea of XOR[8], the watermarked 
XML document can not be used before the validity because most of the tag pair 
in the watermarked XML source code have been modified incorrectly the same 
as showed above. 

So, in order to resolve the above-mentioned two problems, we propose the following 
watermarking scheme named DSQC for XML document. 

3 DSQC Watermarking Scheme 

Because XML tags are case sensitive, we have to find another embedding method to 
replace of ULC. A feature can be noticed in XML: the attribute values must always be 
quoted with either single or double quotes. As most of XML document have many 
attributes, the watermark can be embedded by using those pair quote. In simple terms, 
the idea of watermarking is that: if a watermark bit is ‘0’, the quote of attribute is 
double, otherwise it is single. 

The watermarking method is named by DSQC(Double-Single Quotes Code). More 
details about DSQC are presented separately with watermark generating, watermark 
embedding and watermark validating as follows. Actually, DSQC has the same 6 steps 
as the ULC presented in section 2.1. The key point for the DSQC is in the step 5 and 6. 
The two steps are the embedding and extracting watermark process respectively. 

3.1 Watermark Generating 

The DSQC also uses the similar algorithm as ULC method to generate watermark W. 
As presented in Section 2.1, step 1 to 3 also executed to get the matrix I. But both of 
PCA and hash function are used for comparison. 

3.2 Watermark Embedding 

At the embedding step, XML tag letters won’t be changed. Instead of changing the 
tag letters, it changes the attributes’ quote pair to embed part of the watermark W. In 
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general, the number of quote pair of attributes is little than the number bit of the wa-
termark W. So we need select the important part of W suppose WD to embed into the 
original XML document. The length of WD should be equal to the pair quotes of the 
original XML. Briefly speaking, suppose the first row or column of matrix W can be 
chosen for embedding. Anyway, the more quote pair amount of the XML document 
is, the more appropriate it is for DSQC. In fact, most of XML document possess 
enough attribute quote to embedding watermark.  

Suppose the double quote is used in XML attribute by default. So the embedding 
process is as easy as that: according to the watermark bit, if the bit is ‘0’ the double 
quote won’t be changed, otherwise the double quote is changed to ‘1’. For example, 
the following XML have 9 attributes, and the watermarking binary string WD is 
[100110101] with length 9 can be embedded in it. The original and watermarked 
XML is showed Fig.1. 

 
 
      
 
 
 
 
 
 
 
 
 
 
                                          (a) 
 
 
 
 
 
 
 
 
 
 
 
 
                                         (b) 

Fig. 1. DSQC watermark embedding example with watermark binary:[100110101]. (a) Original 
XML message. (b) Watermarked XML message 

<xs:element name="note"> 
<xs:complexType> 
  <xs:sequence> 
    <xs:element name="to" type="xs:string"/> 
    <xs:element name="from" type="xs:string"/> 
    <xs:element name="heading" type="xs:string"/> 
    <xs:element name="body" type="xs:string"/> 
  </xs:sequence> 
</xs:complexType> 
</xs:element> 

<xs:element name='note'> 
<xs:complexType> 
  <xs:sequence> 
    <xs:element name="to" type="xs:string"/> 
    <xs:element name='from' type='xs:string'/> 
    <xs:element name="heading" type='xs:string'/> 
    <xs:element name="body" type='xs:string'/> 
  </xs:sequence> 
</xs:complexType> 
</xs:element> 
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3.3 Watermark Verification 

To check whether a watermarked XML document has been tampered or not, we first 
generate a watermark with PCA or hash function as it is described in section 2.1. Af-
terward, the quote pair will be searched from the watermarked web page to retrieve 
the watermark. For everyone of searched quote pair, if it is double quote, the extracted 
watermark bit is ‘0’, otherwise it is single quote, and the extracted watermark bit is 
‘1’. Moreover, the DSQC can be non-invertible[11], because of the feature of PCA 
and hash function with the secret key K. More details about non-invertibility water-
marking can be found in the papers[6-8]. 

4 Experimental Results 

We use PCA and hash function to implement DSQC scheme in MATLAB. As for 
hash function, MD2, MD5, SHA-1 and SHA-256 are all used respectively. Firstly, the  
 

 
 
 
 
 
 
 
 
 
 
 
 

(a)  

 
 
 
 
 
 
 
 
 
 
 
 

(b)  

Fig. 2. Effective test. (a) The original XML source code fragment. (b) The watermarked XML 
source code fragment. 

<?xml version="1.0" encoding="UTF-8" ?> 
<!DOCTYPE struts PUBLIC 
    "-//Apache Software Foundation//DTD Struts Configuration 
2.0//EN" 
    " http://struts.apache.org/dtds/struts-2.0.dtd"><struts> 
<package name="voteaction" extends="struts-default" names-
pace="/"> 
<action name="voteaction" 
class="mvp.exportexcelaciton.VoteAction"> 
   <result name="success" > 
    voteresult.jsp 
   </result></action></package> 

<?xml version="1.0" encoding='UTF-8' ?> 
<!DOCTYPE struts PUBLIC 
    "-//Apache Software Foundation//DTD Struts Configuration 
2.0//EN" 
    'http://struts.apache.org/dtds/struts-2.0.dtd'><struts> 
<package name="voteaction" extends='struts-default' names-
pace='/'> 
<action name="voteaction" 
class='mvp.exportexcelaciton.VoteAction'> 
  <result name="success" > 
   voteresult.jsp 
  </result></action></package> 
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effectiveness of the proposed watermarking scheme is tested. Fig.2 gives an example 
of experiment results. In Fig.2, the Fig.a is the original XML source code fragment, 
and the Fig.b is the watermarked XML source code fragment. 

As shown in Fig.2, it is difficult to find the difference between (a) and (b) unless 
you are very careful or you know the DSQC method beforehand. The possibility of 
noticing the watermark will become even smaller when the XML size increases. 

In addition, we list execution time of DSQC both with PCA and hash function in 
Table 1. It is that hash function is much faster than PCA especially when the file size 
increases. 

As the amount of embedding watermark in DSQC is much less than ULC, we need 
test its sensitivity to the tampering of watermarked XML document. So, we just do a 
little change for the watermarked XML. Take the Fig.2(b) as a example, the line “vo-
teresult.jsp” is modified with “voteresult.Jsp”, just one letter changing from lower 
case to upper case. After that, the watermark WT would be extracted from the tam-
pered watermark XML and compared to the original watermark WO. For all of 8 
different size XML documents, the fragile test is carried out and the difference rate 
between WT and WO is drawn in Fig.3.  

Of course, high difference rate between WT and WO will prove the DSQC is 
sensitive to tamper attack. As shown from Fig.3, both with PCA and hash function, 
the DSQC proves its sensitivity. At the same time, the hash function shows better 
fragile level than PCA method when the XML document size increased. 

Table 1. The comparisons of DSQC method between one-way has function scheme and PCA 
scheme 

File 
Size 
(KB) 

Time(Seconds) 

Embed Validate 

PCA MD2 MD5 SHA-1 SHA-256 PCA MD2 MD5 SHA-1 SHA-256 

0.77 0.1262 0.0707 0.0703 0.0671 0.0882 0.1240 0.0665 0.0673 0.0656 0.0660 

2.93 0.2520 0.0974 0.0788 0.0823 0.0798 0.2503 0.0924 0.0732 0.0727 0.0758 

8.75 1.4477 0.2749 0.1115 0.1181 0.1279 1.3624 0.2654 0.0996 0.1088 0.1161 

17.4 6.1423 0.8552 0.2001 0.2391 0.2626 6.2151 0.8348 0.1938 0.2116 0.2454 

20.2 8.8153 1.1156 0.2383 0.2804 0.3061 8.8045 1.0848 0.2240 0.2583 0.2869 

24.9 14.5933 1.5909 0.2704 0.3287 0.3883 14.4194 1.5637 0.2404 0.3004 0.3559 

28.8 20.8547 2.1523 0.3779 0.4632 0.5259 20.8623 2.1279 0.3402 0.4225 0.4994 

32.4 28.4948 2.6868 0.4607 0.5387 0.6375 28.4901 2.6584 0.4031 0.5116 0.5985 
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Fig. 3. The fragile test between PCA and one-way hash function 

5 Conclusion 

In this paper, we propose the DSQC a semi-invisible fragile watermark scheme for 
XML document. As the XML attribute values can be quoted either double or single, 
the watermark is embedded in original XML file using the XML feature. And exten-
sive experimental results lead to the following conclusions. (1) The proposed DSQC 
is effective in protecting the integrity of XML documents. (2) The DSQC does not 
increase the file size of XML and it is semi-invisible at the same time. (3) The DSQC 
using hash function is faster and more sensitive than the PCA method. Therefore, we 
suggest that one-way hash function should be used for generating watermark in 
DSQC especially for large size XML document. Moreover, the DSQC is more prac-
tical, and it is easier to implement. In future, a complete invisible and with much big-
ger watermark method of watermarking web page will be a big challenge!  
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Abstract. An image information hiding based on binary holography of iterative 
conjugate-symmetric extension hologram is proposed to significantly improve 
the method of binarizing traditional hologram. We binarize the conjugate 
symmetric extension hologram, and then iterate it between the spatial and 
transform domain. The binary hologram after iterative repetition loses much less 
information than the traditional binary interference hologram, so the 
reconstructed image is greatly improved. Binary hologram is embedded into the 
medium-frequency coefficient of discrete cosine transform (DCT) of the host 
image, and the watermark is extracted in the form of blind detection. The 
simulation results show that the algorithm has much better robustness to JPEG 
compression, cropping, filtering, noise contamination and other common image 
processing. Compared with traditional method of binary interference hologram, 
the robustness of the watermark has been significantly improved. 

Keywords: information optics, digital hologram, digital watermark, hologram 
binarization, blind detection. 

1 Introduction 

Digital watermark is an efficient approach for copyright protection and data security 
maintenance of digital products by embedding invisible information into the media 
content. In the past years, watermark has gained significant attention with the rapid 
development of digital technology and communication network [1, 2]. 

Recently, the digital hologram and digital watermark technology based on optics 
theory are hot topics that have instigated much research works in the field of informa-
tion security [3~7]. In 2002, Takai and Mifune [8] proposed the method of embedding 
digital hologram as the watermark information. In 2005, Chang et al. [9] improved this 
method that embedding digital holographic watermark in the discrete cosine transform 
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(DCT) domain. The experiments show that the holographic watermark has good re-
sistance to cropping attack. In 2006, ChiLiang Wei et al. [10] proposed the method to 
embed watermark in DCT domain based on JPEG model, it has excellent robustness to 
JPEG compression. In 2008, SuJuan Huang et al. [11] [12] proposed a new digital 
holographic method based on conjugate-symmetric extension without the interference 
procedure of imitating object light and reference light, and it has much high computa-
tional efficiency. 

The holography used above are all grayscale images with a large amount of infor-
mation. Under the same embedded conditions, the larger amount of the watermark 
information embedded in the host image, the worse transparency and robustness will 
be. Therefore, in order to reduce the watermarking information and further improve the 
practicality, GuoMing Li et al. [13] proposed hologram binary converting after ob-
taining the digital hologram, then taking the binary hologram as the watermark in 2011. 
But the direct binarization processing of the hologram will lose much holographic 
information and damage the reconstructed images. 

In this letter, we propose a new method of image information hiding based on binary 
holography of iterative conjugate-symmetric extension to improve this deficiency. 
Firstly, binary the digital hologram of conjugate-symmetric extension; secondly, do 
inverse Fourier transform to the binary hologram and take the first half of phase of the 
result as the phase of the original watermark information; then, repeat the conju-
gate-symmetric extension holographic process. Finally, a satisfied result could be 
found through continued iterations of the process. We take many binary images and 
logo to do this experiment, simulation results show that this improved method con-
verges in iterations. The iterated binary holograms lose less information, and the re-
constructed image is greatly improved. 

2 Digital Hologram Binarization 

2.1  Binarization Algorithm of Traditional Interference Hologram 

Let the gray values ( , )m x y of original watermark information be the amplitude of 
object light, and then modulated by a random-phase mask ( , )x yϕ within the range 
[ ],π π−  to improve the uniformity of Fourier transform field. The complex object light 
is expressed as 

 ( , ) ( , ) exp[ ( , )]o x y m x y i x yϕ=  (1) 

The FT of Eq. (1) is expressed by 

 ( , ) ( , )exp[ 2 ( )]O o x y i x y dxd yξ η π ξ η= − +  (2) 

and then interferes with a reference light R, which is denoted as 

 0( , ) exp[2 ( )]R R i a bξ η π ξ η= +  (3) 
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where a and b are used to determine the location of the watermark image at the recon-
struction plane. The detected intensity signal after interference can be expressed by 

 
2 2 2

* *

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ( , ) ( , ) ( , )

H O R O R

O R O R

ξ η ξ η ξ η ξ η ξ η

ξ η ξ η ξ η ξ η

= + = +

+ +
  (4) 

The first and second terms in Eq. (4) have a significant impact to the reconstructed 
image, and must be discarded by calculating the power spectral density of the reference 
light and object light. That is,  

 * *( , ) ( , ) ( , ) ( , ) ( , )H O R O Rξ η ξ η ξ η ξ η ξ η= +  (5) 

where H denotes the traditional digital hologram. Binarize the hologram H and obtain 
the binary hologram { }'( , ) 0,1H ξ η ∈ .  

Intensity distribution of the reconstructed image is obtained by the inverse Fourier 
transform of the expression that multiplied by the binary hologram and illumination 
light. To simplify calculations, assume that the amplitude of illumination light is 1 and 
phase is 0. The intensity distribution at the reconstruction plane can be given by 

 ( , ) '( , ) exp[2 ( )]Ro x y H i x y d dξ η π ξ η ξ η= +  (6) 

By substituting Eq. (3) and (5) into Eq. (6), we can obtain 

 ( , ) ( , ) [ ( ), ( )]Ro x y o x a y b o x a y b∗= − − + − + − +  (7) 

Eq. (7) shows that two symmetrical images appear at the reconstruction plane. The 
locations are at the coordinates (a, b) and (-a, -b), respectively.  
 

  
(a) Original information (b) Binary hologram (c) Reconstructed image 

Fig. 1. Binary hologram of traditional interference algorithm and the reconstructed image 

As shown in Fig. 1, Fig. 1(a) is the original watermark information with size  
of 128×128 pixels, Fig. 1(b) is the binary hologram of traditional interference algorithm 
and the reconstructed image is shown in Fig. 1(c). We can find out that the quality  
of reconstructed image by direct binarization hologram processing decreases  
significantly. 
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2.2   Binary Algorithm and Iterative Procedure Based on Conjugate Symmetric 
Extension Hologram 

Digital Hologram by Conjugate-Symmetric Extension and Binarization 
A novel holographic algorithm based on conjugate-symmetric extension is proposed  
by SuJuan Huang et al[11][12]. This method does not depend on simulation of inter-
ference between object and reference lights to produce the hologram. The complex of 
the light wave to be recorded is extended to produce a conjugate symmetric function. 
The function is then Fourier transformed to generate a real valued distribution con-
taining both amplitude and phase information of the object wave. The algorithm is 
highly efficient since it avoids simulation of wave interference. 

Let the gray values ( , )m x y of original watermark information be the amplitude of 
object light, and then modulated by a random-phase mask ( , )x yϕ . The complex 
object light is expressed as 

 0 ( , ) ( , ) exp[ ( , )]f x y m x y i x yϕ=  (8) 

A conjugate-symmetric extension ( , )f x y can be obtained as follows 

 0

*
0

( , ) ( 1, 2,..., / 2 1; 1,2,..., 1)

( , ) ( , ) ( / 2 1,..., 1; 1,2..., 1)

0 ( 0 , , 0 , , / 2)

f x y x M y N

f x y f M x N y x M M y N

x or y or x M

= − = − 
 = − − = + − = − 
 = = = 

 (9) 

Assuming that M and N are even, and the 2D discrete Fourier transform is 

 
( )

1 1

=0 0

1
, ( , ) exp 2 ( )

( 0,1,..., 1; 0 ,1..., 1)

M N

m n

x y
F f x y j

MN M N

M N

ξ ηξ η π

ξ η

− −

=

 = × − +  
= − = −

  (10) 

By substituting Eq. (8) and (9) into Eq. (10), we can obtain 

 ( )
/2 1 1

x=0 0

2
, ( , ) cos 2 ( ) ( , )

M N

y

x y
F m x y x y

MN M N

ξ ηξ η π ϕ
− −

=

  = × + −    
   (11) 

It is clear that the DFT is real valued distribution. The real-valued function 
( ),F ξ η contains both the amplitude and phase of the complex object light. 

Binarize the function ( ),F ξ η  and obtain the binary hologram. As shown in Fig.2, 
Fig. 2(a) is the original watermark information with size of 63×127 pixels, Fig. 2(b) is 
the extended information, Fig. 2(c) is binary hologram by conjugate symmetric exten-
sion and the reconstructed image is shown in Fig. 2(d). We can see that the quality of 
reconstructed image by binarization processing decreases significantly. 
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(a) (b) (c) (d) 

Fig. 2. Binary hologram by conjugate-symmetric extension and the reconstructed image. (a) 
Original information, (b) Extended information, (c) Binary hologram, (d) Reconstructed image 

Iterative Procedure and Hologram Binarization 
As shown in Fig. 3(a), with reference to the gray histogram of hologram before bina-
rization, we can see that it has one peak and similar to the normal distribution. Analysis 
indicated that the direct binarization processing of the hologram will lose much holo-
graphic information and reduce quality of the reconstructed images. 
 

 
(a) gray histogram before iteration (b) gray histogram after iteration 

Fig. 3. Compare by gray histogram 

In this letter, we propose an improved method against that drawback by iterating 
hologram in the spatial domain and transform domain based on conjugate-symmetric 
extension. The core of the iterative procedure is to find a particular spectral phase 
function that will yield a temporal intensity profile as close to the binary image as 
possible, when combined with the input intensity spectrum.  

The Iteration Algorithm is shown in Fig, 4, where the input complex amplitude 
( , )f x y  is the conjugate symmetric extension of 0 ( , )f x y , ( ),F ξ η denotes the fre-

quency spectrum corresponds to ( , )f x y  and is a 2D real-valued function. First, the 

0 ( , )f x y  is multiplied by initial phase ( )0exp[ , ]i x yϕ  and we get ( , )f x y  by conju-

gate-symmetric extension of 0 ( , )f x y , then the real-valued spectrum ( ),F ξ η  is 
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obtained after the Fourier transform of ( , )f x y . Next, binary ( ),F ξ η  and we obtain 

'( , )f x y  by inverse Fourier transform, then the phase of 0 ( , )f x y  is replaced with the 

first half of phase of '( , )f x y  while the amplitude ( , )m x y  is retained. Finally, we get 

a new ( , )f x y  by conjugate symmetric extension. Repeat the process until a satisfied 

result could be found. 

( , ) ( , ) exp[ ( , )]f x y f x y i x yϕ=

( , )F Rξ η ∈

)],(exp[),(),( 00 yxiyxmyxf ϕ=

0 1/2( , ) ( , )exp[ ' ( , )]f x y m x y i x yϕ=

'( , ) '( , ) exp[ '( , )]f x y f x y i x yϕ= ( ) { }' , 0,1F ξ η ∈
 

Fig. 4. Iterative schematic diagram 

The gray histogram of hologram before binarization after 3000 times-iteration is 
shown in Fig. 3(b), it has two peaks on each side of the middle gray-level value. Bi-
narize this hologram and obtain the binary hologram.  

Fig. 5(a) is the binary hologram after 3000 times-iteration, Fig. 5(b) is the corres-
ponding reconstructed image. Especially obviously, the quality of reconstructed image 
compared with Fig. 1(c) and Fig. 2(d), is greatly improved. 

 

  
(a) Binary hologram (b) Reconstructed image 

Fig. 5. Binary hologram after iteration and the reconstructed image 
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3 Watermark Embedding and Extraction 

The original information is converted into binary hologram which is embedded as 
watermark. In order to improve the watermark's transparency and resistance to JPEG 
compression, hologram is embedded into the middle-frequency DCT coefficient of the 
host image. 

Embedding Algorithm 
Here we assume that the host X is a gray image with the size of N N×  where N can be 
divided by 8, thus the host can be divided into 8×8 sub-blocks, and watermark H is the 
binary hologram with the size of M M× .  

Watermark embedding scheme is described as follows: 

• 1. Convert H into 1-Dimensional watermark sequence W by line-based scan, 
2{ ( ) ,0 }w i i M= ≤ <W . Scramble W using the chaotic sequence produced by lo-

gistic equation. Meanwhile, chaos system can provide many secret keys by its sen-
sitive dependence on initial values and parameters. 

• 2. Partition the host image into blocks which contain of 8×8 pixels without any 
overlap. Use DCT to transform each block. 

• 3. Generate two sets of random sequence K1, K2, followed Gaussian distribution 
with little correlation, 1 21 ( ) 1, 1 ( ) 1; 1, 2, 3, 4K i K i i− < < − < < = . 

• 4. Embed the sequence into the medium-coefficients of the sub-blocks’ DCT domain 
with Zigzag scan order. If ( ) 1w i = , K1 is embedded, otherwise, K2 is embedded. 

Extraction Algorithm 
Information extraction is the reverse process of information embedding. First of all, we 
use the discrete cosine transform algorithm to extract embedded information from the 
host image, and calculate the correlations with K1 and K2. Next, we obtain a 
one-dimensional binary sequence by paired comparison. Then, get binary hologram 
from the sequence, and the key will be in reverse order. Finally the hidden image can be 
reconstructed from the decrypted hologram by optical or digital Fourier transform. 

4 Comparative Simulation Experiments 

Watermark Embedding and Extraction Verification 
Take the iterative binary hologram mentioned above as watermark to be embedded. As 
shown in Fig, 6, Fig. 6(a) is selected as the host image with size of 512×512 pixels. Fig. 
6(c) is the binary hologram. Fig. 6(b) is the embedded image, and the hologram ex-
tracted is shown in Fig. 6(d). Fig. 6(e) shows two symmetrical images appear at the 
reconstruction plane. 

Experiments Compared with the Traditional Method[13] 
To verify robustness of the algorithm in this letter, we make experiments comparing 
with the binary algorithm of traditional interference hologram in the case of same 
embedding intensity. In order to eliminate observer’s experience, environmental con-
ditions and other factors, we evaluate the influence of embedding algorithm upon host 
image with the peak signal-to-noise ratio (PSNR). Normalized cross correlation (NC) is  
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(a) Host image (b) Embedded image 

  
(c) Binary hologram (d) Extracted hologram (e) Reconstructed image 

Fig. 6. Simulation of watermark embedding and extraction 

Comparison Experiment by JPEG Compression 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Compare by JPEG compression with compression quality 80, 70 and 60. (a)~(c) Results 
by traditional method, (d)~(f) Results by proposed method. 

 

(e) 

(a) (b) (c) 

(f) 
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used to make an objective assessment of the similarity between the extracted informa-
tion and original information. 

Fig. 7 shows results of JPEG compression experiment with compression quality 80, 
70 and 60. The first row shows the results by the traditional interference binary holo-
graphic method and the next row shows the reconstructed images by proposed method. 
Tab. 1 summarizes the PSNR comparison of the host images and the NC coefficients of 
the extracted original information under the different JPEG compression quality, the NC 
coefficients of the extracted original information in the proposed method are all higher 
than that in traditional method. Both Fig. 7 and Tab. 1 show that the robustness of the 
proposed method compared with traditional method has been significantly improved. 

Table 1. PSNR and NC comparison under different JPEG compression quality 

 Traditional method Proposed method 

Compress PSNR/dB NC/% PSNR/dB NC/% 

80 38.16 91.33 38.17 96.19 

70 36.54 86.31 36.52 93.00 

60 35.36 68.98 35.40 83.09 

Comparison Experiment by Cropping 
 

 

 

(i) (j) (k) 

(g) (f) (e) 

Fig. 8. Compare by cropping. (a) ~ (d) Embedded images cut out 10% to 40%, (e)-(h) 
Results by traditional method, (i) ~ (l) Results by proposed method. 

(l) 

(a) (b) (c) (d) 

(h) 
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As shown in the first row of Fig.8, the host images containing watermark are cut out 
10% to 40%. The middle row shows the results of traditional method and the third row 
is the results by proposed algorithm. NC coefficients are shown in Tab. 2. Obviously, 
the robustness of the proposed method is much higher than the traditional algorithm. 

Table 2. The robustness of cropping experiment 

Crop / % 10 20 30 40 

NC of the traditional method / % 93.05 82.87 76.87 65.09 

NC of the proposed method / % 96.91 89.34 83.17 73.43 

Comparison Experiment by other Attacks 
The measurements of robustness to resist other attacks by traditional method and 
proposed method are shown in Tab. 3, respectively.  

Table 3. The robustness to other attacks 

Attack Type 
NC of the traditional 

method / % 
NC of the proposed 

method / % 

Gaussian noise (sigma=0.02) 78.41 85.61 

Salt and pepper noise (d=0.01) 64.25 74.61 

Average filtering (3×3) 84.26 93.04 

Median filtering (3×3) 80.45 90.06 

Gaussian filtering (3×3, sigma=0.6) 96.07 98.89 

All above experimental results show that the NC coefficients of proposed method 
are much higher than the traditional method in the case of embedding in same condi-
tions. The proposed algorithm has greatly improved robustness than the traditional 
method of binary interference holograph. 

5 Conclusion 

An image information hiding based on binary holography of iterative conju-
gate-symmetric extension hologram is proposed in this paper. It achieves great im-
provement from the binary holograph of traditional interference method by iterating 
binary hologram between the spatial and transform domain. Binary hologram is em-
bedded into the medium-frequency DCT coefficient of the host image. A large capacity 
of information can be embedded since the watermark is binary hologram. The tech-
nique has a good prospect in the digital image copyright protection and digital infor-
mation hiding.  
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Abstract. In an earlier paper [1], we propose a high capacity data hiding 
scheme for various types of binary images. The scheme ensures that in an M×N 
image block, the upper bound of the amount of bits that can be embedded is 
nlog2((M×N)/n + 1) by changing at most n individual pixels. However, chang-
ing individual pixels in halftone images will introduce undesirable ‘salt-and-
pepper’ noise, or local black or white clusters. In this paper, we propose a new 
scheme for halftone images which improves [1] in its capability to maintain bet-
ter quality of the host image after data hiding by changing pixels in pairs rather 
than individually. The new scheme can still offer a high embedding efficiency. 
Experimental results show that the new scheme can maintain better image 
quality. 

1 Introduction 

Digital halftoning [2] is a technique to change multi-tone images into two-tone im-
ages, which look like the original multi-tone images when viewed from a distance. 
There are two main kinds of halftoning techniques, namely ordered dithering [2] and 
error diffusion [3]. Ordered dithering is computationally simple. It compares the pixel 
intensities with some pseudo-random threshold patterns or screens in order to deter-
mine its two-tone output. Error diffusion is more sophisticated with higher visual 
quality than ordered dithering.  

Halftone images are very common in our daily lives and they are widely used in 
printing process, such as printing of books, magazines, newspapers and in computer 
printers. Since the halftoning is normally employed for image printing, it is desirable 
to hiding data into the halftone images for authentication and copyright control pur-
poses. Most prior works on image data hiding focus on color and grayscale images in 
which the pixels take on a wide range of values, slightly changing the color of a small 
amount of pixels causes no perception by human eyes. But for halftone images, hiding 
data is more difficult. The halftone image pixels take on only two values, typically 0 
and 1, resulting in lots of high-frequency noise and little intensity redundancy. Most 
existing watermarking schemes could not be applied to halftone images directly.  

However, there are still a few existing techniques for data hiding in halftone im-
ages. Generally speaking, hiding data in halftone images can be divided into two 
classes. The first class of approaches is to hide data during the halftoning process 
[4][5][6]. Such methods can embed a fairly large amount of hidden information with 
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negligible visual distortion in halftone images. However, the original multi-tone  
images must be available before these methods can be applied. The second class of 
approaches is to hide data directly into the halftone image without involving the orig-
inal multi-tone images [7][8]. Fu and Au proposed a series of methods that change the 
value of pseudo-randomly selected pixels in the halftone image with a combination of 
individual toggle or two complementary toggles [7][8]. The detector uses the same 
random number generator seed to create the sequence of pixels, which carry the mes-
sage, and then it simply reads the values of those pixels. However, the embedding 
efficiency of these methods is rather low. In an earlier paper [1], we proposed a high 
embedding efficiency data hiding scheme for binary images by changing some indi-
vidual pixels. Specifically, given an M×N image block, the scheme can embed as 
many as nlog2((M×N)/n + 1)  bits of data in block by changing at most n pixels. But 
for halftone images, changing individual pixels will introduce undesirable visual dis-
tortion, which appears as ‘salt-and-pepper’ noise, or local black or white clusters. 

In this paper, we propose a new data hiding scheme without involving the original 
multi-tone image which improves [1] in terms of the visibility of the hiding effect by 
changing pixels in pairs rather than individually.  The data hiding scheme proposed 
in this paper can be used for applications of fragile embedding such as authentication. 
The goal of image authentication is to verify that an image has not been altered since 
it left a trusted party. The major advantages of the proposed scheme lie in its larger 
capacity and better visual quality, which guarantee the authentication mark can be 
embedded in rather small halftone images. 

The rest of this paper is organized as follows. Section 2 reviews out earlier scheme 
[1]. The revised new scheme is presented in Section 3. Experimental results are in 
Section 4, followed by a conclusion in Section 5.  

2 A Review 

Below, we review the data hiding scheme proposed in [1]. Through the review, we 
will point out the image quality problem for halftone images associated with it. This 
will motivate the work in this paper.  

First, we introduce the definitions of some terms.  

Definition 1. The set of all nonempty subsets of },,2,1{ r , is called the complete 
set, denoted by Ar, for example, if r = 3, Ar = {{1}, {2}, {3}, {1,2}, {1,3}, {2,3}, 
{1,2,3}}. 

Definition 2. The symmetric difference of sets A and B, denoted by BAΔ , is the set 
of elements which are in one of the sets, but not in both, for example, {1,2,3} Δ {3,4} 
= {1,2,4}.  

Definition 3. If any element of set A is a set, the closure of the set A, denoted by A+, is a 
set that satisfies the following: +∈∀ Aa , Acb ∈∃ ,  Aa ∈  or cba Δ= . (A+)n can be 

defined recursively as follows: (A+)0 = A; for all natural number n, (A+)n= ((A+)n-1)+. 

Definition 4. If (B+)n = Ar, B is called the n-th generating set of complete set Ar, for 
example, for r = 4, B ={{1}, {2}, {3},{4},{1,2,3,4}}, it is not hard to verify that (B+)1 
= A4.  
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To facilitate discussion, we denote the n-th generating set of Ar as G(n, r). Let S(i, 
j) be set {i, i+1, i+2, … , j-1, j} and A(i, j) denotes the set of all nonempty subsets of 
S(i, j). The algorithm of generation of G(n, r) is given as follows. 

 
Algorithm 1. 
Input: n, r 
begin initialize G(n, r) ←{}, index1=0, index2=0,r1= r 

for i = 0 to n do 
begin 

index1 = index2+1, index2 = index2+r1 / (n +1 - i)  
G(n, r) = G(n, r)  A(index1, index2) 
r1= r1 -r1 / (n + 1 - i)  

end 
return G(n, r) 

end 
 
For example, G(0,3) = {{1}, {2}, {3}, {1,2}, {1,3}, {2,3}, {1,2,3}}; G(1,4) =  

{{1},{2},{1,2},{3},{4},{3,4}} 

Definition 5. If B is the n-th generating set of Ar. A matrix I can serve as a Grouping 
Index Matrix (GIM), if each element of B appears at least once in I.  

The data embedding is described in Algorithm 2 in detail. 
Algorithm 2. 
The inputs to our scheme are as follows. 
1) F is a host binary image block of size NM × .  
2) K is a random binary matrix of size NM × . It is a secret key shared by the 

sender and the receiver.  
3) I is a Grouping Index Matrix of size NM × .  
4) { }1,0,21 ∈⋅⋅⋅ ir ssss  is critical information consisting of r bits to be embedded in F. 

The embedding process consists of five steps. 
1) Compute KF ⊕ , “ ⊕ ” denotes the “Exclusive OR (XOR)” operation.  
2) For each ri ⋅⋅⋅= 2,1 , compute the following set: 

( ){ } .,...,2,1,, , riIikjS kji =∈=
 

3) For each ri ⋅⋅⋅= 2,1 , compute 

[ ]
( )

2mod
,

, 







⊕= 

∈ iSkj
kji KFGroup

 
4) For each ri ⋅⋅⋅= 2,1 , compute 

.2,1, risGroupIndex iii ⋅⋅⋅=⊕=  
5) For each ri ⋅⋅⋅= 2,1 , compute { }1== iIndexiS . 

a) If Φ=S , F does not need to be changed. 
b) If Φ≠S , then there exist

 kaaa ,, 
21

in I, which satisfy 
kaaaS ΔΔΔ= 

21
. 

Find the positions of these elements, and flip the corresponding pixels in F. 
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Fig. 2. Visual quality comparison between changing individual pixels and pairing pixels. (a) 
Original image block. (b) Image block with changing individual pixels. (c) Image block with 
changing pair pixels. 

For binary pattern, the distance between two pixels plays a major role in their  
mutual interference perceived by human eyes. The nearer the two pixels are, the  
moresensitive it is to change one pixel when focusing on the other. Hence, diagonal 
neighbors have less effect on a center pixel in focus than horizontal or vertical neigh-
bors. Based on these observations, we define the flippability of the pixels for halftone 
image.  Let B is a 3×3 binary image block and the value of center pixel is Bc, 

31 ≤≤ ji, , the flippability of the center pixel is defined as  

 [ ]∑
,

),(),(
ji

c jiWBjiBflip ×−=  (1) 

where W is defined as follows: 

  (2) 

The flip is a measure of visual distortion caused by flipping a pixel in halftone im-
ages. The smaller flip is, the fewer ‘salt-and-pepper’ clusters effect caused by flipping 
the corresponding pixel is. In the earlier scheme [1], there exist some “redundancies” 
in Grouping Index Matrix. It means that there may have more than one choices of 
embedding changes for one piece of hidden information. Thus, we can choose the 
pixel with the minimum flip among the candidates as the master pixel to flip.  After 
flipping the master pixel, it is necessary to change one of its neighbors to improve the 
visual quality. The candidates of the slave pixel are the neighbors with a different tone 
from the master pixel. The ‘best’ neighbor (the slave pixel) with minimum flip is 
chosen to change. 

However, changing the slave pixels will corrupt the hidden information. Therefore, 
we redefine the Grouping Index Matrix (GIM) to overcome this by sacrificing some 
data hiding space.  

Let a matrix Ihalftone of size M×N, 21 /Mm ≤≤ , 21 /Nn ≤≤ . The rede-
fined GIM Ihalftone should satisfy the followings: 

1. For all m and n, Ihalftone (2m-1, 2n) =Φ and Ihalftone (2m, 2n-1) =Φ.  
2. Each element of generating set appears at least once in the rest locations of Ihalftone. 
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Actually, Grouping Index Matrix Ihalftone can be designed to other forms. However, the 
above design can without sacrifice the embedding capacity a lot. Fig. 3 is an example 
of Ihalftone. Φ means that the corresponding pixels do not belong to any group, that is to 
say, flipping the corresponding pixels will not affect the hidden information. In Ihalf-

tone, each corresponding master pixel in non-boundary regions has 4 candidate slave 
pixels. In this case, half of image pixels are used to embed data. However, the upper 
bound of the capacity does not decrease a lot. If the generating set is generated by 
Algorithm 1, the upper bound of the capacity by changing at most n master pixels in 
an NM ×  image block is  )/)((log 122 +× nNMn .  

 

Fig. 3. An example of GIM Ihalftone, Ihalftone can be used to construct a data hiding scheme capa-
ble of embedding 3 bits using at most 1 master pixel change 

4 Experimental Results 

4.1 Objective Visual Quality Measures 

Objective distortion measures such as Mean Squared Error (MSE), Peak Signal-to-
Noise Ratio (PSNR), and Structural Similarity Index Measure (SSIM) not match well 
with the subjective assessment for halftone images. However, some objective distor-
tion measures for halftone image have been defined in [8]. In this paper, we use the 
similar criteria to evaluate visual quality of our algorithms. 

The distortion due to the proposed algorithm appears mainly in the form of “salt-
and-pepper” artifacts due to local clusters of pixels. Large clusters are visually more 
disturbing than small ones. Thus a good way to measure visual quality is to measure 
the amount and the size of the “salt-and-pepper” clusters.  Let A be the locations of 
the master pixels which are modified by the algorithms. In [8], the authors defined the 
following five scores: 
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where Ni is the total number of elements in A having i neighbors with same pixel val-
ues in the 4-neighborhood after data hiding is performed. The N0 corresponds to the 
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number of visually pleasing isolated elements in A. The S1 gives the total number of 
elements of A. The S2 gives the total area covered by the clusters of A. The S3 gives 
the average area per cluster. The S4 is the number of elements of A associated with 
clusters of size 3 or more, which is useful because clusters of size 1 or 2 are not very 
visually disturbing. The S5 is a perceptual measure with a linear penalty model. It 
gives a zero penalty score to isolated black or white pixels which look visually pleas-
ing. It gives scores of 1, 2, 3 and 4 for clusters of size 2, 3, 4 and 5, respectively. In 
general, algorithms with smaller scores of S1, S2, S3, S4 and S5 are better. 

4.2 Results and Discussions 

The proposed scheme is tested with several images. Due to limited space, this section 
only shows the results of three 256×256 test images: ‘Lena’, ‘Peppers’ and ‘Trees’. 
These three images are halftoned by error diffusion using the Steinberg kernel and by 
ordered dithering using the ‘8×8 dispersed dot’ screen. The new proposed scheme is 
compared with our earlier scheme [1] and DHSPT-CS4 [7]. To test the scheme under 
stress, 4096 bits of data are embedded in the original halftone images. The 4096 bits 
are a relatively large amount of data to be embedded. The scores (S1 to S5) of the algo-
rithms are shown in Tables 1-6. Due to limited space, the corresponding selected  
images of ‘Lena’ and ‘Peppers’ are shown in Figs. 4-7. In Tables 7-10, we also  
compared the algorithms for different amount of embedded data.  

According to Table 1, there are 890 (S1) master pixels changes in our new proposed 
scheme. These clusters occupy a total area (S2) of 1955 pixels. On the average, each 
cluster contains 2.197 pixels (S3). Only 340 (S4) out of the 890 ‘salt-and-pepper’ clus-
ters are of size 3 or larger which are visually disturbing. The S5 is 1065. Although S1 
is larger than our earlier scheme, the S2, S3, S4, S5 are smaller than our earlier scheme 
and DHSPT-CS4. The corresponding images are shown in Fig. 4. In general, the new 
proposed scheme can improve the visual quality of the existing algorithms without 
reducing the embedding capacity, the visual quality refers to both subjective visual 
quality and objective scores S1-S5.  

Table 1. Scores (S1 to S5) of various algorithms for error diffusion ‘Lena’ 

S1 S2 S3 S4 S5 

Proposed Scheme 890 1955 2.197 340 1065 

Earlier Scheme 639 2163 3.385 477 1524 

DHSPT-CS4 2063 4721 2.288 839 2658 

Table 2. Scores (S1 to S5) of various algorithms for ordered dithering ‘Lena’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 886 2239 2.527 481 1353 

Earlier Scheme 632 2421 3.831 509 1789 

DHSPT-CS4 2084 5556 2.666 1211 3472 
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Table 3. Scores (S1 to S5) of various algorithms for error diffusion ‘Peppers’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 876 1861 2.124 299 985 

Earlier Scheme 641 2082 3.248 452 1441 

DHSPT-CS4 2003 4353 2.173 715 2350 

Table 4. Scores (S1 to S5) of various algorithms for ordered dithering ‘Peppers’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 879 2107 2.397 412 1228 

Earlier Scheme 642 2266 3.530 471 1624 

DHSPT-CS4 2106 5039 2.393 992 2933 

Table 5. Scores (S1 to S5) of various algorithms for error diffusion ‘Trees’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 878 1483 1.689 158 605 

Earlier Scheme 636 1841 2.895 323 1205 

DHSPT-CS4 2070 3656 1.766 452 1586 

Table 6. Scores (S1 to S5) of various algorithms for ordered dithering ‘Trees’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 868 1691 1.948 253 823 

Earlier Scheme 634 1944 3.066 382 1310 

DHSPT-CS4 2042 4136 2.026 663 2094 

Table 7. Scores of various algorithms for embedding 256 bits in error diffusion ‘Lena’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 40 46 1.150 1 6 

Earlier Scheme 32 92 2.875 18 60 

DHSPT-CS4 135 159 1.178 3 24 

Table 8. Scores of various algorithms for embedding 512 bits in error diffusion ‘Lena’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 79 107 1.354 6 28 

Earlier Scheme 81 220 2.716 37 139 

DHSPT-CS4 265 384 1.449 29 119 
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Table 9. Scores of various algorithms for embedding 1024 bits in error diffusion ‘Lena’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 193 281 1.456 17 88 

Earlier Scheme 160 459 2.869 86 299 

DHSPT-CS4 489 1011 2.068 167 522 

  
(a)                                 (b) 

   
(c)                                 (d) 

Fig. 4. (a) is the original Lena halftone image (error diffusion). (b) is the watermarked images 
with 4096 bits embedded by the proposed scheme. (c) is the watermarked images with 4096 
bits embedded by our earlier scheme[1]. (d) is the watermarked images with 4096 bits embed-
ded by DHSPT-CS4[7]. 
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Table 10. Scores of various algorithms for embedding 2048 bits in error diffusion ‘Lena’ 

 S1 S2 S3 S4 S5 

Proposed Scheme 384 765 1.992 111 381 

Earlier Scheme 316 980 3.101 196 664 

DHSPT-CS4 1049 2292 2.185 395 1243 

 

   
(a)                               (b) 

   
(c)                                (d) 

Fig. 5. (a) is the original Lena halftone image (ordered dithering). (b) is the watermarked im-
ages with 4096 bits embedded by the proposed scheme. (c) is the watermarked images with 
4096 bits embedded by our earlier scheme[1]. (d) is the watermarked images with 4096 bits 
embedded by DHSPT-CS4[7]. 
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(a)                                (b) 

   

(c)                                (d) 

Fig. 6. (a) is the original Peppers halftone image (ordered dithering). (b) is the watermarked 
images with 4096 bits embedded by the proposed scheme. (c) is the watermarked images with 
4096 bits embedded by our earlier scheme[1]. (d) is the watermarked images with 4096 bits 
embedded by DHSPT-CS4[7]. 
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 (a)                                (b) 

   
(c)                                (d) 

Fig. 7. (a) is the original Peppers halftone image (error diffusion). (b) is the watermarked im-
ages with 4096 bits embedded by the proposed scheme. (c) is the watermarked images with 
4096 bits embedded by our earlier scheme[1]. (d) is the watermarked images with 4096 bits 
embedded by DHSPT-CS4[7]. 

5 Conclusion 

In this paper, we proposed a new data hiding scheme for halftone images based on our 
earlier scheme [1]. The new proposed scheme can embed fairly large amount of data 
in halftone images without knowledge of the original multi-tone image and the half-
toning method. Specifically, given an NM ×  image block, the scheme can embed as 
many as  )/)((log 122 +× nNMn  bits of data in the block by changing at most n 
master pixel(s) in that block. The major advantages of the proposed scheme lie in its 



168 M. Guo and H. Zhang 

 

larger capacity and better visual quality, which guarantee the authentication mark can 
be embedded in rather small halftone images. 
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Abstract. In conventional spread spectrum watermarking schemes, ran-
dom sequences are used for the modulation of watermark information.
However, because of the mutual interference among those sequences, it
requires complicated removal operation to improve the performance. In
this paper, we propose an efficient spread spectrum watermarking scheme
by introducing the CDMA technique at the modulation of watermark in-
formation. In order to control the energy assigned to spread spectrum
sequences, we propose a coded method that encodes watermark informa-
tion into a constant weight codeword. If the weight and its code-length
are properly selected, the performance of the method could outperform
the conventional methods.

1 Introduction

Watermark embedding techniques can be roughly categorized into two classes:
Quantization index modulation (QIM)-based approaches [1] which quantizes
samples of host signal, and spread spectrum (SS)-based approaches where the
watermark signal is added to many samples. The SS method, originally proposed
by Cox et al. [3], is probably the most popular approach for data hiding, which
spreads one watermark bit over the host signal.

1.1 Background

In the framework of SS method presented by Cox et al. [3] a SS sequence is
embedded into frequency components of a digital image. Due to the high ro-
bustness against attacks and low embedding distortion, many researches have
been investigated the SS method and its variants. At the detection, we calcu-
late a correlation between the signal extracted from a copy and the original SS
sequence. If the correlation score exceeds a certain threshold, we regard that
the sequence is embedded in the copy. This kind of watermarking scheme is
sometimes called “informed” watermarking.

The informed watermarking suffers from inherent host-interference under a
blind extraction of the embedded signal. The detector can be formulated as a
statistical decision problem [6], and its performance depends on the modeling
of the host signals. For example, DCT coefficients are modeled as the general-
ized Gaussian [5][2], and DWT coefficients are modeled as the Laplacian [12].

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 169–183, 2013.
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Based on the statistical modeling of the host-interference, an optimal detector
can be designed to maximize the performance. From the different point of view,
Malvar and Florêncio [9] proposed an efficient method, called Improved Spread
Spectrum (ISS) scheme, to minimize the host-interference by removing it at the
embedding stage. Since the host-interference does not always degrade the water-
mark robustness as discovered in [7], the positive effect of the host-interference
on the watermark detection is utilized to minimize the amount of degradation
caused by the removal operation in [15].

In the conventional schemes, the SS sequences modulating watermark infor-
mation are basically random sequences which are generated using a secret key.
The main reason is to increase the secrecy of the watermark embedded into
digital contents. Because of the randomness as reported in [11][10], however, it
is difficult to effectively and efficiently remove the mutual interference among
such random sequences, and its complexity increases with the number of those
sequences, namely the amount of watermark information. Although an opti-
mum detector can be obtained by considering the posterior probability under
the condition of the Gaussian assumption for noise and attacks, it is NP-hard.
Therefore, a sub-optimum detector has been proposed in [14] to compromise the
performance.

1.2 Our Contribution

We introduce the idea of CDMA technique into the modulation of watermark in-
formation, and propose an efficient method to generate good SS sequences using
orthogonal vectors and pseudo-random numbers. In order to reduce the compu-
tational complexity, we employ DCT basic vectors for the orthogonal vectors.
The vectors are first modulated by the PN sequence such as M-sequence and
Gold-sequence [4] specified by a secret key, and then, they are permuted ran-
domly to increase the secrecy. Considering that SS sequences are embedded into
those elements selected randomly from frequency components of a host data, it
is noticed that the permutation of the sequence is performed by itself at this
stage.

For the extension to the multibit embedding, it is generally required to con-
sider the interference among SS sequences in the conventional scheme. However,
the proposed SS sequences are basically orthogonal with each other, and hence,
there is no interference in the correlation scores calculated from a watermarked
data. At the detection, it is possible to calculate correlation scores at a time
by performing DCT operation to the sequence extracted from the watermarked
data. Furthermore, by performing a fast DCT algorithm, the computational costs
are dropped in a logarithmic order.

We further propose an encoding method to the watermark information. Gen-
erally, each bit of the information is modulated by each SS sequence. In this
case, the amount of energy assigned to each sequence is linearly decreased with
the number of bits under a constant degradation level. In the proposed method,
the watermark information is encoded into a constant weight binary codeword
before embedding, and those sequences corresponding to the non-zero bits in
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the codeword are embedded as the watermark signal. The amount of energy as-
signed to each non-zero bit in the proposed method is inversely proportional to
the number of the non-zero bits. Because the number of non-zero bits is much
smaller than that of original bits, we can assign more energy to each sequence
embedded as a watermark. Thus, the robustness against attacks of the proposed
method could be higher than that of the conventional method. The relation
between the energy assigned to each SS sequence is theoretically analyzed in
this paper. Furthermore, some parameters required for the extension to the ISS
method are investigated under the condition that the total distortion caused by
the embedding operation is equal.

2 Spread Spectrum Watermarking

In this section, we review the basic operation of a conventional SS method and
its improved version. Then, the extension to multibit embedding method is ex-
plained.

2.1 Basic Method

The SS watermarking method assumes that one bit of information is embedded
in a vector with a length L. Let x be the vector of a host data, and p be a SS
sequence. Then, the embedding operation is formulated as follows:

y = x+ αwp, (1)

where α is an embedding strength and w ∈ {±1} is the embedded bit. When a
watermark is embedded in a frequency domain, the vector x could be selected
from the coefficients of wavelet transform, DCT or DFT, etc. Assuming attacks
to a watermarked data, the vector y is distorted by additive noise e; namely
y′ = y + e.

In a blind detection scenario, we first calculate the correlation score s:

s =
〈y′,p〉
〈p,p〉 , (2)

where 〈a, b〉 stands for the inner product of vectors a and b. The embedded bit
is then recovered by using the decision rule

w′ = sign(s) =

{
1 if s > 0
−1 otherwise

. (3)

The main interference term involved in s is coming from x in this scenario, which
is represented by h:

h =
〈x,p〉
〈p,p〉 . (4)
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Improved Spread Spectrum (ISS) [9] is one of the methods that reduce h at the
embedding stage. It consists of precanceling the interference by the following
operation:

y = x+ (αw − λh)p (5)

where λ controls the amount of interference reduced in this operation. If sign(h) =
sign(w), the host-interference plays a positive effect on the detection [15]. There-
fore, it is better to set λ = 0 if sign(h) = sign(w); otherwise, λ > 0.

2.2 Multibit Embedding

The basic method can be extended to convey more bits of information. Let w
be the multibit message vector composed by k antipodal bits wt, 0 ≤ t ≤ k − 1.
Using k SS sequences pt, the vector w is embedded as follows:

y = x+ α

k−1∑
t=0

wtpt. (6)

From the code division multiplexing point of view, the sequences pt should be
orthogonal to each other. In the conventional schemes, however, the sequences
are not strictly orthogonal. Because the number of orthogonal sequences is much
smaller than that of random sequences, it has been supposed better to use the
latter ones in order to prevent unauthorized modification by attackers. For ex-
ample, a secret key is used by a pseudo random number generator to produce a
SS sequence with zero mean.

Because of the non-orthogonality, it is required to reduce the interference
among SS sequences as well as the host-interference in the multibit embedding
scenario. As an expansion of ISS to the multibit embedding, these interference
projected on each watermark sequence is canceled at the embedding stage by
solving a group of linear equations (See [11][10]) by sacrificing the computational
costs. In [14], step-by-step algorithms are presented as a sub-optimum solution
that still requires a considerably high computational costs.

3 CDMA-Based Method

In a proposed method, we use orthogonal sequences produced from a secret key
to modulate watermark information in a spread form. One simple way to produce
orthogonal sequences from a secret key is to use pseudo random generator fol-
lowed by the Gram-Schmidt algorithm. From the observation of the embedding
process, it is noticed that a random permutation for basic orthogonal vectors
is performed by itself because it is assumed that the host vector x is randomly
sampled from a host data. Therefore, we focus on a method to produce good
orthogonal sequences using a secret key.

The idea of proposed method comes from the method [8] which SS sequences
are generated from the DCT basic vectors modulated by PN sequences. The main
advantage is the low computational cost at the detector because the fast DCT
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algorithm can be applied for calculating the correlation scores. The procedures
to generate such specific orthogonal sequences from watermark information and
to calculate the correlation score are proposed in this section.

3.1 Spread Spectrum Sequence

There are several ways to embed a SS sequence into a digital content. From the
studies of watermarking, it is advisable to utilize the frequency components for
embedding because of the robustness against attacks. The frequency components
are generally derived from an orthogonal transform such as DFT, DCT, DWT,
and so on. Therefore, a vector x of a host data is assumed to be selected from the
frequency components. Then, considering the secrecy, the selection rule should
be governed by a secret key.

When a vector μ is embedded into a host vector x, the order of the elements
in μ is automatically permuted at the inverse sampling operation that the wa-
termarked vector y is placed in the randomly sampled frequency coefficients of a
host data. By introducing a PN sequence such as M-sequence and Gold-sequence
[4], the secrecy of the applied orthogonal sequences can be further enhanced. In
addition, the host-interference as well as noise added to a watermarked data can
be also spread over a detection sequence which is composed of correlation scores
of k embedded bits.

The procedure to generate a SS sequence μ from watermark information w =
{w0, w1, . . . , wk−1}, wt ∈ {±1} is explained below. Let d = {d0, d1, . . . , dL−1} be
a sequence satisfying

dt =

{
βwt if 0 ≤ t ≤ k − 1
0 otherwise

, (7)

where β is an embedding strength. A PN sequence ρ = {ρ0, ρ1, . . . , ρL−1}, ρt ∈
{±1} is generated from a secret key. After performing inverse DCT to d, we
obtain

μ = ρ⊗ IDCT(d), (8)

where ⊗ stands for an element-wise multiplication. Then, a watermarked data
y is simply represented by y = x+ μ.

3.2 Correlation Score

At the detection, the correlation scores of k symbols wt are calculated by a
batch process in the proposed scheme. The inner products given in Eq.(2) can
be substituted for the DCT operation.

d′ = DCT
(
ρ⊗ y′), (9)

where d′ = {d′0, d′1, . . . , d′L−1} is a detection vector. For 0 ≤ t ≤ k − 1, the
embedded bit is recovered by using the decision rule w′

t = sign(d′t).
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The validity of Eq.(9) is discussed from the theoretical point of view. In the
proposed scheme, each bit wt is modulated by the t-th DCT basic vector am-
plified by β. Even though a PN sequence is multiplied at the embedding, it is
canceled at the detection as given in Eq.(9). The effect of the PN sequence is
the spread of noise because of the following reason. Without the knowledge of
the selection of frequency components and the applied PN sequence, an injected
signal into a watermarked data is spread over the sequence d′. Let φt be a t-
th DCT vector. Then, it is obvious that the inner product of a DCT vector is
〈φt,φt〉 = 1. The DCT operation is represented by

(d′)T =

⎡⎢⎢⎢⎣
φ0

φ1

...
φL−1

⎤⎥⎥⎥⎦(
ρ⊗ y′)T , (10)

where T stands for the transposition. Therefore, the t-th element can be inter-
preted as the inner product:

d′t =
〈φt,ρ⊗ y′〉
〈φt,φt〉

. (11)

Since y′ = x+ μ+ e, Eq.(11) can be rewritten by

d′ = 〈φt,ρ⊗ x〉+ 〈φt,ρ⊗ ρ⊗ IDCT(d)〉+ 〈φt,ρ⊗ e〉 (12)

= ht + 〈φt, IDCT(d)〉+ et (13)

where ht = 〈φt,ρ ⊗ x〉 is the host-interference and et = 〈φt,ρ ⊗ e〉 is a noise
term. Due to the multiplication of a PN sequence, the host-interference ht is ap-
proximately modeled as additive white Gaussian noise. The second term implies
the calculation of the t-th DCT coefficient, namely,

〈φt, IDCT(d)〉 = dt. (14)

As a consequence, the detection vector d′ derived from Eq.(9) is just equal to the
list of correlation scores of k embedded bits and the other unallocated elements.
With the assistance of fast DCT algorithm, the computational cost to calculate
the vector d′ is reduced to a logarithmic scale.

3.3 Host-Interference Removal Operation

In order to extend the above scheme to ISS, we first calculate the host-interference
vector h = {h0, h1, . . . , hL−1},

h = DCT(ρ⊗ x), (15)

and then, produce a watermarked data as follows:

y = x+ μ− ρ⊗ IDCT(λ⊗ h), (16)
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where λ = {λ0, λ1, . . . , λL−1} is a control vector. As mentioned in Sect.2.1, these
parameters should be λt ≥ 0 for 0 ≤ t ≤ k − 1 depending on the embedded bit
wt and the host-interference ht. Note that we should set λt = 0 for k ≤ t ≤ L−1
because they never interfere the detection of k embedded bits.

The above ISS operation is to remove the host-interference term involved in a
detection vector d′ at the embedding stage. Therefore, it is possible to perform
the ISS operation in the detection domain, namely, we calculate d−λ⊗h before
producing a SS sequence. Thus, Eq.(16) can be rewritten to

y = x+ ρ⊗ IDCT(d − λ⊗ h). (17)

4 Coded Spread Spectrum Watermarking

In order to embed k-bit watermark information into a host data, it is required for
the conventional methods including the CDMA-based method explained above
to embed k independent sequences. In the CDMA-based method, the total en-
ergy of watermark signals is kβ2, where β2 is the energy given for each sequence.
Because of the transparency required for a watermarked data, the total energy
must be limited to a certain threshold. Thus, with the increase of k, β2 is lin-
early decreased. By encoding the watermark, we improve the distortion-energy
behavior in this section. For convenience, the method proposed in this section is
called “coded method”.

4.1 Embedding

The idea of coded method is to encode k-bit watermark information into a
codeword which has a constant weight k̃ and length L̃ ≤ L. At the embedding,
we select k̃ out of L̃ SS sequences specified by the watermark information. The
parameters k̃ and L̃ must satisfy the following condition:

2k ≤
(
L̃

k̃

)
=

L̃!

k̃!(L̃− k̃)!
< 2k+1. (18)

The mapping operation from k-bit information into a codeword c with weight
k̃ and length L̃ has been proposed by Schalkwijk[13]. Based on the algorithm,
we propose an encoding algorithm from watermark information w into its cor-
responding codeword.

Let C(k̃, L̃) be a set of vectors with a constant weight k̃ and length L̃. The
procedure to encode watermark information w into a vector c ∈ C(k̃, L̃) is
described in Algorithm 1.

Different from the CDMA-based method, a vector d̃ with length L is produced
by

d̃ = β̃c||0L−L̃ = {β̃c0, β̃c1, . . . , β̃cL̃−1, 0, . . . , 0}, (19)

where “||” stands for a concatenation and 0L−L̃ is a zero vector with length
L− L̃. It is worth-mentioning that the length L of a vector must be a power of 2
in a fast DCT algorithm, and hence, the zero vector is padded to the codeword.
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Algorithm 1. Encode w into c

Require: k̃ � k, L̃ ≤ L, w = {w0, w1, . . . , wk−1}, wt ∈ {±1}
Ensure: c = {c0, c1, . . . , cL̃−1}, ct ∈ {0, 1}

W ←
k−1∑
t=0

wt + 1

2
2t;

� ← k̃;
for t = 0 to L̃− 1 do

if W ≥
(
L̃− t− 1

�

)
then

W = W −
(
L̃− t− 1

�

)
;

� = �− 1;
cL̃−t−1 = 1;

else
cL̃−t−1 = 0;

end if
end for

Since the weight of c is k̃, only k̃ out of L elements are nonzero in the vector
d̃. Using the vector d̃, the same operation in CDMA-based method is performed
to embed the watermark information w, Thus, the watermarked data y is rep-
resented by

ỹ = x+ μ̃, (20)

where
μ̃ = ρ⊗ IDCT(d̃). (21)

In order to extend the coded method to ISS, we introduce a control vector λ̃
similar to the CDMA-based method, and calculate the watermarked vector ỹ as
follows.

ỹ = x+ ρ⊗ IDCT(d̃− λ̃⊗ h) (22)

4.2 Detection

At the detection, we first extract the vector y′ = ỹ + e from a watermarked
data, and then, calculate d̃′ similar to Eq.(9). Different from the the decision
rule in the CDMA-based method, we recover the codeword c′ from d̃′ as follows.
Since the weight of codewords is constant in the coded method, it is sufficient
to select largest k̃ elements from the first L̃ elements of d̃′. Therefore, we first
find the k̃-th largest element Dk̃ in d̃′, and then, determine the k̃ elements in
the codeword c′ as follows:

c′t =

{
1 if d̃′t ≥ Dk̃

0 otherwise
, 0 ≤ t ≤ L̃− 1 (23)

By decoding the codeword c′ using Algorithm 2, the watermark information w′

is recovered in the coded method.
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Algorithm 2. Decode c′ into w′

Require: k̃ � k, L̃, c′ = {c′0, c′1, . . . , c′L̃−1
}, c′t ∈ {0, 1}

Ensure: w′ = {w′
0, w

′
1, . . . , w

′
k−1}, w′

t ∈ {±1}
W ′ = 0;
� = 0;
for t = 0 to L̃− 1 do

if c′t = 1 then
� = �+ 1;

W ′ = W ′ +

(
t

�

)
;

end if
end for
for t = 0 to k − 1 do

if W ′ mod 2 = 1 then
w′

t = 1;
else

w′
t = −1;

end if
W ′ = �W ′/2�;

end for

5 Consideration

Both in the conventional multibit SS method and the proposed CDMA-based
method, watermark information w is represented by antipodal signal. It means
that watermark information is modulated by Binary Phase Shift Keying (BPSK)
before embedding. On the other hand, the watermark information is encoded into
a constant weight codeword c in the coded method. From the communication
technique point of view, we can say that Pulse Position Modulation (PPM)
is performed to the watermark information. After such modulations, the SS
communication technique is performed to transmit these modulated signals over
a host data regarding as a communication channel. In the proposed two methods,
the SS sequences are based on DCT basic vectors. Even though a PN sequence
is multiplied, the operation of the SS technique in the proposed methods is
merely the orthogonal transformation of these modulated signals, and hence,
the energy preservation law is satisfied. Therefore, we study the characteristics
of the proposed methods from the energy point of view.

5.1 Embedding Strength

When β̃2 energy is given for each sequence in the coded method, the total energy
is k̃β̃2. Under the condition that the total energy embedded in a host data is
equal to that of the CDMA-based method, namely kβ2 = k̃β̃2, β̃2 is much larger
than β2 because k̃ � k. Thus, there is a relation between β and β̃.
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Table 1. Some examples of parameters k̃ and L̃

k k̃ L̃ γ

64 6 4873 3.266
7 1918 3.024
8 972 2.828

80 7 9324 3.651
8 3863 3.162
9 1975 2.981
10 1170 2.828

96 9 6751 3.266
10 3525 3.098
11 2092 2.954
12 1366 2.828

112 11 5714 3.191
12 3424 3.055
13 2236 2.935
14 1562 2.828

128 12 8610 3.266
13 5230 3.138
14 3432 3.024
15 2395 2.921
16 1757 2.828

β̃ = γβ, (24)

where

γ =

√
k

k̃
. (25)

In the CDMA-based method, k antipodal signals dt ∈ {±β}, 0 ≤ t ≤ k − 1 are
embedded into a host data in a spread form, and those signals are detected by
checking sign(d′t). It is noticed that the difference between those two antipodal
signals is 2β. On the other hand, the signals dt are β̃ or 0 in the coded method,
hence the difference between signals is β̃. Therefore, if γ > 2, then the coded
method is superior to the CDMA-based method. Table 1 shows some numerical
examples of parameters k, k̃, L̃, and γ that satisfy Eq.(18).

5.2 Comparison

It is clear that the performance of the CDMA-based scheme expected to be equal
to the conventional SS schemes if the ISS operation completely removes the
host-interference at the embedding in the conventional schemes. The advantage
of the CDMA-based method from the conventional SS schemes is the computa-
tional complexity both at the embedding and detection. At the embedding in
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Fig. 1. Comparison of the byte error rate when L = 1024

the CDMA-based scheme, the amount of host-interference is easily performed by
calculating the DCT coefficients as given in Eq.(15), and the interference is re-
moved by Eq.(16). Due to the fast algorithm, the amount of computational cost
can be reduced by a logarithmic order compared with the conventional schemes.
In addition, the conventional schemes must solve a group of linear equations to
remove the interference among SS sequences, which complexity increased with
the number of watermark bits.

For the comparison of the CDMA-based method and coded method, we mea-
sure the detection error rate under the following condition. The SS sequences μ
and μ̃ with a same length L are generated from randomly selected k-bit water-
mark information w, and they are transmitted over AWGN channel. We define
the byte error rate as the number of incorrectly received watermarks divided
by the total number of transmitted watermarks. In our experiments, by ran-
domly selecting 109 watermarks w, we count the number of incorrect ones at
the detection by changing the SNR defined as

SNR =
the total energy of watermark

the total energy of noise
. (26)

The noise is added to the modulated signal y and y′ which are generated from
k-bit watermark information. the byte error rate is expected to be increased
with k in both schemes. We compare the improvement rate of the coded method
by changing k. Figure 1 shows the result when the length of the SS sequence is
L = 1024. The detailed parameters of constant weight codewords are enumerated
in Table 2. From this figure, it is observed that the coded method is better
than the CDMA-based method and the byte error rate of the coded method is
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Table 2. Parameters of constant weight codewords

k k̃ L̃ γ

64 8 972 2.828

128 19 865 2.596

256 44 1018 2.412

512 118 1022 2.083

approaching to that of the CDMA-based method with the increase of k. From
the results, we can say that it is recommended to encode watermark information
into a constant weight codeword before calculating the SS sequence under the
above condition.

5.3 Analysis of the ISS Operation

The above analysis is valid only if the host-interference is completely removed. In
order to consider the realistic case, we analyze the amount of energy removed by
ISS operation assuming that the vector h follows Gaussian distribution with zero
mean and variance σ2

h, namely N (0, σ2
h). The removal of the host-interference is

controlled by the vectors λ and λ̃ for the CDMA-based method and the coded
method, respectively, because λ ⊗ h and λ̃ ⊗ h are removed in Eq.(17) and
Eq.(22). For simplicity, we introduce thresholds T ≥ 0 and T̃ ≥ 0 to control the
amount of removed energy instead of those vectors.

If (d̃t = 0) ∩ (ht < 0) and (d̃t �= 0) ∩ (ht > 0), the removal of the host-
interference should be avoided in the coded method because the host interference
plays a positive effect on a detection vector in these cases. In order to control the
amount of energy removed by the ISS operation, we should perform the removal
operation except for these cases.

Suppose that we reduce the amount of remained host-interference term to less
than T̃ if d̃t = 0. Then, the detection sequence becomes d′t < T̃ under a noiseless
case. In order to satisfy this condition, it is sufficient to set λ̃tht = ht − T̃ only
when ht > T̃ . On the other hand, if d̃t �= 0, we control the detection sequence
to be d′t > β − T̃ by setting λ̃tht = ht + T̃ only when ht < −T̃ . It is noticed
that the host-interference ht is controlled to be ±T̃ if (d̃t = 0) ∩ (ht > T̃ ) and
(d̃t �= 0) ∩ (ht < −T̃ ). Therefore, the energy ε̃t removed by the ISS operation is
represented by

ε̃t =

{
h2
t − T̃ 2 if

(
(d̃t = 0) ∩ (ht > T̃ )

)
∪
(
(d̃t �= 0) ∩ (ht < −T̃ )

)
0 otherwise.

(27)

By a statistical analysis, the expectation of ε̃t under the conditions (d̃t = 0) ∩
(ht > T̃ ) and (d̃t �= 0) ∩ (ht < −T̃ ) can be derived as follows:

E[ε̃t] = E[h2
t − T̃ 2] = E[h2

t ]− T̃ 2 = σ2
h − T̃ 2. (28)
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Remember that the Probability Density Function (PDF) of ht is assumed to
be N (0, σ2

h). Because of the symmetry of the PDF centering on zero, the above

condition can be simplified into ht > T̃ . Here, we obtain

Pr[ht > T̃ ] =
1

2
erfc

(
T̃

2σ2
h

)
, (29)

where

erfc(x) =
2√
π

∫ ∞

x

e−t2dt. (30)

Therefore, for a given threshold T̃ , E[ε̃t] is represented by

E[ε̃t] =
σ2
h − T̃ 2

2
erfc

(
T̃

2σ2
h

)
. (31)

Since all host-interference ht, 0 ≤ t ≤ L̃ − 1 should be removed in the coded
method, the total energy ε̃ of the removed signal is given by

ε̃ = L̃E[ε̃t] =
L̃(σ2

h − T̃ 2)

2
erfc

(
T̃

2σ2
h

)
. (32)

Similarly, the energy εt of the CDMA-based method can be represented as fol-
lows.

εt =

{
h2
t − T 2 if

(
(wt = 1) ∩ (ht > T )

)
∪
(
(wt = −1) ∩ (ht < −T )

)
0 otherwise

(33)

By a statistical analysis, the expectation of εt is represented by

E[εt] = E[h2
t − T 2] = E[h2

t ]− T 2 = σ2
h − T 2. (34)

In the CDMA-based method, only k host-interference elements ht, 0 ≤ t ≤ k− 1
is removed by ISS operation, and hence, the total energy ε is given by

ε = kE[εt] =
k(σ2

h − T 2)

2
erfc

(
T

2σ2
h

)
. (35)

Under the constraint that the amount of distortion caused by both the water-
mark embedding and the ISS operations, we obtain the following relationship
between the CDMA-based and coded methods.

kβ2 + ε = k̃β̃2 + ε̃ (36)

Considering the above relationship, we have to determine optimal parameters k̃,
β̃, and T̃ for the coded method. It is noticed that the host vector x affects the
determination of those parameters because its corresponding variance σ2

h is one
of the important factor in the above relationship. It implies that we should pay
attention on the selection of the vector x from a host data (e.g. sampling from
the frequency components of an image).



182 M. Kuribayashi

6 Concluding Remarks

We proposed an efficient method to generate SS sequences from a secret key
based on the CDMA technique. The proposed SS sequences are the DCT basic
vectors modulated by the PN sequence specified by the secret key. The system-
atic generation of the sequences enables us to calculate the correlation scores of
multibit watermark information simultaneously, and its computational costs can
be reduced by employing the fast DCT algorithm. Because watermark informa-
tion is embedded into the elements sampled from the frequency components of a
host data using a secret key, the SS sequences are permuted by itself at the em-
bedding stage, which enhances the secrecy of the watermark. Thanks to the PN
sequence used in the embedding operation, a noise added to a watermarked data
is spread over the whole samples which suppresses unexpected peaks appeared
in a detection sequence.

We also proposed an encoding method to control the energy assigned to the SS
sequences. By encoding watermark information into a constant weight codeword,
the number of the sequences is drastically reduced in the proposed method, and
hence, we can get higher peaks at the detection sequence. From our theoretical
analysis, it is revealed that the amount of distortion caused by the watermark
embedding and the host-interference removal operation must be controlled by
carefully selecting parameters k̃, β̃, and T̃ in the coded method.
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Abstract. A enhancement is described for a previously proposed method for 
preventing unauthorized copying of information shown on a display [1]. Our 
previously proposed method utilizes the difference in spectral sensitivity be-
tween humans and imaging devices. A near-infrared light source is used to 
create noise added to the entire display area in only the photographic image 
without affecting the viewer’s perception. Unauthorized copying of displayed 
information can thus be prevented without adding a new function to digital 
cameras. However, it is not effective against cameras equipped with a short  
wavelength pass filter (SWPF) to eliminate the noise. We propose a counter-
measure that makes it effective against such filters. A countermeasure was es-
tablished in which the near-IR rays reflected off the filter are detected by using 
the IR object surface reflection of the filter with four IR camcorders placed at 
end of the display. The proposed enhancement was implemented on a prototype 
illegal recording prevention unit installed on a 17-inch liquid crystal display. 
Testing showed that, with this enhancement, the unit can effectively detect a 
digital camera with an attached SWPF. 

Keywords: Illegal recording, Information leakage, Short wavelength pass filter, 
Specular reflection, Infrared ray, Filter detection. 

1 Introduction 

Technologies to prevent unauthorized copying through encryption are widely used to 
prevent the disclosure of personal and/or confidential information and to protect the 
copyright of pictures and images, but digital information that has been converted to an 
analog form and shown on a display can be captured with a digital camera, thereby 
making the encryption useless (the analog hole problem). There have been several 
such cases of disclosure of confidential and personal information. In one case, a Japa-
nese air traffic controller posted secret American flight information, including de-
tailed flight plans for Air Force One, on his blog [2]. 

The use of digital watermarking has been widely used to control the distribution of 
pictures and images shown on cinema screens and displays [3–7]. Such methods use 
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watermarks to embed unique information in pictures and images, the purpose being to 
identify the location where the illegal recording occurred by detecting the watermark 
in unauthorized copies. While using digital watermarking may psychologically deter 
normally honest people from illegally recording pictures and images, it is unable to 
prevent the actual act of illegal recording using a digital camera or other photographic 
equipment. Also, even if it were possible to detect the time and place of the illegal 
recording from the distributed content, it would be difficult to identify the offender 
without equipment in the movie theater or other location (surveillance cameras etc.). 
In addition, there are concerns about the increasingly high quality of unauthorized 
images due to continuing improvements in the functions of display devices and pho-
tographic equipment. The prevention of unauthorized copying of information pre-
sented on displays is essential to preventing information disclosure and protecting 
copyrights. 

For these reasons, we have previously proposed a method that prevents the use of 
digital cameras to make unauthorized copies of information shown on a display [1]. It 
is based on the difference in spectral sensitivity between humans and imaging devic-
es. By installing a near-infrared light source, which superimposes noise on the record-
ed images without adding any new functions to digital cameras. It supports copyright 
protection for picture and image content and prevents disclosure of confidential and 
personal information through the unauthorized copying of displayed information, an 
increasingly serious problem. This method is broadly applicable to the unauthorized 
photographing of works of art, factory equipment and other objects subject to photo-
graphic restrictions.  

However, it is ineffective if the digital camera or camcorder used for the recording 
is equipped with a short wavelength pass filter (SWPF). Therefore, we implemented  
a countermeasure to make our method effective even against SWPF-equipped cameras 
and camcorders. IR rays reflected off the filter are detected by exploiting the IR specu-
lar reflection properties of the SWPF. This countermeasure uses light-emitting diodes 
(LEDs) to create noise and to serve as a light source for detection. Four IR camcorders 
with an attached visible range cut filter capture images of the audience area, and a PC 
is used to detect specular reflection from an SWPF. The proposed enhancement was 
implemented on a prototype illegal recording prevention unit installed on a 17-inch 
liquid crystal display. Experimental evaluation with the prototype showed that the 
enhanced unit can effectively detect a camera equipped with an SWPF in real time. 

2 Elimination of IR Noise Using SWPF 

According to the International Commission on Illumination (CIE), the wavelengths of 
visible light range from 380 to 780 nm [8]. However, the image sensor devices, such 
as the CCDs and CMOSs, used in digital cameras and camcorders can generally 
detect light between 200 and 1100 nm, which gives them the high level of luminous 
sensitivity needed for recording in the dark. Our previously proposed recording pre-
vention method uses IR light of 870 nm to add noise to images displayed on a screen 
without it being detected by the human eye [1]. It is, however, ineffective when an 
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SWPF is used to filter out the IR light. Such a filter allows short wavelength light to 
pass and blocks long wavelength light, i.e., IR light. SWPFs can be classified into IR 
cut filters and IR absorption filters. 

An IR cut filter is a planar object with a dielectric multilayer. It reflects the IR light 
received from several directions back in a single outgoing direction (specular reflec-
tion). An IR absorption filter is also a planar object that reflects the incoming IR light 
back in only one direction. However, since the wavelength penetration depends on the 
quantity of the absorber mixed into the glass, the IR reflection is lower than that of an 
IR cut filter and has almost the same reflectance as the reflection from a glass surface. 
In contrast, non-specular reflectors, such as scatter plates, have various shapes and 
surface treatments, so they reflect the incident IR light back in various directions (dif-
fuse reflection). The filter detection algorithm can thus detect the use of an SWPF by 
analyzing the reflection images picked up by an IR camcorder. 

3 Filter Detection 

3.1 Principle 

As illustrated in Fig. 1, IR emission units (IR LEDs) are used to corrupt the recorded 
content by adding noise signals that are invisible to the naked eye but are picked up 
by a camera’s CCD or CMOS device [9]. They are also used to detect SWPFs. An 
SWPF is a glossy planate filter, so it reflects incoming IR light in only one direction 
(specular reflection). An SWPF attached to a camcorder used for illegal recording is 
naturally aligned parallel to the display. The IR light emitted by the IR emission units 
is specularly reflected by the SWPF and captured as video images by four camcorders 
with high IR sensitivity placed at end of the display. A filter-detection algorithm run-
ning on a PC detects the SWPF by analyzing these images. 

SWPF

Half-silvered
mirror

Display

Visible range
cut filter

IR camcorder

Micro-louver filter

1

3 4
2

Digital camera

IR REDs

IR IR

2

 

Fig. 1. Method for SWPF detection 



Enhancement of Method for Preventing Unauthorized Copying of Displayed Information 187 

 

3.2 Illegal Recording and Detection Areas 

To limit the area in which illegal recording is possible, a micro-louver filter is at-
tached to the front of the display. The “illegal recording area (G,C,A,B,D,H)” is indi-
cated by the dashed diagonal lines in Fig. 2.  The IR rays emitted by the IR emission 
units pass through the entire area of the half-silvered mirror surface in front of the 
display. Since a pirate points a digital camera towards the display and records the 
images, all we have to do is place IR camcorders for detection in the unit. The four 
solid lines in Fig. 2 indicate the view angles of the two IR camcorders (1 and 2) set at 
each end of the display for detecting reflection from an SWPF. The gray-shaded tri-
angular area (A,B,O) in front of the unit is outside the view angles of the two IR cam-
corders. To cover this blind area, we added two more IR camcorders (3 and 4) inside 
the half-silvered mirror, with one at each end. They are placed inwards aslant and thus 
cover most of the blind area, as indicated by the lightly dotted lines. As a result, the 
system can detect an SWPF attached to a digital camera anywhere in the detection 
area (E,C,A,O,B,D,F) regardless of whether it is aligned parallel to the screen. 

Illegal recording area

SWPF

Half-silvered
mirror Display

Digital camera

Visible range
cut filter

IR camcorder

Micro-louver
filter

Detection area 

1

3 4

2

G

E
C

A

O

B

D F

H

IR camcorder

 

Fig. 2. Illegal recording and detection areas 

3.3 Object Surface Reflection 

The reflections from all object surfaces in the detection area must be measured in 
order to distinguish the reflection of a SWPF from those of other objects. In our me-
thod, as described in section 3.1, the radiant intensity of the light source is equal to the 
radiant intensity of the IR light source plus the radiant intensity of the display: 

 Ie(λ) = Ii(λ)Km(λ) + Id(λ)Kp(λ)(1- Km(λ)),  (1) 

where 
Ii(λ): radiant intensity of IR light source, 
Id(λ): radiant intensity of display, 
Ie(λ): radiant intensity of light source, 
Kp(λ): reflectance of  micro-louver filter, 
Km(λ): reflectance of  half-silvered mirror,  
(0 ≤ Km(λ), Kp(λ) ≤ 1). 
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According to the Phong shading model [10] of object reflection, when there is a light 
source, an object, and a camcorder, the spectral radiance LQ(λ) for one pixel can be 
expressed as 

LQ (λ) = Ie(λ)Kd(λ)cosθ/ r2 + Ie(λ)Ks(λ)(cosφ)n + Ia(λ)Ka(λ), (2)

Where 
r: distance of object from light source, 
θ: angle between light source and normal vector of object surface, 
φ: angle between camcorder and regular reflection, 
Ie(λ): radiant intensity of light source, 
Ia(λ): radiant intensity of ambient light source, 
Kd(λ): diffuse reflectance of light source, 
Ks(λ): specular reflectance of light source, 
Ka(λ): reflectance of ambient light, 
(0 ≤ Kd(λ), Ks(λ), Ka(λ) ≤ 1). 

Because a micro-louver filter is used to restrict the illegal recording area, the spectral 
radiance falls into one of two cases depending on the positions of the IR camcorders.  

Case (1): IR Camcorders 1 and 2 Set at Each End of the Display 
The first term of Eq. (2), the diffuse reflection element, shows that the light reflects 
randomly and diffuses equally. The second term, the specular reflection element, 
shows that the light reflects strongly on the surface of the object. When the decrease 
N in reflection intensity is large, the reflection is more specular, and, when it is small, 
the reflection is more diffuse. The third term, the ambient light element, shows the 
brightness imparted to the surface of the object when the light is not directly from a 
light source. We consider the light source as the IR light source, the camcorders as IR 
camcorders, and the object as an SWPF and use the Phong shading model.  

Since the display can be regarded as a source of visible range light, a half mirror 
with very high reflectance is used. Since the specular reflection from an SWPF re-
flects the entering IR light in one direction, a visible range cut filter (long wavelength 
pass filter; LWPF) is used for the IR camcorders to eliminate the effect of the visible 
range light. Since the specular reflection from an SWPF at any location in the detec-
tion area can be observed the IR light sources, which are reflected over the entire 
display by the half-silvered mirror, the effect of visible light is excluded. 

As a result, the radiant intensity of the light source Ie(λ), the reflectance of the half-
silvered mirror Km(λ), and coefficients Kd , Ka, and φ of the reflection model are given by 

Ie(λ) ≅ Ii(λ)Km(λ). (3)

Km(λ) ≅ 1, Kd(λ) ≅  0, Ka(λ) ≅ 0, φ ≅ 0, (4)

and Equation (1) becomes 

LQ(λ) ≅ Ii(λ)Ks(λ). (5)

Here,  

0 ≤ Ks(λ) ≤ 1. (6)
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If the IR-cut filter specular reflectance is Ks, and if the IR-absorption filter specular 
reflectance is Ks’, 

0 ≤ Ks’ ≤ Ks(λ) ≅ 1. (7)

This relationship can be used to express both cases. 
Case (a): IR-cut filter 

LQ(λ) ≅ Ii(λ). (8)

Case (b): IR-absorption filter 

LQ(λ) ≤ Ii(λ) (9)

If the object surface is curved or is not a specular one, the specular reflection is lower, 
and the diffuse reflection is higher. Since the increment in the diffuse reflection ele-
ment is inversely proportional to the square of the distance from the light source, the 
diffuse reflection element is smaller than spectral radiance LQ(λ) if the object is an 
SWPF. This can be found by measuring the IR reflection, making it possible to dis-
tinguish between an SWPF and other objects. 

A key point here is that the reflective objects remain fixed in relation to the display 
for a certain amount of time. Even if some of them happen to be facing the display, 
when they are moved, they are automatically eliminated as a candidate SWPF by a 
motion estimation algorithm. Moreover, even if an object is fixed and facing the dis-
play for a certain amount of time, whether or not it is an SWPF can be determined by 
target detection on the basis of its shape and area.  

Case (2): IR Camcorders 3 or 4 Set Inside the Half-Silvered Mirror 
The spectral radiance for one pixel is given by  

LQ’(λ) = LQ(λ)(1-Km(λ))+ Ii(λ)Kp(λ)(1- Km(λ)). (10)

Using the average radiant intensity of the IR light source I
－

i(λ) and the average spec-

tral radiance L
－

Q(λ), we can express this relation as 

L
－

Q(λ)= I
－

i(λ)Kp(λ)(1- Km(λ)). (11)

The effect of the second term in Eq. (10) is excluded by using 

δ = LQ’(λ) − L
－

Q(λ) ≅ (1-Km(λ))LQ(λ) ≅ CLQ(λ), (12)

where C is a constant. That is, δ can be regarded as a constant multiple of LQ(λ). As a 
result, as in case (1), we can distinguish the reflection from an SWPF from those of 
other objects. Any object in the room from the beginning is eliminated by background 
subtraction. 

3.4 Stabilization of IR Noise Effect 

When the radiation angle of the IR LEDs is narrower than the visible range of a  
camera used for illegal recording so that the radiant intensity of the IR light source is 
insufficient for IR-absorption filter detection, the larger the display, the lower the IR 



190 T. Yamada, S. Gohshi, and I. Echizen 

 

noise effects at the edges when a person approaches the screen and views the image 
from the front. The narrow radiant angle of the IR LED increases the IR noise effect. 
To stabilize this effect, we use six panels to integrate the IR LEDs so that their radia-
tion angle is larger near the display edge. As shown in Fig. 3, the panels have a length 
of 2a and are symmetrically arranged with the center line running from the SWPF to 
the center of the screen.  

PQ
2a 2a 2a

L

R

S

T

θ φ

θ
φ

 

Fig. 3. Relationship between SWPF and six IR panels 

As a result, the radiant intensity of the IR LEDs decreases quickly in inverse pro-
portion to the square of the distance between the SWPF and the unit. Rather than 
arrange the panels in parallel, they are arranged as shown in the figure so that the IR 
LED radiant intensity in front of the screen at distance L is higher. As shown in Fig. 
3, by defining a sign for each panel, we can derive the optimal angle for each one by 
using the similar triangles of algebra geometry. 

)/3(arctan La=θ (13)

)/5(arctan La=ϕ  
(14)

Thus, we can effectively prevent recording from the good front of illegal recording 
conditions by placing six IR panels with a length of 2a at the derived angles. 

3.5 Filter Detection Algorithm 

The algorithm used for detecting specular reflection from an SWPF is shown in Fig. 
4. The inputs are two sets of IR camcorder video images. They are used to eliminate 
reflective objects already in the environment. 
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Set (a) images: shot in room without audience 
Set (b) images: shot in room with audience 
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Fig. 4. Filter detection algorithm 

The process flow of the algorithm comprises nine steps. 

Step 1 Input set (a) video images. 

Step 2 Average processed image frames and generate one averaged image frame. 

Step 3 
Do steps 4 through 7 for each series of the image frames in set (b) video im-
ages. 

Step 4 
Subtract pixel values of averaged image frame of set (a) generated in step 2 
from those of each image frame of set (b).  

Step 5 
Estimate the motion areas in set (b) from the image frames processed in step 
4. 

Step 6 
Eliminate the motion areas in set (b) by using the results of the motion esti-
mation (step 5), and eliminate the diffuse reflection objects in set (b). 

Step 7 
Calculate average pixel value for each reflection area S in set (b) images and 
compare with threshold T. If value exceeds threshold, go to step 8. 

Step 8 Determine shape of reflection area. Detect attack if shape is circle or square. 
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4 Prototype 

Photographs of the prototype unit installed on a 17-inch liquid crystal display (LCD) are 
shown in Fig. 5. It has three main components (Table 1): an IR emission part, an IR 
reflective part, and an SWPF detection part. Even though the unit sits in the front of the 
display, it does not affect the user’s viewing of or listening to the display device.  

Table 1. Main components of prototype unit  

IR emission part 
IR LEDs (peak wavelength: 870 nm; no.: 1728; angle of radiation: ±11°),  
LWPF (cut-on wavelength: 850 nm) 

IR reflective part 
Half-silvered mirror (transmittance: 8%; reflectance: 92%),  
Micro-louver filter (viewing angle: 60°; transmittance: 80%) 

SWPF detection part 
IR camcorder (1/3-in. CCD; no. of effective pixels: a quarter of a million; 
angle of view: 92.6°), Visible range cut filter (cut-on wavelength: 780 nm),   
PC (OS: Windows 7; CPU: Core i7; RAM: 8 GB ) 

 

Fig. 5. Unit overview 

IR Emission Part 
The IR emission part consists of six IR LED panels, each with an LWPF, at the top of 
the unit and another six at the bottom. Each panel has 144 reflective IR LEDs with a 
peak wavelength of 870 nm, so there are 1728 (144×6×2) IR LEDs in total.  

The designed viewing distance for HDTV is about 3 times the height of the display 
(3H), i.e., at the point where the pixel structure becomes invisible to someone with 
20/20 (1.0) eyesight  [11]. Since we used a 17-inch LCD, we positioned the IR pa-
nels at a distance of 777 mm (about 1 m) from the display. Given an IR panel length 
of 2a (60 cm) and distance L of ~1 m, we obtain the following angles by using the 
algorithm described in section 3.5. 
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(a) Without noise                               (b) With noise 

Fig. 6. Digital camera images of displayed text without and with noise 
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 (15)

IR Reflective Part 
The IR reflective part consists of a half-silvered mirror and a micro-louver filter. The 
mirror lets light from the display pass through and reflects the IR rays without inter-
fering with normal viewing of the display. Its use enables IR noise to be added to the 
entire display area. Since the transmittance and reflectance of a half-silvered mirror 
affect display viewability, a preliminary experiment was conducted to evaluate the 
legibility of the displayed information and the degree of the disturbance in images 
recorded with a digital camera. On the basis of the results, we used a half-silvered 
mirror with 8% transmittance and 92% reflectance. The micro-louver filter limits the 
area in which illegal recording is possible, as described in section 3.3. We set the 
filter so that the viewing angle was 60° on the basis of the radiation angle of the IR 
LEDs in the IR emission part. 
 
SWPF Detection Part 
This part does not need an IR light source for detection because it uses the IR light 
emitted from all the LCDs for detection. It consists of four IR camcorders, each with 
an attached visible range cut filter, and a PC for analysis. As described in section 3.3 
and shown in Fig. 2, an IR camcorder was set at each end of the display, and the two 
other IR camcorders were set inside the half-silvered mirror, with one at each end. 
The images recorded by these camcorders were analyzed to detect specular reflections 
by using the filter detection algorithm running on the PC. 

5 Evaluation 

5.1 Method 

We evaluated the ability of the prototype unit to detect an SWPF (an IR-cut filter  
and an IR-absorption filter) by placing objects that would normally be in a room at 
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distances of 1 m from it (Fig. 7). We classified the objects into four categories, as 
shown in Table 2. The camcorders used for illegal recording (Group D) were placed 
one at a time at the position shown in Fig. 2. They were oriented so that they recorded 
the whole display at maximum size. More specifically, an evaluator faced the display 
and used a hand-held digital camera to record the whole display at maximum size. 
Since the values of the pixels in the image was saturated by IR noise reflected from 
the half-silvered mirror, using a ND filter, spectral radiance enters into the IR cam-
corders was made in 1/800. 

Threshold T was set as follows. 

Case (A): Evaluator  outside of blind area 

T was set to 500 so that the IR-absorption filter can detect by the corner of 
the last in the room. 

Case (B): Evaluator inside blind area 

T was set to 50 so that the IR-absorption filter can detect in the blind area 
which is most far distance from the unit. 

In each case (A) and (B), the distance between the evaluation objects and the proto-
type unit was 1 m and 0.2 m. 

Table 2. Evaluation objects 

Group Category Objects 
A Room facilities (1) Desk             (2) Chair 

B 
User belongings  (mov-
ing) 

(3) Eyeglasses    (4) Watch   
(5) Tie clip         (6) ID card      (7) Pen 

C 
Things user carry into 
room (static) 

(8) Drinking glass   (9) Plastic bottle  
(10) Nylon bag  

D 
Things pirates carry into 
room 

(11) Digital camera with attached  SWPF 

 

(7)
(9)

(10)
(2)

(1)(11)

(3)

(4)

(5)
(6)

(8)

    

Evaluation objects

Unit

1 m
(1)

(3)-(7)

(11)

(8)-(10)

(2)

 

Fig. 7. Evaluation objects 
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Because IR noise is added to the entire display area, the legibility of a digital  
photographic image of the displayed information is degraded. Example images of 
displayed text without and with added noise captured using respectively a digital 
camera and a cellular phone with a camera are shown in Fig. 6. Using a scientific 
paper as an evaluation sample, we judged legibility by using a six-grade subjective 
evaluation (in ascending order, 1: Illegible, 2: Barely legible, 3: Fairly legible, 4: Leg-
ible without difficult, 5: Legible, 6: Very legible) and found that, when there was IR 
noise, the evaluation grade was 1 (Illegible) [1]. 

6 Results 

We obtained results for SWPF detection for an IR-cut filter and an IR-absorption 
filter inside and outside the blind area. The reflections from the objects already in the 
room (1 and 2) were eliminated by the background subtraction step in the filter detec-
tion algorithm, and the reflections from the user’s belongs (3–7) were eliminated by 
the motion estimation step, so only the SWPF remained to be detected. When an 
SWPF was detected, a red circle appeared in the recorded image and a beep sounded. 
These red circle areas correctly corresponded to a camera with an attached SWPF. 
The SWPF was detected within one second, virtually in real time.  
 
Case (A): Evaluator Outside of Blind Area (IR camcorders 1–4) 
(1) IR-Cut Filter Attached to Camera 
The detection results for the IR-cut filter are shown in Fig. 8. Since an IR-cut filter 
has high IR reflectance, the average pixel value for reflection area S was high, making 
it is easy to distinguish the filter from other reflection objects. The average pixel val-
ues for the areas detected as an IR-cut filter were 219, 234, 209, and 205 for IR cam-
corders 1–4, respectively. 
 
(2) IR-Absorption Filter Attached to Camera 
The detection results for the IR-absorption filter are shown in Fig. 9. The average 
pixel values were less than those for the IR-cut filter and were the same as those for 
glass. The average pixel values for the areas detected as an IR-absorption filter were 
201, 194, 67, and 84 for IR camcorders 1–4, respectively.  
 

    
  (a) IR Camcorder 1   (b) IR Camcorder 2    (c) IR Camcorder 3    (d) IR Camcorder 4 

Fig. 8. Evaluation results for IR-cut filter in Case (A) 
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 (a) IR Camcorder 1     (b) IR Camcorder 2   (c) IR Camcorder 3    (d) IR Camcorder  4  

Fig. 9. Evaluation results for IR-absorption filter in Case (A) 

Case (B): Evaluator Inside Blind Area (IR Camcorders 3 and 4; IR Camcorders 
1 and 2 Outside of Angle of View) 
(1) IR-Cut Filter Attached to Camera 
The detection results for the IR-cut filter are shown in Fig. 10. Since an IR-cut filter 
has high IR reflectance, the average pixel value for reflection area S was high, making 
it is easy to distinguish the filter from other reflection objects by subtracting the back-
ground image. The average pixel values for the areas detected as an IR-cut filter were 
respectively 246 and 245 for IR camcorders 3 and 4.  
 
(2) IR-Absorption Filter Attached to Camera 
The detection results for the IR-absorption filter are shown in Fig. 11. Detection of the 
IR-absorption filter was more difficult because the values of the pixels in the image 
after background subtraction were low. The average values for the areas detected as an 
IR-absorption filter were respectively 66 and 113 for IR camcorders 3 and 4. The more 
difficult detection is attributed to specular reflection from the IR-absorption filter pene-
trating the half-silvered mirror and reaching the IR camcorders. However, in case (B), 
since the detection area is an area that compensates for the blind area of the two IR 
camcorders set outside the half-silvered mirror, the IR camcorders for detection and the 
reflective objects are closer. Therefore, when an IR-absorption filter is in the blind 
area, the reflection intensity is sufficient for IR-absorption filter detection.  
 

    
(a) IR Camcorder  1   (b) IR Camcorder 2   (c)  IR Camcorder 3    (d) IR Camcorder 4 

Fig. 10. Evaluation results for IR-cut filter in Case (B) 

    
 (a)  IR Camcorder 1    (b) IR Camcorder 2    (c) IR Camcorder 3     (d) IR Camcorder 4 

Fig. 11. Evaluation results for IR-absorption filter in Case (B) 
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7 Conclusion 

As consumer cameras become smaller and more powerful, illegal recording of  
displayed content will become an even more serious problem. Even though existing 
technical countermeasures using digital watermarking might create a mental deter-
rence, they are unable to prevent it. The previous method could prevent illegal record-
ing of displayed content that actually prevents recording, but it was ineffective against 
camcorders equipped with an SWPF. We have enhanced the previous method so that it 
can detect the IR specular reflection from an SWPF. Testing using our prototype sys-
tem showed that this enhancement enables the previous method to detect a camera with 
an attached SWPF. We plan to enhance the method so that the position of an SWPF 
can be calculated from the separate images recorded using the four IR cameras. 
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Abstract. Due to the easy manipulation and alteration of digital im-
ages using widely available software tools, forgery detection is emerged
as a primary goal in image forensics. A common form of manipulation
is to combine parts of the image fragment into another different image
to remove objects from the image. Inspired by the image registration
concept, we exploit the correlation-based alignment method to automat-
ically identify the spliced region in any fragment of the reference images.
We show the efficacy of the proposed scheme on revealing the source of
spliced regions. We anticipate this scheme to be the first concrete tech-
nique towards appropriate tools which are necessary for exposing digital
forgeries.

Keywords: Image splicing, image alignment, edge detection, member-
ship function, interpolation.

1 Introduction

1.1 Background

In today’s digital age, the creation and manipulation of digital images referred to
as photomontage are made simply by the advent of low-cost and high-resolution
digital cameras and sophisticated editing software. Consequently, a photograph,
which has been accepted as a proof of the recorded event, no longer possesses a
unique quality. Digital image forgeries, often leaving no obvious traces of having
been subjected to any of manipulation operations, are somewhat indistinguish-
able from authentic photographs.

An image can be tampered in many ways and at varying degrees, like com-
positing, duplicating, enhancing, with various intents. Image enhancement com-
prises change of the color of object, blurring out the object, or change of the
weather condition. Another common manipulation is known as region duplica-
tion in which a continuous portion of pixels are copied and pasted to a different
location in the same image. Image composite involves combining two or more
image regions to create a new image. These kind of manipulations are often
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referred to as image splicing in which we focus on. In addition, image splicing
is conducted without further post-processing such as smoothing of boundaries
among different regions. Since the artifacts introduced by image splicing are
almost imperceptible, image splicing detection still remains a challenging task.

1.2 Related Work

A number of passive detections focused on image splicing have been developed
over the past several years. Ng et al. [1] improved the performance of bicoher-
ence features of [8] to detect image splicing. Both the original bicoherence and
their estimated features were computed to obtain stronger discrimination power
between authentic and spliced images. Then, support vector machine (SVM)
was applied to train these features and classify given images. By detecting the
inconsistency in lighting with respect to different parts in an image, Johnson
and Farid have developed a technique of image splicing detection [2]. To iden-
tify the suspicious splicing areas, Hsu and Chang [3] computed the geometry
invariants from the pixels and estimated the camera response function. Dong et
al. [6] analyzed the spliced artifact on image run-length representation and edge
statistics.

As an alternative to the image splicing detection, we used interpolation tech-
nique and reference images to identify the suspicious regions. In the previous
work [7], we exploited normalized cross-correlation function to locate the peak
value throughout reference images which can be used as evidence of tampering.

1.3 Challenge Issue

Generally speaking, we classify all proposed outstanding works into two cat-
egories: pixel-based approach and machine learning-based framework. Several
general techniques have been proposed in the former category. Popescu and Farid
[10] exploited expectation/maximization (EM) algorithm to detect re-sampling’s
lattice of the original image. Prasad and Ramakrishnan [11] have a propensity
to investigate the properties of a re-sampled discrete sequence and proposed de-
terministic techniques to detect re-sampling. Ye et al. [5] investigated blocking
artifacts introduced during JPEG compression. For the latter category, Farid
and Lyu [13] built a classification scheme to differentiate between natural image
and tampered image. Avcibas et al. [14] constructed a classifier by employing
image quality metrics as the essential features. Chen et al. [4] extracted the im-
age features by exploiting the magnitude and phase of a given test image. Dong
et al. [6] and Sutthiwan et al. [16] employed SVM to train image features as well.

However, all aforementioned detection methods typically do not provide direct
evidence from which the spliced/tampered regions are derived. They are only
able to determine whether the given image is tampered. Despite our previous
work can identify the source of tampered regions, the use of peak correlation
coefficient can suffer from a lack of accuracy and precision.

Motivated by pixel-based alignment concept [19], we formulate a tampered
image problem as locating the best correlation between the suspicious region and
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its reference. Thus, the challenge issue lies on how to incorporate and describe
the form of these correlations to assess the authenticity of an image.

1.4 Contribution

We propose a novel scheme for spliced image detection which involves only the
images that are similar, in terms of color, texture, or shape, to the targeted
image as depicted in Fig 1. To retrieve these similar images, we directly employ
a content-based image retrieval (CBIR) technique. CBIR is a popular scheme in
image retrieval, we do not need discuss in detail in this article since it is beyond
the scope of our research. In order to have a meaningful scheme, we assume that
these similar images are definitely authentic ones. Further, based on its results,
we select only the representative images as references. On the other side, given
a targeted image, an edge detector is employed to detect edge pixels suspicious
of containing any spliced artifacts. Assume that spliced regions introduce dis-
continuity in their intensities. To find accurately the spliced artifacts, we exploit
an interpolation technique to reconstruct the gray-value at the both-side loca-
tions nearby the detected edge pixels. By utilizing membership functions, the
error rate of the intensities’ reconstruction is used to determine whether the ar-
tifacts fall into spliced candidates. Once the spliced artifact is found, we have two
spliced-region candidates. To precisely select the appropriate one, we align two
images, i.e. each region candidate and the reference. If the region candidate can
be correctly overlaid on the reference image, the targeted image is considered as
the spliced one.

Reference images

Targeted image

Edge detection

Gray-level values reconstruction

Spliced region 

extraction
Image alignment

Spliced/ 

non-spliced 

(?)

Fig. 1. General scheme of spliced image detection
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We fundamentally adopt the concept of pixel-based alignment, which is one
part of image registration. Image registration is the process of overlaying two or
more images of the same scene taken at different times, from different viewpoints,
and/or by different sensors. In other words, given a template image t(x) sampled
at discrete pixel locations {xi = (xi, yi)}, we wish to find where it is located in
a reference image f(x).

Extracted spliced-

regions

Overlaid region

Targeted image

Reference images

Alignment 

process

Fig. 2. Exposing image splicing using pixel-based alignment method

Figure 2 illustrates our basic idea to evaluate the authenticity of an image
using alignment method. Suppose there exists a targeted image, which is the
spliced one, and N reference images that are similar to the targeted one. The
spliced region is highlighted in the red box. In this case, the spliced artifact is
introduced in the vertical direction, thus causing the region to be divided into
two areas. Once the spliced region candidates are extracted, we overlay each
region on each reference image to locate the best match entities. The results
confirm that both extracted regions are properly overlaid on the third reference,
emphasizing the occurrence of splicing condition.

2 Methods

For exposition purpose, we first enlighten the concept of correlation-based align-
ment and its completion on splicing detection. The complete depiction based on
statistics approach is then presented.

2.1 Correlation-Based Alignment

We employ one of the pixel-based alignments referred to as correlation-based ap-
proach. In this approach, normalized cross-correlation (NCC) is commonly used,
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ς (u, v) =

∑
x,y

[
f (x, y)− fu,v

] [
t (x− u, y − v)− t

]√∑
x,y

[
f (x, y)− fu,v

]2∑
x,y

[
t (x− u, y − v)− t

]2 (1)

where f is the reference image , t is the mean of the spliced region, and f is the
mean of f (x,y) in the region under the spliced region. The correlation coefficient
ς is in the range [0,1], with larger value indicating higher level of similarity. ς
close to -1 means the matching entities are inverse of each other, ς close to 1
refers to matching entities are exactly the same, and ς=0 is an indication of no
relationship between the matching entities.

Figure 3 depicts the mechanism of alignment process. Suppose we have a
spliced region t of size m × n, which is shown as the red box, we wish to find
where it is located in a reference image f of size p×q. The complete correlation
coefficient ς(u,v) is obtained by moving the center of the region so that the center
of t visits every pixel in f. At the end, we locate the peak value in ς(u,v) to find
where the best match occurred. It is possible to have multiple locations in ς(u,v)
with the same peak value, indicating several matches between t and f [20].

Padding

ç

Origin 

m

n

p

q

(n-1)/2

(m-1)/2

region, t

reference, f

correlation matrix

(i,j)

Fig. 3. The mechanism of correlation-based alignment

Let us assume the peak value is located in (i,j ) shown as a black dot. What we
have now is a correlation matrix ς of size (p+m-1)×(q+n-1) due to the padding.
We exploit the formulas below to approximately locate the expected position of
region t within reference f.

coloffset = j − n, (2)

rowoffset = i−m, (3)
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where coloffset refers to a columnonset of a region t in the reference f, and rowoffset

denotes the row onset of a region t in the reference f. If both coloffset and rowoffset

are equal to zero, it reflects that the onset position of region t is exactly on the
origin. Thus the difference between its peak position and the row/column’s size
is considered as the beginning location of region t. Note that either the coloffset
or rowoffset could be negative or exceed matrix dimension of reference f. If this
condition occurs, the region t cannot be aligned on reference f.

To evaluate whether the region t is the spliced area, we extract the suspected
region from the reference image starting from rowoffset and coloffset. If the
suspected region is exactly the same as region t, it is considered as the spliced
area. In practical, however, it is infrequent to obtain such condition. To make
convincing forgeries, the tampered images have undergone some manipulations
with the aid of sophisticated photo editing software. In this case, the region t
is no longer exactly the same as its original but it still introduces a high value
in correlation coefficient. Therefore, a specific threshold τ is necessary to be
determined to evaluate the splicing condition.

2.2 Spliced Artifacts Identification

We define a spliced image as an image derived by combining image portions from
different images without further post-processing such as smoothing of bound-
aries among different portions. To authenticate the given image, we devise the
following definition.

Definition 1 (suspected spliced-image). Suppose there are n extracted re-
gions A= {a1, a2, · · · ,an} derived from a given image I, and m reference images
B={b1, b2, · · · ,bm}. Assume that there exists at least one ai such that ai ⊆ bj for
i=1,· · · ,n and j=1,· · · ,m. Then, image I is said to be a suspected spliced-image.

As we suppose that spliced artifacts are introduced as edge features, edge detec-
tion is the first exploited approach. Given a targeted image, I t(x,y) for x = 0,
1, . . ., M - 1 and y = 0, 1,. . ., N - 1. Roberts cross operator, which implements
basic first order edge detection and uses two convolution masks, is conducted to
detect edges on I t(x,y). Let us denote I e(x,y), where the component of I e(x,y)
is in {0,1}, is the resulting of edge-detected image. We then construct two edge
matrices Eh and Ev to be a m×n, n=3, m ε [0, L-1], where L is the num-
ber of detected edges. Eh and Ev respectively contains detected edges in both
horizontal and vertical directions whose (i,1)th, (i,2)th, and (i,3)th entries rep-
resents the row/column index, onset of an edge, and the number of edge pixels,
correspondingly.

Assume an edge segment has been identified. The spliced region may be
viewed as an area in which the intensity on the either side of the detected edge
changes abruptly. It is expected that the spliced portions demonstrate their pre-
diction errors in large difference, thus makes the splicing detection more efficient.
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In doing so, we accomplish bilinear interpolation to the detected edges which
can be expressed as

v(x, y) = ax+ by + cxy + d (4)

where the four coefficients are determined from the four equations in four un-
known variables that can be written using the four nearest neighbors of point
(x,y).

As previously described, we focus on the edge detected in horizontal and
vertical directions. We reconstruct the gray-level value on two locations, e.g.
the edge pixels, and the pixels adjacent to the edge pixel. For the latter case,
the adjacent pixels may be located on top and bottom area of detected edge
(horizontal direction), or on left and right side of the detected edge (vertical
direction). The interpolation is then accomplished to these adjacent pixels along
the detected edge. Next, we compute the error prediction residual. As a result,
there are two residual matrices, MSEp and MSE ratio which refer to prediction
error and prediction error ratio, respectively.

In practice, of course, the spliced artifacts are often introduced hardly notice-
able. Thus it is fairly hard to identify the spliced region and likely fall into an
uncertainty problem. Inspired by Ye et al in [21], we consider that exploiting
membership function is most adequate in representing uncertainty in measure-
ment. In order to identify the spliced artifacts, we investigate on several param-
eters: prediction error, prediction error ratio, and a number of occurrences of
detected edge pixels. In order to provide a comprehensible understanding, we
define the following definition for the first two parameters.

Definition 2 (Prediction-error). Suppose I’={i1,i2,. . .,in} represents pre-
dicted pixel intensities and I={i1,i2,. . .,in} indicates corresponding original in-
tensity values on a detected edge of n edge pixels with I’ and I ε {0,. . .,255}.
Then, prediction-error refers to MSE of I’ from I.

Definition 3 (Prediction-error-ratio). Let us assume the detected edge seg-
ment is in horizontal direction. Suppose I’T={i1,i2,. . .,in} and I’B={i1,i2,. . .,in}
represents predicted pixel intensities of top and bottom region, respectively, with
elements I’T and I’B ε {0,. . .,255} of number of edge pixels n. If there exists
MSET and MSEB which stand for mean squared prediction error of top and
bottom region, respectively, then prediction-error-ratio is defined as ratio of
MSET to MSEB.

Either the prediction-error-ratio or prediction-error of spliced region often occurs
in an extreme value, whereas the authentic one is in average rate. In terms of edge
pixel occurrences, the spliced region may have an extreme occurrence, while the
authentic one emerges on average rate. Based on these observations, the following
rules are devised:
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1. The candidate spliced region has an extreme prediction error and large de-
viation, whereas the prediction error of a non-spliced region is on average
value.

2. The candidate spliced region has a prediction error ratio in an extreme value
and has large deviation, whereas the ratio of a non-spliced region is in small
value.

3. The candidate spliced region has an extreme occurrence and large deviation,
whereas the non-spliced region occurs on average amount.

We use sigmoid and Gaussian membership functions to calculate the degree of
membership for each rule above denoted as

μE
i =

⎧⎨⎩
1 if X ≥ γi,

1

1+exp

(
− (X−γi)

2

(X−αi)σ2
i

) otherwise . (5)

μav
i = exp

(
−
(
X − β

)2
X.σ2

i

)
. (6)

Symbol i refers to the rule. For each rule, X refers to prediction error, prediction
error ratio, and number of occurrence of edge pixels. Akin to X, σ2 for each
rule refers to standard deviation of prediction error, prediction error ratio, and
number of occurrence of edge pixels. Parameter β of each rule refers to the
average of acceptable prediction error, prediction error ratio, and occurrence.
Lastly, γ and α respectively represents maximum and minimum acceptable value
of prediction error, prediction error ratio, and occurrence of edge pixels.

The authenticity is determined by comparing two variables, namely DS which
refers to the degree of spliced region, and DA represents degree of non-tampered
region, and are denoted as

{
DS = max

{
μE
1 , μ

E
2 , μ

E
3

}
DA = max

{
min

(
1− μE

1 , 1− μE
2 , 1− μE

3

)
,min (μav

1 , μav
2 , μav

3 )
} (7)

If DS>DA, then the region is identified as a spliced region; otherwise it is con-
sidered as a non-spliced region. Parameters μE

1 , μ
E
2 , and μE

3 refer to degree of
tampered region, while μav

1 , μav
2 , and μav

3 denote degree of non-tampered region.
Once the spliced artifacts identified, we obtain two candidate spliced regions.

To verify the authenticity of a given image, correlation-based alignment method
is then conducted. If any region candidate precisely aligned on either reference
images, the given image is said to be spliced image, and vice versa. See Algo-
rithm 1 for a detailed description.
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Algorithm 1. Spliced Verification(It, Ir)

Input:
It : a given image.
Ir : reference images, Ir = {s1, s2, · · · , sn}, n is the number of reference im-
ages.

1: 〈Eh, Ev〉 ← edge detection(It)
2: 〈MSEp,MSEratio〉 ← interpolation(Eh, Ev)
3: R ← region extraction(MSEp,MSEratio)

R = {r1, r2, · · · , rm}, m is the number of extracted regions.
4: for all r ∈ R do
5: ei ← alignment(ri, sj)
6: if ri = ei then
7: print ”It is a forgery”
8: else
9: compute NCC(ri, ei) ⇔ ei is visually similar to ri
10: if ς(ri, ei) ≥ τ then
11: print ”It is a forgery”
12: else
13: print ”It is a non-tampered”
14: end if
15: end if
16: end for

3 Experimental Results

In this section, we evaluate the quantitative performance of the proposed spliced
detection method on a set of generated spliced images.

3.1 Synthesized Spliced Images

We exploit an available public image dataset provided by Columbia DVMM
Research Lab [22]. It consists of 933 authentic and 912 spliced image blocks of
size 128 × 128. Each class is divided into five categories, i.e. smooth, texture,
smooth-smooth, smooth-texture, and texture-texture. However, all spliced region
on provided images are roughly derived from the image itself. To evaluate our
proposed approach, we have to construct different spliced image dataset. We
collect 217 authentic from provided images and construct 219 spliced images
based on authentic ones. We construct the spliced images in the following way:

a. For each authentic image, we first collect several arbitrary images with dif-
ferent scene.

b. We randomly choose region(s) from references, copy the region(s), and paste
onto the authentic one.

c. The size of a spliced region is arbitrary in order to yield an unnoticeable
artifact.

Fifteen examples of smooth, texture, and smooth-texture images used in our
experiment are depicted in Figure 4.
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Fig. 4. Examples of synthesized spliced images used in our experiments. The first,
second, and third rows depict consecutively samples of smooth, texture, and smooth-
texture images.

3.2 Sensitivity

From the digital forensics point of view, it is important to quantify the sen-
sitivity of our detection method. Consider the following four categories: True
positives (TP) are examples correctly identified as spliced images. False positive
(FP) refers to examples incorrectly identified as spliced images. True negative
(TN) corresponds to examples correctly rejected as spliced images. Finally, False
negative (FN) refers to examples incorrectly rejected as spliced images. We de-
fine the True Positive Rate (TPR) as the fraction of spliced images that are
correctly identified, i.e. TPR= TP/(TP+FN), and False Positive Rate (FPR)
as the fraction of non-spliced images that are misclassified as spliced images, i.e.
FPR=FP/(FP+TN).

We evaluate the images, either spliced or authentic images, into three cate-
gories: smooth, texture, and smooth-texture. The total number of samples used
in experiment is 435 images. The parameters are configured as follows. The
threshold τ is set to 0.9. The parameter γ1 and α1 set to 6581.31 and 3023,
respectively. In terms of ratio, the parameter γ2 and α2 is correspondingly set
to be 120 and 44. And, we let respectively γ3 and α3 be 25 and 15. These mem-
bership function parameters are investigated by exploiting the following outlier
formula.

outlier =

{
ub if 1.5 (IQR) > Q3

lb if 1.5 (IQR) < Q1

(8)

where Q1(.), Q2(.), and Q3(.) represent quartile function, and IQR (interquar-
tile range) is computed as Q3 − Q1. We observe that spliced features tend to
exhibit an outlier value over others. Thus, to determine γi and αi values, we
experimentally observe outliers which are greater than ub (upper bound).
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(a) (b) (c)

Fig. 5. Alignment results on given spliced images. (a) shows the given spliced images.
The red box exhibits the spliced region and red circles represent its actual position. (b)
depicts reference images that correspond to the first column. The spliced regions’ posi-
tions located in corresponding reference images and the results of alignment processes
are shown in (c).

Figure 5 depicts several examples of aligning the extracted region through-
out reference images. It illustrates that correlation-based alignment is able to
distinguish a typical pattern, e.g. smooth, repetitive, and geometrical pattern.
By exploiting correlation-based alignment, it can precisely reveal the source of
spliced region. The right most columns show the location of spliced region found
on its corresponding reference. Thus it reflects that the given image falls into the
tampered one. On the other side, our scheme principally relies on how accurate
the detector algorithm identifies the spliced artifacts. We observe that Robert’s
detector utilizes 2-D mask with a diagonal preference which means that diagonal
edge direction is of interest. Images that occur with various directions in inten-
sity are likely undetectable. Thus the average of true positive is approximately
85.68%.

For non-spliced image, a true negative occurs when our method is able to
disarrange the extracted regions on reference images or the correlation is below a
specific threshold τ . Figure 6 is the sample results of our proposed scheme against
a repetitive pattern. The extracted regions of such a pattern are supposed to
introduce their correlation coefficient in high value. The given images, however,
can be correctly identified as negative examples.

In terms of diagnostic parameters, for the smooth type, our scheme achieves
true positive greater than 88% with an average of 0.03 false positive. Image with
texture pattern attains approximately 95% with an average of 0.01 false positive,
while true positive texture-smooth pattern can roughly be reached to 92% with
an average of 0.02 false positive. This is consistent with the result reflected by
receiver operating characteristics (ROC) graphs depicted in Fig. 7.
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(a) (b)

Fig. 6. (a) shows authentic images, and their corresponding reference images are given
in (b). We deliberately select typical samples, such as repetitive or geometrical pattern,
to exhibit the reliability of our scheme.
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Fig. 7. ROC graph of the three image types showing that texture pattern achieves the
best accuracy compare to other two types

3.3 Realistic Detection

It is desirable to evaluate any detection system in practical situation. Investiga-
tion on alleged forgery images that has raised public’s attention is one reasonable
way. In this section, we evaluate our scheme against several convinced spliced
images provided by Fourandsix Technologies, Inc.1

Figure 8 depicts that our method is able to reveal the regions that are sus-
picious of the tampered parts of the image. The regions below the images,

1 Image source: http://www.fourandsix.com/photo-tampering-history/

http://www.fourandsix.com/photo-tampering-history/
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Fig. 8. Detection results of our method on a set of realistic forgery images

both forgery and reference images, demonstrate the extracted suspicious regions.
These images have undergone some convinced effects by using state-of-the-art
image retouching algorithms and tools, thus these tampered regions cannot be
overlaid on their references. Their correlation coefficients, however, achieve a con-
siderable value greater than 0.9. For example, the splicing bird photo, the first
extracted region has its corresponding region on the first reference. Although
the tampered region is not fully extracted, its correlation coefficient equals to
0.9725. It states that our scheme precisely detects the tampering. While another
extracted region, which is subjected to the tampered one, has no correspond-
ing region in any references. Of course, since it is a spliced portion, such scene
cannot be found in any references. Similarly, the first two suspicious regions of
KerryFonda’s photo have their corresponding regions on the references. Their
correlation coefficients achieve 0.909591 and 0.945296, respectively. While an-
other suspicious region containing spliced portion has no corresponding region
on any reference. Among ten collected images from outside the dataset, our
accuracy is still left behind that of evaluation over dataset.

4 Concluding Remark

Image source identification is the main design of our approach, particularly in
revealing the tampering evidence of a given image. We have described one of the
pixel alignment techniques, that is correlation-based, to automatically identify
such a spliced area in any region of the reference images. High value of peak
of correlation coefficient does not guarantee it belongs to a spliced region. Low
value of peak of correlation might belong to a spliced region. This technique
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is able to overcome such situations as well as distinguish images with typical
pattern, such as geometrical patterns.

Despite having attained well performance in exposing digital forgeries, our
approach relies on edge artifact detection. The forgeries which do not introduce
any edges are hard to be detected, or might cause fault extraction. The bird
image shown in Fig. 8 indicates such a case. Our expectation is that those two
birds can be separately extracted. As a future work, we are currently explor-
ing other approaches to improve the detection performance for such cases. We
believe, however, that this technique still provide usefulness in digital forensics
environment, for example in case of providing proofs of tampering in the court
of law.
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Abstract. The extensive use of multimedia editing tools suitable for
non-skilled users has significantly reduced the trust on audiovisual
contents. Simultaneously, a new branch of multimedia security, named
multimedia forensics, has been developed to cope with this problem. Nev-
ertheless, most of the schemes proposed so far are heuristic and ad-hoc
solutions that try to deal with a particular signal processing operator
(or a simple combination of them). In a previous work by the authors,
fundamental limits to forensics applications are provided, based on the
use of two well-known measures, originated at the detection and informa-
tion theory fields. In the current work the suitability of those measures
for establishing the topology and ordering of the operator chain a mul-
timedia content has gone through is illustrated. The provided results
show that in general different operator chains can be distinguished, al-
though in some particular cases (e.g., comparison between double and
triple quantization) the considered operator chains can be completely
indistinguishable.

Keywords: Multimedia forensics, ordering detection, topology detec-
tion, operator parameter estimation.

1 Introduction

In the last decades the number of multimedia contents and their impact in our
lives has dramatically increased. The cost reduction of capture devices, especially
digital cameras, and the growth of digital networks where those contents can be
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published have converted multimedia contents not only in valuable proofs of our
personal evolution and social life, but also in a weapon that can be used to harm
the public image of individuals. Therefore, multimedia contents have evolved
to be considered precious assets with both implicit and explicit value that one
would like to preserve. However, together with this growth, a huge number of
editing tools available in applications for non-skilled users have proliferated dur-
ing this time, thus compromising the reliability of those contents, and strongly
constraining their use in some applications, for example as court evidence. As a
consequence, trust on multimedia contents has steadily decreased.

In this context, multimedia forensics, an area of multimedia security, has
appeared as a possible solution to the decrease of confidence on multimedia
contents. The target of multimedia forensics can be summarized as assessing
the processing, coding and editing steps a content has gone through. Although
much effort has been paid to this topic in the last years, most of the proposed
solutions are somewhat heuristic ad-hoc methods that do not answer to the
question of what is the optimal way of detecting the operators the contents
have undergone, or how easily different operator chains can be distinguished.
Answers to those fundamental questions are provided in a previous work by the
authors [4], proposing the use of detection and information theoretic measures.
The target of this work is to provide distinguishability results on a number of
new scenarios not analyzed so far, as well as illustrating the suitability of those
measures for identifying the operator chain ordering.

The remaining of this paper is organized as follows: previous approaches to
multimedia forensics problems, paying special attention to JPEG and double
JPEG quantization, are summarized in Sect. 2; the proposed measures are pre-
sented in Sect. 3. Sect. 4 presents some experimental results on three relevant
practical scenarios, while Sect. 5 reports results on the use of those measures
for distinguishing the ordering of operators in processing chains. Finally, Sect. 6
summarizes the main conclusions of this work and discusses future lines.

2 Previous Works on Quantization and Double
Quantization Detection and Estimation

In this section we give a brief overview of some state-of-the-art forensics methods
dealing with quantization; our interest in that operator is related to the scenarios
analyzed in Sect. 4, which in turn are just an example of the applicability of the
measures we propose to use in forensics. By no means we try to be exhaustive,
but simply provide a rough picture of some of the solutions that have been
proposed in the last years, emphasizing their ad-hoc and/or heuristic nature.

One of the first works in the literature dealing with the single quantization
detection and estimation is due to Fan and Queiroz [6], where the detection
statistic depends on the difference between the histogram of the pixel differences
across blocks and within blocks. Once the quantization is detected, a Maximum
Likelihood (ML) estimator, based on assuming that the AC DCT coefficients
follow a Laplacian distribution, is used for estimating the quantization step. A
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completely different approach was proposed by Lin et al. in [8], where in order
to check the suitability of a candidate transform, the authors try to estimate the
pdf of the original (unquantized) coefficients by interpolating the histogram of
the observed coefficients, and then compute the normalized correlation between
this pdf approximation and the observed histogram; if the obtained value is high,
then the considered transform will likely be the one used in coding. In another
relevant work [11], the variability of the integral of the AC DCT coefficients in
different intervals is exploited in order to detect the quantization artifacts; the
same idea is then used to determine the transform encoder.

Concerning double quantization, in [9] Lukas and Fridrich propose a method
for estimating the first quantization matrix; they study some characteristic fea-
tures that appear in DCT coefficient histograms when those coefficients are
quantized; although several strategies are proposed, the most successful one is
based on neural networks. An alternative approach is proposed by Fu et al. in
[7], where a generalized version of Benford’s law is exploited for JPEG detection
and estimation, and double JPEG detection. In [12], Milani et al. also exploit the
distribution of the most significant digits of DCT coefficients, modeled according
to Benford’s law, to estimate the number of compression stages the image has
gone through. In another proposal, Luo et al. [10] study the blocking artifacts
introduced by misaligned double JPEG coding; with the help of a SVM that in-
formation is used to determine if an image is a JPEG original or it was cropped
from other JPEG image and re-saved as JPEG. The non-aligned double JPEG
artifacts on the pdf of the DCT coefficients are exploited in [1] for locating image
forgeries.

3 Distinguishability Measures

This section summarizes the reasons for using the distinguishability measures
exploited in Sects. 4 and 5. Since an extensive motivation of their use was already
provided in [4], the current work will just recall their advantages and definitions
(the interested reader is referred to [4]).1 First of all, the desirable characterisitcs
of our distinguishability measures are enumerated:

– they should be capable of reliably determining if a multimedia content has
gone through an arbitrary chain of operators which are arranged in a par-
ticular ordering and topology.

– they should allow to quantify how easily two different chains of operators
(characterized by their ordering and topology, and where in some circum-
stances additional knowledge on the operator parameters is assumed) can
be distinguished.

1 During the celebration of IWDW 2012, Dr. Rainer Böhme pointed to the authors the
links between the approach proposed in [4] and [2]. Despite the evident similarities,
we would like to mention that in [2] the Kullback-Leibler Divergence is proposed to
be used only when analyzing counter-forensic attacks; furthermore, the theoretical
framework proposed in [4] enables the formalization of a series of scenarios, for
example, the case where the attacker assumes some a priori information on the
input signal distribution, or on the operator chain parameters.
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– some optimality criterion should be followed; for example, minimizing the
false positive probability (i.e., determining that the considered content has
gone through a given operator chain, when it has not) for a given false
negative probability (i.e., saying that the content has not undergone a given
operator chain, when indeed it has).

– it is also desirable the detection scheme to be blind, meaning that determin-
istic knowledge of the original multimedia content should not be required,
although some kind of a priori information about the original statistical
distribution will typically be assumed to be known.

Based on these requirements, the use of two different measures is proposed for
distinguishing operator chains.

3.1 Detection-Theoretic Measure

From a detection theory point of view the problem of determining which distri-
bution out of two possible candidates produced a given observation, is modeled
as a binary hypothesis test; it is well known that the most powerful test (i.e.,
that one minimizing the probability of false positive for a given false negative
probability) in that scenario is given by the Neyman-Pearson Lemma, which uses
the likelihood-ratio between the so-called null hypothesis (denoted by θ0) and

the alternative hypothesis (denoted by θ1), i.e., Λ(x) =
p(θ0|x)
p(θ1|x) , where x denotes

the n-dimensional signal under test. Assuming that no a priori information about
the different hypotheses is available, the former ratio is equivalent to

LLR(x) = log

(
p(x|θ0)
p(x|θ1)

)
,

for the discrete case (the continuous counterpart has an analogous form). For
the sake of notational simplicity we will use p(x|θi) = pi(x).

Be aware that θ0 and θ1 define the considered operator chain topology (i.e.,
how the operators are linked, in parallel or series) and ordering, as well as the
specific parameters characterizing each operator. Therefore, the generality objec-
tive is achieved by this measure, as it can be useful, among others, for detecting:

– the ordering and topology of the operator chain whenever a fixed set of
operators, each of them using fixed parameters, is considered;

– the presence of different operators in chains sharing the same topology;
– the use of different operator parameters in processing chains using the same

operators with common ordering and topology;
– combinations of the previous scenarios.

3.2 Information-Theoretic Measure

Concerning information-theoretic measures devoted to quantify the differences
between two pdfs/pmfs, probably the most used choice is the Kullback-Leibler
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divergence (a.k.a. Kullback-Leibler distance and relative entropy). This measure
was used, for example, for quantifying the statistic detectability of the watermark
embedding in steganography [3]. For the discrete case it is defined as

D(p0||p1) =
∑
x∈X

p0(x) log

(
p0(x)

p1(x)

)
,

where X is the discret alphabet where x takes values. The KLD is non-negative,
being null if and only if the two considered distributions are the same almost
everywhere; indeed, in order to provide an intuitive insight, one can say that the
closer two distributions are, the smaller their KLD is.

Concerning the relationship between both measures, it is a well-known result
that the relative entropy version of the Asymptotic Equipartition Property es-
tablishes that if X is a sequence of random variables drawn i.i.d. according to

p0(x), then
1
n log

(
p0(x)
p1(x)

)
→ D(p0||p1), where convergence takes place in prob-

ability [5]. In plain words, this result shows that when the contents produced
under the null hypothesis are i.i.d. and the dimensionality of the considered prob-
lem goes to infinity, then the two measures whose use is proposed for forensic
applications are asymptotically equivalent. This confirms that both measures are
good candidates for quantifying the distinguishability between different opera-
tor chain topologies, and/or operator chains with different operator parameters,
providing a coherent framework.

Finally, the Chernoff-Stein Lemma [5] states that the false positive probability
error exponent achievable for a given non-null false negative probability asymp-
totically converges to D(p0||p1) (as long as that measure takes a finite value)
when the dimensionality of the problem goes to infinity.

4 Studied Scenarios

In this section the mentioned distinguishability measures are used for quantify-
ing the closeness between the distributions corresponding to different operator
parameters of three operator chains, i.e., for quantifying how easily the use of
different processing parameters in those operator chains could be identified. The
operator parameters used for generating the considered samples (i.e., those cor-
responding to the null hypothesis) will be denoted by the subindex 0, while 1 will
refer to the tested values (corresponding to the alternative hypothesis). In case
that a subindex were already used for denoting the corresponding parameter
(e.g., Δi), a second subindex will be added for denoting the null or alternative
hypothesis (i.e., Δi,j , where j = 0, 1).

The used distinguishability measures will be those introduced in Sect. 3, i.e.,
the LLR of the observed signal for the null and alternative hypotheses, and
the KLD; in the latter case two choices are considered for the null hypothesis
distribution: the theoretical distribution, and its empirical counterpart, i.e., the
histogram of the considered content.
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4.1 Scenario 1: Quantization; Gamma Correction; Quantization

– Operator chain description: the input content (e.g., an image) is quantized
(with quantization stepsize Δ1), for example due to Analog to Digital Con-
version. Then, the obtained digital content goes through gamma correction
with parameter γ in order to improve the contrast; as the levels of the out-
put signal do not belong to a lattice (i.e., they are not equidistant), a second
quantization (with quantization stepsize Δ2) is performed in order to pro-
duce a content with equidistant coding levels. The last quantization stepsize
is assumed to be known.

– Application scenario: an image is captured using a lossless format (such
as TIFF), and then it is gamma-corrected to improve its contrast; as the out-
put of the corrector is in general a real number, a second quantization must
be performed in order to produce an output TIFF image. In this example of
use, compression algorithms (e.g., JPEG) are not considered, as the quanti-
zation and the gamma correction should be performed in the same domain;
given that the gamma correction is usually applied in the pixel domain, that
should be also the case for the quantization, while those compression algo-
rithms most of times work in a transform domain (as the DCT). Since the
considered processing operates pointwise, the dependence among neighboring
pixels of natural images can be neglected for our analysis. Although an accu-
rate pdf model would probably require a more complicated characterization,
since these scenarios just try to illustrate the usefulness of the proposed mea-
sures, we will model the pixels by an i.i.d. Gaussian with mean μX = 128 and
variance σ2

X = 240, truncated to lie in the interval [0, 255].
– PMF theoretical model: in this case it will be useful to introduce the pmf

of the signal at the output of the first quantizer, which is given by

p
quant1 (kΔ1|Δ1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Q

(
kΔ1−Δ1/2−μX

σX

)
− Q

(
kΔ1+Δ1/2−μX

σX

)
, if k ∈ N, k > 0, and k <

(
255
Δ1

− 1
2

)

1 − Q

(
Δ1/2−μX

σX

)
, if k = 0

Q

(
k1Δ1−Δ1/2−μX

σX

)
, if k = k1

0, otherwise

,

where k1 = � 255
Δ1

− 1
2�, and Q(x) =

∫∞
x

e
−τ2

2√
2π

dτ . Based on this distribution,

the pmf of the operator chain output in this scenario is given by

p1(kΔ2|Δ1, γ,Δ2) =
∑

m∈Mk

pquant1(mΔ1|Δ1),

where Mk =
{
m : QΔ2

(
255

[
mΔ1

255

]γ)
= kΔ2

}
, QΔ(·) is the uniform scalar

quantizer with stepsize Δ.
– Known/unknown parameters: the first quantization stepsize will be de-

noted by Δ1, and the gamma correction parameter by γ; both are assumed
to be unknown to the forensics analyst. On the other hand, the second quan-
tization stepsize Δ2, as well as the mean and variance of the input signal will
be assumed to be known.
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Fig. 1. Theoretical (a) and empirical (b) KLD for Scenario 1. Δ1,0 = 1, γ0 = 0.9,
Δ2,0 = Δ2,1 = 4, n = 106.

– Results: Figs. 1, and 2 show the theoretical and empirical KLDs, as well
as the LLR for Δ1,0 = 1 (first quantization stepsize for the null hypothesis),
γ0 = 0.9 (gamma correction factor for the null hypothesis), Δ2,0 = Δ2,1 = 4
(the second quantization stepsize used for producing the input content is
assumed to be known, as it can be easily estimated by the forensics analyst),
and n = 106. As one would expect, the minimum of the considered functions
are located at Δ1,1 = 1 and γ1 = 0.9, showing that for this case, the two
hypotheses would be least distinguishable.
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Fig. 2. LLR for Scenario 1. Δ1,0 = 1, γ0 = 0.9, Δ2,0 = Δ2,1 = 4, n = 106.

4.2 Scenario 2: Gamma Correction; Quantization; Quantization

– Operator chain description: this scenario is very similar to the previous
one, but in this case the first quantization and the gamma correction are
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swapped. The relevance of considering these two related scenarios is that
later we will show that the proposed measures are able to distinguished
between them, illustrating their ability for determining operator ordering,
even when the parameters used in those operators are not known by the
forensics analyst.

– Application scenario: an example of use of this scenario is a framework
where we have a camera with an analog gamma corrector; then, the corrected
analog signal is digitized (so a first fine quantization must be considered).
Finally, trying to fool the forensics analyst, or just in order to reduce the
size of the produced image, a second quantizer is used (e.g., the original
signal could use 12 bits for coding each color component of a pixel, while the
output of the second quantizer could use just 8).

– PMF theoretical model: in this case the pmf of the signal at the output
of the first quantizer is

p
quant2 (kΔ1|Δ1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Q

⎛
⎜⎜⎜⎝

255

(
kΔ1−Δ1/2

255

)1/γ
−μX

σX

⎞
⎟⎟⎟⎠ − Q

⎛
⎜⎜⎜⎝

255

(
kΔ1+Δ1/2

255

)1/γ
−μX

σX

⎞
⎟⎟⎟⎠ , if k ∈ N, k > 0,

and k <

(
255
Δ1

− 1
2

)

1 − Q

⎛
⎜⎜⎜⎝

255

(
Δ1/2
255

)1/γ
−μX

σX

⎞
⎟⎟⎟⎠ , if k = 0

Q

⎛
⎜⎜⎜⎝

255

(
k2Δ1−Δ1/2

255

)1/γ
−μX

σX

⎞
⎟⎟⎟⎠ , if k = k2

0, otherwise

,

where k2 = � 255
Δ1

− 1
2�. Based on this distribution, the pmf on this scenario

is given by

p2(kΔ2|γ,Δ1, Δ2) =
∑

m∈Lk

pquant2(mΔ1|Δ1),

where Lk : {m : QΔ2 (mΔ1) = kΔ2}.
– Known/unknown parameters: similarly to the previous case, the gamma

correction parameter γ, and the first quantization stepsize Δ1 will be as-
sumed to be unknown to the forensics analyst. On the other hand, the sec-
ond quantization stepsize Δ2, as well as the mean and variance of the input
signal will be assumed to be known.

– Results: Figs. 3, and 4 show the theoretical and empirical KLDs, as well as
the LLR for γ0 = 0.9 (gamma correction factor under the null hypothesis),
Δ1,0 = 1 (first quantizer stepsize for the null hypothesis), Δ2,0 = Δ2,1 = 4
(second quantizer stepsizes for the null and alternative hypothesis, respec-
tively), and n = 106. Again, as one would expect the minima of the con-
sidered functions are located at γ1 = 0.9 and Δ1,1 = 1. It is interesting
to note that values of γ1 even slightly smaller than γ0 produce very large
values of the considered target functions. Finally, one can observe that the
cases where Δ1,1 > Δ2,0 are easily discarded; this is due to the presence
of centroids with non-null probability that will not be feasible under the
alternative hypothesis.
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Fig. 3. Theoretical (a) and empirical (b) KLDs for Scenario 2. γ0 = 0.9, Δ1,0 = 1,
Δ2,0 = Δ2,1 = 4, n = 106.
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Fig. 4. LLR for Scenario 2. γ0 = 0.9, Δ1,0 = 1, Δ2,0 = Δ2,1 = 4, n = 106.

4.3 Scenario 3: Filtered White Gaussian Signal with Channel
h = (1, h(1), h(2))

– Operator chain description: this scenario considers the effect of filtering
white Gaussian signal (with mean μX = 0) with an FIR filter of order 2.
This example must be regarded as a very simple case of filtering detection
and estimation, where those tasks are assisted by the knowledge of the input
distribution to the filter. Additionally to its inherent interest, we think that
the study of this framework is also worthy due to the addition of memory.

– Application scenario: this scenario must be regarded as a filtering toy
example, showing the power of the proposed measures for dealing with sys-
tems with memory. Indeed, due to the memory constraint and the subse-
quent correlation between vector components, if one wants to obtain the
empirical results in this scenario by using the histogram, as we did in the
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previous sections, then an n-dimensional histogram should be considered;
nevertheless, for large values of n one would expect the output signal to be
sparsely distributed in that n-dimensional space, and consequently the his-
togram computation would not be feasible for a realistic number of observed
n-dimensional vectors. Therefore, in this scenario a parameterized estima-
tion is followed; specifically, the observed samples are used for estimating
by ML the corresponding Gaussian pdfs, parameterized by the sample mean
(assumed to be the same for each sample) and covariance matrix (with size
n× n). A set of L n-dimensional filtered vectors (i.e., vectors at the output
of the filter under analysis) will be considered in this estimation.

– PDF theoretical model: in this case it is well known that

f3(x|μY , Σ) =
e−

1
2 (x−μY )TΣ−1(x−μY )

(2π)
n/2 |Σ|1/2

, (1)

where μY is the mean of the filtered content (so if we are computing the
theoretical pdf, based on μX = 0, it is evident that μY = 0) and Σ is
the covariance matrix, which for the theoretical pdf, assuming that h =
(1, h(1), h(2)) is used, will be the result of substracting to the symmetric
Toeplitz matrix with main diagonal elements equal to 1 + h(1)2 + h(2)2,
first diagonal elements equal to [1+h(2)]h(1), and second diagonal elements
h(2) (all the remaining elements being null), the matrix whose element at
position (1, 1) is h(1)2 + h(2)2, that at position (2, 2) is h(2)2, and those
at (2, 1) and (1, 2) are h(2)h(1) (i.e., the steady regime covariance matrix,
minus the disturbances from the Toeplitz structure due to the filter boundary
effect).

On the other hand, in this scenario the use of the histogram for dealing
with the empirical pdf would be impractical. Instead, the ML estimation of
the mean and covariance matrix will be performed; the estimates will be
replaced in (1).

– Known/unknown parameters: for the sake of simplicity we will assume
that h(0) = 1. The other two coefficients of the filter will be assumed to be
unknown by the forensics analyst.

– Results: Figs. 5, and 6 show the theoretical and empirical KLDs, and the
LLR for the considered scenario. The filter used under the null hypothesis
is h0 = (1, 0.4,−0.2), and σ2

X = 2. It is worth highlighting the almost trian-
gular shape of the level curves for all the 3 proposed measures; this fact can
be shown to be related to the stability triangle of h0.

5 Distinguishing Operator Chain Topologies

In the scenarios studied in the previous section we have checked the distin-
guishability capabilities of the proposed measures when the same operators in
the same ordering and topology are compared, i.e., we were just analyzing how
easily the impact of the same operator chain could be distinguished for different
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Fig. 5. Theoretical (a) and empirical (b) KLD for Scenario 3. h0 = (1, 0.4,−0.2),
n = 104, L = 102, σ2

X = 2.
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Fig. 6. LLR for Scenario 3. h0 = (1, 0.4,−0.2), n = 104, L = 102, σ2
X = 2.

operator parameters. Indeed, in all the scenarios considered so far the null hy-
pothesis belongs to the alternative hypothesis search space, so there was at least
a point, where the parameters corresponding to the alternative hypothesis are
equal to those corresponding to the null hypothesis, that yields a null value of
the KLD between the theoretical pmf corresponding to the null hypothesis and
its alternative hypothesis counterpart, as well as a null value of the LLR.

In the last two scenarios this framework will be changed. First, we will com-
pare two pairs of the operator chains using the same elementary operator but a
different number of times; namely, double vs. triple quantization. Then, we will
focus on the study of ordering, analyzing two different operator chains composed
by the same elementary operators.

The comparison measures used here will be based on those described in Sect. 3;
specifically, since we are interested in determining which is the closest alternative
distribution to the null distribution, the proposed comparison measures are
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minψ1∈Ψ1 D(f(x|ψ0)||f(x|ψ1)), and minψ1∈Ψ1 log
(

f(x|ψ0)
f(x|ψ1)

)
,

Ψ1 is the set of values where the alternative hypothesis operator parameters are
searched for. A detailed motivation of these measures can be found in [4].

5.1 Scenario 4: Double Quantization vs. Triple Quantization

In this section the pdfs and samples produced by using 2 and 3 serially con-
catenated quantizers are compared. The detailed analysis of each those operator
chains can be found in [4]; similarly to there, we will model original signal co-
efficients in the DCT domain by a Laplacian distribution. Denoting by ptheo,k-q

the theoretical pmf when k quantizers are considered, and by pemp,k-q the cor-
responding histogram, the obtained results for n = 106 are the following

min
(Δ1,1,Δ2,1)∈R+×R+

D(ptheo,2-q(x|Δ1,0 = 5, Δ2,0 = 9)||ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)) = 0,

min
(Δ1,1,Δ2,1)∈R+×R+

D(pemp,2-q(x|Δ1,0 = 5, Δ2,0 = 9)||ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)) = 1.5 · 10−5
,

min
(Δ1,1,Δ2,1)∈R+×R+

log

(
ptheo,2-q(x|Δ1,0 = 5,Δ2,0 = 9)

ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)

)
= 0,

min
Δ1,1∈R+

D(ptheo,3-q(x|Δ1,0 = 4,Δ2,0 = 7, Δ3,0 = 9)||ptheo,2-q(x|Δ1,1,Δ2,1 = 9)) = 0.0438,

min
Δ1,1∈R+

D(pemp,3-q(x|Δ1,0 = 4,Δ2,0 = 7,Δ3,0 = 9)||ptheo,2-q(x|Δ1,1,Δ2,1 = 9)) = 0.0435,

min
Δ1,1∈R+

log

(
ptheo,3-q(x|Δ1,0 = 4,Δ2,0 = 7,Δ3,0 = 9)

ptheo,2-q(x|Δ1,1,Δ2,1 = 9)

)
= 0.0435,

while when the same operator chain topology and ordering is considered

min
Δ1,1∈R+

D(ptheo,2-q(x|Δ1,0 = 5,Δ2,0 = 9)||ptheo,2-q(x|Δ1,1,Δ2,1 = 9)) = 0,

min
Δ1,1∈R+

D(pemp,2-q(x|Δ1,0 = 5,Δ2,0 = 9)||ptheo,2-q(x|Δ1,1,Δ2,1 = 9)) = 2.1 · 10−5
,

min
Δ1,1∈R+

log

(
ptheo,2-q(x|Δ1,0 = 5,Δ2,0 = 9)

ptheo,2-q(x|Δ1,1,Δ2,1 = 9)

)
= 0,

min
(Δ1,1,Δ2,1)∈(R+)2

D(ptheo,3-q(x|Δ1,0 = 4,Δ2,0 = 7, Δ3,0 = 9)||ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)) = 0,

min
(Δ1,1,Δ2,1)∈(R+)2

D(pemp,3-q(x|Δ1,0 = 4, Δ2,0 = 7,Δ3,0 = 9)||ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)) = 1.5 · 10−5
,

min
(Δ1,1,Δ2,1)∈R+×R+

log

(
ptheo,3-q(x|Δ1,0 = 4, Δ2,0 = 7, Δ3,0 = 9)

ptheo,3-q(x|Δ1,1,Δ2,1,Δ3,1 = 9)

)
= 0.

It is interesting to note that whenever the 2 quantizers scenario is considered
as null hypothesis and the 3 quantizers scenario is the alternative hypothesis,
the obtained results indicate that both scenarios cannot be distinguished. This
result, although probably a bit surprising at first sight, can be easily explained; it
means that whenever 3 quantizers are considered for the alternative hypothesis,
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one can find quantization stepsizes for the first and second quantizers such that
the output of the total system is equivalent to that produced by just those two
quantizers (the null hypothesis). In other words, there is at least one subcase
within the alternative hypothesis search space that yields the same results that
the null scenario. Indeed, in the considered framework several of those cases
exist; just for the sake of illustration, we will enumerate some of them:

– (Δ1,1, Δ2,1) = (5, 5): due to the idempotence of the two first quantizers, the
cascade of the three quantizers in the alternative hypothesis is equivalent to
the cascade considered by the null hypothesis.

– (Δ1,1, Δ2,1) = (5, 9): one can follow a reasoning similar to the previous point,
but considering in this case the last two quantizers.

– (Δ1,1, Δ2,1) = (5/(2k+1), 5), where k is any non-negative integer value: the
output of the second quantizer is the same that if one had (Δ1,1, Δ2,1) =
(5, 5), as the quantization region boundaries corresponding to Δ = 5 are a
subset of those corresponding to Δ = 5

2k+1 .
– (Δ1,1, Δ2,1) = (5, 9/(2k + 1)), with k any non-negative integer number: fol-

lowing a reasoning similar to the previous case, but considering the relation-
ship between the quantization regions corresponding to the second and third
quantizers.

– (Δ1,1, Δ2,1) = (5, 5/k), where k is any positive integer number: if that rela-
tionship between the quantization stepsizes holds, then the second quantizer
does not modify the quantized values, and consequently the same values will
be obtained at the output of the third quantizer.

– (Δ1,1, Δ2,1) = (5, ξ), where 0 < ξ < 1: since the minimum distance between
the points in 5Z and 9Z+4.5 (the quantizaton boundaries of the third lattice)
is 0.5, if the quantization distortion is smaller than 0.5, then a change in the
chosen centroid of the third lattice is not possible. The mentioned constraint
on the quantization distortion is verified if Δ2,1 < 1.

– (Δ1,1, Δ2,1) = (5, Δ∗
2), where Δ∗

2 is any positive real number verifying

{
∀k ∈ Z,∃(k2, k3) : k2 = round

(
k1Δ1

Δ2

)
, k3 = round

(
k2Δ2

Δ3

)
, k3 = round

(
k1Δ1

Δ3

)}
.

Be aware that no every Δ∗
2 > 0 is a feasible solution to the previous problem,

as the two values assigned to k3 should coincide. Intuitively, the last formula
means that we can consider any value of Δ2,1, as long as the result of quan-
tizing the output of the first quantizer (k1Δ1, for any integer k1) with the
third quantizer, is equivalent to quantizing it first with the second quantizer,
and then with the third one. Note that this last bullet is not implied by the
previous ones; for example, Δ∗

2 = 1.2 verifies this constraint, while it does
not satisfy any of the previous conditions.

On the other hand, whenever the triple quantization scenario is considered as
the null hypothesis (i.e., the content under test is produced by going through
three quantizers), it is easily distinguished from the double quantization case.
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Finally, we would like to emphasize that the values of D(pemp,k-q||ptheo,k′-q)
correspond to consider a particular sample (n = 106), changing for each realiza-
tion; in any case, the obtained results were always in the same order of magnitude
that the reported data.

5.2 Scenario 5: Gamma;Quantization;Quantization vs.
Quantization;Gamma;Quantization

When dealing with the comparison between the operator chains described in
Scenarios 1 and 2 one has to consider the swapping of the location of the first
quantizer and the gamma corrector. Denoting by ptheo,i the theoretical pmf for
the ith scenario, and by pemp,i the corresponding histogram, the obtained results
are the following,

min
(γ1,Δ1,1)∈R+×R+

D(p
theo,1

(x|Δ1,0 = 1, γ0 = 0.9, Δ2,0 = 4)||ptheo,2(x|γ1, Δ1,1,Δ2,1 = 4)) = 2.8 · 10
−3

,

min
(γ1,Δ1,1)∈R+×R+

D(pemp,1(x|Δ1,0 = 1, γ0 = 0.9, Δ2,0 = 4)||ptheo,2(x|γ1,Δ1,1,Δ2,1 = 4)) = 2.9 · 10−3,

min
(γ1,Δ1,1)∈R+×R+

log

⎛
⎝ ptheo,1(x|Δ1,0 = 1, γ0 = 0.9, Δ2,0 = 4)

ptheo,2(x|γ1,Δ1,1,Δ2,1 = 4)

⎞
⎠ = 2.8 · 10

−3
,

min
(γ1,Δ1,1)∈R+×R+

D(p
theo,2

(x|γ0 = 0.9,Δ1,0 = 1,Δ2,0 = 4)||ptheo,1(x|Δ1,1, γ1,Δ2,1 = 4)) = 5.1 · 10
−4

,

min
(γ1,Δ1,1)∈R+×R+

D(pemp,2(x|γ0 = 0.9,Δ1,0 = 1, Δ2,0 = 4)||ptheo,1(x|Δ1,1, γ1,Δ2,1 = 4)) = 5.2 · 10−4,

min
(γ1,Δ1,1)∈R+×R+

log

⎛
⎝ ptheo,2(x|γ0 = 0.9, Δ1,0 = 1, Δ2,0 = 4)

ptheo,1(x|Δ1,1, γ1,Δ2,1 = 4)

⎞
⎠ = 4.9 · 10

−4
,

while when the null hypothesis belongs to the search space of the alternative
hypothesis (i.e., the same operator chain topology and ordering is considered)

min
(γ1,Δ1,1)∈R+×R+

D(p
theo,1

(x|Δ1,0 = 1, γ0 = 0.9, Δ2,0 = 4)||ptheo,1(x|Δ1,1, γ1,Δ2,1 = 4)) = 0,

min
(γ1,Δ1,1)∈R+×R+

D(p
emp,1

(x|Δ1,0 = 1, γ0 = 0.9,Δ2,0 = 4)||ptheo,1(x|Δ1,1, γ1, Δ2,1 = 4)) = 1.44 · 10
−5

,

min
(γ1,Δ1,1)∈R+×R+

log

⎛
⎝ ptheo,1(x|Δ1,0 = 1, γ0 = 0.9, Δ2,0 = 4)

ptheo,1(x|Δ1,1, γ1, Δ2,1 = 4)

⎞
⎠ = 0,

min
(γ1,Δ1,1)∈R+×R+

D(p
theo,2

(x|γ0 = 0.9, Δ1,0 = 1, Δ2,0 = 4)||ptheo,2(x|γ1,Δ1,1,Δ2,1 = 4)) = 0,

min
(γ1,Δ1,1)∈R+×R+

D(p
emp,2

(x|γ0 = 0.9, Δ1,0 = 1,Δ2,0 = 4)||ptheo,2(x|γ1,Δ1,1, Δ2,1 = 4)) = 1.38 · 10
−5

,

min
(γ1,Δ1,1)∈R+×R+

log

⎛
⎝ ptheo,2(x|γ0 = 0.9, Δ1,0 = 1,Δ2,0 = 4)

ptheo,2(x|γ1,Δ1,1, Δ2,1 = 4)

⎞
⎠ = 0.

Similarly to the previous scenario, the results for D(pemp||ptheo) depend on the
particular sample (n = 106), but for different samples the obtained results are
in the same order of magnitude. These results show that the proposed mea-
sures are able to distinguish between very similar operator chains; specifically,
the proposed measures prove to be useful tools for determining the ordering of
operators in complex chains.
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6 Conclusions and Future Work

This work uses two measures, coming from detection and information theory,
for analyzing the distinguishability of different operator parameters working on
fixed operator chains, as well as for detecting the ordering and topology of similar
chains. The reported results are promising, since the methods based on the
proposed measures rightly estimated the applied parameters and operator chains.
In the future work, special attention will be paid to experiments with real images,
as well as to the comparison with existing ad-hoc schemes in the literature.
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Abstract. With the ongoing development of rendering technology, computer 
graphics (CG) are sometimes so photorealistic that to distinguish them from 
photographic images (PG) by human eyes has become difficult. To this end, 
many methods have been developed for automatic CG and PG classification. In 
this paper, we explore the statistical difference of uniform gray-scale invariant 
local binary patterns (LBP) to distinguish CG from PG with the help of support 
vector machines (SVM). We select YCbCr as the color model. The original 
JPEG coefficients of Y and Cr components, and their prediction errors are used 
for LBP calculation. From each 2-D array, we obtain 59 LBP features. In total, 
four groups of 59 features are obtained from each image. The proposed features 
have been tested with thousands of CG and PG. Classification accuracy reaches 
98.3% with SVM and outperforms the state-of-the-art works. 

Keywords: Image forensics, computer graphics, local binary patterns, image 
authentication. 

1 Introduction 

In recent years, computer graphics (CG) provide people entertainments with incredi-
bly photorealistic visual scene produced by advanced rendering software such as 3D 
Studio Max, Accurender, Photoshop, SketchUp and so on. However, also because of 
the photorealistic rendering, CG can be used as a forgery of photo image in journal-
ism, scientific research, justice and other areas for malicious social, economy or polit-
ical purpose. We can foresee that the rendering software will become even more  
advanced and powerful, and be able to produce highly realistic images to deceive 
human eyes. Therefore, distinguishing CG from PG (photographic images) automati-
cally has turned out to be an important topic in digital image forensics. 

Since photographic images are generated by digital cameras, it is expected that  
the distinct physical generation pipelines of camera must introduce unique intrinsic 
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characteristics into PG, which are absent in CG. Based on this assumption, some dis-
tinguishing methods have been reported [1-4].  Dehnie et al. [1] used pattern noise 
caused by imperfections of camera sensors to distinguish CG from PG. Ng et al. [2] 
proposed a geometry-based image model to reveal certain image processing differ-
ences, such as gamma correction in PG. Dirik et al. [3] developed four features that 
capture traces of Color Filter Array (CFA) and demosaicking in camera image 
processing pipeline, and another feature to capture chromatic aberration for the dis-
crimination of CG and PG. In their later work [4], Dirik et al. introduced two features. 
The first one was a revisit to the third demosaicking feature proposed in [3]. The 
second one measured the sensor noise power changes all across the image. Both of the 
features can achieve high classification accuracies with high quality PG images. 

Apart from the aforementioned methods which focus on one or two stages of cam-
era image processing pipeline, works reported in [5-13] are based on difference of 
image statistical features caused by difference of whole image formation procedures 
of CG and PG. Ng et al. [5] studied three types of natural image statistics derived 
from the power spectrum, wavelet transform and local patch of images to distinguish 
CG from PG. Wu et al. [6] employed several visual features derived from color, edge, 
saturation and texture features extracted with the Gabor filter as discriminative fea-
tures. Chen et al. [7] formed the distinguishing features by using statistical moments 
of characteristic function of wavelet subbands and their prediction-errors. Sutthiwan 
et al. [8] employed second-order statistics to capture the significant statistical differ-
ence between computer graphics and photographic images. Chen et al. [9] built an 
alpha-stable distribution model to characterize the wavelet decomposition coefficients 
of natural images, and extracted the fractional lower order moments in the wavelet 
domain. Li et al. [10] extracted the variance and kurtosis of second-order difference 
signals and the first four order statistics of predicting error signals as distinguishing 
features in the HSV color space. Pan et al. [11] extracted a set of features derived 
from hidden Markov tree model to classify natural images and computer graphics. 
Zhang et al. [12] presented an approach combining imaging features and visual fea-
tures from different image components. Wu et al. [13] took several highest histogram 
bins of the difference images as features to carry out classification, and these simple 
histogram features worked well.   

Image statistical features [5-13] have been proved to be useful in CG and PG clas-
sification. And it is mentioned in [14] that “Texture is an innate property of virtually 
all surfaces”. This inspires us that features developed for texture classification could 
potentially play a role in CG and PG classification. In this paper, we take a close look 
at the uniform gray-scale invariant LBP [15], which has been developed as an effi-
cient local texture descriptor. In this popular technology (as of February 2012 [15] has 
been cited almost 1900 times according to Google), the features describe a texture by 
calculating the local binary patterns in the entire image, which is measured by histo-
grams. The number of bins is suppressed from 256 (8 neighbors) to 59 by separating 
‘uniform’ and ‘non-uniform’ patterns and merging ‘non-uniform’ patterns to one bin. 
Hence, for each image, 59 local binary patterns are extracted, respectively, from Y 
and Cr components, and their prediction-error 2D arrays. Support vector machines are 
built for classification of thousands of CG and PG. Compared with the results in lite-
ratures, the classification accuracy reported in this paper is higher. 
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The rest of the paper is organized as follows. The LBP features and the features ex-
traction are introduced in Section 2. Experimental results and discussions are pre-
sented in Section 3 and Section 4 concludes the paper. 

2 Proposed Method 

LBP is a simple yet efficient method for texture classification, which has been proved 
to be powerful for texture classification in various texture analysis tasks [16]. Howev-
er, LBP has not been applied for classifying between CG and PG. This motivates us to 
employ LBP to find the differences between CG and PG based on image structure 
information relating to texture. 

2.1 Review of LBP 

LBP is an efficient texture descriptor, which is defined as follows [15], 

ܤܮ  ௉ܲ,ோ ൌ  ∑ ൫݃௣ݏ െ ݃௖൯௉ିଵ௣ୀ଴ 2௣ (1) 

Where 

ሻݔሺݏ  ൌ  ቄ1, ݔ ൒ 00, ݔ ൏ 0 (2) 

and ݃௖ is the gray value of the central pixel , ݃௣ሺ݌ ൌ 0, … , ܲ െ 1ሻ correspond to the 
gray values of its ܲ neighbors that form a circle with radius of ܴሺܴ ൐ 0ሻ. According to 
Equations (1) and (2), the differences between central pixel and its neighbors are bina-
rized. If the gray value of a neighbor pixel is smaller than that of the central pixel, a bi-
nary 0 is recorded for this pixel; otherwise, a binary 1 is recorded. Then the binary string 
is referred to as local binary pattern, which can also be converted to one of the 255 de-
cimal numbers ranging from 0 to 255. Fig.1 shows an example of LBP calculation. 

 

Fig. 1. An example of LBP calculation 

 

(a)              (b) 

Fig. 2. (a) Constellation of neighborhood；(b) Examples of ‘uniform’ and ‘non-uniform’ local 
binary patterns [15] 
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If we set R = 1 and P = 8, the circularly neighbor set is shown in Fig. 2(a).There 
gray values of neighbors which do not fall exactly in the center of pixels are estimated 
by interpolation. After the LBP pattern of each pixel is identified, the corresponding 
histogram with a total of 2଼ ൌ 256 bins is built to represent the whole image texture. 
Furthermore, the concept of ‘uniform’ local binary patterns is introduced in [15]. The 
U value of a LBP pattern is defined as, 

 ܷ൫ܤܮ ௉ܲ,ோ൯ ൌ ሺ݃௉ିଵݏ|  െ ݃௖ሻ െ ሺ݃଴ݏ െ ݃௖ሻ| 
                                        ൅ ∑ หݏ൫݃௣ െ   ݃௖൯ െ ൫݃௣ିଵݏ െ ݃௖൯ห௉ିଵ௣ୀଵ  (3) 

The uniform LBP refers to the pattern in which the number of spatial transitions (bit-
wise 0/1 changes) is equal to or less than twoሺU ൑ 2ሻ. Some examples of uniform and 
non-uniform LBP patterns are given in Fig.2 (b), where black and white circles cor-
respond to bit values of 0 and 1, U means uniform, and NU means non-uniform. 

As the uniform patterns provide the vast majority, sometimes over 90 percent, of 
all 3 ൈ 3 patterns present in the observed textures [15], those ‘non-uniform’ local 
binary patterns are merged into one bin in the histogram, thereby suppressing the 
number of bins from 256 to 59 if R=1 and P =8. The combined 59 bins are then used 
as distinguishing features in our proposed method. 

2.2 Feature Extraction 

The next problem we consider is the color model used for extracting LBP. There are 
various color models used in color image processing, such as RGB model, HSV mod-
el and YCbCr model. It has been reported in [17] that features derived from YCbCr 
give the best performance among several different color systems. Y is luminance, 
meaning that light intensity, and Cb and Cr are the blue-difference and red-difference 
chroma components, which makes YCbCr color model is suitable to capture the dif-
ferences between CG and PG both in brightness and color. Further, the YCbCr color 
model has been adopted by the most popularly used JPEG images. Therefore, we 
extract LBP features in the YCbCr color model rather than other color models. 

2.2.1 Feature Extraction Framework 
In addition, the prediction-error image, which is in essence a spatial domain highpass 
filtered image, tells a better story about image statistics with less influence from im-
age content [8]. Following that, we use JPEG tool box to get the JPEG coefficients 
arrays of Y, Cb, and Cr components, and then extract the features from the three 
JPEG coefficients arrays and their prediction-error arrays, respectively. 

The prediction-error image is the difference between the original image and its 
predicted version [18]. Considering a 2 ൈ 2 image pixel block, prediction of a pixel 
value is achieved by Equation (4), 

ොݔ  ൌ  ൝maxሺܽ, ܾሻ , ܿ ൑ min ሺܽ, ܾሻminሺܽ, ܾሻ , ܿ ൒ max ሺܽ, ܾሻܽ ൅ ܾ െ ܿ ݁ݏ݅ݓݎ݄݁ݐ݋  (4) 
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where a, b are, respectively, the immediately horizontal and vertical neighbors of the 
pixel x, c is the diagonal neighbor of x as shown in Fig.3, and ݔො is the prediction 
value of x.  

 

Fig. 3. Pixel x and its neighbors for prediction 

To conclude, from each color component, we extract the LBP features from the 
original JPEG coefficients array, and its prediction-error 2D array, resulting in a total 
of 59 ൈ 2 ൌ 118 features. The feature extraction framework of one color component 
is shown in Fig. 4. 

 

Fig. 4. Feature extraction framework for one color component 

2.2.2 Correlation Analysis among Color Components 
An interesting fact, that features derived from Cr and Cb components are much more 
strongly correlated than any other combinations of two components, YCr and YCb, 
has been reported in [8]. To examine if this is true for the LBP as well. we investigate 
the correlation among LBP features extracted from different color components and 
their prediction-error arrays. 

Here we measure the correlation level by the correlation coefficient ρX,Y between 
two random vectors X and Y, 

 ρࢅ,ࢄ  ൌ  ா൫ሺିࢄµࢄሻሺିࢅµࢅሻ൯ஔࢄஔࢅ  (5) 

where µࢄ and µࢅ are the expected values of vectors X and Y, σࢄ and σࢅ  are the 
standard deviations of vectors X and Y, respectively. 

The average correlation coefficients of feature vectors from any two color compo-
nents in the YCbCr color model for the given image and their prediction-error arrays 
are calculated from 1964 CG and 1964 PG which are training samples in the experi-
ments reported late in Section 3. ࡲ௒, ࡲ஼௕  and ࡲ஼௥  mean the LBP features extracted 
from Y, Cb and Cr components, and ࡲா௒, ࡲா஼௕and ࡲா஼௥  mean the features extracted 
from their prediction-error arrays, respectively. 
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Table 1. Average correlation coefficient values of scaled feature vectors from any two color 
components in YCbCr color model 

 of 1964CG of 1964PG ρࡲೊࡲ಴್  0.6771 0.6567 ρࡲೊࡲ಴ೝ  0.6494 0.5798 ρࡲ಴್ࡲ಴ೝ 0.9360 0.9090 ρࡲಶೊࡲಶ಴್  0.6704 0.7024 ρࡲಶೊࡲಶ಴ೝ  0.6486 0.6677 ρࡲಶ಴್ࡲಶ಴ೝ 0.9546 0.9422 

 
As shown in Table 1, correlations between the features derived from Cr and Cb 

components of the test images and their prediction-error arrays are very high, while 
the features from any other combinations of YCb and YCr are less correlated. Further, 
the correlation of ࡲ௒ and ࡲ஼௕ is a little bit stronger than that of ࡲ௒ and ࡲ஼௥ . This fact 
also exists in the features derived from their prediction-error arrays. It indicates that 
using all of features constructed from three color components will not improve the 
feature effectiveness significantly but rather increases computational complexity dras-
tically. Therefore, in our image feature extraction process, we only select Y and Cr 
components. 

3 Experiments and Discussions 

In experiments, all the CG and PG in our database are color images in JPEG format 
with moderate to good visual quality. The CG database contains 2455 images col-
lected from [19] and [20]. More than 50 rendering softwares, e.g., 3D Studio Max, 
After Effects, and AutoCad, were used to generate those photorealistic CG images, 
whose resolutions range from 500×500 to 800×800. The PG database contains also 
2455 digital camera images of resolution 500×500  to 800×800. Part of the images in 
the PG database is from [19], the rest are collected by our group. The images contents 
in both CG and PG database spans a variety of outdoor and indoor scenes, including 
flowers, trees, animals, characters and architectures, etc. 

3.1 Experimental Setting 

In our experiments, we use Support Vector Machine (SVM) of polynomial kernel [21] 
as the classifier. 

To train the SVM classifier, 4/5 of the images are randomly selected as the training 
set (1964 CG and 1964 PG). The rest 1/5 form testing set. The experiments are re-
peated for 20 times to secure reliable classification results. 
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The performance of our LBP features are compared with methods proposed in 
[4,8,13]. Method [4] is implemented by ourselves. The codes of the methods [8,13] 
are obtained from the authors. For fair comparison, we train and test the methods 
[8,13] using the same SVM kernel function with the same parameters used in our 
proposed method on our image database. 

3.2 Experimental Results 

The comparison between our method and the previous works [4,8,13] are presented in 
Table 2, where True Positive (TP) represents the correct detection rate of CG, True 
Negative (TN) represents the detection rate of PG images, and the accuracy is the 
arithmetic average of TP and TN. 

From Table 2, it is observed that the proposed method outperforms these state-of-
the-art works with higher accuracy. The accuracy of our method with 236-D features 
is about 1% higher than that of [8] which employed higher dimensional feature vec-
tors, and it is about 2.5% higher than that reported in [13]. 

It has been reported in [4] that both of the proposed two features are effective in 
classifying between CG and PG. However, in our experiments, both features proposed 
in [4] failed in classifying CG from PG in our database. Our further investigation in 
this regard is reported in Section 3.4. 

Table 2. Classifier test accuracy 

Method Feature size TP TN Accuracy 

Feature 1 of [4] 1 0.0473 0.9719 0.5096 

Feature 2 of [4] 1 0.9287 0.4701 0.6994 

Markov features of [8] 324 0.9727 0.9764 0.9745 

Histogram Bins of [13] 112 0.9559 0.9596 0.9577 

LBP 236 0.9846 0.9820 0.9833 

 

Furthermore, the averaged Receiver Operating Characteristics (ROC) curves are 
shown in Fig.5 (a), and the top left region of Fig.5 (a) is enlarged as shown in Fig. 
5(b), where “LBP” is the ROC curve of the proposed method while “Markov” and 
“Histogram Bins” are ROC curves of methods in [8] and [13], respectively. From 
these figures, we see that the proposed method is slightly better than [8], while our 
improvement over [13] is obvious. 
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(a) 

 
(b) 

Fig. 5. (a) ROC among different methods; (b) the enlarged top left region of part (a) 
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3.3 Variance and Multi-resolution in Classifying CG and PG 

LBP is an effective technique for texture classification. In order to further enhance its 
capability,the variance and multi-resolution in [15] have been further introduced . The 
rotation invariant measure of local variance is defined as: 

௉,ோܴܣܸ  ൌ  ଵ௉ ∑ ሺ݃௉ െ µሻଶ௉ିଵ௣ୀ଴ , where ߤ ൌ  ଵ௉ ∑ ݃௉௉ିଵ௣ୀ଴ . (6) 

As VARP,R is a complementary of LBPP,R in describing the local image texture, we 
then investigate whether it can improve the classification accuracy in classification of 
CG from PG. In the multi-resolution analysis the LBP features with different (P, R) 
parameters are utilized. 

The experimental works have been conducted to examine if these two techniques 
can further enhance the performance of classifying CG from PG. In the experiments, 
we just use those ‘non-uniform’ local binary patterns as R=1 and P =8, together with 
the LBP features extracted from R=2 and P =8. The combined features are used to 
classify CG from PG. 

The experiment results are shown in Table 3. There ࡼ࡮ࡸଵ,଼ means the combined 
LBP features of ࡲ௒ ஼௥ࡲ , ா௒ࡲ  ,  and ࡲா஼௥  when R=1 and P =8, ࡾ࡭ࢂ௒ሺଵ,଼ሻ  and ࡾ࡭ࢂா௒ሺଵ,଼ሻ denote the local variance extracted from Y component and its prediction-
error arrays when R=1 and P =8, ࡼ࡮ࡸ௒ሺଶ,଼ሻ and ࡼ࡮ࡸா௒ሺଶ,଼ሻ mean the LBP features 
extracted from Y component and its prediction-error arrays when R=2 and P =8, re-
spectively. The experimental results show that using either the local variance or multi-
resolution does not improve the performance further while increase the feature size. 
This indicates that these two techniques developed in [15] are effective for texture 
classification. But, they are not effective for classification of CG from PG. Hence, we 
do not include these two groups of features in our work. 

Table 3. Classifying accuracy using local variance and multi-resolution 

Method 
Feature 

size 
TP TN Accuracy ࡼ࡮ࡸଵ,଼ 236 0.9846 0.9820 0.9833 ࡼ࡮ࡸଵ,଼ +ࡾ࡭ࢂா௒ሺଵ,଼ሻ 236+16 0.9846 0.9830 0.9838 ࡼ࡮ࡸଵ,଼+ࡾ࡭ࢂா௒ሺଵ,଼ሻ+ࡾ࡭ࢂ௒ሺଵ,଼ሻ 236+32 0.9836 0.9815 0.9825 ࡼ࡮ࡸଵ,଼+ࡼ࡮ࡸா௒ሺଶ,଼ሻ 236+59 0.9826 0.9796 0.9811 ࡼ࡮ࡸଵ,଼+ ࡼ࡮ࡸா௒ሺଶ,଼ሻ+ ࡼ࡮ࡸ௒ሺଶ,଼ሻ 236+118 0.9824 0.9803 0.9814 

3.4 Discussions on Features of [4] for Distinguishing CG and PG 

In [4], Dirik and Memon proposed two features, one is based on CFA pattern number 
estimation and the other is based on CFA based noise analysis. Feature 1 considers 
that PG has been initially interpolated with one kind of Bayer demosaicking patterns, 
and then if it is reinterpolated with all kinds of CFA, the right CFA pattern should 
yield significantly smaller mean squared error than others patterns. Feature 2  relies 
on the fact that sensor noise power in CFA interpolated pixels should be significantly 
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lower than non-interpolated pixels. It was reported that the detection accuracies of 
both features can reach as high as 99% for distinguishing CG from PG. But the PG 
dataset used in [4] is restricted to high quality images. This restriction also exists for 
the method [13].  However, in our database, both GG and PG may have undergone 
some manipulations, e.g., JPEG compression as shown below, which may destroy the 
traces of demosaicing in PG. This is why the features in [4] cannot differentiate CG 
and PG on our database. 

 
(a) 

 
(b) 

Fig. 6. (a) Feature 1 computed from CG and JPEG compressed PG images with QF of 100; (b) 
Feature 2 computed from CG and JPEG compressed PG images with QF of 100 
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(a) 

 
(b) 

Fig. 7. (a) Feature 1 computed from CG and JPEG compressed PG images with QF of 80; (b) 
Feature 2 computed from CG and JPEG compressed PG images with QF of 80 

Inspired by this, we further investigate both features of [4] in PG databases with 
different JPEG compression quality factors. Here, we use the same CG database as 
the one used in the above experiments. However, the PG databases are built based on 
the Dresden Image Database[22]. First, we download 1488 raw PG images captured 
by the following cameras: Nikon_D70, Nikon_D70s, and Nikon_D200, and use the 
software Dcraw with default set to read them. Then we compress these images with 
JPEG quality factors (QF) of 100, 90, and 80, respectively. Finally, we get four dif-
ferent PG databases, and then we test using both of the features [4] in each of the PG 
databases. 

0 500 1000 1500 2000 2500 3000 3500 4000
1

1.5

2

2.5

Images

C
F

A
 t

ra
ce

s 
m

e
tr

ic

 

 
PG

CG

0 500 1000 1500 2000 2500 3000 3500 4000
0

10

20

30

40

50

60

70

80

Images

C
F

A
 t

ra
ce

s 
m

e
tr

ic

 

 
PG

CG



 Distinguishing Computer Graphics from Photographic Images 239 

 

The values of Feature 1 and Feature 2 are computed from the 2455 CG images and 
two JPEG compressed PG databases with QF of 100 and 80, respectively. The result-
ing feature plots are shown in Fig. 6 and Fig. 7. From Fig.6, we can see that there are 
clear boundaries between the features generated from CG and those from PG. While 
in Fig. 7, Feature 1 and Feature 2 derived from PG are obviously weakened, which 
makes the features of CG and PG are hardly to differentiate. 

Fig.8 shows the classification accuracies achieved by applying Feature 1 and Fea-
ture 2 in 4 different PG databases, respectively. The classification accuracies are 
above 90% when testing the features derived from raw PG images and JPEG com-
pressed PG images with QF of 100, but they decrease dramatically once the QF de-
creases to 90 or 80. It can be concluded that the features in [4] is effective when PG 
are raw images or JPEG images with very high quality factor. However, the features 
are very sensitive to JPEG compression. As seen, the traces of demosaicing in PG will 
be substantially weakened when the images are compressed with quality factor equals 
to 90 or 80, which results in the failure of distinguishing CG from PG. 

 

Fig. 8. Classification accuracies of Feature 1 and Feature 2 in raw PG images, JPEG com-
pressed PG images with QF of 100, 90, and 80, respectively 

4 Conclusion 

In this paper, a novel method for computer graphics identification from photographic 
images has been presented. We extract Local Binary Patterns (LBP) as distinguishing 
features from YCbCr color model, and combine features from Y, Cr components and 
their prediction-error 2D arrays. Compared to the state-of-the-art works, the proposed 
method has achieved higher classification accuracy. 
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The multi-resolution and variance developed for the LBP technology [15] have 
been investigated through our experiments. The experimental results seem that using 
either the multi-resolution or variance does not improve the performance further. 

Besides, it has been found that the features proposed in [4] have good performance 
in distinguishing computer graphics from photographic images only when photo-
graphic image is compressed with very high JPEG compression quality factor (QF), 
e.g., QF=100. The performance drops dramatically as the QF drops, and ends up with 
total failure with further drop of the QF factor. 
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Abstract. This paper presents a method for detecting the removed ob-
ject in video captured by stationary camera. The method is based on an
observation that the removed object, while not distinguishable by human
eyes, leaves artifacts that can be detected by computers. In this paper,
the block based motion estimation method is employed to extract motion
information from adjacent video frames. Then the magnitude and orien-
tation of the motion vectors are used to differentiate the authentic region
and the forged region. By exploring the discrepancies in motion vectors,
the position of the removed object can be revealed. The efficiency of the
proposed method is demonstrated by experiments.

1 Introduction

Blind multimedia forensic has become an attractive research field during the
past few years. With this technique, the authenticity of an image/video can
be determined by analyzing the characteristics of the suspicious data directly.
While most of the prior work has been focused on image forensics [1], video
contents are also frequently used in our daily life, such as TV broadcasting and
surveillance applications. Particularly, video contents have been widely used in
judicial forensics, where they are commonly used as evidence in the courtroom.
For these applications, the authenticity of the video is critically important.

Recently, several video forensic methods have been proposed. Wang et al.
proposed several methods to expose video forgeries [2,3,4,5]. In [2], they ad-
dressed two techniques to detect the duplicated frames and duplicated regions
across frames. They also reported a forensics method for interlaced and Deinter-
laced videos [3]. For the deinterlaced video, the correlations introduced by the
camera or deinterlacing algorithms were quantified. Disturbances of these cor-
relations can signify possible tampering. For the interlaced videos, the motion
between fields of a single frame and across fields of neighboring frames is inves-
tigated to detect tampering. More recently, they presented a method to detect
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the re-projected video [4]. The camera parameters estimated from the videos are
employed to expose the forgery. In [5], specific static and temporal statistical
perturbations were investigated during double MPEG compression of the video,
whose presence would expose the presence of possible tampering. In the work
of Chen and Shi, the probability distribution of the first digits of the non-zero
MPEG quantized AC coefficients is explored [6]. Disturbance of the probability
distribution can be used as an evidence of double compression. While the method
can expose double MPEG compression, double compression of the video many
not necessarily indicate video forgery. Kobayashi et al. employed the noise char-
acteristics for detecting video tampering in static scene [7,8]. Su et al. proposed
to detect frame deletion in video based on motion-compensated edge artifact [9].
In [10], the ghost shadow artifact is extracted and used to disclose the removed
object. Su et al. also addressed a method to detect the logo-removal forgery
in video by estimating the inconsistency of blur [11]. In [12,13], the authors
employed the multimodal fusion of residue features to detect video tampering.

Most of the existing video forensic methods aim to deal with a specific kind
of video forgery, such as frame deletion, frame duplication, logo removal. In this
paper, we propose a method to detect the object removal forgeries for surveillance
videos with stationary backgrounds. The discrepancies in motion vector fields
are employed as a sign of tampering. Specifically, the magnitude and orientation
of the motion vectors between adjacent video frames are extracted, and the
abnormal characteristics of them can be used to determine and locate the forged
regions. We show the efficiency of the proposed scheme by conducting several
experiments.

2 Proposed Method

The proposed method aims at exposing the traces of object removal forgery in
static scene videos, especially surveillance videos. Our idea is to detect the re-
moved object by finding the area with abnormal motion characteristics. For
surveillance applications, the background of the video is usually static with
moving object. As a result, the motion features between the background and
the foreground are different. Furthermore, the motion vectors in the foreground
shall have obvious coherence. If the object is removed from the video, the motion
vectors will be distributed non-uniformly. Fig.1 shows an example of object re-
moval forgery in two adjacent video frames and the corresponding motion vector
(MV) fields. In this example, the moving car is removed from the video.

It is observed from Fig.1 that: (1) The motion vectors in the background area
are very small compared to the foreground area. Most of them are approaching
zero. (2) The distribution of the motion vectors in the foreground area between
the authentic video and the forged video are quite different. For the authentic
video, the MVs distribute almost uniformly, regardless of the magnitude or the
orientation. By contrast, the distribution of the MVs for the tampered video
is disordered. The non-uniform distribution of the MVs is caused by the traces
of forgery when removing the moving object. As a result, if we can correctly
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Fig. 1. Motion vector fields extracted from authentic video and tampered video. Left:
original frames and the MV field; Right: tampered frames and the MV field.

identify the regions where the MVs show abnormality, the region can be detected,
indicating possible forgery. The proposed method is based on this finding, and it
operates as follows. For a possibly tampered video, the motion vectors between
the adjacent frames are first computed. Then the moving objects are detected
by comparing the magnitudes of the MVs. The next step is to estimate the
uniformity of the MVs, and the presence of non-uniform MVs in a foreground
area is employed as the evidence of video tampering.

2.1 Detection of Moving Object

As we are processing video with stationary background, the motion vectors be-
tween the background and foreground are quite different. In this paper, the mov-
ing objects are detected by comparing the magnitudes and orientations of the
MVs. Let the motion vectors be denoted by {Vi,j , i = 1, 2, · · · ,S, j = 1, 2, · · · , T },
where S and T are the maximum row index and column index of the MVs.
Each MV consists of a magnitude part and an angular part. In this paper, the
magnitude and orientation of the MV is denoted by {Mi,j, i = 1, 2, · · · ,S, j =
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1, 2, · · · , T } and {Ai,j , i = 1, 2, · · · ,S, j = 1, 2, · · · , T }. The average magnitude
and orientation of the MVs are first computed.

Mmean =

∑S
i=1

∑T
j=1 |Mij |

S × T (1)

Amean =

∑S
i=1

∑T
j=1 |Aij |

S × T (2)

It should be noted that the angle is represented in radian so that the MVs with
orientations horizontally to the right can be represented by either 0 or 2π.

The background and the moving object can be detected by comparing the
magnitude and orientation of each motion vector to the average values. Let the
background and the object be denoted by Sbkg and Sobj , they can be obtained
as follows.

Bij ∈
{
SM
bkg, if Mij < Mmean

SM
obj , if Mij ≥ Mmean

(3)

Bij ∈
{
SA
bkg , if Aij < Amean

SA
obj , if Aij ≥ Amean

(4)

where Bij is the block corresponding to the motion vector Vij . SM
bkg and SM

obj

denote the background and object determined by the magnitudes of the MVs,
while SA

bkg and SA
obj are the background and object determined by the angular

parts. Based on Eqs.(3) and (4), we can obtain two results of the detected moving
objects. In this paper, we propose to obtain the final result by applying the OR
operation.

Sobj = SM
obj

⋃
SA
obj (5)

In determining the area with moving object, the logical OR operation can guar-
antee a complete contour of the region.

2.2 Determining Forgery by Inconsistency of MV Orientation

If a moving object is removed from the original video, it is very likely that the
tampered area has some computer detectable artifacts. Therefore, the tampered
area can be readily detected. However, it should also be noted that normal
moments can also be detected at the same time. Fig.2 shows an example of the
detection result on a video with two moving cars, where only one is removed.

It is known from Fig.2 that the two moving objects can both be detected.
In order to determine the tampered region, further processing is required. It
has been shown in Fig.1 that the major differences between the normal moving
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Fig. 2. Forgery detection in a video with two moving targets. First row: original video;
Second row: tampered video; Third row: MV field and initial detection result.

area and tampered area is that the distribution of MVs are quit uniform for
the normal movement. Based on this finding, our next step is to differentiate
the normal moving area from the tampered moving area. In this paper, we
propose to locate the tampered area according to the non-uniformity of the
MVs. Specifically, the standard deviation of the MVs within the initial detected
areas are computed. In order to achieve this goal, the foreground areas are first
determined using regional growth. Then each detected area is denoted by a set
Ωi, i = 1, 2, · · · , N , where N is the total number of moving areas.

In order to compute the variance of the angle of the MVs, each MV is assigned
a unique angle within the range [0 2π). Then the variance of each region is com-
puted and denoted by σi, i = 1, 2, · · · , N . In order to differentiate the normal
moving region and the tampered region, a threshold is employed, which is de-
noted by Th in this paper. As the MVs distribute quite irregularly, the variances
of the tampered regions are bigger than those in the normal moving regions.

Ωi ∈
{
Tampered region, if σi ≥ Th

Normal region, if σi < Th
(6)
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2.3 Post-processing

For the initial detection result, several small isolated regions can be detected.
Typically, these are falsely detected areas, and they should be removed to ob-
tain the final result. In this paper, these regions are removed by mathematical
morphological operation. Furthermore, in order to identify the tampered region
and the normal moving area, two different colors are used to mark the contours
of the detected regions.

3 Experimental Results

In this section, we conduct some simulations to demonstrate the efficiency of the
proposed method. Our method is mainly designed to detect the object removal
forgery in video with stationary backgrounds, especially surveillance videos. As a
result, the videos used in our experiments are all captured by stationary camera.

Fig. 3. Forgery detection in a video with one moving target. First row: original video;
Second row: tampered video; Third row: detection map and detection result.

Fig.3 shows an example of the detection result on a surveillance video captured
in the campus. A car is passing through the camera in the original video. In the
tampered video, the car is removed. This may occur when an object is removed
purposely, mainly with the aim to hide the existence of such object. It is seen
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from the figure that the tampered video frames look very natural, and the traces
of tampering are not visible to the naked eyes. It is known from the figure that
the detection result clearly indicates the existence of an object in the places
marked by the red contour.

Fig.4 shows another video downloaded from the internet [14]. During forgery,
the moving care is removed. The detection result shows the forged region clearly.

Fig. 4. Forgery detection on a video with one moving target. First row: original video;
Second row: tampered video; Third row: detection map and detection result.

In the next experiment, videos with two or more moving targets are employed
to evaluate the performance of the proposed scheme. In Fig.5, the original video
contains two moving cars. In order to create a forgery, the blue car is removed. In
Fig.6, three people are passing by the camera in the original video. The middle
person is removed to create the forged video. In both cases, it is hard to notice
the trace of tampering by the naked eyes.

It is known from Figs.5 and 6 that the removed regions can be readily detected.
Apart from the tampered region, the regions with normal movement can also
be located as well. In order to differentiate them, the forged regions are marked
with red color while the normal movement regions are marked with green color.
In other words, the proposed method can not only expose the object removal
forgery, but also can indicate the normal movement. This is important when we
need to locate the tampered regions in an automatic manner.
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Fig. 5. Forgery detection on a video with two moving target. First row: original video;
Second row: tampered video; Third row: detection map and detection result.

The proposed method can be improved to process videos with moving back-
grounds. Unlike the situation of stationary camera, the moving camera will
produce motion vectors. Furthermore, the magnitudes of the MVs in the back-
grounds may have significant values, even bigger than those in the moving ob-
jects. Therefore, the moving object and the background cannot be determined
using Eqs.(3) and (4) directly. However, by incorporating a threshold into Eqs.(3)
and (4), the moving object and the moving background can be detected by the
following two formulas.

Bij ∈
{
SM
bkg, if |Mij −Mmean| ≤ TM

SM
obj , if |Mij −Mmean| > TM

(7)

Bij ∈
{
SA
bkg , if |Aij −Amean| ≤ TA

SA
obj , if |Aij −Amean| > TA

(8)

While Eqs.(7) and (8) can differentiate the moving object and background, it
is based on an assumption that the motion of the camera is different to the
motion of the object, either in speed or direction. In reality, this assumption is
commonly satisfied.
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Fig. 6. Forgery detection on a video with three moving target. First row: original video;
Second row: tampered video; Third row: detection map and detection result.

Fig. 7. Forgery detection on a video with moving targets and moving camera. First row:
original video; Second row: tampered video; Third row: detection map and detection
result.
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Fig.7 shows the simulation results on a video captured by moving camera with
multiple moving objects. In the original video, there are three moving cars. After
tampering, the red car is removed. From the simulation results, we know that the
tampered region can be detected, which is denoted by the red contour. Except
for the tampered region, the normal moving objects are also marked correctly.

4 Conclusion

Video contents have been widely used in our daily life as well as many scenarios,
where the authenticity of the data is critically important. The main contribution
of this paper is that we present a method to detect the object removal forgery
in videos. Specifically, we establish our method based on video with stationary
backgrounds, especially surveillance videos. The motion vector features between
the adjacent video frames are investigated to achieve this goal. The proposed
method can locate the tampered regions. Furthermore, it can also identify the
normal movement automatically. We have done some experiments to demon-
strate the efficiency of the proposed scheme.

While some promising results have been obtained in this work, we have also
found that if the object is removed by a person with sophisticated skills, our
method may fail because of the difficulty to estimate the indiscrepancies of the
motion vectors. Furthermore, the following issues should be considered in the
future. 1. Currently, the discrepancy of the motion vectors is measured by vari-
ance of the MVs, which is very simple. The next step is to find other motion
vector characteristics to depict the distribution of the MVs and improve the
performance of the scheme in face of moving backgrounds. 2. The proposed
method operates on the video frames directly. It should be improved to handle
compressed videos. 3. The current work focus on the detection of rigid object
removal. Non-rigid object forgery detection is more common in reality, so this
should be considered. 4. Video inpainting is a technique to repair the removed
regions in video while maintaining its visual quality. In order to create satis-
factory forgeries, one may adopt the video inpainting technique to generate the
forged video. This will pose a new challenging for video forensics. As a result, to
develop video forensics methods that can deal with video inpainting processing
is needed.
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Abstract. The electric network frequency (ENF) is likely to be embedded in 
audio signals when the electronic recording devices are connected to electric 
power lines. If an audio signal is edited, the embedded ENF will be altered 
inevitably. In order to assess audio authenticity, this paper proposes a new 
method based on the max offset for cross correlation between the extracted 
ENF and the reference signal. By comparing the max offsets on a block-by-
block basis, we can determine whether the audio signal in question was digitally 
edited as well as the location at which the editing manipulation occurs. The 
validity and effectiveness of our method have been verified by experiments on 
both synthetic composite signals and real-world audio signals.   

Keywords: Electric network frequency, audio forgery detection, max offset for 
cross correlation, single-frequency reference signal. 

1 Introduction 

With wide applications of various multimedia devices, digital audio recording 
becomes more common in human life. Meanwhile, audio editing also becomes a 
simple task and even non-professionals can easily tamper with audio without leaving 
any traces [1]. Therefore, as a branch of digital forensics, audio forgery detection has 
become more and more important [2]. 

When recording with digital equipment connected to an electrical outlet, the 
electric network frequency (ENF), designed to be 50 Hz (e.g., in most of European 
countries and China) or 60 Hz (e.g., in US), will most likely be embedded in the 
recorded audio signals. By examining consistency of the ENF we can assess whether 
the audio was altered. It is worth mentioning that in real electric network the ENF  
is not always fixed precisely at 50 Hz or 60 Hz but varies over time because of  
the differences between the produced power and the consumed power. However, the 
fluctuation range of the ENF is small and is often less than 0.6 Hz [3]. In [3-6], the 
ENF extracted from speech signals was compared with the recorded real-time ENF to 
determine the continuity and consistency of the audio signals. But these methods need 
to record a large number of ENF signals to constitute the reference signal database, 
and the detection of whether the audio signal was altered would rely on human 
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observations. In [7], Nicolalde et al. discussed an audio authenticity method based on 
the spectrum distances and the ENF phases change. In [8], the same authors used a 
high-precision Fourier analysis method for improving estimation of the ENF phases. 
However, their phase estimation methods are sensitive to the resolution of frequency 
estimation. To acquire a precise estimation of the phase, the resolution must be high; 
otherwise, the estimation error would be large. High resolution often means high 
computational complexity. On the other hand, the narrow-band pass filter used to 
extract the ENF also has bandwidth limitation, which would affect the accuracy of 
phase estimation.  

In this paper, we propose a simple and efficient method for detection of audio 
forgery. We first introduce the concept of max offset, and then elaborate on how to 
use the max offsets to detect audio forgery. Our method can determine whether the 
audio signal in question was edited. If the audio signal was edited, our method can 
further tell where the editing operations occur.  

The remainder of the paper is organized as follows. In Section 2, we briefly review 
the method of phase estimation using discrete Fourier transform (DFT) in [7]. In 
Section 3, we propose the basic idea of our method and elaborate on the max offset 
for cross correlation between the ENF and the reference signal. In Section 4, we 
describe how to implement the proposed method in detail. In Section 5, we test our 
method on synthetic composite signal as well as real-world audio signals to evaluate 
its performance. In Section 6, we briefly discuss the computational complexity of the 
proposed method. We summarize our method in Section 7. 

2 Using DFT for Estimation of Phase of Single-Frequency 
Signals 

The frequency and phase of a single-frequency signal was estimated using the DFT in 
[7] and [8]. This section briefly reviews the DFT method for phase estimation. Let 

0 0( ) sin(2 / )ss n nf fπ θ= +  denote a M-sample signal with the sampling frequency sf . 

After processed by a smoothing window ( )w n  (e.g., Hann), the signal becomes

( ) ( ) ( )x n s n w n= . The NDFT -point ( DFTN M≥ ) DFT transform of ( )x n  can be 

expressed as ( )X k  as follows: 

21

0

( ) ( )
DFT

DFT

N j kn
N

n

X k x n e
π− −

=

= 
 
 (1)

If ( )X k  gets the maximum value at maxk , the tone frequency of the signal can be 

estimated by 

0 max
ˆ s

DFT

f
f k

N
=  (2)
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The resolution of 0f̂  is /s DFTf N . The greater the value of DFTN  is, the better the 

accuracy of 0f̂ , at the expense of increasing computational burden [8]. The initial 

phase of the signal can be simply estimated by the angle of max( )X k  

0 max
ˆ arg[ ( )]X kθ =  (3)

For a given test audio signal, the method in [7] applies a sliding window to it. Each 
window/block covers N  samples. The phase of the ENF in each window can thus be 
estimated. If one moves the window across the whole signal in a way of partial 
overlapping and estimates the phase of ENF in every window, one can easily detect 
audio authenticity by comparing the phase differences.  

The DFT method in [7] has several drawbacks. Firstly, it relies on the accuracy of 
estimation of the ENF phase. Although the ENF is ideally supposed to be a single 
frequency signal, the ENF extracted by the band-pass filter from a practical audio 
signal often contains other frequency components from the voice and background 
noise. These components interfere with the accuracy of estimation of the ENF phase. 
Secondly, the frequency fluctuation of the practical ENF caused by real electric 
networks also interferes with the accuracy of estimation of the ENF phase. Thirdly, in 
order to estimate the ENF phase more accurately, a larger sliding window with more 
samples is preferred. However, the use of a larger sliding window would increase 
computational complexity. On the other hand, it lowers the precision for the location 
of audio editing. 

3 The Max Offset for Cross Correlation between the Extracted 
ENF and the Reference Signal 

We propose a method to detect audio authenticity based on the offset for maximizing 
the cross correlation between the extracted ENF and a reference signal. This offset is 
called the max offset in this work for simplicity. Assume that the extracted ENF ( )x n  

is a composite signal with center frequency 0f . It contains L  frequency components 

(i.e., harmonics). 

0 0 0
1

( ) sin(2 / ) sin(2 / )
L

s i i s i
i

x n A nf f a nf fπ θ π θ
=

= + + +  (4)

where , ,i i ia f θ  refer to amplitude, frequency and initial phase for the i-th component, 

respectively. Here 0 1if f− < . We then introduce a reference signal with the same 

frequency as the ENF: 

0( ) sin(2 / )sr n nf fπ=  (5)

The cross correlation between the extracted ENF ( )x n
 
and the reference signal ( )r n

 
can be calculated as follows: 
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where 0 0 0
0

, , 1, 2, , , 0,1, 1s
i i

f
f f f N n N N

f
τΔ = − = = = −  . Here τ refers to the 

offset. For a given signal, if N  is an integral multiple of 0N  and 0
0

2
N

τθ π= , we 

obtain 

1

0
0 0

1
[cos( 2 )] 1

N

nN N

τπ θ
−
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We can find that the cycle of 0
0

2
cos(2 2 )

n

N
π θ+  is 0

2

N
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For 0 , 0 1i i if f f fΔ = − < Δ <  (i.e., i sf fΔ  ), sN f<  and the randomness of 

0iθ θ− , the value of (9) is a random variable between -1 and 1, so 
1

0
0
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cos(2 ) , 1
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n s
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Δ
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From (7) to (10), equation (6) can be rewritten as: 

0
,

1

( ) , 1
2 2

L
i

x r i i
i

A a
R τ ξ ξ

=

≈ − <  (11)

With respect to an audio signal with high SNR, we have 0 , 1,...,iA a i L>> = , meaning 

that the harmonics often have little impact on , ( )x rR τ . For audio forgery, we are only 

interested in the offset at which , ( )x rR τ
 
gets the max value. This offset value is 

denoted as the max offset maxτ . Note that we do not need to really calculate the value 

of , ( )x rR τ  for finding out maxτ . What we need to do is to increase τ  by a small 

increment each time and calculate the correlation value. The largest cross correlation 
value corresponds to the max offset. Theoretically, maxτ is the nearest integer of 

0
02

N
θ
π

 and is irrelevant to N . As a spatial domain method, the proposed method is 

insensitive to resolution /s DFTf N . 
In summary, for an audio signal in question, we first divide the signal into 

overlapped blocks using a sliding window of size N, and then calculate maxτ  in each 
block. We can determine audio forgery by investigating the differences between the 
max offsets from neighboring blocks. If maxτ  values of all the blocks are the same or 
almost constant, the differences are 0 or near 0. In this case, the audio signal is 
detected as being original; otherwise the audio signal is likely to have been edited.  

4 Implementation of the Proposed Method 

We propose to use the difference between the max offsets from different blocks for 
the detection of audio forgery. The algorithm diagram is shown in Fig.1. 

Below we describe how to visually and automatically judge the differences 
between the max offsets from blocks, respectively. 

4.1 Visual Method 

Our visual method includes the following seven steps. 

1. Down-sample the audio signal in question to frequency df to reduce computational 

cost. To ensure that the number of ENF samples per cycle is the same, df  may be 
1000 Hz or 1200 Hz, depending on the ENF being 50 Hz or 60 Hz. 

2. Extract the ENF from the down-sampled audio signal through a linear-phase band-
pass filter (BPF). The center frequency of the filter should be the same as the ENF, 
and the pass band width could be between 0.6 Hz and 1.4 Hz [8]. 
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Fig. 1. Algorithm diagram 

3. Divide the ENF signal into blocks. Each block contains CN  cycles of ENF, and 

thus 0CN N N= × . Here 0 0/dN f f= . Adjacent blocks have an overlap of 

( 1)CN −  cycles.  

4. Generate a single-frequency reference signal ( )r n  whose frequency is the same as 

the ENF. Sample it using df . According to formula (6), calculate the cross 
correlation between the extracted ENF and the reference signal, and determine the 
max offset maxτ  for every block. 

5. Observe maxτ  values of all blocks. If maxτ  values are the same or approximately 

same, the ENF is detected as being original. If maxτ  leaps at some points, the ENF 
is likely to be edited. 
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6. If the ENF is detected as being edited, locate the boundaries at which maxτ  values 

leap.  
7. Determine the type of forgery according to the content of the located edited region. 

Specifically, the voice part is for insertion editing while the silent part is for 
deletion editing. 

4.2 Automatic Method 

The difference between maxτ  values from two adjacent blocks can be expressed as 

max max max( ) ( 1) ( ), 1, 2,3, 1Blocki i i i Nτ τ τΔ = + − = −           (12)

where BlockN  is the number of blocks. We first label the blocks where max ( ) 0iτΔ ≠ . 

Assume that there are P  such blocks, labeled as 1 2 3, , , Pi i i i . We then calculate the 

following variables 

1( )t k kD k i i+= −  (13)

max 1 max( ) ( ) ( )os k kD k i iτ τ+= Δ + Δ  (14)

where 1, 2, 1k P= − . ( )tD k  refers to the time interval between adjacent blocks ki  

and 1ki + . ( )osD k  refers to the absolute of sum of the two differences for these two 

blocks.  
In order to reduce false alarms, we define the threshold of time interval tT   and 

the threshold osT  for the absolute sum of differences of the max offsets below:  

0min( , )t T TdT N N=  (15)

where 0 1
BLOCK

T

N
N

P
=

+
. 0TN  is introduced for decreasing false alarms caused by the 

ENF fluctuation. TdN  is related to the pass-band of the filter and can be selected 

experimentally. 60TdN =  for our experiments. We set 2osT =  to reduce false alarm 

errors caused by the fluctuations of maxτ . We will use examples to further explain 

osT  and tT  in Section 5. 
To realize the automatic detection, we define F as 

( )

( )
os

k t d

D k
F

D k T
=

×  (16)

where 1/d dT f=  is the down-sampling period. F  reflects the change of the max 

offsets in the short time interval. If an audio signal is original, F  is very small; 
otherwise, F is large. If we calculate lg F , we can readily discriminate between the 

original signal and the edited signal with the threshold 0.  
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5 Experiment and Discussion 

5.1 Synthetic Composite Signal 

We first evaluate the validity and effectiveness of the proposed method on a simulated 
ENF signal. As discussed in Section 3, an extracted ENF can be simulated as a 
composite signal by (4). We randomly assume 0 0.1A = , 6M = , 1 0.0015a = ,  

2 0.001a = , 3 0.0005a = , 4 0.0005a = , 5 0.001a = , 6 0.0015a = , 0 50 Hzf = ,

1 49.4 Hzf = , 2 49.6 Hzf = , 3 49.8 Hzf = , 4 50.2 Hzf = , 5 50.4 Hzf = ,

6 50.6 Hzf = , 8000 Hzsf = , and 0 / 4θ π= , 1θ π= , 2 / 2θ π= , 3 / 3θ π= , 

4 / 4θ π= , 5 / 5θ π= , 6 / 6θ π= . On the other hand, according to (5), the reference 

signal can be assumed to be 0( ) 2sin(2 / )sr n nf fπ= . 
To simulate an edited audio signal, we interchange two segments of the synthetic 

signal. The resulting signal has four boundaries, as shown in Fig. 2(a). We down-
sample this edited signal to 1000 Hz and then use a band-pass filter with 1.2 Hz pass 
band to process it. The extracted ENF of the edited signal is shown in Fig. 2(b). 

 

 
   (a)                          (b) 

 

(c)                                         (d) 

Fig. 2. (a) Edited signal; (b) Extracted ENF from the edited signal; (c) Estimated phases using the 
DFT method in [7]; (d) Max offsets using our method; (e) Edited regions determined using (d). 
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(e) 

Fig. 2. (Continued.) 

Fig. 2(c) gives the results using the DFT method in [7]. The estimated phases of all 
blocks in the signal are used to judge audio forgery. The phases from blocks of the 
original signal remain almost the same, but the phases from blocks of the edited signal 
change apparently at the edited regions. However, the starting and ending points of 
editing cannot be accurately located due to the slope of the phase estimation curve. 
Fig. 2(d) gives the results from the proposed method. The max offsets for all blocks of 
the original signal are almost constant while the max offsets of the edited signal for 
the blocks at the boundaries change abruptly. Since the boundaries are almost vertical, 
we can easily determine the starting and ending points of the alterations except three 
false alarms, with two occurring immediately before and after the first really edited 
region and another at the end cycle of the ENF. Note that the max offsets at the 
boundaries increase and drop in a manner of ladder. The ladder-like jump is caused by 
the non-sharp cut-off characteristic of the band-pass filter. We now explain how to 
remove the false alarms. Assume that the far left false alarm occurs at two 
consecutive blocks ki  and 1ki + . So max ( ) 1kiτΔ = −  and max 1( ) 1kiτ +Δ = . Obviously, 

max 1 max( ) ( ) 0os k kD i iτ τ+= Δ + Δ = . If we set osT  greater than 0, we can avoid this 

false alarm. Generally, we set 2osT =  to balance false alarm and missed detection. 

Similarly, we can remove the other two false alarms. Note that we introduce tD  as 

an extra constraint for performing sD . In other words, we perform sD  only when 

the time interval is small enough. The threshold tT
 can be calculated by (16). Fig. 

2(e) indicates the edited regions corresponding to the boundaries in Fig. 2(d). We can 
observe that the deviations between the estimated editing boundaries and the actual 
boundaries are small.  

5.2 Real Voice Signal 

We then test the proposed method on real voice signals. The real voice recordings are 
derived from two public databases, AHUMADA and GAUDI [8]. The recordings are 
in Spanish and digitized with 16-bit quantization. The sampling rates are 8 kHz in the 
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case of telephone and 16 kHz in the case of microphone signals, respectively [9]. The 
signals taken for the experiments are neither digitally saturated nor having a low 
signal-to-noise ratio (SNR). Since they come from Spain, the nominal ENF of all the 
audio signals is 50 Hz. Overall there are 100 pieces of audio: 50 by female and 50 by 
male speakers [8]. 
 

 
  (a)                                        (b) 

 
 (c)                                       (d) 

 
(e) 

Fig. 3. (a) Original signal; (b) Edited signal (deletion); (c) Estimated phases using the DFT in 
[7]; (d) Max offsets using our method; (e) Evaluated edited region based on (d) 
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Detect Deletion and Insertion Forgery by Visual Method 
Two audio signals from the test audio corpus are edited by deletion and insertion, 
respectively. Fig. 3(a) shows the original audio signal. The region between two dash lines 
is intentionally deleted to obtain the audio signal in Fig. 3(b). Fig. 3(c) gives the 
estimated ENF phases using the DFT method in [7] while Fig.3 (d) gives the max offsets 
using the proposed method. We can see that, although both the estimated phases and the  
 

 

 (a)                                         (b) 

  
                      (c)                                         (d) 

 
(e) 

Fig. 4. (a) Original signal; (b) Edited signal (insertion); (c) Estimated phases using the DFT 
method in [7]; (d) Max offsets using our method; (e) Edited region based on (d) 
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max offsets show apparent change at the editing boundaries, it is difficult for the former 
to precisely locate the starting and ending points of editing. In contrast, the use of max 
offsets can easily locate the starting and ending points. Fig. 3(e) shows that the practical 
edited position and the estimated position in the down-sampled audio signal are very 
close. Taking into account the fact that the voice activity is absent in the estimated edited 
area, we can judge that it is a deletion forgery. 

Fig. 4 gives an example of inserting an audio segment into a speech signal. From 
Fig. 4(c) and (d), we can observe that the proposed method can locate the starting and 
ending points of editing region clearly. Furthermore, from the estimated boundaries 
(see Fig. 4 (e)), this region can be judged as being an insertion forgery operation. 

Automatic Detection  
We test our automatic detection method on the database that contains the whole 100 
original audio files and 130 intentionally edited audio files. Among the 130 edited 
audio recordings, half of them have an audio portion deleted while the other half have 
a portion of audio inserted. To increase the difficulty of detection, the inserted 
fragments come from the same file to avoid strong short-time spectral changes. Fig. 5 
shows the values of lg F  for different audio files. We can find that the original audio 

files and the forgery audio files can be easily discriminated by F values. Table 1 gives 
the detection rates of the automatic method. The average precision is above 95%. 
Note that a few wrong decisions can be seen in Fig. 5, which is mainly caused by the 
setting of osT  and tT . 

 

Fig. 5. lg F values for original audio files and forgery audio files 

Table 1. Precision of our automatic method 

 Correct detection rate (%) Erroneous detection rate (%) 

Edited signal 94.62 5.38 
Original signal 96 4 
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6 Computational Complexity Comparison 

We use an example to briefly compare the computational complexity of our visual 
method and the DFT method in [7]. Table 2 gives the time taken by these two 
methods for the detection of the signal in Fig. 4 (b). It can be seen that the DFT 
method requires over twice the time of our method. Moreover, with the increase of 

DFTN  and the length of audio signal, the time needed by the DFT method increases 

more rapidly than that of our method. For the detection of other signals, we can obtain 
similar results. 

Table 2. Comparison between our method and the method in [7] in terms of running time 

Parameter the method in [7] our method 

500, 60DFTN N= =  0.547s 0.219s 

1000, 120DFTN N= =  0.640s 0.234s 

2000, 240DFTN N= =  1.047s 0.250s 

7 Conclusion 

In this paper, we have proposed a novel method for audio forgery detection. Our 
major contribution is the introduction of the max offset. After calculating the max 
offsets for cross correlation between the blocks of the ENF and the reference signal, 
we can determine audio forgery by comparing the change of max offsets from 
different blocks. The change of max offsets can also help indicate the boundaries of 
edited region. Since our method is a spatial domain method and does not need to carry 
out DFT, the computational load is much lighter than the typical method in literature. 
We have proposed both visual detection and automatic detection. The former can be 
used for both forgery detection and the location of edited region while the latter can 
be used for fast forgery detection of a large amount of audio files. Our future work 
will focus on decreasing erroneous detection rates and increasing the accuracy of 
locating the boundaries of edited region.  
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Abstract. In this paper, a novel video inter-frame forgery detection scheme 
based on optical flow consistency is proposed. It is based on the finding that 
inter-frame forgery will disturb the optical flow consistency. This paper noticed 
the subtle difference between frame insertion and deletion, and proposed 
different detection schemes for them. A window based rough detection method 
and binary searching scheme are proposed to detect frame insertion forgery. 
Frame-to-frame optical flows and double adaptive thresholds are applied to 
detect frame deletion forgery. This paper not only detects video forgery, but 
also identifies the forgery model. Experiments show that our scheme achieves a 
good performance in identifying frame insertion and deletion model. 

Keywords: optical flow consistency, frame deletion, frame insertion, forgery 
model identification. 

1 Introduction 

The development of digital equipment has made surveillance videos important 
evidences in court. How to detect the integrity and authenticity of videos has become 
an importance field in information security [1]. 

Video forgery detection includes active detection and passive detection. Active 
video forgery detection based on watermark and digital signature has been researched 
for years and has got much progress [2]. Active detection depends on watermark or 
signature. However, most cameras don’t have such functions, making it impossible.  

Passive video forgery detection extracts internal features of videos and has caught 
much attention nowadays. Prof. A. De proposed a method to uncover video forgery 
based on readout noise introduced by the Readout from camera CCD [3]. M. 
Kobayashi tried to detect suspicious surveillance videos with noise characteristics [4]. 
D.D. Liao proposed a method to detect double H.264/AVC compression detection 
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using quantized nonzero AC coefficients [5]. W.H. Wang and H. Farid proposed a 
video tampering tracing technique in de-interlaced and interlaced video [6]. 

Digital video forgery includes inter-frame forgery and intra-frame forgery. Intra-
frame forgery is similar to image forgery. Intra-frame forgery detection is much easier 
comparing with inter-frame forgery detection, since image forgery detection research 
has got many achievements. M. K. Johnson proposed an image forgery detection 
method based on the lighting inconsistencies [7]. A. Swaminathan detected image 
forgery via intrinsic fingerprints of both inside and outside processing operations [8]. 

From above discussion, this paper focuses on detecting forgery and identifying 
forgery model, which has not been considered by other researchers. They mainly 
focus on if a video has been tampered but don’t analyze the forgery model. In section 
2, the optical flow generation and how inter-frame forgery affects it are introduced. 
Section 3 gives the framework and detailed procedures of our scheme, experiments 
are shown in section 4 and a brief conclusion will be conducted in the last section.   

2 Optical Flow Analysis for Inter-frame Forgery Video Frames 

The Lucas Kanade optical flow is proposed by B.D. Lucas and T. Kanade, it has been 
widely used in layered motion, mosaic construction and face coding, but has never 
been used in video forgery detection. In this paper, we found that the optical flow is 
sensitive to inter-frame forgery and analysis will be given to prove it. Based on this 
finding, we innovatively use it in our inter-frame forgery detection.  

2.1 Optical Flow Generation in the Video 

The main steps to extract the Lucas Kanade optical flow are as follows: 

1. Given two images, a spatial sampling is conducted to reduce the 
computational complexity. For each image, take its odd rows to form an odd 
image and their even rows to form an even image as is shown in figure 1. 

  

Fig. 1. Spatial sampling of image1 and image2 

2. A pyramid is built for each image. In the figure below, the picture in the 
bottom is the original image, and the fours above it are the pyramid built on it. 
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5. Below is the optical flow figures extracted with image1 and image2, odd 
image1 and odd image 2, even image 1 and even image 2.  The odd optical 
flow and the even one are almost the same, while the original one is the sum of 
the two, reducing the computing complexity while keep the optical flow 
feature. 

 

 

Fig. 5. Optical flow of original images, odd images and even images 

6. For two frames M and N, two optical flow figures OFX(m,n) and OFY(m,n) which 
are the optical flow vectors in the 2D space are computed by adding the 
absolute values of the optical flow in each pixel (i, j)with equation (1). 

 

 
(1)

Where S(m,n) (x) is the sum of optical flow values between frame M and frame 
N in the X direction, and X can be replace with y to calculate S(m,n) (y), which 
is the sum of optical flow values between frame M and frame N in the Y 
direction, width and height are the number of pixels in each row and each 
column of the optical flow figure. 

2.2 Analyzing Video Features of Inter-frame Forgery by Optical Flow 

In this section, several examples based on the KTH video database are given to 
demonstrate how the inter-frame forgery affects the optical flow consistency.  

Optical Flows of Original Video 
In above figure, these six adjacent frames in the top row are extracted from an 
original video, and the five figures in the second row are the Lucas Kanade optical 
flows between adjacent frames in the top flow, that’s to say, the Kth optical flow is 
computed with the Kth frame and the (K+1)th frame. In above figure, the optical flow 
in each figure mainly focuses on the upper half. The two histograms in the third row 
are the total optical flow values in X and Y directions of the five optical flow figures. 
From the histograms, the five bars in both X and Y directions are almost the same, 
which means their optical flows are consistent. 
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Fig. 9. Framework of inter-frame forgery detection scheme 

The detailed scheme of our algorithm is: 

1. For a given video, first generate the optical flow as is given in Section 2. 
2. The optical flow is used to detection frame insertion and frame deletion 

forgery separately according to the procedures in Section 3.2 and 3.3. 
3. If forgery is detected, identity their tampering model according to the 

difference between frame insertion and frame deletion. 
4. If no frame insertion or deletion is detected, than mark a video as normal. 

With this scheme, our algorithm can not only detect inter-frame forgery, but also 
identify forgery model, i.e. identify if it’s frame insertion or frame deletion. 

3.2 Frame Insertion Forgery Detection Procedure 

For frame insertion forgery, a window based rough detection is proposed. By dividing 
a video into windows and computing the optical flow between the first frame and the 
last frame in each window, the detection time has been largely reduced. From figure 7 
it’s clear that the optical flow at an insertion point is hundreds of times larger than 
others, and the optical flow between two non-adjacent frames in figure 8 is only 
several times larger than that of adjacent frames. Even though the window mechanism 
will compute the optical flow of two non-adjacent frames and increase the optical 
flow value by several times, compared to the hundreds of times for insertion forgery, 
the window mechanism won't influence the optical flow much, but greatly fasten the 
detection speed. So the window mechanism is proposed for fast rough insertion 
detection.  

In this paper, window mechanism is not used in frame deletion since inconsistency 
of deletion forgery is smaller comparing with insertion forgery. If window mechanism 
is applied, it will narrow this inconsistency further and result in more missed 
detections. 

Below is the detailed process of the video frame insertion detection method. 



274  J. Chao, X. Jiang, and T. Sun 

 

 

Fig. 10. Frame insertion forgery detection procedure 

1. Each video is divided into equal-size windows. Here the window size is 16, 
because the optimal size for binary search is 2^n, and 16 is less than the frame 
rate (25Fps), ensuring that there won’t be an integrate insertion in a window. 

2. Then compute the Lucas Kanade optical flows Sk(x) in X and Sk(y) in Y 
direction between the first and the last frame in each window with equation 1 
where X can be replaced with Y, but m and n are replaced with the first frame 
and last frame in a window. 

3. Compute the average optical flow in X and Y directions with below equation 
(where X can be replaced with Y). NOW is the number of  windows in a 
video; AOF(x) is the average optical flows in the X direction : 

 (2)

4. When the optical flow in a window K meets equation (3) either in X direction 
or Y direction where T=2, it means that the optical flow in this window is 
larger than the threshold and this window should be further detected.  

  (3)

5. Suspicious windows are binary researched to locate shift point. Each window 
is divided into two equal sub windows, optical flows between the first frame 
and the last frame in each sub window are computed in both X and Y 
direction.  If the optical flows in left sub window and right sub window meet 
equation (4) where X can be replaced with Y, then a shift point may exist in 
the left sub window; go on with binary search in the left sub window until 
window size is 1. Here L means the left sub window, and R is the right sub 
window. 

 (4)
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Else if the optical flow in X direction or Y direction meets equation (5) where 
X can be replaced with Y for the Y direction, then a shift point may exist in the 
right sub window, go on binary searching it until the sub window size is 1.  

 
(5)

If a shift point is detected, then frames before and after this point are quite 
different in their optical flows. If optical flow between frame K and (K+1) and 
that between frame (K+1) and (K+2) meet (4), then (K+1) is a shift point. Else 
if two optical flows meet (5); then (K+2) is a shift point. 

If the optical flows meet none of the two equations (4) and (5), then it 
means that there is no shift point in this suspicious window.  

6. After the binary research in all suspicious windows, further detection is 
conducted to identify insertion part. For each point I and J, three optical flows 
will be computed: optical flow between (I-2) and (I-1), optical flow between 
(I-1) and (J+1), optical flow between (J+1) and (J+2). If they are similar, it 
means that the video frames before the shift point I and after the shift point J 
come from the same video, so frames between these two shift points are 
inserted. 

3.3 Frame Deletion Forgery Detection Procedure 

For frame deletion forgery, the differences of optical flows are much smaller than 
frame insertion forgery. So in our method, optical flows between all adjacent frames 
are computed. Below is the detailed procedure of the frame deletion forgery detection. 

 

Fig. 11. Frame deletion forgery detection procedure 

1. Each video is firstly divided into individual frames. 
2. Then compute the Lucas Kanade optical flow between the Ith frame and the 

(I+1)th frame. 
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3. Compare each optical flow with its adjacent frames. If it meets equation (6) in 
X direction or Y direction where X can be replaced with Y, then it’s a 
suspicious deletion position. Where T1 is 2 in this paper. 

 

(6)

4. Compute the average optical flow in both X and Y directions with below 
equation, where S(k,k+1)(x) is computed with equation (1); NOF is the number 
of optical flow figures in a video; AOF(x) is the average optical flow in the X. 
Replace the X in this equation with Y to get the average optical flow: 

 
(7)

5. When the optical flow of the suspicious point in X direction or Y direction 
meets equation (8), it means that the optical flow between these two frames is 
much larger than average optical flow and some frames have been deleted 
between them. Where T2 is 3.5 in this paper. 

    (8)

6. Compare all S(k,k+1)(x) in the video, if none of the optical flow meets the 
equation (8) in neither X direction nor Y direction, then this video hasn’t been 
tampered with frame deletion. 

4 Simulation Experiments and Results 

Video forgery model detection research just began in recent years and there are no 
other optical flow based video forgery detection methods, so here in this paper we 
didn’t do comparison with other researchers’ work. 

4.1 Evaluation Standards 

To evaluate the detection efficiency, the recall rate (Rr) and precision rate (Rp) are 
used, which are common standard in video and image related detection and 
classification research. The recall rate is the percentage of correctly detected videos 
among all tampered videos; a high recall rate can well prove the detection accuracy. 
The precision rate is the percentage of correctly detected videos among all the 
detected ones; a high precision rate can well demonstrate a low false alarm rate. 

 (9)
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 (10)

Where Nc is the number of correctly detected video forgeries; Nm is the number of 
missed video forgeries; Nf is the number of falsely detected video forgeries. 

4.2 Test Video Databases 

Original Video Database 
In this section, a large number of simulation experiments based on KTH database are 
conducted to evaluate our algorithm. The frame rate of videos in our test is 25Fps.  

Frame Insertion Video Database Built with CBCD Scripts 
The first test video database is generated with TRECVID Content Based Copy 
Detection (CBCD) scripts. To use the script, we first generate two folders: Reference 
and Non-reference, and then this script can automatically generate frame insertion 
videos by insertion a randomly chosen Reference video segment to a randomly 
chosen Non-reference video with random length. 

Frame Insertion Video Database with OpenCV Library 
To demonstrate that our frame insertion forgery detection method is robust to 
different kinds of frame insertion tools, we tried to generate another test video 
database with the OpenCV function library in C and C# coding language on visual 
studio 2010.  Below is the frame insertion forgery database generation procedure 
with OpenCV. 

For each video I, we insert N frames from video (I+1) to it. These N frames are 
selected randomly from video (I+1) and they are inserted to video I. In our test, we 
test different values of N (N=100, N=25) to evaluate the robustness to different 
insertion length. N=100 (4s) is chosen as a representation of long insertion, and N=25 
is chosen to represent a short insertion based on the assumption that only video 
segments with meaningful activities are inserted and a meaningful activity will last 
for at least 1s.  

Frame Deletion Video Database with OpenCV Library 
Since the CBCD scripts can only generate frame insertion videos, we generated frame 
deletion forgery database with the OpenCV function on visual studio 2010.  

For each video I, we delete N frames in it from K to (K+N-1). In our test, we test 
different values of N (N=100, N=25) so as to evaluate the robustness of the proposed 
frame deletion forgery detection algorithm.  

4.3 Experiment on Frame Insertion Forgery Model’s Detection 

Test Results of Frame Insertion Database Built with CBCD Scripts 
From the experiment in table 1, 3000 frame insertion videos are tested. The frame 
insertion detection recall rate reaches 95.43% and the precision rate reaches 95.34%. 
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Table 1. Test Results with Frame Insertion Database 1 

Nc Nm Nf Rr (%) Rp (%) 
2863 137 140 95.43 95.34 

Test Results of Frame Insertion Database Built with OpenCV Library 
In the table above, different frame insertion numbers are tested. The detection recall 
rate is 94.33% with 100 frames insertion, while with 25 frames insertion, it drops to 
92.67%. The detection precision rate with 100 frames insertion is 97.92%, but for 25 
frames insertion, it reaches 98.58%. From the results, it can be found that when 
inserting fewer frames, the detection recall rate will drop, which is consistent to the 
theory that our visual system can find large changes easily but will skip the small 
changes. Accordingly, the low recall rate means that in the first round of window 
detection, less suspicious are detected, and in binary search round, more suspicious 
windows are rejected. Accordingly, less false detections occur in the first round and 
more false detections are rejected in the binary search, so precision rate increases with 
fewer frames inserted. 

Table 2. Test results Frame Insertion Database 2 

 Nc Nm Nf Rr (%) Rp (%) 
N=100 566 34 12 94.33 97.92 
N=25 556 44 8 92.67 98.58 

 

Fig. 12. Frame insertion detection results comparison with different test database 

From figure 12, frame insertion detection results of three databases are similar. So 
we can conclude that our video frame insertion detection method achieves a well 
robustness with different tampered videos and different frame insertion lengths. 

From the three groups of recall rates and precision rates, we can conclude that for 
frame insertion detection, the higher the recall rate, the lower the precious rate. This is 
because a fixed threshold is used among all databases, and when the recall rate is high 
for a database, it means the threshold is low for this insertion type, which will cause 
more false detections in this database, so the precision rate will increase. 
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4.4 Experiment on Frame Deletion Forgery Model’s Detection 

Test Results of Frame Deletion Database Built with OpenCV Library 
From the experiment result above, the frame deletion is a little worse than frame 
insertion. For frame insertion, the lowest recall rate is above 92% and the lowest 
precision rate is above 95%, but for frame deletion, the recall rate and precision rate 
are both lower than 90%. It is because in frame insertion, frames are inserted from 
other videos, while different videos are usually recorded with different camera or 
different parameters, so frames from different videos have bigger optical flow 
inconsistency.  

Table 3. Test Results with Frame Deletion Database 3 

 Nc Nm Nf Rr (%) Rp (%) 
N=100 514 86 61 85.67 89.39 
N=25 507 93 90 84.50 84.92 

 
From the results, we can find that the recall rate and precision rate of deleting 25 

frames are lower than those of deleting 100 frames, which is consistent to the fact that 
if fewer frames are deleted, it will be harder to be detect, so the recall rate is lower 
when deleting fewer frames. As with the precision rate, it’s different with frame 
insertion. For frame insertion, a fixed threshold T is used in the first round detection, 
and with a fixed threshold, the false detection will be reduced with fewer frames 
inserted, so the precision rate will increase. But for frame deletion, adaptive 
thresholds are used, and when fewer frames are deleted, frames around the shift point 
are much similar. So the adaptive threshold mechanism will drop down the threshold 
to guarantee the recall, but lower threshold will induce more false detection caused by 
fast movements such as jogging, so the precision will also increase with fewer frames 
deleted. 

From above analysis, we can conclude that our detection scheme can achieve a 
relatively stable performance to different frame deletion forgery. 

From experiments in 4.3 to 4.4, we can conclude that out method achieves a good 
performance in identifying both frame insertion forgery model and frame deletion 
forgery model. In addition, the proposed method is robust to different tampering tools 
and different inserted and deleted frame numbers. 

4.5 Analyzing Detection Effect on Threshold Parameter Selection 

It our experiment, we used adaptive threshold for the T1 and T2 in equation (6) and 
(8), below figures give the test results with different T1 and T2. 
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Fig. 13. Testing results 
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5 Conclusion 

In this paper, a novel video inter-frame forgery detection scheme based on Lucas 
Kanade optical flow consistency is proposed. It is based on the assumption that for 
adjacent frames in original videos, their optical flows are consistent, and inter-frame 
forgery will disturb this optical flow consistency. In this paper, a window based rough 
detection and binary search based precise detection is proposed for frame insertion 
forgery detection. And for frame deletion forgery detection, frame-to-frame 
mechanism and double adaptive thresholds are proposed to detect the tiny difference 
in optical flow, so as to detect deletion forgery. By detecting different forgery models 
separately according to their difference, our algorithm can not only well detect video 
inter-frame forgery, but also identify the forgery model. Experiments show that the 
recall rate reaches 95% and the precision rate reaches 98% of frame insertion forgery 
detection. For frame deletion forgery detection, the detection rates are a little lower 
than insertion forgery, but still the recall rate reaches 85% and precision rate reaches 
89%. Future work will focus on detecting frame duplication and improve the recall 
rate and precision rate of detecting frame deletion. 
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Abstract. In this paper, we point out state-of-the-art algorithm in natural image 
splicing detection, namely the transition probability matrix feature proposed by 
Shi, et al., can be attacked by modifying block discrete cosine transform 
(BDCT) coefficients without significantly degrading quality of the spliced 
image. BDCT coefficients of the spliced image are modified so that its distance 
to a close authentic image in feature space is minimized. The minimization is 
accomplished with a greedy algorithm. The modification makes the spliced 
image statistically similar to the authentic image so as to reduce the 
effectiveness of detection algorithm. The performance of the algorithm is 
evaluated on Columbia Image Splicing Detection Evaluation Dataset. With the 
proposed anti-forensics post processing, detection accuracy and true positive 
rate reduces to 69.4% and 62.5% respectively, while the processed images still 
maintain average peak signal-to-noise ratio (PSNR) at 42.22db. 

Keywords: Anti-forensics, Splicing Detection, Information Security, Gaussian 
Mixture Model, Multivariate Statistics. 

1 Introduction 

In the last few years, accompanying wide-spreading of powerful digital image 
manipulating software, more and more fake images has brought troubles for 
governments, companies and individuals. As a result, a young research area, called 
image forensics, emerges. Different from traditional media authentication approach like 
watermarking, it does not rely on previously embedded metadata, but merely using 
intrinsic property of the media itself to evaluate its processing history and origin. A 
number of algorithms have been developed to detect double compression history of 
JPEG images [1], copy and move [2-3], resampling [4] and splicing [5]. Intrinsic 
properties that have been exploited in digital image forensics include direction of light 
source [6], statistics of pixel values in spatial and frequency domain, quantization table 
used in compression, CFA patterns used in sensor and model of the camera. 
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But the problem is far from being solved. Nearly every forensic tool mentioned 
above has assumed that the image forger has not taken any countering measure to 
remove its trace. In reality, like every information security field, vulnerabilities in 
existing forensic tools will be exploited, and modified images will not only fool our 
eyes, but also pass safely though detection programs. Thus there is urgent need to re-
evaluate all existing forensic tools to take countering measure into account. 

Currently there are not many publications in this anti-forensics area. We have just 
seen a few published works in hiding resampling trace [7], recreating CFA [8], 
removing contrast enhancement trace [9] and hiding JPEG compression history [10].  

In this paper, we deal with another problem in anti-forensics, countering universal 
tampering detection. A typical image tampering usually involves splicing, resizing, 
rotation, blurring and compression, etc. There are two basic approaches to detect 
tampered images. One approach is to detect specific processing. The other approach is 
blind detection without knowing specific processing history of the image. Thus the 
latter is also called universal tampering detection. This approach usually extracts low 
dimensional features from the image and uses machine learning to generate prediction 
model. 

Most of the universal tampering detection algorithms are borrowed from 
steganalysis research [11]. We propose in the paper that anti-forensics research can 
also learn from steganography research. Lots of steganography algorithm follows the 
idea of histogram restoration. Part of the embeddable components is reserved to 
compensate for the changes caused by message embedding. Algorithms such as F5, 
OutGuess, and MB1 follow this approach.  

There are two differences between steganography and anti-forensics. Goal of 
steganography is to embed a message while keeping the changes undetectable. Anti-
forensics does not have the requirement to transmit a message, so the modification is 
more flexible. While steganography algorithm manages to restore the histogram to its 
original shape, there is no clear objective in anti-forensics restoration. We propose to 
use a close authentic image in feature space as approximation of its authentic 
counterpart. 

A good restoration needs a good image model. Traditional algorithms such as F5, 
OutGuess and MB1 only restore its first order histogram, which has been approved 
not secure enough. A detector only needs to use a second order feature. While 
currently there are some algorithms proposed to restore second order histogram, the 
detector can always use a richer model. To the best of our knowledge, there is 
currently no good high dimensional natural image model can serve the needs of 
statistically restoration in steganography or anti-forensics.  

The lack of a good image model has been dealt with by the lately proposed HUGO  
algorithm [12]. HUGO uses a weighted L1 distance to reach minimum embedding 
impact in feature space. The feature used is discriminative features used in 
steganalysis, namely SPAM feature with a very large threshold. It uses a large 
threshold, T=90, to prevent over-fitting to the feature. 

Idea proposed in this paper is similar to HUGO. The set of feature we use is 
Markov transition probability matrix feature, which is a universal tampering detection 
algorithm proposed by Shi, et al [5]. It is currently state-of-the-art in terms of 
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detection accuracy and computing complexity. Since this feature models joint 
probability in DCT domain, we target our algorithm at JPEG images.  

The paper is organized in the following way. In section 2, universal blind 
tampering detection algorithm is reviewed. Our proposed algorithm is introduced in 
section 3. In section 4, we provide experimental result on Columbia Splicing 
Detection Evaluation Dataset. Section 5 concludes the whole paper. 

2 Universal Image Tampering Detection 

Machine learning is one of the basic approaches used in universal image tampering 
detection. Ideally, we can train a natural image model and a tampered image model. 
Then a suspicious image’s probability under two models is calculated. The image is 
predicted to be in class where it has a higher probability. Such generative model is 
hard to train, so a popular approach is to extract a set of low dimensional features and 
then use discriminative learning to train the prediction model. 

Quite a lot of publications belong to low dimensional feature category. Features are 
usually selected through experiment or borrowed from other research problems, such 
as steganalysis. These include bicoherence features, high order moment features, 
transition probability matrix features, run-length features and 2D phase congruency 
features, etc. Among them, transition probability matrix features is by far the most 
effective feature in terms of detection accuracy and feature extraction complexity. 
The feature extraction steps can be briefly described as follows: 

1. If the image is not already in JPEG format, it is transformed with 8x8 BDCT. 
2. The absolute value of the coefficients is calculated and rounded to the nearest 

integer, which forms a BDCT coefficient array. 
3. Difference of adjacent elements on BDCT coefficients array along different 

directions is calculated and processed with a threshold T.  
4. Markov chain is used to capture transition probability on the difference arrays. 
5. Every element on the transition probability matrix is used as feature by a 

classifier to check the authenticity of images. 

The feature has two forms. One is conditional probability form. Elements in the 
matrix is defined as 

, 1( , ) ( | ),i j ijM x y P d y d x+= = =  (1)

where ijd and , 1i jd +  are adjacent elements on the difference array of BDCT 

coefficients, and M is the probability matrix. After the processing with threshold T, x 
and y are integers between –T and T. The other form is joint probability form or co-
occurrence matrix, which is defined as 

, 1( , ) ( , ),i j ijM x y P d y d x+= = =  (2)

with the same definition of parameters in the equation. There two forms have been 
proved to have similar performance in splicing detection. Difference between (1) and 
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(2) is that (2) keeps marginal distribution of the elements. In this paper, we use the 
joint probability form for two reasons: one is to make sure that post-processing takes 
marginal distribution into consideration; the other is co-occurrence matrix is easy to 
be modified, which has been pointed out by others [12]. 

2.1 From Steganography to Anti-forensics 

Since most universal image tampering detection algorithms are borrowed from 
steganalysis, modern steganography research can contribute to anti-forensics as well. 
HUGO is a recently introduced steganography algorithm. Different from other 
algorithms that try to compensate for the message embedding, HUGO uses high 
dimensional features to locate pixels that introduce the least distortion. This motivates 
us to use similar approach to locate those pixels that can change feature distribution 
most efficiently so that the processed image looks similar to an authentic image but 
the distortion is minimized. The distortion we considered is the one between the 
original tampered image and the one after anti-forensics processing. 

3 Histogram Restoration in Feature Space 

The basic idea of the proposed approach is to slightly change BDCT coefficients of 
the image so that they are statistically indistinguishable to authentic images without 
introducing too much distortion. There are two approaches to restore the image in 
feature space. One is to use a generative model to restore the image to a common 
model. The other is to restore the image to its authentic counterpart.  

In the first approach, we have tried to model the joint probability matrix with 
Gaussian Mixture Model (GMM), but the result is not good. There are two possible 
reasons: one is that GMM is too simple to capture the high dimensional joint 
probability; the other one is that there are not enough images in the dataset to learn an 
accurate model. 

In the second approach, we define the authentic counterpart as an authentic image 
close to the tampered image in feature space. The authentic counterpart is statistically 
similar to the tampered image so that the latter can be efficiently modified with low 
distortion. The concept of counterpart is similar to the original image in 
steganography. 

As we introduced in section 2, Markov transition probability feature is good 
enough to be used as a feature space for histogram restoration. There are a couple of 
parameters need to be decided, which will be discussed in the next subsection.  

3.1 Algorithm Parameters 

HUGO uses a very large threshold, T=90, so that the dimension of the feature space is 
6x107. Images in our experimental dataset are relatively small, which is all 128x128, 
so that we choose T=10, and already get acceptable result. Generally larger T is 
better.  
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We have a couple of options for the measure of distance between samples in 
feature space. We have tried L1 distance, L2 distance, Mahalanobis distance and even 
a weighted L1 distance like the one used in HUGO. L2 distance gives the best result. 
Our analysis is that L2 distance is consistent with the distance measure used in 
Gaussian RBF kernel,  

2*| |( , ) ,x yK x y e γ− −=  (3)

which is used in our classifier. Although other classifiers do not use this information 
directly, we have also observed significant decreasing of detection accuracy with a 
GMM-based Bayes classifier.  

We modify the image in BDCT domain. We only modify non-zero AC 
components, which is a common setting in steganography.  

In order to prevent from introducing too much noise in the post-processing, the 
maximum distortion which can be introduced into every BDCT coefficient needs to 
be bounded. We name this bound as K. 

To find a global optimized solution to this problem is still difficult, we introduce a 
sub-optimal greedy algorithm, which can get satisfied result in acceptable time. 

3.2 Component Visiting Strategy 

To a 128x128 image block, there are 16384 BDCT coefficients. When every 
coefficient can change ±K from its original value, there are (2K+1)16384 possible 
modifications. Searching for the global optimization solution is an NP-hard problem. 
Change of one coefficient will affect multiple bins in the histogram, so there’s no 
closed-form expression of the gradient of the objective function.  

Because of this, we propose to use greedy algorithm to find a suboptimal solution. 
There are two steps in the greedy algorithm. First every non-zero component is visited 
from upper-left to lower-right. The maximum change of distance every component 
can bring to the image is recorded as its potential. In the second step, non-zero 
components are visited again in descending order of their potential. The modification 
takes place in the second step. The visiting strategy insures the most efficient non-
zero components are visited first.  

4 Simulation Result and Discussion 

The performance of the algorithm is evaluated on Columbia Splicing Detection 
Evaluation Dataset [13]. There are totally 1831 images in the dataset, 921 of which 
are authentic images and 910 are spliced images.  

Markov transition probability features can be extracted in different directions, such 
as horizontal, vertical, diagonal and minor diagonal. For simplicity, we only use 
horizontal direction in both our anti-forensics processing and detection. The threshold 
used in anti-forensics processing is 10, while the threshold used in detection is 3. 
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For every spliced image, we choose a unique authentic image as its authentic 
counterpart. The authentic counterpart is selected in the following way. The spliced 
images are visited in random order. For every spliced image, we choose the authentic 
image which is closest to it in feature space as its authentic counterpart. Every 
authentic image can only be chosen once. When all spliced images are visited, we 
calculate sum of L2 distance of all pairs of images. The process is repeated 100 times, 
the solution which has the lowest sum distance is used. This is certainly not the 
optimal solution, but it is simple and fast. Visual effect of the proposed algorithm is 
shown in Figure 1. 

 

Fig. 1. Visual effect of the histogram restoration algorithm with different parameters. (a) 
Authentic image, (b) Spliced image without histogram restoration, (c) Restored image with 
K=1, (d) Restored image with K=7. D is L2 distance to (a) in feature space. 

We use LibSVM with Gaussian kernel [14] to evaluate the detection accuracy. 2/3 
of the samples are used as training set, 1/3 is used as test set. The result is in Table 1. 
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Table 1. Test accuracy of restored images. K=0 means without restoration. AC is accuracy, TP 
is true positive and TN is true negative. 

K AC TP TN PSNR (db) 
0 0.863 0.878 0.849 N/A 
1 0.824 0.793 0.856 52.72±2.09 
2 0.779 0.746 0.811 49.17±2.47 
3 0.739 0.695 0.783 46.94±2.67 
4 0.716 0.658 0.774 45.34±2.81 
5 0.705 0.616 0.792 44.11±2.93 
6 0.700 0.629 0.770 43.10±3.01 
7 0.694 0.625 0.761 42.22±3.05 

 
When K increases to 7, the average PSNR has dropped to 42.22db. We assume this 

is the limit to the current setting. Further increasing of K will generate perceptually 
visible distortion to the image. In reality, the forger will be able to select a better 
authentic counterpart than us, thus the modification will be more efficient.  

There is one limitation in our algorithm. The post-processed image should be 
stored in JPEG format. Transform the image back to spatial domain will introduce 
rounding errors which will affect transition probability matrix in frequency domain, 
thus making the result unpredictable. 

5 Conclusion 

In this paper, we proposed an anti-forensics algorithm which is able to reduce the 
effectiveness of universal tampering detection algorithm. We modify the tampered 
image in Markov transition probability matrix feature space. We also propose to use 
L2 distance as measure of distance between samples in the feature space and a greedy 
algorithm to calculate the suboptimal solution. The effectiveness of the method is 
evaluated on Columbia Splicing Detection Evaluation Dataset. We are able to reduce 
the detection accuracy significantly while still maintain high PSNR. 

Our future research direction is to extend the algorithm to spatial domain so that 
the processed image can be saved in difference format. We will also do more 
experimental study to evaluate the over-fitting problem in this algorithm, and work on 
possible improvements. 
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Abstract. This paper proposes an effective method for face verification using 
color sparse representation. In the proposed method, sparse representations are 
separately applied to multiple color bands of face images. The complementary 
residuals obtained from the multiple color face images are merged by means of 
score-level fusion, yielding improved discrimination capability for face 
verification. Experimental results using two public face databases (CMU Multi-
PIE and Color FERET) showed that the proposed face verification method is 
highly robust under challenging conditions, compared to the conventional 
methods using grayscale sparse representation. 

Keywords: Face verification, color sparse representation, information fusion. 

1 Introduction 

In recent years, biometric identity verification has gained much attention as an 
alternative solution to traditional cryptographic key-based verification mechanisms 
[1]. The fundamental problem of the key-based verification lies in a difficulty of key 
management. The cryptographic key can be easily forged, lost, and stolen. On the 
other hand, biometric data is extremely difficult to copy and share as it reflects the 
physiological and/or behavioral traits of a human. Hence, the uniqueness of biometric 
data makes biometric identity verification a prominent solution to enhance security. 

Among a variety of biometric modalities, face verification has played a great role 
in many applications, such as biometric access control system, video surveillance 
systems, etc. [2]. In face verification, given a pair of face images, the goal is to 
determine whether they are coming from a single class or not. For successful face 
verification, the matching of faces should be robust to the challenging conditions such 
as variations of pose, illumination, and expression present in face images. 

To fulfill the above requirement, designing an effective classifier is one of the 
crucial tasks in face verification. For this, a variety of classifiers have been introduced 
for face verification purposes [3-6]. In particular, sparse representation classifier has 
proven to be a highly powerful tool for face recognition due to its robustness to a 
variety of image distortion. In [6], Wright et al. suggested recognition framework for 
robust face recognition using sparse representation. The experimental results of [6] 
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showed that the sparse representation based classification outperforms other 
classifiers such as nearest neighbor (NN) and nearest subspace (NS) for face 
identification/verification. 

The above-mentioned work demonstrated that sparse representation is a prominent 
classifier that offers robust face recognition accuracy. However, this work is limited 
to use only grayscale information of face images. It is important to note that, for face 
recognition, the use of facial color information is known to significantly improve 
discrimination capability [7-8]. In particular, the effectiveness of color information 
can be significant when face images are taken under variations in illumination and 
facial pose [8]. However, in scientific literature, no efforts have been thus far made to 
investigate color sparse representation for face recognition. 

In this paper, we propose a new face identity verification method based on color 
sparse representation. In the proposed method, color face images in training set are 
converted to different color band images via color space conversion. After that, 
dictionaries associated to each color band are constructed using the corresponding 
color band images. In the testing phase, we convert probe color face image in the 
same way. Then, we compute the sparse solution vectors and the corresponding 
residual errors by separately applying sparse representation to each of the color bands. 
As illustrated in Fig. 2, distinct sparse solution vectors (derived from multiple color 
band images) can provide complementary cues to each other, which allow for reliable 
discrimination of face images. To facilitate the complementary effect for face images, 
the resultant residual scores (each of which is computed from a single color band) are 
combined at score-level. The combined residual score is then used for verification of 
the probe image. For details on verification criteria, please refer to Section 2. To the 
best of our knowledge, this is the first attempt to make effective use of color 
information in the area of face verification based on sparse representation.  

To verify the usefulness of the proposed method, comparative and extensive 
experiments have been conducted using two publicly available face databases (DBs): 
CMU Multi-PIE [9] and Color FERET [10]. The two DBs are used to evaluate the 
verification capability under variations in illumination and facial pose, respectively. 
Experimental results show that the proposed color sparse representation based face 
verification can significantly improve that using conventional sparse representation 
that rely only on grayscale information. In addition, the proposed face verification 
clearly outperforms some state-of-the-art methods. 

The rest of this paper is organized as follows: Section 2 details the proposed color 
face verification method. Section 3 presents experimental results and conclusion is 
drawn in Section 4.  

2 Color Sparse Representation for Face Verification 

In this section, we describe the proposed color sparse representation for face 
verification. Fig. 1 shows the framework of the proposed method which is composed 
of multiple sparse coding systems. Each of the sparse coding systems is associated 
with a particular color band. Given a RGB face image, multiple color band images are  
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Fig. 1. Framework of the proposed face verification using color sparse representation. Note that 
YIQ color space is used as an example. 

obtained through using color space conversion. In general, K color band images are 
assumed to be obtained. These color band images obtained from training set are used 
as training samples. On each of the training samples, feature extraction is performed 
for the purpose of dimensionality reduction (in this paper, downsampling and 
randomfaces are used). After that, K dictionaries are generated for the corresponding 
K color bands. Using the feature vectors of training samples, we construct a dictionary 
for the k-th color band as follows: 
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where )(k
iA is the dictionary consisting of d -dimensional feature vectors associated 

with the i-th class. N denotes the number of entire training face images. Note that 
feature vector is normalized to have unit length before generating the dictionary 
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Since the construction of dictionary is separately performed on each color band, 

the vertical lengths of the resulting dictionaries remain unchanged (i.e., they are 
always d  rather than increased). This allows us to keep underdetermined 
dictionaries as in [6] even when large number of color bands is used (three color 
bands in the case of Fig. 1). 

Using the dictionary ,)(kA  the feature vector )(ky  of a given probe face image 

can be approximated as follows: 
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by solving the following criteria: 
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Fig. 2. Examples of sparse coefficients that are separately derived from three different color 
bands (e.g., R, Q, and Cr) of a probe face image. Training face images corresponding to the first 
and second largest sparse coefficient values are indicated for illustration purpose. 
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where 
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⋅  denotes 1 -norm. Once the sparsest solution )(
1ˆ kx  is obtained, we 

compute the residuals )( )()( kk
ir y  for each class, which can be computed as follows: 
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where )( ⋅iδ  indicates the characteristic function that selects the coefficients 

associated with the i-th class. From using equations from (1) to (4), the residuals for 
all of K color bands can be readily computed. 

Fig. 2 shows the distributions of sparse coefficients separately computed from 
three distinct color bands (e.g., R, Q, and Cr) of a color face image. As shown in Fig. 
2, the distributions of the sparse coefficients are different along the training image 
index, which means they contain distinct discriminative information for face 
verification. The sparse coefficients for R color band (related to luminance 
information [7]) in Fig. 2 are undesirable since the identity of the training face image 
having the largest coefficient value does not correspond to that of the probe image. 
This could be mainly due to varying lighting conditions across face images. On  
the other hand, for Q and Cr color bands (which are related to chromaticity of color), 
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we can see that the training face images with the largest coefficient values and  
the probe face image have the same identity (although the two face images have quite 
different luminance). From the above observation, the sparse solutions from multiple 
color bands could be complementary to each other, improving discrimination 
capability for reliable face verification. 

Here, we combine multiple residuals (each of which is obtained from a single color 
band) by using score-level fusion technique [11] so that we consolidate 
complementary effect of multiple color bands in sparse representation at once. To 
produce a fused residual, sum rule [11] is employed. The combination of the residuals 
can be defined as follows: 


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where kλ  ),...,1( Kk =  denotes weight value. In this paper, we choose equal 

weights for all color bands (i.e., )./1 Kk =λ  Prior to the fusion, z-score 

normalization [11] is applied to all )(k
ir  to have zero mean and unit variance within 

color band. 
Finally, using each combined residual associated to i-th class, we make the final 

decision by the following criteria: 
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where τ  is a global threshold used for verification. As a result of (6), the value 1 
indicates that the feature vector y  of a given probe face image is verified to belong 

to the class (or identity) i, vice versa. 

3 Experimental Results 

To evaluate the verification performance of the proposed method, two public face 
DBs: CMU Multi-PIE [9] and Color FERET [10] were used. The face images used in 
the experiment were cropped from the original images according to the locations of 
two eyes, and rescaled the cropped images to the size of 4444×  pixels (see Fig. 3). 
In order to investigate the stability of the proposed method in terms of verification 
accuracy under different color configurations, three color representations: ‘RIQ’ (R 
from RGB, I and Q from YIQ) [7]’, ‘RQCr (Cr from YCbCr) [7]’, and ‘YCbCr (Y from 
YIQ) [8]’ were used, since these color representations were known to provide richer 
discrimination capability for face representation than simple RGB color representation 
as reported in [7-8]. For the purpose of reducing vertical length of dictionary (i.e., to 
keep the dictionary in the condition of underdetermined), downsampling and 
Randomfaces [6] were used. 
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(a) Color FERET DB 

 

 
         °−45     °− 5.22      °0      °+ 5.22     °+45  

(b) CMU Multi-PIE DB 

Fig. 3. Example images used in the experiments (a) CMU Multi-PIE DB (b) Color FERET DB 

To make a decision in verification, the global threshold was set to have 200 evenly 
sampled values varying in the range from the minimum residual value to the 
maximum residual value among values computed using all the testing samples. In our 
experiments, Equal Error Rate (EER) [12] was used as the measurement for face 
verification performance. Using a False Rejection Rate (FRR) versus False 
Acceptance Rate (FAR) curve, EER is obtained at the point where FRR is equal to 
FAR [12]. To obtain reliable experimental results, 20 independent runs of 
experiments were executed. Thus, all the results reported below were the data 
averaged over 20 runs. 

Firstly, we evaluated the robustness of the proposed method against extensive 
variations in illumination using CMU Multi-PIE DB. From CMU Multi-PIE DB, 
3,733 facial images of 129 classes (i.e., clients) were collected. In this dataset, at least 
13 face images per class were included. As shown in Fig. 3(a), the face images from 
CMU Multi-PIE DB are subject to severe illumination changes, which makes the face 
verification challenging. By using a random partition, the facial images were divided 
into training and testing set. The training set consisted of 1,896 images while the rest 
of images were used as the testing set. To measure the verification performance, each 
testing image was examined whether it belongs to its corresponding class (true 
attempt) and whether it belongs to the remaining classes (false attempts). We 
measured EER with 6 different dimensionalities of feature vectors: 16, 36, 64, 100, 
144, and 196, which correspond to the square numbers of 4, 6, 8, 10, 12, and 14, 
respectively. Fig. 4 shows comparison results between the proposed face verification 
with color sparse representation and the one using grayscale sparse representation. As 
shown in Fig. 4, the proposed color sparse representation method significantly 
reduces EER in comparison with the grayscale based sparse representation, regardless 
of the color configuration used. 

We further assessed the usefulness of the proposed method under variations in pose 
using Color FERET DB. For this, a total of 987 facial images of 70 classes (i.e., 
clients) were collected. In this dataset, at least 10 face images per class were included. 
The face images from FERET DB include five different pose angles ranging from 

°−45  to °+45  as shown in Fig. 3(b). Also note that all the images have neutral 
facial expression and illumination. The face data set was randomly partitioned into the 
training and testing set. To construct dictionary, 812 training images were used  
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(a) (b) 

Fig. 4. EER on CMU Multi-PIE DB (a) Result using downsampling (b) Result using 
Randomfaces 

 
(a) (b) 

Fig. 5. EER on Color FERET DB(a) Result using downsampling (b) Result using Randomfaces 

whereas the remaining 175 images were used for testing. The comparison results are 
given in Fig. 5. It is shown that the proposed color methods constantly outperform the 
grayscale based sparse representation. The improvement of EER is more than 10% for 
any feature dimension examined in this experiment. It demonstrates the effectiveness 
of our color face verification method under pose variations. 

We performed additional experiment to make a comparison with other state-of-the-
art methods; face verifications using LBP [13], Gabor wavelet [14], Local Directional 
Pattern (LDP) [15], and color LBP [16] features. For this comparison, the same face 
dataset collected from CMU Multi-PIE DB and Color FERET DB were used. For the 
methods using LBP, color LBP, and LDP descriptors, each cropped face image was 
rescaled to the size of 112× 112 pixels. For LBP and color LBP, we selected 2,8LBP  

operator (i.e., 8=P  and 2=R ) [13], [16]. For obtaining Gabor representation, five 
scales and eight orientations were used to construct a set of Gabor filter banks [14].  
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Table 1. Performance comparison of the proposed FR with other state-of-the-art FR methods 
on CMU Multi-PIE DB. Note the image size is 112× 112 pixels except the proposed color face 
verification. 

Method EER 
LBP [13] 23.00% 

Gabor [14] 12.46% 
LDP [15] 21.78% 

Color LBP [16] 25.49% 
Color Sparse Representation 

(proposed method) 1.89% 
 

Table 2. Performance comparison of the proposed FR with other state-of-the-art FR methods 
on Color FERET DB. Note the image size is 112× 112 pixels except the proposed color face 
verification. 

Method EER 
LBP [13] 23.30% 

Gabor [14] 14.32% 
LDP [15] 21.29% 

Color LBP [16] 21.07% 
Color Sparse Representation 

(proposed method) 
2.79% 

 

 
For the five above-mentioned face verification methods, we used Regularized 

Linear Discriminant Analysis (RLDA) for low-dimensional feature extraction, which 
was reported to achieve the best performance among four different low-dimensional 
feature extraction methods present in [16]. Also, for the methods using color 
information (i.e., color LBP and the proposed method based on color sparse 
representation), RQCr color configuration was used. As seen in Table 1 and Table 2, 
the proposed method using color sparse representation performs clearly better than 
other four state-of-the-art methods. Specifically, for CMU Multi-PIE DB, the 
proposed face verification method is able to attain 20.51%, 11.53%, 18.50%, and 
18.28% improvement in terms of EER, compared to the methods using LBP, Gabor, 
LDP, and color LBP features, respectively. Similarly, the improvement of 21.11%, 
10.57%, 19.89%, and 23.6% in terms of EER were attained compared to each of four 
methods, respectively. This result sufficiently demonstrates the effectiveness of the 
proposed face verification method using color sparse representation.  

4 Conclusion 

In this paper, we proposed a simple yet effective color sparse representation based 
face verification. In the proposed method, sparse representation is applied to each of 
multiple color bands of a face image, and the corresponding residuals are obtained. 
The resultant residuals are combined via score-level fusion, consolidating the 
evidence from the multiple color band images. Experimental results demonstrated that 
the proposed face verification method is highly effective under challenging 
conditions. 
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The experiments conducted in this paper have been limited to a small number of 
color configurations consisting of three color bands, such as RQCr. Hence, in-depth 
investigation about the effectiveness of various subsets of color bands in sparse 
representation will be studied in our future work. Also, although we used uniform 
(equal) weights in this paper to combine multiple residuals, the way of determining 
weights for each color band will be considerately explored. To this end, we plan to 
combine multiple results obtained from different color bands based on a boosting 
algorithm [17]. By finding the optimal subset of color bands, a higher face 
verification performance will be attained. 
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Abstract. Image splicing detection has become one of the most important topics 
in the field of information security and much work has been done for that. We 
focus on its practical application, which considers not only detection rate but 
also the time consumption. This paper combines Run-length Histogram Features 
(RLHF) in spatial domain and Markov based features in frequency domain for 
capturing splicing artifact. Principal Component Analysis (PCA) is adopted to 
reduce the dimensions of the features in order to reduce the computational 
complexity in classification. Furthermore, this paper introduces Relevance 
Vector Machine (RVM) as a classifier and introduces its advantage over 
Support Vector Machine (SVM) in theory. Simulation shows that the 
performance of combined features is better than each feature alone. RVM 
consumes much less test time than SVM at the price of a negligible decline of 
detection rate. Therefore, the proposed method meets the requirements of a fast 
and efficient image splicing detection. 

Keywords: RLHF, Markov, PCA, RVM, Image Chroma. 

1 Introduction 

As digital image equipment and processing software spring up, tamper of digital 
images becomes rather easy and convenient. When photo record of what have 
happened is not reliable, it is a great threat to our society security especially in aspects 
like news media, military, and legal argument. Image forensic has become one of the 
most important topics in the field of information security.  

Digital image forensic detection can be categorized into two major types: active 
detection [1] and passive detection [2]. The former method detects image forensic by 
verify digital signature or check watermark embedded before the reception of images. 
This method has a great constraint because it requires built-in standardized 
watermarking functionality in image equipment, which makes these devices more 
expensive and less universal. This kind of detection is only available for the equipment 
with such function itself and not convenient for others. Passive approaches for image 
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forensic detection have no demand for any watermark or prior knowledge and only 
exploit the knowledge of images themselves. Their blind nature makes passive 
detection exceling active detection in many applications.  

The purpose of image forensic is to change the original content and create feint, so 
cropping and pasting regions from the same or different images to form another image 
should be a common operation. This is defined as image splicing and often regarded 
as a symbol for forensics. 

Many passive image splicing detection methods have come out in recent years. Shi 
et al. [3] has proposed a nature model consists of statistical features including moments 
of characteristic functions of wavelet sub-bands and Markov transition probabilities to 
capture the difference between authentic and forensic images. Johnson and Farid [4] 
analyzed the lighting inconsistency in an image to detect splicing images. The 
disadvantage of this approach is that it can’t detect splicing images taken under the 
same or rather similar light conditions. Another scheme was proposed by Farid [5] to 
detect splicing images based on different JPEG compression quality. It can handle 
cases that the tampered region has been compressed with lower quality than its host 
image but is not effective for other cases. Fridrich and Lukas in [6] showed that the 
high-medium frequency component of the sensor pattern noise was an equivalent of 
“bullet scratches” for digital images and could be used for reliable forensic 
identification. Pan and lyu [7] caught SIFT features from different image regions and 
compared them, then used their correlations to output a map indicating region to be 
duplicated from another region with high possibility.  

Most of the prior researches only focused on splicing detection rate, while we want 
to pay attention to the time consumption for practical application at the same time. 
This paper adopts PCA to reduce the multi-features and replace SVM by RVM as the 
classifier in order to facilitate testing and calculation. Early works that employed 
statistical features of splicing image bias toward either spatial domain or frequency 
domain alone, and we give an approach which combines both of them together and 
correspondingly get a better classification rate according to our experiments.  

The rest of the paper is organized as follows. The model for capturing splicing 
features based on Run-length Histogram and Markov is given in section 2. In section 3, 
Relevance Vector Machine (RVM) is briefly described and its advantages over SVM 
are presented. Then, we give our experiment results and analysis in Section 4. 
Conclusion and discussion are provided in Section 5. 

2 A Statistical Model for Capturing Splicing Artifacts 

For a nature image, it has its own smoothness, consistency, continuity and periodicity. 
So values of pixels in image matrix should obey some particular statistical disciplines. 
When splicing operation is conducted, these disciplines will be disturbed and that is 
why statistical features in proposed method have detection capability. With two most 
common domains-spatial and frequency to describe signal, we develop a model to 
represent images splicing features by Run-length Histogram Features (RLHF) in the 
former and Markov based features in the later. As research in [8] presents, features 
extracted in chroma space have a better discrimination result over luminance space. 
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2.1 Run-Length Histogram Features 

Galloway in [9] proposed the use of a run-length matrix for texture feature extraction 
and Jing Dong developed run-length histogram features for blind image steganalysis 
in [10]. In this paper, we take advantage of run-length histogram features (RLHF) to 
capture the difference that separates spliced images from nature images. 

2.1.1 Run-Length Matrix  
In run-length matrix, a run is defined as a string of consecutive pixels which have the 
same gray level intensity along a specific orientation (typically horizontal in 0, diagonal 
in 45, vertical in 90, minor diagonal in 135). For a given image gray matrix, the 
elements ఏܲሺ݉, ݊ሻ in run-length matrix is defined as the number of runs with gray 
level m and run length n along θ direction. 

2.1.2 Run-Length Histogram 
For a run-length matrix ࣂࡼሺ࢓,  ሻ, calculate the sum of elements in each column and࢔
we can get a n length vector ࣂࡼሺ࢔ሻ ൌ ሾ݌ఏሺ1ሻ, ,ఏሺ2ሻ݌ … ,  ఏሺnሻ ሿ, which is defined as݌
run-length histogram, with its element defined as 

pሺ݆ሻ ൌ ෍ ,ሺ݅݌ ݆ሻ, ݆ ൌ 1, … , ܰ.ெ
௜ୀଵ                                        ሺ1ሻ 

Image splicing operation will change the correlation between neighbor pixels, exactly 
the local texture information, and the change will be captured by the RLHF. As 
Galloway analyzes in [9], short runs occupies most of runs, that is, short runs hold most 
of the RLHF information. In this paper, the threshold value in formula (1) is designed 
as M=30. For most texture of image, RLHF in orientation 0 and orientation 90 is 
already enough to catch the splicing operation. A general block diagram is given in 
Fig. 1 and we get 30*2=60 dimension of RLHF.  

 

Fig. 1. General block diagram of RLHF extraction procedure 

2.2 Markov Based Features 

RLHF is a kind of feature reflecting the statistical changes in spatial domain caused by 
image splicing and we want to get such features in frequency domain. Markov based 
features proposed by Shi et al. in [3] carry out that intention perfectly. A brief 
introduction is given out here. 
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2.2.1   Block Discrete Cosine Transform (BDCT) 
For the block discrete cosine transform (BDCT)’s capability in decorrelation and 
energy compaction, it is widely used in image or video processing like compression and 
denoise. The BDCT in this paper is set to have a block size as 8*8, and then the 
transform is given by 

Fሺs, tሻ ൌ 2݊ ෍ ෍ ∆ሺݔሻ∆ሺݕሻܿݏ݋ ݔሺ2ݏߨ ൅ 1ሻ2݊௡ିଵ
௬ୀ଴

௡ିଵ
௫ୀ଴ ݏ݋ܿ ݕሺ2ݐߨ ൅ 1ሻ2݊ ݂ሺݔ,  ሻ              ሺ2ሻݕ

Where ∆ሺݔሻ ൌ ቊ ଵ√ଶ , ݔ ൌ 0 1, ݁ݏ݅ݓݎ݄݁ݐ݋ , ,ݏ ݀݊ܽ ݐ א ሼ0,1, … , ݊ െ 1ሽ. 
2.2.2 Difference 2-D Array 
As many researches indicate, one of the main obstacles for splicing detection is the 
interference from the image content. A difference 2-D array is introduced to eliminate 
this interference. Difference 2-D arrays are defined as ܨఏሺݑ,  ሻ, given by followingݒ
equations. ܨ௛ሺݑ, vሻ ൌ ሾFሺi, jሻሿ െ ሾFሺi ൅ 1, jሻሿ.                                              (3) ܨ௩ሺݑ, vሻ ൌ ሾFሺi, jሻ െ Fሺi, j ൅ 1ሻሿ.                                                (4) ܨௗሺݑ, vሻ ൌ ሾFሺi, jሻ െ Fሺi ൅ 1, j ൅ 1ሻሿ.                                           (5) ܨ௠ሺݑ, vሻ ൌ ሾFሺi ൅ 1, jሻ െ Fሺi, j ൅ 1ሻሿ.                        (6) 

Where (u, v) represents the difference array coordinate, (i, j) stands for original array 
coordinate, ߠ represents different directions (horizontal(h), vertical(v), diagonal(d), 
and minor-diagonal(m)), and ሾכሿ  means round operation. This paper exploits 
difference array in horizontal and vertical direction to represent splicing features. 

2.2.3 Markov Transition Probability Matrix  
Under the assumption that pasted parts are additive to the host image and the additive 
noise is independent to the host image, the distribution of the spliced image is the 
convolution of the distribution of the host image and that of the additive noise [3]. 
When additive splicing noise obeys Gaussian distribution, the splicing operation will 
cause the disturbance of concentration along the main diagonal of Markov transition 
probability matrix of the difference array. And this statistical artifact can be employed 
to detect splicing. 

Because the coefficients of difference 2-D array have a vast range, it’s needed to 
turn to a threshold technique. If the value of an element in a difference array is larger 
than T or smaller than –T, it will be represented by T or –T. This procedure results in a 
transition probability matrix ܲሺଶ்ାଵሻכሺଶ்ାଵሻ. In horizontal and vertical direction, the 
element in the matrix is given by 



304 B. Su et al. 

 

pሼܨ௛ሺu ൅ 1, vሻ ൌ n|ܨ௛ሺu, vሻ ൌ mሽ      ൌ ∑ ∑ ,ݑ௛ሺܨሺߜ ሻݒ ൌ ݉, ݑ௛ሺܨ ൅ 1, ሻݒ ൌ ݊ሻேିଶ௨ୀ଴ேିଶ௩ୀ଴ ∑ ∑ ,ݑ௛ሺܨሺߜ ሻݒ ൌ ݉ሻேିଶ௨ୀ଴ேିଶ௩ୀ଴ .                        ሺ7ሻ 

pሼܨ௩ሺu, v ൅ 1ሻ ൌ n|ܨ௩ሺu, vሻ ൌ mሽ   ൌ ∑ ∑ ,ݑ௩ሺܨሺߜ ሻݒ ൌ ݉, ,ݑ௩ሺܨ ݒ ൅ 1ሻ ൌ ݊ሻேିଶ௨ୀ଴ேିଶ௩ୀ଴ ∑ ∑ ,ݑ௩ሺܨሺߜ ሻݒ ൌ ݉ሻேିଶ௨ୀ଴ேିଶ௩ୀ଴ .                          ሺ8ሻ 

The general block diagram of Markov feature extraction procedure is presented in 
Fig.2. We preform 8*8 BDCT on images and then form horizontal and vertical 
difference 2-D arrays from them. These difference 2-D arrays are modeled by Markov 
process and the transition probability matrix is calculated for each difference array. A 
threshold technique is developed before Markov process. With threshold T=3, we get 
(2T+1)* (2T+1)=49 parameters for each direction and totally get 98 dimension of 
Markov based features. 

 

Fig. 2. General block diagram of Markov feature extraction procedure 

2.3 Chroma Spaces 

Chroma spaces refer to color difference spaces, where luminance component is 
removed and most content details of the image, regarded as interferences for the 
splicing detection, are slipped too. Wang et al. [11] has conducted experiments that 
justified the effectiveness of chroma spaces over RGB space. In YCbCr color space, Y 
is the luminance component and Cb (Cr) is the blue-difference (red-difference) chroma 
component. Cb (or Cr) component has less image content and then is more effective 
for splicing detection. The conversion from RGB space to YCbCr is given as 

൥CܻrCb൩ ൌ ൥   0.299            0.578              0.114      0.500        െ 0.4187      െ 0.0813െ0.1687   െ 0.3313            0.500 ൩ ൥GܴB൩ ൅ ൥ 0128128൩.                 ሺ9ሻ 
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3 Relevance Vector Machine 

Considering the disadvantages of SVM [12-13], Tipping [12] originally proposed the 
relevance vector machine (RVM). RVM adopts a fully probabilistic framework and 
introduces a prior over the model weights controlled by a set of parameters, one 
associated with each weight, whose most probable values are iteratively estimated from 
the data. In practice, we find that the posterior distributions of many of the weights are 
sharply peaked around zero. Then we term those training vectors associated with the 
remaining non-zero weights relevance vectors according to the principle of automatic 
relevance determination which motivates the presented approach [15-16], and sparsity 
is well obtained. The most charming feature of RVM lies in that it employs 
dramatically fewer kernel functions in parallel with performance comparable to an 
equivalent SVM. 

In this paper, we give a brief review of RVM for classification, and more details can 
be found in [12]. For two-class classification, the purpose is to predict the posterior 
probability of membership of one of the classes given the input X. Following 
statistical convention, we generalize the linear model by applying the sigmoid link 
function σሺyሻ ൌ 1/ሺ1 ൅ eି୷ሻ to y(x) and, adopting the Bernoulli distribution for 
P(t|X), the likelihood is given, 

Pሺܟ|ܜሻ ൌ ෑ ;࢔ሺ࢞ݕሼߪ ࢝ሻሽ௧೙ே
௡ୀଵ ሾ1 െ ;࢔ሺ࢞ݕሼߪ ࢝ሻሽሿଵି௧೙,   ݐ௡ א ሼ0,1ሽ.          ሺ11ሻ 

If we calculate w through Maximum Likelihood directly, most of elements in w will 
not be zero. Let’s recall that one disadvantage of SVM is that too much support 
vectors lead to overfitting. We want to avert this problem, so we assume the prior 
distribution of ݓ௜  as independent normal distribution with zero-mean. Then we can 
get, pሺݓ௜|ߙ௜ሻ ൌ Nሺݓ௜|0, ௜ିߙ ଵሻ.                                                     ሺ12ሻ 

pሺܟ|હሻ ൌ ෑ ேߨ௜√2ߙ
௜ୀ଴ exp ቆെ ௜ଶ2ݓ௜ߙ ቇ.                                           ሺ13ሻ 

Where હ ൌ ሾߙ଴, ,ଵߙ ,ଶߙ … , ଴ேሿ்ߙ is defined as the hyperparameters introduced to 
control the strength of the prior over its associated weight.  

From Bayes’ rule, we have the formula as 

pሺܜ|ܟ, હሻ ൌ ሻࢻ|ሺ࢚݌ሻࢻ|ሺ࢝݌ሺ࢚|࢝ሻ݌ .                                                ሺ14ሻ 

Where ݌ሺ࢚|࢝ሻ is the likelihood, ݌ሺ࢝|ࢻሻ is the prior, and ݌ሺ࢝|ࢻሻ is regarded as 
evidence. We exploit the approximation procedure proposed in [15] based on 
Laplace’s method to calculate unanalyzable weights:  
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Fig. 4. Relation between detection rate and dimension 

4.3 Classifier 

The relevant vector machine (RVM) is a kind of supervised machine learning method 
like SVM. It exploits the advantages of probability and preforms better than SVM for 
over-fitting. The theory part has been presented in the early part. In this paper, we use 
basic part of Sparse Bayes V1.1 [13] code and update it for our experiment. The whole 
flow diagram of algorithm is given as Fig.5. 
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4.4 Experiment Results and Analysis 

4.4.1 Comparison of Detection Rate 
To better verify the effectiveness of our algorithm, we further extract RLH features, 
Markov based features independently from the database and perform both SVM and 
RVM in classification. Experiment results are shown in Table 1 and we can draw some 
conclusion as follows: 

• Our proposed RLH features alone can achieve a detection rate of 82.3% by SVM, 
which is not as good as Markov based features. But we will get a better performance 
with these two methods together. 

• The detection rate with RVM is a little worse than SVM as a whole, but difference is 
rather slight, especially for our 20 dimension of features with only 0.5%. 

Table 1. Comparison between RVM and SVM of detection rate 

 Dimension RVM SVM 

RLH Feature 60 80.2 82.3 
Markov Feature 98 87.3 86.3 
RLH + Markov 158 89.8 91.3 

After PCA 20 90.4 90.9 

4.4.2 Comparison of Time Consumption 
To better prove our algorithm is excellent for real time applications, we compare the 
time consumption of each method of feature extraction and classifier. Experiment 
results are shown in Table 2and some conclusion can be drawn:  

Table 2. Comparison between RVM and SVM of time consumption 

 D Train Test Time Consumption 
RVM SVM 

RLH Feature 60 181 181 0.0025 0.02 
Markov Feature 98 181 181 0.0015 0.015 
RLH + Markov  158 181 181 0.002 0.02 

After PCA 20 181 181 0.0008 0.006 

• PCA can reduce the time consumption with a rather mild decrease or even increase 
in detection rate generally as it always performs. When playing PCA, considerable 
time is needed for getting transform matrix. But for a special test image, the time 
consumption is about 0.000006s, negligible compared with SVM or RVM. 

• RVM is able to reduce time consumption at a large degree and about 7 times faster 
for 20 dimensions of features classification compared with SVM.  
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Together with the conclusion prior, our experiment results witness that RVM can save a 
lot time with negligent decrease in detection rate. To better explain this result, we give 
our explanation as follows. 

From the theory part in section 3.2, RVM is a kind of Bayes model. To avoid 
over-fitting in SVM caused by too many support vectors, it predefine the probability 
distribution of weights as ݓ௜~ܰሺ0, ௜ିߙ ଵሻ, where ߙ௜ is a super parameter and assumed 
to obey Gamma distribution. Most ߙ௜ will get bigger after numbers of iteration with ݓ௜  tending to zero correspondingly. Then vectors relevant to these ݓ௜  will turn 
‘irrelevant’ and only fewer vectors are left, which are named as ‘relevant vector’ and 
form the sparse model. Table 3 show that the number of relevant vectors (RVs) are 
smaller than that of support vectors (SVs), which verify that RVM is more sparse than 
SVM. 

Table 3. Comparison of the number of RVs and SVs 

 Dimension （RVs） （SVs） 

RLH Feature 60 24 120 
Markov Feature 98 9 85 
RLH + Markov  158 14 110 

After PCA 20 12 65 

5 Conclusion 

This paper has designed a splicing image detection method which combines RLHF in 
spatial domain and Markov based features in frequency domain and achieves a rather 
good result. Furthermore, with PCA and RVM, we reduce the time consumption in vast 
scale without imperceptible decrease of detection rate. This makes our method more 
effective when dealing with real time detection. To make the method well-founded and 
more persuasive, we give a brief theory derivation and experiment analysis for RVM’s 
advantage over SVM. 

Most research concentrate their attention on the detection rate of the proposed 
method, which is of cause one of the most important thing. But the time consumption 
for real application is also needed to take into consideration. Our method has achieved 
both these two purposes successfully and should be more practical. 

The detection rate of 90.4% is good but not enough, research for more effective 
features and their better combinations is still needed. More researches focused on 
detection time consumption should be conducted. And also, the Columbia Image 
Splicing Detection Evaluation Dataset [17] contains so few color images and image 
content is too single. More complex and integrate splicing image database is needed to 
test the proposed method effectively.  
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Abstract. In this paper, the definition of coefficients self-correlation degree is 
given. Based on coefficients self-correlation degree, an efficient speech content 
authentication algorithm is proposed, which is aimed at some shortcomings in the 
existing content-based speech content authentication schemes. At the same time, 
the frequency domain watermark embedding method of pseudo-Zernike 
moments based on discrete cosine transform is given. Watermark bit is generated 
by coefficients self-correlation degree and embedded by quantizing the 
pseudo-Zernike moments of discrete cosine transform domain low-frequency 
coefficients. Compared with the existing audio watermark algorithms based on 
pseudo-Zernike moments, the algorithm increases the embedding capacity and 
improves the efficiency greatly. Experimental evaluation results show that the 
proposed scheme is effective. 

Keywords: speech content authentication, speech characteristic, tamper 
localization, coefficients self-correlation degree. 

1 Introduction 

There are abundant audio content authentication algorithms [1~5]. However, the 
speech content authentication schemes are rarely. Comparing with audio signals, 
speech signals are more likely to cause attacker’s interest and be attacked. If the 
attacked signals are not detected, the authentication client will consider the attacked 
speech signal is veracity, which will cause serious consequences. So, the research of 
speech content authentication is more realistic meaning and practical value. 

There are some shortcomings for some existing watermark schemes: (1) Some 
watermark is embedded in public and fixed frequency points, which results that 
attackers can tamper watermark in frequency domain easily. The detailed discussion of 
this is described in [6]. (2) For the scheme proposed in [7], the watermark bits are 
embedded in the lest significant bits (LSBs), which is very fragile to common signal 
processing operations. In practical applications, for the convenience of storage, the 
format of special requirements and many other reasons, speech signal will inevitably be 
subject to a certain degree of common signal processing operations. In this situation, 
the scheme is unsuitable. (3) For the content-based audio content authentication 
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algorithm [5], on the one hand, the features used to generate watermark are public, and 
attackers can get the features easily. On the other hand, the watermark embedded and 
extracted method is known to attackers, it is possible for attackers to extract the 
watermark embedded. Then, for one watermarked audio frame, attackers search to find 
another audio content having the same features and watermark extracted and to 
substitute the frame, which will not be detected at the authentication client. We call this 
attack as feature-analysed substitution attack. 

Consideration of the above problems and the practical value of speech content 
authentication, an efficient speech content authentication algorithm based on 
coefficients self-correlation degree (CSCD) is proposed. Firstly, the definition and 
calculation of CSCD are given. Secondly, the robustness of CSCD of speech signal and 
the pseudo-Zernike moments (p-ZMs) of discrete cosine transform (DCT) domain 
low-frequency coefficients are analyzed experimentally. Watermark bits are generated 
by CSCD and embedded by quantizing the p-ZMs of DCT domain low-frequency 
coefficients. In this paper, for the features used to generate and extract watermark are 
secrets, the algorithm is robust against the feature-analysed substitution attack. 
Compared with the existing audio watermark algorithms based on p-ZMs, the method 
increases the embedding capacity and improves the efficiency greatly. Theoretical 
analysis and simulation results show that the proposed algorithm is inaudible, and can 
distinguish the common signal processing operations and the malicious attacks, 
meanwhile has excellent ability of tamper detection. 

The organization of this paper is as follows. Section 2 introduces the theoretical 
foundation of the proposed scheme. Section 3 and 4 describe the watermark embedding 
and extracting algorithm, respectively. Section 5 analyzes the performance of the 
algorithm theoretically. In section 6, simulation results and comparison with other 
reported algorithms are presented, which illustrate the effectiveness of the proposed 
scheme. Finally, we summarize the conclusion in section 7. 

2 Theoretical Foundation 

2.1 The Coefficients Self-correlation Degree 

Denote A as the speech signal. The transformation of frequency domain is performed 
on A, and the l-th frequency domain coefficients is denoted by lF . The coefficients 

self-correlation degree (CSCD) in frequency domain is defined as 

D
1

L

l l hl
F F +=

= ×  (1)

where D represents the CSCD of A, and l hF +  is the h-th coefficient behind lF , 0h ≥ . 

lF  represents the amplitudes of lF . In Eq. (1), when l h L+ > , l h l h LF F+ + −= . And 

the D value reflects the degree of the closeness of lF  and l hF + . The greater D is, the 

closer lF  and l hF +  is. On the contrary, the smaller D is, the larger the difference 

between lF  and l hF +  is. 
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2.2 The Robustness of Pseudo-zernike Moments of DCT Domain 

Low-Frequency Coefficients 

Suppose ( ){ },1A a l l La= ≤ ≤  is the test speech signal. 

(1) DCT is performed on A, and the DCT domain coefficients are denoted by DA. 
The front of t ( ,t n t t t′ ′< = × ) DCT domain low-frequency coefficients are denoted by 

( ) ,1LDA l l t′ ′≤ ≤ . 

(2) ( ) ,1LDA l l t′ ′≤ ≤  is mapped into 2D form by using the following projection 

( ) ( )( )
, 2 1

, 1 , 1 ,

t N N M M N

LDA i j LDA i N j i j N

= × +   0 ≤ < +
 = − ⋅ +   ≤ ≤

              (2) 

where ( ),LDA i j  is the corresponding 2D form after projection, M is the rest of 

samples, N is the width or height in ( ),LDA i j , the value of which is as large as 

possible under the constrain of Eq. (2). 
(3) The p-ZMs of ( ), ,1 ,LDA i j i j t′≤ ≤ are calculated by the following 

mathematical expression [8,9]. 

an nm
m

E A= ，
ˆ

bn nm
m

E A=                        (3) 

where nmA  is the amplitude of p-ZMs of order n with repetition m, and ˆ
nmA  is the 

corresponding version of nmA  after undergoing some signal processing, 

max0 n n≤ ≤ . anE  and bnE  represent the total amplitude of all moments with the 

given order n before and after undergoing some signal processing operations, 
respectively. The process is shown in Fig. 1. 

 

Fig. 1. The calculation of p-ZMs of DCT domain low-frequency coefficients 

We select 12 speech segments randomly, containing adult male voice, adult female 
voice and children voice, which are 16-bit quantified mono WAVE format signal 
sampled at 22.05 kHz. And La=10240, t=100. 

Fig. 2(a) and (b) show the variation of p-ZMs of DCT domain low-frequency 
coefficients after undergoing re-sampling operation with different sampling rate and 
low-pass filtering under different cutoff frequency, respectively. The test results are the 
statistical average value of the 12 speech segments, from which we can see that the low 
order p-ZMs of DCT domain low-frequency coefficients are very robust to common 
signal processing operations. Based on the analysis, the frequency domain watermark 
embedding method of p-ZMs is proposed in section 3. 
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(b) The variation undergoing low-pass filtering 

Fig. 2. The variation of p-ZMs of DCT domain low-frequency coefficients undergoing 
re-sampling operation and low-pass filtering 

2.3 The Robustness of Coefficients Self-correlation Degree 

In this section, the robustness of CSCD is analyzed experimentally. The test speech 
signals and the statistical method of the test results are same as that in section 2.2. It’s 
worth noting that La=102400 in this section. 

A is cut into 100 frames, and the i-th frame is denoted by ( )A i , which has 1024 
samples. Then DCT is performed on ( )A i , and the front of 169 DCT domain 
low-frequency coefficients are selected. The number of DCT domain low-frequency 
coefficients selected is obtained by experiment. 

The CSCD of the DCT domain low-frequency coefficients is calculated using the 
Eq. (1), in which h=20. ( )Ca i  and ( )Cb i  represent the value of CSCD of the i-th 
frame before and after undergoing common signal procession operations, respectively. 

Fig. 3(a) and (b) show the variation of CSCD undergoing low-pass filtering under 
different cutoff frequency and undergoing MP3 compression under different bit rates, 
respectively. From the test results, we can conclude that the CSCD of speech signal is 
very robustness to common signal procession operations. 
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Fig. 3. The variation of CSCD undergoing low-pass filtering and MP3 compression 
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Fig. 3. (Continued.) 

3 Watermark Generating and Embedding Scheme 

The original speech signal is denoted by ( ){ },1A a l l LA= ≤ ≤ , and the watermark 

generation and embedding process is shown in Fig. 4. 

Step 1: Preprocessing 

(1) The pseudo-random sequence { }1, 2,rX x r= =  is generated based on 

Logistic map (4), and adopt k ( k  is the secret key of the watermarking system) as the 
initial value of the Logistic map 

1 0(1 ), ,3.5699 4r r rx x x x kμ μ+ = − = ≤ ≤  
(4)

where ( )0,1 , 1, 2, .rx r∈ = 
 
Let denote { }{ }0,1 , 1, 2,r rB b b r= ∈ =  , rb  can be 

generated by 

0, 0.5

1, 0.5
r

r
r

x
b

x

  
  

<
=  ≥

 
(5)

(2) B is cut into some segments, and each segment has m  samples. Each segment is 
cut into T non-overlapping sub-segments, and each sub-segment has 1m  samples. The 

t-th sub-segment of the i-th segment is denoted by ,i tB . 

( ) ( ) ( ) ( ) ( ){ }, , , 1 1, 1 1 1 1i t i t i t rB b r b r b i m t m r i m t m= = − × + − × + ≤ ≤ − × + ×    (6)

where 1 t T≤ ≤ , and 1T m m= . 

(3) Denote , , modi t i tT c Z Z= + , where c and Z are positive integers, and ,i tZ  is the 

decimal integer of ,i tB . 

(4) A is cut into P non-overlapping frames, and each frame has I samples, where 
I LA P= . The i-th frame is denoted by Ai, 1 i P≤ ≤ . 
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(5) iA  is cut into two segments. The first and the second segment are denoted by 

iFA  and iSA ,  respectively. iFA  has M samples and iSA  has N samples, where 

M N I+ = . 

Step 2: Watermark generation 
(1) DCT is performed on iFA , and the front of ,1 ,1i iT T×  DCT domain 

low-frequency coefficients are denoted by ( ) ,1 ,1,1i i iLA g g T T≤ ≤ × . Then CSCD of 

( )iLA g  is calculated by the Eq. (1), and the result is denoted by ,1iC i P≤ ≤ . 

(2) The highest bit value of
 iC    is denoted by iH . iH  is converted into binary 

bits, which is denoted by ( ){ }, , 0,1 ,1i i t i tW w w t T= ∈ ≤ ≤ (If the bit number of iW  is 

less than T , then the method of left cycle shift will be taken to meet the condition). iW  

is the watermark generated of the i-th frame. 

Step 3: Watermark embedding 
(1) iSA  is divided into T segments. The t-th segment is denoted by ,i tSA , 

1 t T≤ ≤ , and each segment has N T  samples. 

(2) DCT is performed on ,i tSA , and the corresponding coefficients are denoted by 

,i tDSA , 1 t T≤ ≤ . Denote ( ), , ,,1i t i t i tDSA g g T T≤ ≤ ×  as the front , ,i t i tT T×  DCT 

domain low-frequency coefficients of the t-th segment. 
(3) ( ), , ,,1i t i t i tDSA g g T T≤ ≤ ×  is mapped into 2D form by using the Eq. (2). Then 

the p-ZMs of the 2D signals are calculated using the Eq. (3), and the results are denoted 
by , , 1, 2, ,1i tS i P t T= ≤ ≤ . 

(4) The highest bit value of ,i tS    is denoted by ,i tH , and the second highest bit 

value of ,i tS    is denoted by ,i tL . Then the watermark is embedded as follows 

,

,
,

2, 0

7, 1
i t

i t
i t

w
L

w

 =′ =   =
            

(7)

The value of ,i tL is replaced by ,i tL′ , and the corresponding result is denoted by ,i tS′ , 

1, 2, ,1i P t T= ≤ ≤ . For example, if , 34.58i tS = , then , 3i tH = , and , 4i tL = . 

(5) Scaling the value of ( ), , ,,1i t i t i tDSA g g T T≤ ≤ ×  using the factor ,i tα , and the 

corresponding DCT domain low-frequency coefficients of iSA  is denoted by ,i tDSA′ . 

,i tα  can be calculated by 

,
,

,

i t
i t

i t

S

S
α

′
=  (8)
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(6) Inverse DCT is performed on , , 1,2, ,1i tDSA i P t T′ = ≤ ≤ , and the signal obtained 

is the watermarked speech signal. 

iA

iFA

iSA

iFA
iC iW

,i tSA

iLA

,i tDSA ,i tS

⊗

,i tDSA′

,i tB

,1iT

,i tT

 

Fig. 4. The process of watermark generation and embedding 

4 Content Authentication 

Suppose ( ){ },1A a l l LA∗ ∗= ≤ ≤  is the watermarked speech signal, and the process of 

content authentication is shown in Fig. 5. 

Step 1: Preprocessing 
(1) According to the step 1 in section 3, we can obtain the pseudo-random sequence 

{ }1, 2,rX x r= = 
 
and the binary sequences B. Then B is cut into some segments, 

and each segment is cut into T non-overlapping sub-segments. The t-th sub-segment of 
the i-th segment is denoted by ,i tB (see the Eq. (6)), 1 t T≤ ≤ , 1T m m= . 

(2) Denote , , modi t i tT c Z Z= + , and the meaning of c, Z and ,i tZ  are similar to that 

in section 3. 
(3) A∗

 is cut into P non-overlapping frames. Each frame has I samples, and the i-th 
frame is denoted by iA∗ , I LA P= , 1 i P≤ ≤ . iA∗  is cut into two segments. The first 

and the second segment are denoted by iFA∗  and iSA∗ ,  respectively. iFA∗  has M 

samples and iSA∗  has N samples, where M N I+ = . 

Step 2: Watermark generating 
(1) DCT is performed on iFA∗ , and the front of ,1 ,1i iT T×  DCT domain 

low-frequency coefficients are denoted by ( ) ,1 ,1,1i i iLA g g T T∗ ≤ ≤ × . Then CSCD of 

( )iLA g∗ , ,1 ,11 i ig T T≤ ≤ ×  is calculated by Eq. (1), and the result is denoted by 

,1iC i P∗ ≤ ≤ . 

(2) The highest bit value of
 iC∗    is denoted by iH ∗ . iH ∗  is converted into binary 

sequences ( ){ }, , 0,1 ,1i i t i tW w w t T∗ ∗ ∗= ∈ ≤ ≤ . If the bit number of iW ∗  is less than T , 

then the method of left cycle shift will be taken to meet the condition. iW ∗  is the 

watermark generated of the i-th frame. 
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Step 3: Watermark extraction and content authentication 

(1) iSA∗  is cut into T segments. The t-th segment is denoted by , ,1i tSA t T∗ ≤ ≤ . 

(2) DCT is performed on ,i tSA∗ , and the corresponding coefficient is denoted by 

,i tDSA∗ . Denote ( ), , ,,1i t i t i tDSA g g T T∗ ≤ ≤ ×  as the front , ,i t i tT T×  DCT domain 

low-frequency coefficients of the t-th segment. 
(3) ( ), , ,,1i t i t i tDSA g g T T∗ ≤ ≤ ×  is mapped into 2D form by using the Eq. (2). Then 

the p-ZMs of the 2D signals are calculated by using the Eq. (3), and the results are 

denoted by , , 1, 2, ,1i tS i P t T∗ = ≤ ≤ . 

(4) The second highest bit value of ,i tS ∗  is denoted by ,i tL∗ , and the watermark 

extracted of the i-th frame is denoted by ( ){ }, ,
ˆ ˆ ˆ, 0,1 ,1i i t i tW w w t T∗ ∗ ∗= ∈ ≤ ≤ , ,ˆ i tw∗  is 

generated by the following rule. 

,

,

,

0, 5 0
ˆ

1, 5 1

i t

i t

i t

L
w

L

∗

∗

∗

   =  = 
   =  

 
(9)

(5) Content authentication 

If , ,
1

ˆ 0
T

i t i t
t

w w∗ ∗

=

⊕ = , it indicates that the i-th speech frame is original. 

If , ,
1

ˆ 0
T

i t i t
t

w w∗ ∗

=

⊕ ≠ , it indicates that the i-th speech frame has been tampered. 

ˆ 0i iW W∗ ∗⊕ =

iSA∗

iFA∗
iC∗

iW ∗

,i tSA∗

iLA∗

,i tDSA∗
,i tS ∗

iA∗

A∗

,i tB

,1iT

,i tT
ˆ

iW ∗

 

Fig. 5. The process of content authentication 

5 Performance Analysis 

5.1 Embedding Capacity 

The definition of embedding capacity is the number of watermark bits embedded in per 
second. Let denote Vw as the embedding capacity of the proposed scheme and fs(Hz) as 
the sampling rate of the original speech signal. The number of frames in per second 
is sf I , where I represents the length of each frame. According to section 3, the 

number of watermark bits embedded in each frame is T. So, the embedding capacity is 
computed by 
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( )s
w

T f
V bit s

I

⋅
=         

(10)

For the proposed scheme, one watermark bit is embedded in 1 segment. While in [8,9], 
one watermark bit is embedded in 9 segments. So, the embedding capacity wV ′  of the 

proposed scheme in [8,9] is computed by 

( )
9

s
w

T f
V bit s

I

⋅′ =            
(11)

From the Eq. (10) and (11), we can obtain that the embedding capacity of the proposed 
scheme is 9 times as that in [8,9] theoretically. 

5.2 Inaudibility Analysis 

The inaudibility means that the watermark embedded is to be inaudible, which reflects 
the change degree of original speech after watermarking. In this paper, signal to noise 
ratio (SNR) is used to test the inaudibility objectively. The definition of SNR is as 
follow [5] 

SNR
( )

( ) ( )( )

2

1
2

1

10lg

LA

n
LA

a l

a l a l
==

′−
l=               

    (12)

where a(l) is the original speech signal, and ( )a l′  is the watermarked speech signal. 

5.3 Time Efficiency Analysis 

In the following, the time efficiency of the proposed scheme is compared with that in 
[8,9]. Denote A as the original signal, which is cut into some segments, and 

( ){ },1iA a j j n= ≤ ≤  is denoted as one segment of A. Supposed 1 watermark bit will 

be embedded in speech signal A. In [8,9], 9 continuous segments are needed, and the 
pseudo-Zernike transform are performed on all the speech samples( 9 n× ). In this 
paper, the pseudo-Zernike transform are performed on m ( m n< ) DCT domain 
low-frequency coefficients of Ai only. So, the efficiency of the proposed scheme is 
9 n m×  times as that in [8,9] theoretically. 

5.4 The Ability against Feature-Analysed Substitution Attack 

For some existing content-based speech (audio) content authentication algorithms, the 
watermark embedding and content authentication process can be described as shown in 
Fig. 6(a) and (b), respectively. For these schemes, the features used to generate 
watermark are public to attackers, which are vulnerable to feature-analysed substitution 
attack. The steps can be described as follows. 
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Supposed that A∗  is the watermarked speech signal. 
(1) Attackers calculated the features used to generate watermark, and the result is 

denoted by C . Let W ′  be the watermark ciphertext generated by C  and the secret 
key K, and W ′  is calculated by the following expression. 

( ),W f C K′ =            
(13)

where ( )f ⋅  is the function of watermark generation. 

W ′

K

A∗ t W W′ ′′= ⊕

W ′

W ′′

C W

0?t =

A∗

A∗

A∗

 

(a) Watermark embedding                 (b) Content authentication 

Fig. 6. The process of watermark embedding and content authentication 

(2) For some existing watermark schemes, the watermark extraction process doesn’t 
need the secret key [5]. It is possible for attackers to extract the watermark ciphertext 
W ′  from A∗ . Then attackers find other speech ( 1A∗ ) having the same features and 

watermark extracted as A∗  to substitute A∗ . 
For the authentication client, the features of 1A∗  is C , and the watermark generated 

by C  and the secret key K is W ′ . Meanwhile the watermark extracted from 1A∗  is 

W ′  too. The content substituted can get through the verification at the authentication 
client. So, the authentication client can’t detect the feature-analysed substitution attack. 

Based on the analysis above, we conclude that the content-based content 
authentication algorithms need to satisfy the principle that the features used to generate 
watermark and the watermark extracted need to be secrets for attackers(as shown in 
Fig. 7). For one scheme, if the condition is satisfied, it is difficult for attackers to obtain 
the features used to generate watermark and the watermark extracted. So the scheme is 
robust against feature-analysed substitution attack. 

For the scheme proposed in this paper, the watermark extraction and content 
authentication method (shown in Fig. 5) meet the condition. The DCT domain 
low-frequency coefficients used to generate and extract watermark are unknown to 
attackers. So, the proposed scheme is against the feature-analysed substitution attack. 
In the following, the ability against the feature-analysed substitution attack is analysed 
theoretically. 
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According the watermark generation and embedding method, the watermark embed 
is T binary bits. If one frame is subject to feature-analysed substitution attack, the 
probability that the watermark generated and extracted are equal is 1 2T , which is the 

probability that the frame substituted is not detected. That is, for one frame, the ability 
against feature-analysed substitution attack As is 

1
1

2s T
A = −             (14)

where T represents the length of watermark embedded in each frame. 

A∗ t W W′ ′′= ⊕

W ′

W ′′

C W

0?t =

A∗

A∗

1K
2K

 

Fig. 7. The process of content authentication method robust against feature-analysed substitution 

attack 

6 Simulation Results 

In the following, the inaudibility, the robustness to common signal processing 
operations and the tamper location ability against malicious tampers are tested. We 
choose 16-bit quantified mono speech signal sampled at 22.05 kHz as the test speech, 
which is WAVE format. The order of p-ZMs is 17, and other important parameters are 
set as follows: k=0.6, 3.7μ = , c=4, Z=10, LA=512000, P=100, M=1024, N=4096, 

m=16, m1=4, T=4. 

6.1 Inaudibility Test 

Different type voice, containing adult male voice, adult female voice and children 
voice, were chosen to evaluate the inaudibility. Table 1 lists the SNR values, from 
which we can concluded that the inaudibility of the proposed scheme is good.  

Table 1. The SNR values of different type voice 

Voice type SNR(dB) 

Adult male voice 37.5237 

Adult female voice 36.2543 
Children voice 36.1301 
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6.2 The Robustness to Common Signal Processing Operations 

It is known that some existing speech content authentication schemes are fragile to 
common signal processing operations [4,7], which is unsuitable under some 
circumstances. Considering the practical applications, the scheme proposed is robust to 
common signal processing and fragile to hostile attacks. In the following, the bit error 
rate (BER) is used to measure the reliability, and the values are compared with the 
robust watermark scheme [11]. The definition of BER is shown as [10] 

BER , ,
1 1

1
ˆ

P T

i t i t
i t

w w
P T

∗ ∗

= =

= ⊗
× 

       (15)

where ⊗ is the exclusive or (XOR) operator, and P T× is the total number of watermark 
bits in this paper. 

Table 2. The BER values under various common signal processing 

Ref.[11] Our 
Common signal processing BER Common signal processing BER 

MP3 Compression 
(48kbps) 

0.4578 
MP3 Compression 

(48kbps) 
0.3572 

MP3 Compression 
(96kbps) 

0 
MP3 Compression 

(96kbps) 
0.0361 

MP3 Compression 
(128kbps) 

0 
MP3 Compression 

(128kbps) 
0 

Denoiser (-80dB) 0.0078 Denoiser (-80dB) 0 
Denoiser (-60dB) 0.0361 Denoiser (-60dB) 0.0067 

Re-sampling 
(44.1→8→44.1kHz) 

0.0009 
Re-sampling 

(22.05→8→22.05kHz) 
0 

Low pass filtering 
(11.025kHz) 

－ 
Low pass filtering 
(11.025kHz) 

0 

 
The BER values of male voice under various common signal processing operations 

are listed and compared with [11] in Table2. It’s worth noting that, the audio sampling 
rate is 44.1kHz in [11], while the speech sampling rate is 22.05kHz in this paper. The 
comparison is just used to indicate that the proposed scheme in this paper is robustness 
to common signal processing operations. 

6.3 Tamper Location Test 

The tamper location results of the watermarked speech signal subject to common signal 
processing operations and malicious tampers are shown in the following section, in 
which TA(i)=0 means the corresponding speech frame is not maliciously attacked, 
while TA(i)=1 means the corresponding speech frame is maliciously attacked. 
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(1) The tamper location result of non-attack 
Fig. 8 shows the watermarked speech signal with non-attack and the corresponding 

tamper location result. Fig. 8(b) shows that the number of speech frames attacked is 0 
when the watermarked audio is non-attacked. 

(2) The tamper location result of silent attack 
The watermarked speech samples 20481~35840 were kept silent. Fig. 9 shows the 

watermarked speech signal attacked and the corresponding location result. 
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Fig. 8. The watermarked speech with non-attack and the corresponding tamper location result 
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(a)                                                 (b) 

Fig. 9. The watermarked speech silent attacked and the corresponding tamper location result 

(3) The tamper location result of insertion attack 
Insert 5120 samples at the 317440-th sample of the watermarked speech. Fig. 10 

shows the maliciously tampered watermarked speech signal and the corresponding 
location result. 

(4) The tamper location result of deletion attack 
The watermarked speech samples from the 463159-th to the 473399-th were deleted. 

Fig. 11 shows the maliciously tampered watermarked speech signal and the 
corresponding location result. 

(5) The tamper location result of feature-analysed substitution attack 
Supposed that attackers select one frame (the 44-th) randomly, denoted by F, to 

perform the feature-analysed substitution attack, as follows 
① F is cut into 5 segments, and the i-th segment is denoted by iF , 1 5i≤ ≤ . 

② DCT is performed on 1F , and the DCT domain low frequency coefficients are 

selected(supposed 36 coefficients) which is used to obtain CSCD and generate 
watermark. The CSCD is C=5.0432. According the watermark generating method, 
watermark generated is { }1101W = . 

③ Attackers search to find other 4 speech segments, denoted by iF ′ , 2 5i≤ ≤ , from 

which the watermark extracted is W. For iF ′ , 2 5i≤ ≤ , the DCT domain low frequency 

coefficients used to extract watermark are 36, 64, 36, and 49, respectively. Then 
substitute the content of iF  by using iF ′ , 2 5i≤ ≤ , to perform the feature-analysed 

substitution attack. 
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The DCT domain low frequency coefficients used to generate and extract watermark 
are related to the secret k (k=0.6), see section 4. That is the DCT domain low frequency 
coefficients attackers selected randomly are different to that of authentication client 
selecting with high probability. So, the watermark generated by 1F  is distinct to that 

extracted from iF ′  at the authentication client, 2 5i≤ ≤ . Fig. 12 shows the 

watermarked speech signal attacked and the corresponding location results. 
(6) In the following, on the basis of the test above, we verify the robustness of the 

proposed scheme to common signal processing operations, which is necessary for 
content authentication algorithms in some situations. And the false alarm probability, 
which is the probability of declaring speech frame without tampers as tampered speech 
farme by authentication client [5] is analyzed too. 

The watermarked speech signal (Fig. 12(a)) is re-sampled (22.05→16→22.05kHz). 
Fig. 13 shows the processed signal and the corresponding location result. 
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Fig. 10. The watermarked speech subject to insertion attack and the corresponding tamper 
location result 
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(a)                                               (b) 

Fig. 11. The watermarked speech subject to deletion attack and the corresponding tamper 
location result 
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Fig. 12. The watermarked speech subject to feature-analysed substitution attack and the 
corresponding tamper location result 
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Fig. 13. The watermarked speech subject to feature-analysed substitution attack and re-sampling 
operation and the corresponding tamper location result 
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According to the simulation results above, we can conclude that the tamper location 
ability against malicious tampers of the proposed scheme is excellent; and the 
maliciously tampered speech can also be detected after being subjected to common 
signal processing operations, which reflect that the proposed scheme can distinguish 
the common signal processing operations and the malicious attacks, and the false alarm 
probability is 0. 

7 Conclusion 

An efficient speech content authentication algorithm based on coefficients 
self-correlation degree is proposed in this paper. The definition and properties of 
coefficients self-correlation degree in frequency domain are given, and the robustness 
of pseudo-Zernike moments of discrete cosine transform domain low-frequency 
coefficients is analyzed. Watermark bits are generated by coefficients self-correlation 
degree and embedded by quantizing the pseudo-Zernike moments of discrete cosine 
transform domain low-frequency coefficients. The watermark embedding method 
increases the embedding capacity and improves the efficiency. Experimental results 
show that the proposed speech content authentication algorithm is efficient. 
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Saliency-Based Region Log Covariance Feature

for Image Copy Detection
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Abstract. This paper introduces a novel global feature-based image
copy detection approach. Firstly, Space-based and Object-based saliency
detection methods are combined to generate salient region represented
by an ellipse. Then the covariance matrix of various image features ex-
tracted from the elliptically salient region is formed and log covariance
matrix is applied on the covariance matrix for low computational com-
plexity. 28 independent numbers from log covariance matrix are regarded
as the region feature vector, the similarity of which can be measured by
L2 norm. The experimental results show that our proposed approach
achieves similar or better performance than GIST and log covariance
matrix based SCOV for image copy detection.

Keywords: Saliency detection, Global feature, Log covariance matrix,
Image copy detection.

1 Introduction

With the rapid development of network technology and widespread application of
multimedia, more and more multimedia data are distributed through networks.
However, their rapid distribution on the networks has created new problems to
multimedia publishers, owners and carriers, such as copyright infringements and
waste of storage space and network bandwidth. Therefore, copyright protection
and management has become a pressing and important issue.

Digital watermarking and content-based copy detection (CBCD) are two gen-
eral techniques for fighting piracy and protecting intellectual property, which are
different from digital tampering detection [1]. Watermarking approach embeds
identifying information of a producer, owner, distributor and user into the media
prior to distribution. The watermark can be extracted to prove ownership even
when the watermarked media is corrupted by intentional or unintentional opera-
tions such as translation, rotation, cropping and scaling. Watermarking approach
has two obvious disadvantages as follows. First, watermarking approach changes
the media content, which will lead to degrade the media content quality. Second,
watermarking approach must be performed before distributing the media. Once
the media is distributed without watermarking, watermarking approach will fail
to protect the media content. In contrast to watermarking, CBCD does not

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 327–335, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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introduce any distortion to the media or involve any form of embedding opera-
tion. CBCD uses the media itself to extract a distinctive feature as an identifier.
Therefore, CBCD approaches have emerged in recent years for monitoring illegal
copies and copyright protection.

A variety of approaches have been proposed for content-based image copy
detection. The key issue of CBCD is to extract transformation-invariant fea-
tures from potential copies and the original images. Therefore, most current
approaches can be generally divided into two categories: global feature-based
approach [2–4] and local feature-based approach [5–8]. Global feature-based ap-
proaches are generally easy to extract and compact to storage, yet they usually
fail to detect the copies with local transformations. Although local feature-based
approaches have been proven to be relatively more robust compared to global
feature-based approaches, they are too computationally expensive and require a
huge amount of storage space.

Inspired by Zheng [4], a novel global feature-based approach for image copy
detection is proposed in this paper. The framework of our approach is shown in
Fig. 1. Different from Zheng [4], our saliency map combines space and salient-
object saliency. Moreover, the log covariance matrix computed from a covariance
matrix is applied as a feature vector, which lies in Euclidean space and has low
computational complexity and high discrimination.

The rest of this paper is organized as follows. The details of our previous
saliency detection methods are described and a simple region extraction method
combining two kinds of saliency detection is introduced in Section 2. Section
3 details log covariance matrix based feature vector extraction method, where
only 7 features are used. Experimental results and comparisons are presented
and discussed in Section 4, and conclusions are given in Section 5.

2 Saliency Detection and Region Extraction

Visual attention is the ability of the Human Visual System (HVS) to select
regions of interest that contain salient information and thus reduces the compu-
tational complexity. There are many models to functionally account for visual
attention. The saliency based visual attention model is widely used due to fast,
stimulus-driven and independent of the knowledge in the scene. Visual saliency
makes important or interesting regions/parts pop out from their neighbors, and
immediately grabs our perceptual attention. Extracted salient regions/parts fa-
cilitate further processing to perform high-level tasks such as video compression
[9], objects discovery [10] and product search [11].

Generally saliency detection can be classified into space-based saliency detec-
tion and salient object-based saliency detection. Space-based saliency detection
is associated with the prediction of human eye fixation data [12–16]. Space-based
saliency detection has worked well in finding a few fixation locations in natu-
ral images, but has not been able to accurately detect where the salient object
should be [17]. So the focus of salient object-based saliency detection is to detect
the salient objects/regions [17–20]. With a more comprehensive consideration of
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Fig. 1. The framework of our approach

image saliency, we combine space-based saliency detection and salient object-
based saliency detection to extract a salient region represented by an ellipse.
Our previous works [21, 22] have designed the two kinds of saliency detection
algorithms, which are simple and efficient.

2.1 Space-Based Saliency Detection

Our space-based saliency detection [21] is achieved by extracting DCT magni-
tude of local region and using local and global kernel density estimation. DCT
magnitude represents the energy information of local region in the image.

In the first stage, 2D-DCT operates on 3×3 block around pixel i. The absolute
values of DCT coefficients are considered as the feature of each pixel. For the
sake of robustness, we use Fi = [f1

i f
2
i , . . . , f

6
i ] to represent the feature of pixel i.

In the second stage, we perform a kernel density estimation to compute
Kglobal(Fi) as follows.

Kglobal(Fi) =

∑M
j=1 κ(Fi − Fj)∑M

i=1

∑M
j=1 κ(Fi − Fj)

(1)

where M is the total number of pixels in the image.
In the third stage, we choose 7 × 7 window around pixel i as the center-

surround region of pixel i. Each window has 49 features which is represented as
F1, F2, . . . , F49. Then we use the following equation to calculate Klocal(Fi)

Klocal(Fi) =
1∑49

j=1 exp(
−1+ρ(Fi,Fj)

σ2 )
(2)
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where ρ(Fi, Fj) is equal to trace(
FT

i Fj

‖Fi‖‖Fj‖ ) and σ is set to 0.007 as default value.

The final stage calculates the space-based saliency of each pixel as follows.

Sss(i) =
Klocal(Fi)

Kglobal(Fi)
(3)

2.2 Salient Object-Based Saliency Detection

Our salient object-based saliency detection [22] utilizes the generic knowledge of
salient regions, including spatial information and contrast information.

Given an image, we firstly use region based contrast method[20] (RC) to
compute saliency of region contrast.

Src(rk) =
∑
rk �=ri

exp(−Ds(rk, ri)/δ
2
s )ω(ri)Dc(rk, ri) (4)

where rk and ri denote the regions segmented by graph-based image segmenta-
tion method, ω(ri) is the weight of region ri, Dc(·, ·) is the color distance metric
between the two regions, Ds(·, ·) is the spatial distance metric between the two
regions, and δs is the strength of spatial weighting.

Secondly, saliency of spatial distribution is measured as follow.

Ssd(rk) =
M∑M

i=1((x
i
rk − xrk)

2 + (yirk − yrk)
2)

(5)

where M is the number of pixels belonging to the region rk, and xrk and yrk
respectively represent the mean of x coordinates and y coordinates of the pixels
belonging to the region rk.

The two saliency maps are normalized and linearly combined into the final
object-based saliency map as follows.

Sos(rk) =
1

2
(N (Ssd(rk)) +N (Src(rk))) (6)

where N (·) normalizes the value to be in [0,1].

2.3 Elliptically Salient Region Extraction

For simple and fast extraction of salient region, we firstly binarize the saliency
map using a threshold as follows.

Sbw =

{
1 , Sss ≥ Tss or Sos ≥ Tos,
0 , otherwise.

(7)

In order to achieve invariance, an ellipse is fitted to the salient region irregular
shape. Then the elliptically salient region is used to extract features.
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3 Saliency-Based Log Covariance Matrix

Once the elliptically salient region has been generated, these following features
F = {fn} are chosen to form covariance descriptors according to: spatial infor-
mation, color information, and gradient information.

F(x, y) = [Dist R G B
∂I

∂x

∂I

∂y

√
(
∂I

∂x
)2 + (

∂I

∂y
)2]T (8)

whereDist(·, ·) represents the distance of each pixel (x, y) from the center,R(·, ·),
G(·, ·) and B(·, ·) are RGB values of each pixel, ∂I

∂x(·, ·) and ∂I
∂y (·, ·) are the

intensity gradients along x and y, respectively.
Then the covariance matrix is defined on F as follows.

C =
1

N − 1

N∑
n=1

(fn − μ)(fn − μ)T (9)

where μ is the mean feature vector in F . The covariance matrix provides a
natural way to fuse multiple feature vectors. fn is 7 dimensional and C is a 7× 7
matrix.

Riemannian metric is applied to measure the similarity of two covariance
matrices [23].

ρ(C1, C2) =

√√√√ 7∑
i=1

ln2 λi(C1, C2) (10)

where λi(C1, C2) are the generalized eigenvalues of C1 and C2, computed from

λiC1xi − C2xi = 0 (11)

where xi �= 0 are the generalized eigenvectors.
However covariance matrix does not lie on a Euclidean space and Riemannian

metric has high computational complexity. In order to solve this problem, a novel
log covariance matrix has been proposed on the covariance matrix [24]. The log
covariance matrix is computed as follows.

Given a d × d covariance matrix C, the singular value decomposition (SVD)
of C is denoted as C = UDUT , where D = diag(λ1, λ2, . . . , λd) is the diagonal
matrix of eigenvalues, and U is an orthonormal matrix. Then the log covariance
matrix L is defined as follows.

L = log(C) = U · diag(log(λ1), log(λ2), . . . , log(λd)) · UT (12)

Then, the distance between two covariance matrices C1 and C2 can be simply
and easily measured by Euclidean norm, specifically,

ρ(C1, C2) = ‖ log(C1)− log(C2)‖ = ‖L1 − L2‖ (13)

Because C is a 7 × 7 symmetric matrix, L is also a 7 × 7 symmetric matrix.
Due to its symmetry, L has only 28 independent numbers. Then 28 numbers are
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extracted from L and regarded as the region feature vectorV = [v1 v2 . . . v28].
The L2 norm is used to compute the similarity of two region feature vectors. It
is apparent that region feature vector has the advantages of low computational
complexity compared to covariance matrix.

4 Experimental Results

Our proposed approach has been applied for image copy detection. We performed
experiments on a publicly available Copydays dataset provided by Douze et al.
[25], which is composed of their holidays photos. The Copydays dataset contains
157 original images and the following three kinds of artificial attacks are chosen
for evaluation.

1. Cropping (ranging from 10 to 80: 10, 15, 20, 30, 40, 50, 60, 70, 80);
2. Scale (1/16 pixels) and JPEG compression (JPEG quality factors: 15, 20,

30, 50 and 70);
3. Rotation (90,180) and Flipping (vertical, horizontal).

Each original image in turn is used as query image to retrieve the attacked copies
of the image. The precision is defined as follows.

Precision =
number of relevant images retrieved

number of images retrieved
(14)

Three global feature-based image copy detection approaches are evaluated in
our experiments. GIST [25, 26]: L2 norm is used for similarity measure; Log
covariance matrix based Salient Covariance (SCOV) [4]: log covariance matrix
is used to form a feature vector and L2 norm is used for similarity measure; Our
approach: L2 norm is used for similarity measure. The experimental results are
shown in Table 1, Table 2 and Table 3.

Table 1. Precision performance for cropped copy detection

% of cropping

Feature 10 20 30 40 50 60 70 80

GIST 1 1 1 0.96 0.72 0.42 0.21 0.11

SCOV(LoG) 1 0.99 0.97 0.91 0.82 0.72 0.55 0.43

Our approach 1 0.99 0.98 0.95 0.88 0.72 0.58 0.43

Table 1 and Table 2 show our approach achieves better performance than
SCOV(LoG) under 30% to 50% of cropping, and achieves similar results with
SCOV(LoG) under others. Table 3 shows that our approach is robust against
rotation attack and invariant against flipping attack compared to GIST and
SCOV(LoG).

Table 4 shows the dimensions of SCOV and our approach. Compared with 45
dimension of SCOV, our feature vector is only 28 dimensional, which is more
compact than SCOV.
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Table 2. Precision performances for JPEG compressed copy detection

jpeg quality factor

Feature 15 20 30 50 75

GIST 1 1 1 1 1

SCOV(LoG) 0.98 0.99 1 1 1

Our approach 0.98 0.99 1 1 1

Table 3. Precision performances for rotation and flipping copy detection

rotation flipping

Feature 90 180 vertical horizontal

GIST 0.013 0.09 0.19 0.39

SCOV(LoG) 0.81 0.96 0.96 1

Our approach 0.94 0.96 0.96 1

Table 4. The dimension of feature vector

SCOV Our approach

Dimension 45 28

5 Conclusions and Future Work

We have proposed a novel saliency-based region log covariance feature for image
copy detection. Based on space and salient object saliency detection, elliptically
salient region is firstly extracted. And in the elliptical region, seven features of
each pixel are used to form region covariance matrix. For low computational
complexity of similarity measure, log covariance matrix is applied on the co-
variance matrix. Finally, due to symmetry of the log covariance matrix, a region
feature vector is formed by 28 independent numbers in the log covariance matrix,
the similarity of which can be measured by L2 norm. Compared to GIST and
log covariance matrix based SCOV, experiments on a public dataset indicate our
approach has the similar or better performance.
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Abstract. Electronic voice transformation with natural disguise ability
is a common operation to change a person’s voice and conceal his or her
identity, which can easily cheat human ears and automatic speaker recog-
nition(ASR) systems and thus presents threaten to security. Till now,
few efforts have been reported on detection of electronic transformation,
which aims to distinguish disguised voices from original voices. There-
fore in this paper we investigate the principle of electronic voice trans-
formation, and propose a blind detection approach using MFCC(Mel
Frequency Cepstrum Coefficients) as the acoustic features and VQ-SVM
(Vector Quantization-Support Vector Machine) as the classification
method. By extensive experiments, it is demonstrated to have classi-
fication accuracy higher than 98% in most cases, indicating that the
proposed approach has good performance and can be used in forensic
applications.

Keywords: Electronic voice transformation, disguise, detection,
forensic.

1 Introduction

Voice disguise can be classified into two categories: voice conversion and voice
transformation[1][2]. Voice conversion is to transform one’s voice to imitate a
target person provided with the target’s acoustic information, while voice trans-
formation is to change the sound without any target. Both conceal speaker’s
identity and present threaten to security. However, since no target information
is needed, voice transformation is much easier to implement and be adopted in
criminal cases than voice conversion. Therefore, in this paper we will focus on
detection of voice transformation disguise.

Voice transformation can be implemented by non-electronic and electronic
means. Non-electronic means includes the alteration of voice by using a me-
chanic system like a mask over the mouth, a pen in the mouth or pinching the
nostril. Electronic means is achieved by softwares or electronic devices. Gener-
ally, by sophisticated algorithm the electronic output sounds more natural than
the non-electronic one and presents greater confusion, since people may be eas-
ier to be cheated by transformed voices that sound natural. Moreover, electronic
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c© Springer-Verlag Berlin Heidelberg 2013



Blind Detection of Electronic Voice Transformation with Natural Disguise 337

2|| FFT

Fig. 1. MFCC extraction process

voice transformation has been incorporated into many softwares and electronic
devices in recent years, and has been adopted in more criminal cases than be-
fore. However, research efforts on forensic of electronic voice transformation is
still very insufficient. Hence in this paper we will examine detection of electronic
voice transformation, which can be used in many forensic applications, especially
in those related to speaker recognition. For example in forensic speaker recogni-
tion(FSR), the detection results can be used a a reference to aid the recognition
decision making.

There are several voice transformation methods. Since our aim is to investigate
the one with natural disguise ability that presents threaten both to human ears
and to automatic speaker recognition(ASR) systems, we will focus on phase
vocoder based transformation [3] because it presents the most natural disguise
ability among the existing voice transformation methods, and it is prevailing.

Time and frequency characteristics of a signal, being related by Fourier trans-
form, are not independent but of a duality relationship. Since 1950s, large col-
lection of voice transformation solutions have been proposed which break this
tradition tie between pitch and rate of playback. Among them, the most fre-
quently used techniques are based on ’signal models’ [4] and implemented by
short-time Fourier transform(STFT), also referred to as phase-vocoder, that
change the prosody by pitch modification[3]. The phase-vocoder based method
has been incorporated in many professional and popular softwares for speech
and music processing. One of such leading benchmarks is Adobe Audition[5].
In this paper we will examine the blind detection of phase vocoder prototype
transformation[6] and further verify our proposed approach by its implementa-
tion in Adobe Audition.

Most of the adjacent existing researches focus on investing effects of trans-
formation on ASR systems [1][7][8][9][10][11][12]. However, there have been no
reported research efforts on blind detection of voice transformation till now.
Therefore in this paper, based on the study of voice transformation principle, we
will propose a blind and robust detection approach to distinguish disguised voices
from original voices using MFCCs(Mel Frequency Cepstrum Coefficients)[9] as
the acoustic features and VQ-SVM(Vector Quantization - Support Vector
Machine)[13][14] as the classification method.

The structure of this paper is as follows. In Section 2 we introduce the model
of electronic voice transformation and MFCC extraction process. In Section 3
we present our proposed blind detection approach using MFCC and VQ-SVM.
Experimental results are given in Section 4. Finally we summarize conclusions
and future works in Section 5.
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2 Model of Electronic Voice Transformation and MFCC
Extraction

In applications of audio processing, the most widely used analysis/synthesis
method is short-time Fourier transform(STFT) which begins by windowing a
signal to short segments. Fast Fourier transform(FFT) is then applied to each
segment and the resulting spectral components can be manipulated in a vari-
ety of ways. However, due to the resolution limitation, the FFT bin frequencies
generally do not represent the true frequencies(also called instantaneous frequen-
cies). For example using a window of size 2048 and a sampling rate of 44.1kHz,
the resolution in frequency domain is only 21.5Hz, which is far too coarse in
lower frequency band.

By insight of the relationship between phase and frequency, phase vocoder
employs phase information that the STFT ignores to improve frequency estima-
tion. The core of phase vocoder is to compute the deviation from the FFT bin
frequency to the instantaneous frequency by using phase information. Instanta-
neous frequency can then be computed by adding the deviation and the FFT
bin frequency. Finally three numbers obtained from the FFT analysis for each
sinusoid, namely bin magnitude, bin frequency and bin phase are reduced to just
magnitude and transient frequency. The entire procedure can be referred to [3].
We now present it in a simple form in Equ.(1)-(3).

Firstly speech signal x(n) is windowed by hamming or hanning window by
Equ.(1).

F (k) =
N−1∑
n=0

x(n)·w(n)e−j 2πkn
N 0�n < N (1)

Then instantaneous magnitude |F (k)| and instantaneous frequency ω(k) are cal-
culated by Equ.(2) and Equ.(3) respectively,

|F (k)| = |
N−1∑
n=0

x(n)·w(n)e−j 2πkn
N | 0�n < N (2)

ω(k) = (k +Δ) ∗ Fs/N (3)

where Fs is the sampling frequency and Δ is the deviation from the kth bin
frequency.

For voice transformation, transient frequency ω(k) is modified by Equ.(4),
where α is the scale factor.

ω′(�k ∗ α�) = ω(k) ∗ α 0�k, k ∗ α < N/2 (4)

In order to maintain the signal energy, transient magnitude is modified by
Equ.(5)

|F ′(�k ∗ α�)| =
∑

�k∗α
�k∗α<�k∗α
+1

|F (k)| (5)
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Fig. 2. Generic system using MFCCs as the feature and VQ-SVM as the classification
method

The instantaneous phase φ′(k) is then calculated via the instantaneous frequency
ω′(k) and the transformed FFT coefficients is obtained by Equ.(6).

F ′(k) = |F ′(k)|ejφ′(k) (6)

Inverse FFT is performed on F ′(k) and the transformed signal can be obtained.
From the above transformation procedure, we know that the distribution of

spectra magnitude |F (k)| is changed after the transformation. Since the voice
spectrum carries the natural acoustic features of vocal tract, we think that voice
transformation would alter such natural features, and thus the magnitude |F (k)|
can be used to distinguish transformed voices from original voices. However, if
|F (k)| is used, the computation load will be so heavy that the whole classification
process will be extremely slow. Hence we turn to MFCCs which converts the
spectrum magnitudes into mel-frequency cepstrum with much less feature data,
and which maintains the vocal tract acoustic features.

MFCC extraction process is shown in Fig.1. We can learn that MFCC is
computed from spectrum magnitudes |F (k)|. The filter bank is to combine the
spectrum magnitudes in each mel subband to form one contribution that reflects
the vocal tract acoustic features. Furthermore the MFCC extraction algorithm
compresses the data amount to shorten the classification process. In this paper
a 12-order MFCC vector is extracted from each frame and the whole feature is
the combination of MFCC vectors from all the frames.

3 Classification Algorithm

Durations of different speech signals are usually different. Since MFCCs are ex-
tracted along the time axis, the lengths of MFCC vectors, i.e., the numbers
of MFCC vectors from different speech signals are usually different too. How-
ever, SVM requires the input features to have the same length. Hence we use
VQ(vector quantization) to normalize their lengths.

Suppose X = {x1, x2, · · · , xT } is the MFCCs consisting of T number of vec-
tors extracted from T frames, each of which has dimension N. VQ aims to
convert X into K separate clusters(K � T ). Each cluster is represented by a
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code vector, ci, which is the centroid of the cluster. The whole set of code vectors
C = {c1, c2, ..., cK} is used as the normalized feature vectors input into SVM.

SVM has become the state-of-the-art classification method in many pattern
recognition applications in recent years. In most applications SVM is a binary
classifier which models the decision boundary in hyper-plane with the maximum
margin of separation between two classes. Reported efforts have shown that
the best results for SVMs in speech applications have been obtained using the
generalized linear discriminant sequence (GLDS) kernel[15][16], which creates
a single characteristic vector using the sequence of features extracted from a
speech signal. Hence in our SVM configuration GLDS is used as the kernel.

Generic classification system is shown in Fig.2. In training phase, MFCCs of
original and transformed speech records are extracted and input into VQ box to
normalize the lengths, then the normalized feature vectors are input into SVM to
create the models of original and transformed speech records. In testing phase,
the same process is carried on the test speech record to create its model and
to calculate the similarity between the test speech record and the two models
obtained in training phase. Finally a decision is made.

4 Experiments

4.1 Experiment Setup

1. Corpus
TIMIT[17] is used as the corpus for the experiments. TIMIT is a popular
corpus which has been designed for the development of automatic speech
recognition systems and can be used in many other speech applications.
It contains 630 speakers, 192 females and 438 males, from 8 major dialect
regions of America. Each speaker reads 10 sentences to obtain a total number
of 6300 records in it. All the sentences are recorded as as wav format of 16kHz
sampling rate, 16-bit quantization and mono channel. The duration of each
record lasts around 3 seconds.

2. Transformation methods
Prototype of phase vocoder transformation[6] and its implementation in
Adobe Audition are performed on TIMIT records to obtained transformed
records. The transformation scaling factors are [0.55 : 0.05 : 1.45] which cover
the range that is commonly used in real applications. Scaling factor 1.0 is
excluded since it does not modify the records.

3. Training and testing configuration
In order to simulate the real forensic scenario, we permute the 6300 records,
and divide them in half into a training subset and a testing subset each of
which contains 3150 records. Each record in the training subset is trans-
formed with scaling factors [0.55 : 0.05 : 1.45] to obtained 18 transformed
records. Original and transformed records in the training subset are then
input into VQ-SVM to train the two models. The resulting models are used
in testing phase where records in testing subset are also transformed, and
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Table 1. Classification results of scenario 1 in case of phase vocoder prototype

scaling factor 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95

TP 100% 100% 100% 100% 100% 100% 100% 98.79% 93.81%

TN 100% 100% 100% 100% 100% 100% 99.94% 99.37% 96.03%

accuracy 100% 100% 100% 100% 100% 100% 99.97% 99.08% 94.92%

scaling factor 1.05 1.10 1.15 1.20 1.25 1.30 1.35 1.40 1.45

TP 95.62% 96.63% 97.94% 98.48% 98.79% 99.27% 99.49% 99.49% 99.65%

TN 97.37% 98.29% 98.92% 99.40% 99.62% 99.78% 99.81% 99.90% 99.90%

accuracy 96.50% 97.46% 98.43% 98.99% 99.21% 99.53% 99.65% 99.70% 99.78%

Table 2. Classification results of scenario 1 in case of Adobe Audition

scaling factor 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95

TP 99.65% 99.46% 99.37% 98.89% 98.48% 97.30% 66.70% 88.13% 72.16%

TN 99.81% 99.81% 99.37% 98.95% 97.81% 97.08% 73.21% 86.60% 73.08%

accuracy 99.73% 99.64% 99.37% 98.92% 98.15% 97.19% 69.96% 87.37% 72.62%

scaling factor 1.05 1.10 1.15 1.20 1.25 1.30 1.35 1.40 1.45

TP 58.63% 84.98% 79.97% 100% 100% 100% 99.97% 100% 100%

TN 65.08% 89.33% 99.05% 99.97% 100% 100% 100% 100% 100%

accuracy 61.86% 87.16% 89.51% 99.99% 100% 100% 99.99% 100% 100%

are input into VQ-SVM along with the original records. SVM outputs accu-
racy, the true classification rate, TP, the true classification rate for identify-
ing transformed records, and TN, the true classification rate for identifying
original records.

4.2 Classification Performance

For a thorough investigation we take into consideration the following two sce-
narios.

1) Scenario 1: Classification between the original records and the transformed
records with one scaling factor, which reveals the different effects brought by
different transformation degrees.

2) Scenario 2: Classification between the original records and all of the trans-
formed records, which yields the overall performance.

Detection results of scenario 1 in case of phase vocoder prototype transfor-
mation is given in Table 1, from which we can have the following observations.

1) The farther the scaling factor is from 1.0, the higher accuracy, TP and TN
are achieved, which coincides the fact that the more the records are modified the
more difference will be introduced between original and transformed records.

2) TP, TN, and accuracy with scaling factors [0.95,1.05] are apparently much
lower than those with other scaling factors, which is considered to be acceptable
in this paper, since in real applications scaling factors in range of [0.95 1.05] are
of small modification, and they generally does not change the speaker’s identity.
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3) With scaling factors outside [0.95 1.05] most of the accuracy, TP and TN are
over 97% to 100%, indicating the proposed detection approach can distinguish
the transformed and original records at a high classification rate.

Detection results in scenario 2 in case of phase vocoder prototype transforma-
tion are TP = 95.81%, TN = 98.41%, and accuracy = 97.11%. Since there has
been no reported research efforts on such detection, comparison and evaluation
are quite difficult to make. However, since the detection results are to be used as
reference for the FSR decision making and a FSR system generally yields a much
lower accuracy[18], we think that the performance of our proposed approach is
acceptable.

Detection results of scenario 1 in case of Adobe Audition is given in Table
2, from which we can see that with scaling factors between [0.85 1.15], TP,
TN and accuracy are much lower than the counterparts in case of phase vocoder
prototype. They further lower the classification rates in scenario 2: TP = 75.37%,
TN = 94.83%, and accuracy = 85.10%. Although detailed algorithms used in
Adobe Audition are not open sources, by perception of the acoustic quality,
we find that with scaling factors between [0.85 1.15], the signal transformed by
Adobe Audition sounds smoother than the one transformed by the prototype. By
observation of the frequency domain, we also notice that there are fewer abrupt
spectral components in the former than in the latter. This smoothing post-
processing by Adobe Audition removes those abrupt characteristics that are not
produced by human vocal tract, and makes a transformed record sound more
closer to the one that are uttered by vocal tract. With a larger transformation
degree, such smoothness declines and the detection rates become similar to the
counterparts in case of prototype.

5 Conclusions

In summary, in this paper the principle of voice electronic transformation is
thoroughly investigated, and a blind detection using MFCCs as the acoustic
features and VQ-SVM as the classification approach is proposed to distinguish
disguised voices form original voices. Extensive experiments are conducted. The
results show that in most cases high TP, TN and accuracy are achieved indicating
that the detection results can be used as reference for forensic works. There are
still many open issues worthy of investigation in future works. We will continue
to improve the performance of our proposed approach, and trace other disguise
methods with natural ability if they emerge.
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Abstract. In multimedia forensics, exposing an image’s processing history 
draws much attention. Median filtering is a popular noise removal tool, which 
has been used as a popular anti-forensics tool recently. An image is usually 
saved in a compressed format such as the JPEG format. While the detection of 
median filtering from a JPEG compressed image is difficult because typical fil-
ter characteristics are suppressed by JPEG quantization and block artifacts. In 
this paper, we introduce a novel forensic trace – median filter residual. Median 
filtering is first applied on a test image, and the difference between the initial 
image and the filtered output image is called the median filter residual. The fil-
tered residual is used as the forensic fingerprint. Thus, the interference from the 
image edge and texture which is regarded as a major limitation of the existing 
forensic methods can be reduced. Experimental results on a large image data-
base show that the proposed method is very robust to JPEG post- compression, 
and achieves much better performance than the existing state-of-the-art works.  

Keywords: Digital image Forensics, Median filter residual, Transition  
probability. 

1 Introduction 

Blind forensics technology can verify the authenticity of multimedia without access to 
its original source, which is very important when contents can be shaved easily. Some 
content preserving manipulations, such as: filtering [1-3], re-sampling [4], compres-
sion [5], and contrast enhancement [6] do not damage the authentic value of an image 
in general, but their blind detection is forensically important [1-3]. 

The median filtering is a popular noise removal tool and image enhancement tool. 
It can affect forensic methods and steganalysis methods in various ways. First, a me-
dian filter is capable of removing statistical traces of the blocking artifacts by JPEG 
compression and defeat JPEG forensic algorithms [7]. It is also an effective counter-
forensics tool for hiding traces of re-sampling [9]. Additionally, the actual state of an 
image prior to manipulation may influence the set of tools available to analyze the 
image, or how to interpret the evidence derived from these tools. For example, in 
steganalysis, the choice of a suitable spatial-domain detector might depend upon the 
actual state of a cover image and its properties [10]. 



 Robust Median Filtering Detection Based on Filtered Residual 345 

 

An image is usually saved in a compressed format such as the JPEG format. Re-
cently, in multimedia forensics and steganalysis, exposing the processing history has 
drawn much attention [1-3]. A forensic method is generally required to be robust 
against lossy compression, due to the task of exposing the processing history of a 
possibly severely compressed multimedia. However, this is a challenging work be-
cause JPEG post compression may destroy the trace that could be utilized to detect 
median filtering.  

In this paper, we propose to perform median filtering on a test image first and out-
put the filtered image. We then obtain the difference between the test image and the 
median filtered image, which is called the median filter residual (MFR). The median 
filter residual is used as the forensic fingerprint. Thus, the interference from the image 
edge and texture, which is regarded as a limitation of the existing forensic methods, 
can be reduced. Then model the MFR as second-order Markov chains, calculate the 
transition probability as the feature, and input such feature to a support vector ma-
chine (SVM) to train a classifier. The trained classifier is applied to discriminate a 
median filtered image from a non-filtered image. Because the edge and texture of a 
test image is reduced in the MFR fingerprint, our approach can detect median filtering 
from JPEG compressed images with quality factor as low as 50 reliably, and outper-
forms the existing state-of-the-art works [1-2] quite a lot. The proposed method also 
distinguishes median filtering from other manipulations such as Gaussian filtering, 
average filtering, downscaling, and up-scaling etc. 

The rest of this paper is organized as follows. In Section 2, we will briefly review 
existing works on detection of median filtering. In Section 3, the extraction of MFR 
fingerprint and the feature for median filtering are introduced. In Section 4, the pro-
posed algorithm is compared with the sate-of-the-art methods [1-2], and our experi-
mental results are reported. Finally, we draw the conclusion in Section 5. 

2 Prior Related Works 

The median filter replaces a pixel with the median of pixels in a small window of size 
w × w. 3 × 3 and 5 × 5 median filtering are the most widely used forms of median 
filtering, especially the former. Median filtering is performed window by window, 
with the windows overlapping each other. For example, input a M × N image x(i, j), 
and output a filtered image y(i,j) as follows: 
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A theoretical analysis of the general relationship between the input and output distri-
butions of median filter is very cumbersome, because it is a non-linear smoother.  
Hence, the analysis of median filtering has been largely confined to some specific 
features of interest [1]. 

The median filter can remove noise and preserve edges in an image, which can pro-
duce constant or nearly constant regions called streak (linear patches) or amorphous 
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blotches [11]. Bovik analyzed this phenomenon quantitatively, and obtained the proba-
bility that the median values stemming from overlapping windows are equal.  

The median value is close to the mean value (DC) in a w × w window. Assume the 
central pixel of a local 3 × 3 window is x(i, j), we define the deviation energy  as: 
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After the central pixel is replaced by the median value, the deviation energy within 
this local w × w window is minimized. The deviation energy is reduced window by 
window. In general, the average deviation energy of a median filtered image is lower 
than that of a non-median filtered image. This characteristic is helpful to discriminate 
a filtered image from a non-filtered image, which is used to enhance the detection of 
median filtering in the following experiments. 

There are some existing forensic methods of median filtering. Swaminathan et al. 
[12] developed a reliable technique based on the intrinsic fingerprints in digital im-
ages, to differentiate a median filtered image from an unmodified digital camera im-
age; the true positive rate of median filtering is 70-80% at a false positive rate of 10%. 
Chuang et al. [13] introduced a tampering detection approach based on the empirical 
frequency response. Their proposed approach could distinguish median filtering from 
other kinds of content preserving manipulation, e.g., JPEG compression, up-sampling, 
down-sampling, average filtering, and histogram equalization, with an accuracy of 
about 90%.  While these early techniques can successfully detect median filtering, 
they require either an accurate estimate or direct knowledge of the camera model used 
to capture an image. As a result, their performance is sensitive to the training data 
used. 

Kirchner and Fridrich [1] and Cao et al. [3] take the first order difference of an in-
put image as the forensics fingerprint. Assuming an input image is x(i, j) , the first 
order difference is defined as follows: 
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lkh . Kirchner and Fridrich [1] proposed using the ratio ),( lkρ  as a 

detection statistic for median filtering. For a median filtered image, it 

means 1),( >>lkρ .They also developed a weighted median of this ratio to lessen the 

influence of saturation in an image. In order to improve the robustness against JPEG 

compression which defeats the method of using a weighted median of ),( lkρ , Kirchner 

and Fridrich [1] used a subtractive pixel adjacency matrix (SPAM) feature [16] to 

describe the first order difference ),(
,

lk
jie , as show in Equation 3. The detector obtained 
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reliable results for an uncompressed image and JPEG post-compressed image with 
quality factor 90 and 80 on a 512 × 512 grayscale image. However, the SPAM me-
thod shares the following weakness: the robustness of the detector against compres-
sion rapidly decreases when the size of the test image and the compression quality 
factor become small. For example, the performance of a 3 × 3 median filtering detec-
tor severely degrades when a 512 × 384 test image is JPEG compressed with quality 
factor less than 90. 

Cao et al. [3] proposed that the probability of zeros ),(
0

lkh in the first-order differ-

ence ),(
,

lk
jie  of a test image in textured regions is the statistical fingerprint of median 

filtering. Their experimental results show that median filtering is detectable with high 
accuracy in the case of a median filtered image versus an original non-compressed 
image. However, their methods are not robust to JPEG post-compression. 

 

         
 

Fig. 1. Example showing (a) Original image, (b) first-order difference, (c) MFR fingerprints 

Median values originating from overlapping filter windows are dependent upon 
each other. The degree of dependence is related to the size of the window and the 
distance of the pixels. Yuan [2] proposed that local dependence among the pixels 
within a 3 × 3 window is a specific characteristic of median filtering, and constructed 
a 44-D feature, which is called the median filtering feature (MFF in short), to detect 
median filtering. The MFF method achieves better performance of detecting 3× 3 
median filtering than that of the SPAM method [1], and comparable robustness to 
JPEG compression with the SPAM method on detection of 5 × 5 median filtering. 
The MFF method can also discriminate median filter from other smoothers such as a 
Gaussian filter and, moving average filter etc. 

Overall, the robustness against JPEG post-compression remains a challenging prob-
lem. For example, the performance of a 3 × 3 median filtering detectors severely 
degrades when a 512 × 384 8-bit grayscale image is JPEG compressed with a quality 
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factor less than 90.  [1] and [3] take the first order difference ),(
,

lk
jie as the forensic 

trace. However, the first order difference ),(
,

lk
jie   contains largely the edge and tex-

ture information of an image. Fig. 1a shows an original image, Fig. 1b shows its first 

order difference )0,1(
, jie . The edge and texture are very obvious in the first order differ-

ence (Fig. 1b). The edge and texture interfere with the median filtering detector, and 
thus deteriorate the performance. Chen et al [19] also used the first and second order 
differences as forensic fingerprints. Yuan [2] used the local dependence among the 
pixels within a 3 × 3 window. However, the local content of an image, such as edge 
and texture also has large impact on the detector. 

3 Median Filter Residual 

In order to remove the interference from the image content, such as edge and texture, 
we propose to extract the MFR fingerprint as follows. Apply 3 × 3 median filtering 
on a test image x(i, j) and obtain the output image y(i, j). The median filter residual 
d(i, j) is obtained using Equation 4. Fig. 1c shows that the median filter residual con-
tains less image content, i.e., edge and texture, compared with the image (first order) 
difference. 
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It can be observed that MFR extracted from an already filtered image is different from 
that extracted from a non-altered image. Assume H= {…, h-2, h-1, h0, h1, h2, …} is the 
corresponding histogram of d(i, j). Fig. 2 shows the histogram of d(i, j) for 1338 im-
ages in UCID image database. The figure only displays the histogram of d(i, j) rang-
ing from -100 to 100.  Fig. 2 (left) shows the histogram of the two kinds of MFR 
 

 

Fig. 2. Histogram of MFR for 1338 uncompressed images (left) and JPEG 70 compressed 
images (right) in UCID database 
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extracted from the filtered uncompressed images (green) and the non-filtered uncom-
pressed images (red). It can be observed that h0 is much larger for a pre-filtered image 
than that for a non- altered image.  Therefore, the quantity of h0 or the ratio  ρ = h0 / 
h1 can be adopted to differentiate a median filtered image from a non-filtered image in 
the case of no post-compression. However, for a JPEG post-compressed image, h0 or 
ρ = h0 / h1 is no longer suitable for the detection of median filtering any more. Fig. 2 
(right) shows the histograms of the two kinds of MFR extracted from JPEG 70 com-
pressed images. The red color is the histogram of MFR from JPEG 70 compressed 
images and the green color is that of MFR from median filtered and JPEG 70 post-
compressed images. It shows that there is a significant overlapping region for h0 bins 
in the histograms of the two kinds of MFR fingerprint in Fig. 2 (right). “Median fil-
tered+JPEG70” denotes the composite operation of median filtering and JPEG com-
pression with quality factor 70. The histogram of the MFR from pre-filtered images 
has larger kurtosis, and the variance of the MFR is smaller. 

The second-order Markov chains [1] are employed to model d(i, j). First, dividing 
fingerprint d(i, j) into overlapping windows of size 3 × 3. Then, calculating the hori-
zontal and vertical transition probabilities as follows [16 - 18]: 
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where zn ∈Z (n = 0, 1, 2), h and v are horizontal and vertical displacement from the 
center (i, j) of a 3 × 3 window respectively. As median filter is a symmetric operator, 
the overall transition probability along four directions (horizontal left, horizontal 
right, vertical up and vertical down) are averaged as follows: 
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The d(i, j) mainly consists of small (absolute) integer value (Fig. 2). It is feasible to 
limit the dimension of ),,( 012 zzzP  by truncating zn (n = 0, 1, 2, zn ∈Z) as shown in 

Equation 7 when its absolute value is larger than a threshold t (t>0). After truncation, 

the dimension of the feature is 3(2 1)L t= + . 

,

,

,

t z t
n

z z t z t
n n n

t z t
n

 ≥
= − < <


− ≤ −

 (7)

In order to reduce the influence of smooth windows and saturated windows, whose 
deviation energy in a window defined in Equation 2 is small, we ignore all these win-

dows when computing transition probabilities vh
zzzP ,

,, 012
. In implementation, if the devi-

ation energy E(i, j) of one 3 × 3 window is less than a threshold T, the window will be 

ignored in the calculation of the transition probabilities vh
zzzP ,

,, 012
 for all directions. As 
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mentioned in Section 2, the average deviation energy of a median filtered image is 
generally lower than that of a non-median filtered image, so setting up a threshold T is 
helpful in discrimination between a filter image and a non-filtered image. In our expe-
riments, the parameter T is chosen to be 300 empirically. 

When handling a JPEG compressed image, we also ignore the 3 × 3 window which 
contains a pixel in the boundary of 8 × 8 JPEG block with the aim of eliminating the 
impact of JPEG block artifact. 

We propose to use the transition probabilities ),,( 012 zzzP  of MFR d(i, j) as fo-

rensic feature, which is called MFRTP in short form in the sequel. 

4 Experimental Results 

To evaluate the performance of the proposed approach, we employ the UCID image 
database which consists of 1338 uncompressed RGB images of size 512 × 384 [14]. 
Many of the images in the UCID database have significant regions of either saturated 
pixels or largely smooth patches. Some images are out of focus or contain blur from 
camera shake. This database is widely used in forensic works [2-3], [6]. All of the 
images are converted to gray-scale images before any further processing. The size of 
the training set is approximate 60% (850) of the database size. The rest of the images 
constitute the testing image set.  

We employ C-SVM with Gaussian kernel k(x,y)=exp(-γ||x-y||2) (γ>0) as classifi-
er[15]. The experimental procedure of MFRTP is as follows: 

1). For all images with size of M x N, extract the MFR by performing 3 × 3 median 
filtering, then compute the transition probability of the MFR using Equation 5. 
The truncating threshold t (Equation 7) controls the dimension of the extracted 
feature. The dimension of the extracted feature affects the detection results. 
The larger is t, the better result can be obtained at the cost of computation time. 
In order to reduce the computing time of the C-SVM, t = 3 is suitable for both 
the detection results and efficiency, thus the dimensionality of the extracted 
feature is L = (2t+1)3 = 343. 

2). Search for the best parameter of c and γ in the multiplicative grid (c,γ) ∈{(2i, 
2j )|4i∈Z, 4j∈Z } using five-fold cross-validation, and the step size of i, j are 
0.25.  

3). Use those parameters to get the classifier model on the training set.  
4). Use the classifier model to perform a classification on the testing image set. 

The performance of the proposed algorithm is evaluated using the area under the ROC 
curves (AUC in short form) and the minimal average decision error Pe under the as-
sumption of equal priors and equal costs: 
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where fpP  and tpP  denote the false positive (FP) and true positive rates (TP), respec-

tively. 
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Table 1. Pe and AUC (%) for median filtering detectors against JPEG compression 

 

 
MF3 MF5 

MFRTP 
(343-D) 

MFF 
(44-D) 

SPAM 
(343-D) 

MFRTP 
(343-D) 

MFF 
(44-D) 

SPAM 
(343-D) 

JPEG 
90 

Pe (%) 0 . 3 1 1 . 8 4 2 . 0 5 0 . 3 1 1 . 5 4 0 . 8 2 

AUC(%) 9 9 . 9 6 9 9 . 6 4 9 9 . 6 4 9 9 . 9 8 9 9 . 7 5 9 9 . 9 3 

JPEG 
70 Pe (%) 1 . 3 3 3 . 8 9 1 1 . 6 1 . 2 3 2 . 3 6 2 . 3 6 

AUC(%) 9 9 . 8 9 9 8 . 5 6 9 4 . 1 2 9 9 . 9 3 9 9 . 2 3 9 9 . 6 1 

JPEG 
50 Pe (%) 2 . 2 5 7 . 3 8 1 7 . 0 1 . 3 3 3 . 3 8 4 . 3 0 

AUC(%) 9 9 . 5 3 9 6 . 6 5 8 9 . 4 1 9 9 . 8 7 9 8 . 9 6 9 8 . 8 2 

 
 
We compare the proposed method with the state-of-the-art works – both the SPAM 

method [1] and Yuan’s median filter feature (MFF) method [2]. For the sake of fair 
comparison, only the horizontal and vertical features are adopted for both MFRTP 
and SPAM methods, and both methods have the same dimension (i.e. 343-D) of 
features. MFF method has 44 dimensions of feature [2]. SVM training for the three 
methods is similar. The ROC curves of detecting 3 × 3 median filtering (MF3 in short 
form) and 5 × 5 median filtering (MF5 in short form) are shown in Figs 3-7. The 
detailed classification results are shown in Table 1. “Original VS MF3” denotes that 
the original unmodified image is the negative sample, and the 3 × 3 median filtered 
image is the positive sample. “MF3+JPEG70” denotes the composite operation of 
median filtering and JPEG post-compression with quality factor 70. 

The result of detecting 3 × 3 median filtering is shown in Fig. 3. For the uncom-
pressed gray-scale image set, MF3 can be detected perfectly at both false positive rate 
and Pe equal 0 (Table 1) for all three methods. For JPEG post-compressed image, it 
can be observed that the proposed MFRTP classifier achieves much better ROC per-
formance than both the SPAM classifier and the MFF classifier. The ROC curve of 
the proposed MFRTP method is always above the ROC curves of other two methods. 
It demonstrates that the proposed MFRTP method is much more robust against JPEG 
compression than the other methods. In particular, the advantage of the MFRTP me-
thod over the other two comparison methods grows when the JPEG compression 
quality becomes small (Fig. 3). The minimal average decision error Pe  of MFRTP 
classifier is Pe = 0.31%, 1.33%, 2.25% for JPEG 90, JPEG 70, JPEG 50 respectively. 
While Pe of the SPAM classifier is Pe = 2.05%, 11.6%, 17.0% respectively, Pe of the 
MFF classifier is Pe  = 1.84%, 3.89%, 7.38% respectively (Table 1). 
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Fig. 3. ROC curves showing 3 × 3 median filtering detection performance on  uncompressed 
images (top left), JPEG 90 compressed images (top right), JPEG 70 compressed images (bot-
tom left), JPEG 50 compressed images (bottom right) 

A similar improvement in performance is observed for the detection of 5 × 5 me-
dian filtering. The detection results of MF5 are shown in Fig. 4 and Table 1. Better 
performance than both comparison methods, is achieved in the detection of 5 × 5 
median filtering on different JPEG post-compressed images, such as JPEG 90, JPEG 
70 and JPEG 50. The minimal average decision error Pe of MFRTP classifier is Pe  = 
0.31%, 1.23%, 1.33% for JPEG 90, JPEG 70, JPEG 50 respectively. While Pe  of the 
SPAM classifier is Pe = 0.82%, 2.36%, 4.30% respectively, Pe of the MFF classifier is 
Pe  = 1.54%, 2.36%, 3.38% respectively (Table 1). 
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Fig. 4. ROC curves showing 5 × 5 median filtering detection performance on  uncompressed 
images (top left), JPEG 90 compressed images (top right), JPEG 70 compressed images (bot-
tom left), JPEG 50 compressed images (bottom right) 

The detection results of both MF3 and MF5 show that the performance of the 
MFRTP classifier is excellent when the JPEG compression quality changes from 90 
to 50. The performance of SPAM classifier deteriorates severely when the JPEG 
compression quality is low. The MFRTP classifier achieves much better robustness 
against JPEG post-compression than both comparison methods. 

The dimension of the extracted feature affect the detection results, we do the expe-
riments to verify the influence of this factor. Threshold t controls the dimension of the 
extracted feature. To see how this parameter affects the result, we choose t ∈ {1, 2, 3}  
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Fig. 5. ROC curves of MF3 detector with different dimensionality on JPEG 70 compressed 
images 

and perform experiments on the images with JPEG post-compression quality 70. Fig. 
5a shows that the best result achieves at t = 3, while the results for t = 2 and t = 1 
drops slightly. In order to reduce the computing time of the C-SVM, t = 3 is suitable 
for both the detection results and efficiency. 

We also test the results when adopting second-order Markov chains and first-order 
Markov chains to model the MFR fingerprint respectively. On the JPEG 70 post-
compressed images, we compare the second-order Markov model (343-D feature) 
with first-order Markov model, which adopts similar dimension of feature i.e. 361-D 
feature, in the detection of 3 × 3 median filtering. Fig. 5b shows that the detection 
results of second-order Markov chain model are better than that of first-order Markov 
chain model. In Fig. 5b, “2nd-Markov” denotes “second-order Markov chain model”, 
and “1st -Markov” denotes “first-order Markov chain model”. 

Finally, we test whether the proposed MFRTP method and the comparison me-
thods can differentiate median filtering from other popular tools including average 
filtering (AVE), Gaussian filtering (GAU), up-scaling operations (UpRes) and down-
scaling operations (DownRes). The interpolation adopted in a rescaling operation is 
bilinear. The up-scaling factor is set to 1.1, while the downscaling factor is 0.9. For an 
image without post-processing by JPEG compression, three methods can distinguish  
median filtering (MF3 or MF5) from other operations perfectly well, the minimal 
average decision error Pe of the three classifiers achieves zero. For the case of an 
image post-processed by JPEG 70, experiment result shows that MFRTP can  
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Fig. 6. ROC curves showing each technique’s ability to discriminate 3×3 median filtering from 
average filtering (top left), Gaussian filtering (top right), upscaling (bottom left), and downscal-
ing(bottom right) in JPEG compressed images using a quality factor of 70 

discriminate MF3 from other four operations with high accuracy (the worst value of 
Pe is only 2.46%)(Fig. 6). For MF5 detection, we obtain similar results. The proposed 
classifier can distinguish MF5 from other manipulations with high accuracy (Fig. 7) 
and the proposed method outperforms both comparison methods, achieving the best 
performance.  

In this paper, we do not discuss the case of median filtering pre-compression, i.e., 
median filtering of already JPEG compressed images because a low pre-compression 
quality can even increase the detector’s performance. 

 



356 A. Peng and X. Kang 

 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.5

0.6

0.7

0.8

0.9

1

FP

T
P

 

 

MFRTP     Pe=0.0041       AUC=0.9999

MFF          Pe=0.0133       AUC=0.9956

SPAM        Pe=0.0184       AUC=0.9863

AVE+JPEG 70 VS MF5+JPEG 70

 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

FP

T
P

 

 

MFRTP     Pe=0.0113      AUC=0.9990

MFF          Pe=0.0389      AUC=0.9868

SPAM        Pe=0.0195      AUC=0.9975

GAU+JPEG 70 VS MF5+JPEG 70

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

FP

T
P

 

 

MFRTP    Pe=0.0082      AUC=0.9993

MFF         Pe=0.0451      AUC=0.9814

SPAM       Pe=0.0287       AUC=0.9937

UpRes+JPEG 70 VS MF5+JPEG 70

 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

FP

T
P

 

 

MFRTP    Pe=0.0072       AUC=0.9995

MFF         Pe=0.0471       AUC=0.9802

SPAM       Pe=0.0246      AUC=0.9937

DownRes+JPEG 70 VS MF5+JPEG 70

 

Fig. 7. ROC curves showing each technique’s ability to discriminate 3×3 median filtering from 
average filtering (top left), Gaussian filtering (top right), upscaling (bottom left), and downscal-
ing(bottom right) in JPEG compressed images using a quality factor of 70 

5 Conclusion 

In this paper, we propose to use the median filter residual to detect median filtering, 
which eliminate the interference from the image edge and texture. Experimental re-
sults show the proposed method is very robust to JPEG post-compression even with 
quality factor as low as 50 and achieves much better performance than the existing 
state-of-the-art works. Our method can also distinguish median filtering from other 
linear smoothers/manipulation in the case of JPEG post compression. The developed 
method is suitable in forensics of image processing history and can enhance security 
in resisting the anti-forensic attack. The developed technique can be applied to detect 
compressive sensing compression and other signal manipulation and this would be a 
part of our future work.  
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Abstract. This work proposes a novel reversible data hiding scheme for 
encrypted images based on a pseudorandom sequence modulation mechanism. 
In the first phase, a content owner encrypts the original image for content 
protection. Then, a data-hider replaces a small proportion of data in LSB planes 
of encrypted image with the additional data and modifies the rest data in LSB 
planes according to the pseudorandom sequences modulated by the replaced 
and embedded data. With the encrypted image containing additional data, an 
additional-data user knowing the data-hiding key can extract the embedded 
additional data. And a content user with the encryption key may decrypt the 
encrypted image containing additional data to obtain the principal original 
content. If someone receives the decrypted image and has the data-hiding key, 
he can also successfully extract the additional data and perfectly recover the 
original image by exploiting the spatial correlation in natural image. 

Keywords: reversible data hiding, image encryption, image recovery. 

1 Introduction 

While the encryption techniques convert plaintexts into unintelligible data for privacy 
protection, the data-hiding techniques embed additional information into digital 
multimedia for copyright protection, content annotation or covert communication. In 
recent years, the combination of the encryption and data-hiding techniques has 
attracted considerable research interests. In some works on joint encryption and data-
hiding [1, 2], a part of data in digital multimedia products are used to carry watermark 
information and the rest data are encrypted, so that the copyright and privacy are 
simultaneously protected. With the aid of encryption techniques, different versions of 
multimedia products containing the information of various users can be produced for 
                                                           
* This work was supported by the Natural Science Foundation of China (61073190, 61103181 

and 60832010), the Research Fund for the Doctoral Program of Higher Education of China 
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tracing pirates. For example, by employing a watermarking protocol in [3], the seller 
encrypts the original multimedia product, and then permutes and embeds an encrypted 
fingerprint provided by the buyer in the encrypted domain. This protocol ensures that 
the seller cannot know the buyer’s watermarked version while the buyer cannot know 
the original product. Another anonymous fingerprinting scheme based on Okamoto–
Uchiyama encryption is presented in [4]. In [5], the content owner encrypts the signs 
of original DCT coefficients and the content-users decrypt only a subset of the 
coefficients according to different keys, so that a series of versions containing 
different fingerprints are generated for the users. 

The reversible data hiding for encrypted images is studied in [6-9]. Although there 
have been a number of works on reversible data hiding [10-14], most of them are only 
suitable for unencrypted images. Using the schemes in [6-9], when a content owner 
encrypts original images, an inferior assistant or a content administrator may append 
additional data within the encrypted images though he does not know the encryption 
key. After receiving an encrypted image containing additional data, someone knowing 
both the cryptographic and data-hiding keys can extract the additional data and 
recover the original image without any error. However, with the scheme in [6], when 
a receiver decrypts the encrypted image containing additional data, the quality of 
decrypted image will be significantly degraded due to the disturbance of additional 
data. In [7] and [8], the data-hiding operation modifies only the cover data in least-
significant-bit (LSB) planes, so that the quality of decrypted image is good. But a 
receiver without the knowledge of the cryptographic key cannot extract the additional 
data in encrypted domain even though he knows the data-hiding key. With the 
separate method presented in [9], although the embedded data can be extracted in 
encrypted domain by using the data-hiding key, it is impossible to perform the data 
extraction and image recovery from a decrypted image without the knowledge of 
cryptographic key. 

This work proposes a novel reversible data hiding scheme for encrypted images, in 
which the additional data are embedded into encrypted images using a pseudorandom 
sequence modulation mechanism, and the embedded data can be completely separated 
from the original image content after decryption at receiver side. Furthermore, a 
decryption on the encrypted image containing additional data results in an image very 
similar to the original version, and the data extraction can be performed in both the 
plain and encrypted domains. In other words, the drawbacks of previous schemes in 
[6-9] are avoided.  

2 Proposed Scheme 

Figures 1-3 sketch the phases of the proposed scheme. A content owner encrypts  
|the original image using an encryption key to produce an encrypted image for content 
protection. Then, a data-hider replaces a small proportion of data in LSB planes of 
encrypted image with the additional data and modifies the rest data in LSB planes 
according to the pseudorandom sequences modulated by the replaced and embedded 
data. This way, an encrypted image containing additional data is generated. With  
the encrypted image containing additional data, an additional-data user knowing the 
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data-hiding key can extract the embedded additional data. And a content user with the 
encryption key may decrypt the encrypted image containing additional data to obtain 
an image similar to the original one. Since the data embedding operation affects only 
the LSB, the quality of the decrypted image is satisfactory. If someone receives  
the decrypted image and has the data-hiding key, he can successfully extract the 
additional data and perfectly recover the original image. The detailed phases of the 
proposed scheme are as follows.   
 

 

Fig. 1. Sketch of image encryption and data embedding 

 

 

Fig. 2. Sketch of data extraction in encrypted domain 

 

 

Fig. 3. Sketch of data extraction and image recovery in plain domain 

2.1 Image Encryption 

In this phase, the content owner encrypts the original image using a standard stream 
cipher. Denote the pixels in an original uncompressed image with a size of N1×N2 as 
pi,j (1 ≤ i ≤ N1 and 1 ≤ j ≤ N2), and assume each pixel is represented by 8 bits bi,j,0, bi,j,1, 
…, bi,j,7. Then,  
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An exclusive-or operation is used to produce an encrypted image, 

 (3)

where the pseudorandom bits ri,j,u are derived from an encryption key. In short, the 
encryption operation conceals the original values of all bits in the image, but does not 
change their positions. Actually, the encryption operation is same as that in [7]. 

2.2 Data Embedding 

When having an encrypted image, the data-hider can embed some additional data into 
it by using a pseudorandom sequence modulation mechanism. After dividing the 
encrypted image into K non-overlapping blocks sized by s × s (K ⋅ s2 = N1⋅N2), the 
data-hider will embed M additional bits into each block. The values of s and M will be 
discussed later. For each block, collect and pseudo-randomly permute the encrypted 
bits in the 3 LSB planes to reorganize them as a vector Vk = [Vk(1), Vk(2), …, 
Vk(3⋅s2)], where the permutation way is determined by a data-hiding key and k is the 
block index (1 ≤ k ≤ K). Denote the M bits to be embedded into the k-th block as wk = 
[wk(1), wk(2), …, wk(M)]. The data-hider replaces the first M bits of Vk with wk, 

 (4)

Furthermore, the rest bits in Vk should be modified by the following way. According 
to the data-hiding key, generate 22M pseudorandom binary sequences with a same 
length (3⋅s2−M) for each block. The elements in the pseudorandom sequences are i.i.d. 
with uniform distribution on the set {0, 1}. Denote the sequences as sk,l = [sk,l(1), 
sk,l(2), …, sk,l(3⋅s2−M)], where 1 ≤ k ≤ K and 0 ≤ l ≤ 22M−1. Concatenate the first M 
bits of Vk and the M embedded bits, and calculate the decimal value of the 
concatenated string dk, 

 (5)

Then, modify the last (3⋅s2−M) bits in Vk using the dk-th pseudorandom sequence, 

 (6)
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After obtaining the new vectors V'k, put the bits in them into the original positions by 
an inverse permutation to generate an encrypted image containing additional data. We 
denote the u-th bits at position (i, j) in the generated image as B'i,j,u (0 ≤ u ≤ 7, 1 ≤ i ≤ 
N1 and 1 ≤ j ≤ N2). Clearly, B'i,j,u in the 5 most-significant-bit (MSB) planes are same 
as the corresponding Bi,j,u, while a half of B'i,j,u in the 3 LSB planes are inverse to the 
corresponding Bi,j,u on average. The embedding rate, a ratio between the amount of 
embedded bits and the total number of cover pixels, is 

 (7)

2.3 Data Extraction and Image Recovery 

Then, we will discuss the data extraction from the encrypted image containing 
additional data, the decryption of the encrypted image containing additional data, and 
the data extraction and content recovery from a decrypted image. 

Firstly, consider an additional-data user having the data-hiding key but not the 
encryption key. Although he does not know the image content due to the absence of 
encryption key, he can easily extract the additional data from the encrypted image 
containing them. After dividing the image into K non-overlapping blocks and 
reorganizing the 3 LSB in each block as a vector according to the data-hiding key, the 
additional-data user may collect the first M bits of each vector to retrieve the 
additional data. This way, the data extraction is implemented in encrypted domain.  

Secondly, consider a content user with the encryption key. The content user may 
decrypt the encrypted image containing additional data to obtain the principal original 
content. The decryption operation is same as the encryption, 

 (8)

where ri,j,u are derived from the encryption key. The gray values of decrypted pixels 
are 

 (9)

Since the data-embedding operation does not alter any MSB of encrypted image, the 
decrypted MSB must be same as the original MSB. On the other hand, since the LSB 
have been changed by the pseudorandom binary sequences, the distribution of the 
data in the 3 LSB-planes of decrypted image is uniform. Assuming the distribution of 
the 3 LSB of original image is also uniform, the average energy of difference between 
the original and encrypted images is 

 (10)
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So, the approximate PSNR is 

 (11)

That implies that the affection of additional data in decrypted image is not serious. 
Note that the additional data still exist in the decrypted image. 

At last, consider that an additional-data user has the data-hiding key and receives 
the decrypted image from the content user. In this case, the additional-data user can 
extract the additional data and recover the original content from the decrypted image 
by exploiting the spatial correlation in natural image. The detailed procedure of data 
extraction and image recovery is as follows. Divide the decrypted image into K 
blocks, and reorganize the 3 LSB in k-th block as a vector vk = [vk(1), vk(2), …, 
vk(3⋅s2)]. For each integer l falling into [0, 22M−1], calculate its binary representation 

 (12)

and modify the vector vk to get a new vector vk,l, 

 (13)

 (14)

Because there are 22M possible l, we can get 22M modified versions of vector vk. For 
each modified vector vk,l, put the 3s2 bits in it into their original positions to generate a 
candidate block Ck,l. If the integer l is same as dk, the corresponding candidate block 
is just the original block since the operations of (13) and (14) in plain domain 
counteract the operations of (5) and (6) in encrypted domain. Otherwise, a half of bits 
in 3 LSB planes of the corresponding candidate block should be different from those 
in original block on average since the different pseudorandom sequences are 
independent mutually. Then, the additional-data user measures the fluctuation in the 
candidate blocks, 

(15)

where ck,l(u,v) are the pixel values in candidate block Ck,l, and find the minimum of fk,l 
for each given k, 

 (16)

Due to the spatial correlation in natural image, the fluctuation measurement of 
original block is usually lower than those of disturbed versions. So, the additional-
data user may regard the candidate block with minimal fk,l as the recovered content of 
the k-th block, and retrieve the M embedded bits 

 (17)
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Thus, the original image can be recovered and the additional data can be extracted in 
a block-by-block manner. That implies the data extraction can also realized in the 
plain domain. 

3 Experimental Results 

The gray image Man sized 512×512 shown in Figure 4(a) was used as the original 
image in the experiment, and its encrypted version is shown in Figure 4(b). Then, we 
let M = 4 and s = 32 to embed 1024 additional bits into Figure 4(b) to produce an 
encrypted image containing additional data as shown in Figure 4(c). Using the data-
hiding key, the embedded additional data can be extracted from Figure 4(c). When we 
decrypted the image in Figure 4(c), PSNR in the decrypted image when regarding the 
original image as a reference was 37.9 dB, which verifies the theoretical value in (11) 
and is same as the PSNR value in [7] and significantly better than the PSNR value in 
[6], 13.3 dB. The decrypted image is given as Figure 4(d). Furthermore, with the data-
hiding key, the embedded data could be successfully extracted and the original image 
could be perfectly recovered from Figure 4(d). 

Clearly, a smaller s or a larger M corresponds to a higher embedding rate. On the 
other hand, a smaller s implies fewer pixels in each block and a larger M implies more 
candidate versions for each block, leading to higher risk of incorrect data-extraction 
and content-recovery. Tables 1 and 2 list the embedding rates and extracted-bits error 
rates with respect to different values of s and M when Man was used as the original 
image. If s is too small and M is too large, the data extraction as well as the content 
recovery may be unsuccessful. Figure 5 compares the performance between the 
proposed scheme and the method in [7], and it can be seen the proposed scheme 
outperforms the method in [7]. In addition, while the data-extraction is allowed only 
in plain domain using the method in [7], it can be implemented in both the plain and 
the encrypted domains using the proposed scheme. 

Table 1. Embedding rates with respect to different s and M when using the cover Man 

    M   

  1 2 3 4 5 

 16 0.0039 0.0078 0.0117 0.0156 0.0195 

 20 0.0025 0.0050 0.0075 0.0100 0.0125 

s 24 0.0017 0.0035 0.0052 0.0069 0.0087 

 32 0.0010 0.0020 0.0029 0.0039 0.0049 

 40 0.0006 0.0013 0.0019 0.0025 0.0031 
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Table 2. Extracted-bit error r

   

  1 

 16 0.0068 

 20 0.0032 

s 24 0 

 32 0 

 40 0 
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Fig. 5. Performance comparison between the proposed scheme and the method in [7] 

4 Conclusion  

This work proposes a novel reversible data hiding scheme for encrypted images based 
on pseudorandom sequence modulation, in which a part of data in LSB planes of 
encrypted image is replaced with the additional data and the rest data in LSB planes 
are modified by the pseudorandom sequences modulated by the replaced bits and 
embedded data. Then, the additional-data user with the data-hiding key can easily 
extract the additional data in encrypted domain. Since the data embedding operation 
affects only the LSB, a direct decryption may result in an image with principal 
original content. By finding the modulated sequences corresponding to the minimal 
fluctuation, the embedded data can be extracted from the decrypted image and the 
original content can also be recovered without any error when the embedding rate is 
not too high. 
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Abstract. This proposed scheme reversibly embeds data into image prediction-
errors by using histogram-pair method with the following four thresholds for 
optimal performance: embedding threshold, fluctuation threshold, left- and 
right-histogram shrinking thresholds. The embedding threshold is used to select 
only those prediction-errors, whose magnitude does not exceed this threshold, 
for possible reversible data hiding. The fluctuation threshold is used to select 
only those prediction-errors, whose associated neighbor fluctuation does not 
exceed this threshold, for possible reversible data hiding. The left- and right-
histogram shrinking thresholds are used to possibly shrink histogram from the 
left and right, respectively, by a certain amount for reversible data hiding. Only 
when all of four thresholds are satisfied the reversible data hiding is carried out. 
Different from our previous work, the image gray level histogram shrinking 
towards the center is not only for avoiding underflow and/or overflow but also 
for optimum performance. The required bookkeeping data are embedded 
together with pure payload for original image recovery. The experimental 
results on four popularly utilized test images (Lena, Barbara, Baboon, Airplane) 
and one of the JPEG2000 test image (Woman, whose histogram does not have 
zero points in the whole range of gray levels, and has peaks at its both ends) 
have demonstrated that the proposed scheme outperforms recently published 
reversible image data hiding schemes in terms of the highest PSNR of marked 
image verses original image at given pure payloads.  

Keywords: Reversible image data hiding, prediction error, neighborhood 
fluctuation, histogram pair scheme, gray level histogram modification. 

1 Introduction 

Reversibility requires that not only the hidden data can be extracted correctly but also 
the marked image can be inverted back to the original cover image exactly after the 
hidden data extraction. Research on reversible, also called lossless, image data hiding 
has attracted great interests recently, which can be manifested by the dramatically and 
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continuously increasing number of publications on this subject, e.g., [1-14] (just a 
rather incomplete list). This is because reversible data hiding has found wide 
applications in image content authentication, e-banking and e-government, to name a 
few.  

In the beginning stage, module 256 addition was used to achieve reversibility [1]. 
However, it has been realized that module 256 addition may damage image quality 
severely, and hence has been less used nowadays [15,16]. Lower bit-plane 
compression has shown to be able to fulfill reversible data hiding [2,3] with improved 
visual quality. The data embedding rate is however not high though. Note that when 
the data embedding is conducted in integer wavelet transform (IWT) domain [3], one 
or two sides of histogram of the image in which data is embedded may need to be 
shrunk towards the center (referred to as histogram modification) in order to keep 
reversibility. Difference expansion method [4] has largely boosted the amount of data 
that can be reversibly embedded. Histogram manipulation method [5] has 
demonstrated high quality of image with data losslessly embedded. Along this line, 
via quite some progressive improvements [e.g., 6,7], histogram-pair method [8] works 
on high frequency wavelet subbands further significantly improves lossless data 
embedding efficiency. Reversibly embedding data into prediction-error [9] is another 
effective scheme to largely boost embedding effectiveness in terms of the PSNR of 
the image with data hidden with respect to the original image versus data embedding 
rate. While many advanced reversible data hiding works [e.g., 10,11,12,13] have 
continued to appear in the literature, indicating this is a promising research subject for 
digital world; the work using sorting and prediction [13] may have provided generally 
the best performance in the literature at this stage.   

In this paper, to achieve optimum performance (the highest PSNR at given capacity 
without overflow and/or underflow) we propose a scheme to reversibly embed data 
into image prediction-errors by using histogram-pair method with the following four 
thresholds: embedding threshold, fluctuation threshold, left- and right-histogram 
shrinking thresholds. The embedding threshold is used to select only those prediction-
errors, whose magnitude does not exceed this threshold, for possible reversible data 
hiding. The fluctuation threshold is used to select only those prediction-errors, whose 
associated neighbor fluctuation does not exceed this threshold, for possible reversible 
data hiding. The left- and right-histogram shrinking thresholds are used to possibly 
shrink histogram from the left and/or right towards the center by a certain amount for 
reversible data hiding. An initial and short version of this framework was reported in 
[14], where only two thresholds were presented and without demonstration of how to 
achieve the optimality. Furthermore, in [14], the possible left- and/or right-histogram 
end shrinking is designed and conducted to only achieve reversibility, i.e., they have 
never been considered and manipulated to achieve the optimality in reversible data 
embedding. There are also some other minor differences between two schemes.  

In order to facilitate the readers who may not know the principle of histogram-pair 
reversible data hiding [8] to follow this paper, a very simple example is presented 
here. In Fig. 1, the original image (9 pixels only) has 4 different pixel values: 
{6,7,8,9}. The to be embedded data are four bits: [1,0,0,1]. In Fig. 1 (a), the original 
image is shown, its histogram is [h(6),h(7),h(8),h(9)]=[4,3,1,1]. In Fig. 1 (b) 
histogram modification is made, i.e., a pixel with gray value 9 is changed to 8 in order 
to avoid overflow after data embedding. The information of this change needs to be 
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embedding into image as well so as to recover the original image exactly after the 
hidden data has been extracted. The histogram is hence changed to 
[h(6),h(7),h(8),h(9)]=[4,3,2,0]. In Fig. 2(c), a histogram-pair [h(6),h(7)]=[4,0] is 
created by change three pixels’ gray values from 7 to 8, and two gray values from 8 to 
9. The histogram is thus changed to [h(6),h(7),h(8),h(9)]=[4,0,3,2]. The [4,0] is 
referred to as a histogram pair, which can be used for data embedding. In Fig. 2(d), 
four bits, [1,0,0,1] are embedded into this histogram-pair, that is, the histogram-pair 
[h(6),h(7)]=[4,0] changes to [h(6),h(7)]=[2,2]. That is, after four bits embedding, the 
histogram changes to [h(6),h(7),h(8),h(9)]=[2,2,3,2]. As said, during the embedding 
process the bookkeeping data need to be embedded into the image for the image 
recovery late and this detail is not shown here.  

 

 

Fig. 1. Simple example of data hiding by histogram-pair (a) original image, (b) histogram 
modification, (c) creation of histogram-pair, (d)  after data embedded 

As shown above, because histogram shifting is used in data embedding which may 
lead to underflow and/or overflow, it is sometimes necessary for us to shrink one or 
two ends of image histogram towards the center. Note that some frequently used 
images, e.g., Lena, Barbara, and Airplane have two ends of their histogram being 
zero. However, Baboon image has its left-side of histogram non-zero, and Woman 
image, a JPEG2000 test image, has both sides of its histogram non-zero. Hence under 
these two circumstances it is necessary to shrink one-side or both sides of image 
histogram towards the center to reversibly embed data. Fig. 2 illustrates this 
procedure. Different from our previous work, where the image gray level histogram 
shrinking towards the center is conducted only for avoiding underflow and/or 
overflow, in this work how much to shrink the histogram also becomes two of four 
thresholds to seek optimal reversible data hiding.  

 

 
(a) Original gray level histogram   (b) Adjusted histogram   (c) Histogram after data embedding 

Fig. 2. Histogram modification in reversible data hiding 
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The rest of the paper is organized as follows. The principle of four thresholds is 
presented in Section 2. The block diagram of the proposed scheme and a short 
example to illustrate the algorithm are shown in Section 3. In Section 4, experimental 
works on four popularly used test images and one of JPEG2000 test image are 
presented. In doing so, how to achieve optimality by using the proposed algorithm is 
demonstrated. The conclusion and discussion are made in Section 5.  

2 Four Thresholds  

In our work, a pixel, x, and its eight-neighbor, x1, x2, x3, x4, x5, x6, x7, x8, depicted in 
Eq. 1, are considered. The proposed method can also work with other types of 
neighbor, say, the four-neighbor. However, it can be shown that the eight-neighbor 
works more efficient than, say, the four-neighbor. 
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The prediction error, PE, is defined as follows, where the prediction of the central 
pixel, x , is derived from its eight-neighbors.  
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The fluctuation value, F, associated with the above-mentioned eight-neighbor, is 
defined as follows. That is, the related average value, x , is equal to the above-
mentioned prediction of the central pixel. The fluctuation value depends on eight 
neighbor pixels values.  
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(1) Fluctuation threshold, TF  

In this reversible data hiding algorithm, for each candidate pixel, we calculate the 
fluctuation using Eq. 3 from its surrounding 8-eighbors, and compare it with  
the fluctuation threshold TF. If the calculated fluctuation, F, is larger than or equal to 
the fluctuation threshold, TF, i.e., F ≥TF, the pixel is untouched. Only when the 
calculated fluctuation, F, is smaller than TF, a bit can possibly be embedded.  

(2) Embedding threshold, T 
For a pixel under consideration, which has satisfied the fluctuation threshold, TF, it 

may be selected to embed a bit, or it may be expanded without data embedding, or 
remaining non-touched at all, depending on the embedding threshold T.  

Specifically, PE has the following three possible different situations. Let us 
consider PE ≥ 0 and T ≥ 0. First, PE = T, a bit of data will be embedded: PE = PE+b, b 
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is a bit that we want to be added at this time. Second, PE > T, we do not embed data, 
instead the PE is extended, i.e., PE = PE +1. Third, PE < T, do nothing. If PE < 0 and 
T< 0, similarly we have three different situations. All details are shown in Fig. 3. 

(3) Right-histogram threshold, TR 
Right-histogram threshold is such a threshold that the gray level at right histogram 

will be shrank by TR to make largest gray level become smaller than 255, prior to data 
embedding [8,14]. Different from [8,14], however, in this paper this threshold is 
adjusted not only to prevent  underflow and/or overflow but also to achieve the 
optimal performance in reversible data hiding. 

(4) Left-histogram  threshold, TL  
Similarly, left-histogram threshold is such a threshold that the gray level at left 

histogram will be shrank by TL to make the smallest gray level larger than 0 prior to 
data hiding. Here the TL is designed not only to prevent underflow but also to achieve 
the optimal performance in reversible data hiding. 

3 Proposed Algorithm 

In this section, we first present the principle of the proposed optimal algorithm, then 
the block diagrams of data embedding and retrieval, finally a simple example to 
illustrate the data hiding and extraction. To save the space, all of the formulae which 
have appeared in the block diagrams are not shown in the text again.  

3.1 Proposed Optimal Algorithm  

With the embedding threshold T, fluctuation threshold TF, left- and right-histogram 
adjustment thresholds TL and TR, under the constraints of no underflow and/or 
overflow, and the give embedding requirement, our proposed reversible data hiding 
scheme can be expressed as follows.  

     ])([maxarg],,,[ PayloadPSNRTTTT

capacityembeddingmeeting
overflownorunderflowneither

RLF =     (4) 

As an example, take a look at the case in which a payload of 0.3 bpp is required to be 
embedded into the Baboon image. In Table 1(a), it is shown in this case, as T=-5, 
TF=2200, TL=TR=0, the PSNR of the stego image that can be achieved is 37.42 dB, 
which is higher than other PSNR values reported in Table 1(a). However, this is not 
the optimal PSNR with the payload of 0.3 bpp. After a thorough search among all of 
the four thresholds, it is shown that the PSNR can reach 37.97 dB for the following 
combination of the four thresholds:  T=-7, TF=800, TL=5, TR=0; and it is the highest 
possibly achieved, hence the optimal PSNR value achieved at the embedding rate of 
0.3 bpp. This is one of distinct differences with and an improvement over the prior 
work [14]. In Table 1, “UNF” means underflow.  
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Table 1. PSNR improvement by TL and TR for Baboon image 

(a) Baboon at TL=0                                               (b) Baboon at TL=5 

PSNR=37.42 ,paylaod=0.3, T=-5, TF=2200 at TL=0,TR=0 PSNR=37.97 ,paylaod=0.3, T=-7, TF=800 at TL=5,TR=0 

T\TF 2000 2100 2200 2300 2400 T\TF 600 700 800 900 1000 
-6 UNF UNF 37.17 37.11 37.07 -8 37.74 37.91 37.81 37.72 37.66 
5 37.41 37.37 37.29 37.26 37.21 7 37.52 37.93 37.89 37.86 37.81 
-5 37.34 37.42 37.42 37.38 37.36 -7 37.34 37.82 37.97 37.86 37.77 
4 36.72 36.74 36.68 36.67 36.65 6 37.07 37.48 37.70 37.89 37.82 
-4 UNF UNF UNF UNF UNF -6 36.78 37.19 37.49 37.62 37.72 

 

 

 

 

 

 
 

3.2 Block Diagram 

The block diagrams of data embedding and retrieval for the proposed algorithm are 
shown in Fig. 3 and Fig. 4, respectively. 

Note that there is another difference between the proposed algorithms with that 
reported in [8,14]. That is, instead of from one-side of a histogram, say, T=4, to 
reversibly embed data, if the to-be embedded data have not been all embedded, the 
algorithm embeds data in T=-4, and so on, in this proposed algorithm, differently, we 
scan the image and embed data into both tP=4 as well as tN=-4 as the first step. If the 
data have not been completely embedded, we are to embed data to the next pair of  

 

 

Fig. 3. Flowchart of data embedding 
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Fig. 4. Flowchart of data extracting of proposed scheme  

tP=3 and tN=-3. That is, the data embedding in an order of {4,-4},{3,-3},{2,-2}, 
{1,-1},{0}. Note that it can also be: {-4,3},{-3,2},{-2,1},{-1,0}. Furthermore, 
depends on the situation, it is not necessary that the data embedding process has to 
end up at {0}, it can end at any value in the sequence prior to 0, e.g., it can end, 
respectively, at -4 and 3 in the two sequences listed above. As long as the required 
amount of data has been embedded, the algorithm stops. Our experimental results 
have demonstrated that this strategy can lead to a higher PSNR of a stego image 
versus the original image for the case where the pure payload (amount of data that 
needs to be embedded) is not large. 

3.3 An Illustrative Example 

For simplification, the fluctuation value F of a pixel under consideration in this 
example only depends on the four neighbors sounding this pixel.    

Below, a simplified example is used to illustrate: 1) how data can be embedded into 
an original image to generate a stego image (the image with the data hidden inside); 
2) how the hidden data can be extracted out without any error, and the stego image 
can turn back to the original image without any difference. In doing so, to simplify the 
procedure, we do not use 8-neighbor in prediction; instead, 4-neighbor is used in the 
demonstration. That is, Eq. (3) is now simplified as: 
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154 158 160 158 160 162 162 154 158 160 158 160 162 162 
158 158 159 160 160 159 162 158 158 159 160 160 159 162 
153 158 157 159 161 162 162 153 158 157 159 161 162 162 

(a)  PE=0, F=1<4, emb data [1],  PE=0→1 (j) End of extracting data [1,0] 
              

154 158 160 158 160 162 162 154 158 160 158 160 162 162 

158 159 159 160 160 159 162 158 159 159 160 160 159 162 

153 158 157 159 161 162 162 153 158 157 159 161 162 162 

(b)  PE=0, F=6>4,  no emb., PE=0→0 (i) PE=1, F=1<4, ext. data [1], PE=1→0 
              

154 158 160 158 160 162 162 154 158 160 158 160 162 162 

158 159 159 160 160 159 162 158 159 159 160 160 159 162 

153 158 157 159 161 162 162 153 158 157 159 161 162 162 

(c) PE=1, F=2<4, no emb. and expand, PE=1→2 (h) PE=0, F=6>4,  no ext.,PE=0→0 
              

154 158 160 158 160 162 162 154 158 160 158 160 162 162 

158 159 159 161 160 159 162 158 159 159 161 160 159 162 

153 158 157 159 161 162 162 153 158 157 159 161 162 162 

(d)  PE=0, F=3<4, emb. data [0], PE=0→0 (g) PE=2, F=2<4, no ext. and recover PE=2→1 
              

154 158 160 158 160 162 162 154 158 160 158 160 162 162 
158 159 159 161 160 159 162 158 159 159 161 160 159 162 
153 158 157 159 161 162 162 153 158 157 159 161 162 162 

(e) End of embedding. data [1,0] (f) PE=0, F=3<4, ext.data [0], PE=0→0 

(A)  Embedding from top(a) to bottom(e) (B)  Exacting from bottom(f) to top(i) 

Fig. 5. Embedding and exacting data [1,0] with T= 0 , TF = 4,  TL=0 , TR =0 

( ) ( ) ( ) ( )2 2 2 2
2 4 5 7F x x x x x x x x= − + − + − + − , and ( ){ }2 4 5 7 4x floor x x x x= + + + , 

i.e., the prediction of the central pixel x is derived from 4-neighbor pixels of the 
central pixel instead of 8-neighbor pixels. Further we assume that TL and TR have been 
satisfied in this illustration example. In Fig. 5, it is shown step-by-step in the left-hand 
side from the top to the bottom how two bits [1,0] are embedded into this piece of the 
image, and in the right side from the bottom to the top step by step how the embedded 
data [0,1] can be retrieved.  

 
(A)  Embedding: 
a) In the top of the left side of Fig. 5, a 3x3 window is opened centered at the pixel 

of gray value 158. The predicted value for the window center is 158, hence the 
prediction error is 0, and the fluctuation is 1, which is smaller than the threshold TF of 
4. Hence, the 1st bit, 1, can be embedded into the prediction error, i.e., PE=0→1. That 
is, the central pixel after this step changes from 158 to 159.  

b) The 3x3 window center is now moved towards the right hand side by one pixel. 
Using 4-neighbor, the estimated central pixel value is 159. Hence the prediction error 
is 0. The fluctuation value F=6. Hence, there is no data embedding. At the same time, 
the central pixel value remains to be 159. 
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c) Now the window center moves to the next pixel, whose gray value is 160 as 
shown in the sub-figure (c). Hence, the PE=1, F=2<4, no data embedding here, 
instead the PE is extended to 2, i.e., PE =1→2, thus making the central pixel gray 
value160161.  

d) The window center moves to the following point 160 as in sub-figure (d). The 
prediction error PE=0, F=3<4, hence the 2nd bit, 0, is embedded, the central pixel 
remains to be 160. PE=0→0.  

At this point two bits [1,0] have been embedded and the algorithm stop, as shown 
in sub-figure (e). The point becomes the end point.  

 
(B)  Extracting: 
The decoding starts from the ending point of data embedding, as shown in (f), 

backwards to the starting point of data embedding in (j). Due to the space constraint, 
the detail in step-by-step has been omitted here.  

One important observation is made here. That is, take a look at Fig. 5 (e) and Fig. 5 
(f). All of 8 neighbor pixels in (d) are identical to all of 8 neighbor pixels in (f). 
Hence, the fluctuation value F in both cases are the same, and F=3. It can be observed 
that the eight neighbors in any specific 3x3 structure, hence the associated fluctuation 
F, during the data embedding is identical to the eight neighbors of a corresponding 
3×3 structure in data extraction but in a reverse order. This is a key element to 
guarantee the reversibility.  

Note that the procedure of embedding is fulfilled by a sequence of scanning the 
image gray level. Each scanning is scanned from the top-left to the bottom-right of an 
image.  

4 Experimental Results 

The results of applying the proposed algorithm to the following four frequently-
utilized test images: Lena, Barbara, Airplane and Baboon [17] and one of the 
JPEG2000 test image Woman [18] have been reported in this section. It is observed 
that the first four test images have been widely utilized in reversible data hiding 
research community. It is observed that almost all of these four popularly used images 
have the two sides of their histograms empty (except the left side of Baboon image’s 
histogram), while their histograms are different from each other. On the other hand, it 
is noticed that the both ends of the histogram of Woman image have peaks. Therefore, 
it is recommended that the reversible data hiding community should pay attention to 
Woman image and test the proposed reversible data hiding algorithm on Woman 
image. In this section, we first present our test results on Woman image in detail. 
Afterwards, we present the summarized test results on the rest four test images. 
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4.1 Test Results on Woman Image 

The size of Woman has been reduced from 1920 ×1536 to 960×768 by using 
Photoshop, and shown in Fig. 6 (a). The histogram of Woman image is shown in Fig. 
7. It is observed that its histogram has non-zero peaks at the two sides of its 
histogram. By applying our proposed algorithm, the marked image with a pure 
payload of 0.7 bpp is shown in Fig. 6 (b), and detailed results are shown in Table 2.  

 

 
      (a) Original image     (b) Marked with 0.7 bpp embedded 

Fig. 6. Woman image (960×768) 
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Table 2. Data embedding into Woman image using the proposed method 

Payload 
(bpp) 

PSNR 
(dB) 

T TF TL TR

Payload
(bits) 

(bpp×N)

Book- 
keeping

(bit) 
Cycle

 
Scan

 

Real 
payload

(bit) 
tN tP S 

Time 
(sec) 

0.01 69.22 -2 8 0 0 7372 0 1 1 7372 -2 1 -2 0 
0.02 64.67 1 17 0 1 14745 1176 1 1 15921 -1 1 -1 1 
0.03 63.15 0 6 0 1 22118 1176 1 1 23294 - 0 0 4 
0.04 62.05 0 7 0 1 29491 1176 1 1 30667 - 0 0 8 
0.05 61.18 0 7 0 1 36864 1176 1 1 38040 - 0 0 12 
0.1 58.38 0 11 0 1 73728 1176 1 1 74904 - 0 0 19 
0.2 54.35 1 50 1 1 147456 6327 1 1 153783 -1 1 -1 26 

1 1 227468 -1 0 - 35 
0.3 51.84 -1 130 1 1 221184 6327 

2 1 43 -1 0 -1 35 
1 100042 -2 1 - 45 

0.4 48.70 -2 80 2 2 294912 12212 1 
2 207082 -1 0 0 54 
1 97183 -2 1 - 63 

1 
2 206323 -1 0 - 73 0.5 45.38 -2 60 3 3 368640 17826 

2 1 82960 -2 1 1 81 
1 119036 -2 1 - 90 

1 
2 231988 -1 0 - 100 0.6 42.34 -2 600 3 3 442368 17826 

2 1 109170 -2 1 1 110 
1 113211 -2 1 - 120 

1 
2 228200 -1 0 - 131 
1 107204 -2 1 - 141 

0.7 40.66 -2 300 4 4 516095 26849 
2 

2 94329 -1 0 -1 149 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
In Table 2, the tN, tP, which have been introduced in Section 3.2 and included in 

Fig.3 and Fig.4, indicate specific threshold value the threshold T assumes at the left 
side and right side of the histogram of prediction-errors during the algorithm 
execution. The S stands for the stop point in data embedding, which is either the last 
tN or the last tP used in the algorithm. With the S and threshold T, the algorithm can 
retrieve data correctly. The “Time” listed in the right-most column of Table 2 is the 
time consumed in each case. Note that there are “Cycle” and “Scan” in Table 2. Take 
a look at the case of 0.5 bpp embedding. There are two cycles. In Cycle 1, there are 
two scans. In Scan 1, the first pair of {tN, tP} is equal to {-2, 1} and the second pair is 
{tN, tP}={-1, 0}. Since the required amount of data has not been completely embedded  
in Cycle 1 while the tP has reached 0,  Cycle 2 embedding is conducted with {tN, 
tP}={-2,1}. Since 0.5 bpp has been embedded for the image, there is no need to 
another scan, and the algorithm stops. The real payload is the sum of payload and 
bookkeeping. The bookkeeping data are used to store the histogram modification 
information for data extracting and the original image recovery. For example, at 0.5 
bpp case, the real payload is the payload, 368,640 bits, plus bookkeeping, 17,826 bits, 
equal to 386,466 bits. The real payload 386,466 can also be calculated through the 
circle and scan as 97183 (Circle 1, Scan 1) plus 206323 (Circle 1, Scan 2) and plus 
82960 (Circle 2, Scan 1). 

The performance comparison on the Waman iamge in terms of PSNR versus pure 
payload among our proposed method, and three prior-arts: Difference expansion 
method [4], Prediction-error expansion method [9], and Optimal histogram-pair based 
method [8] are shown in Fig. 8.  
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PSNR=64.67,bpp=0.02,TL=0,TR=1  PSNR=64.67,bpp=0.02,T=1,TF=17 

T\TF 11 14 17 20 23  TL\TR 4 0 1 2 3 

2 UNF UNF Fail Fail Fail  4 50.06 OVF 50.34 50.3 50.22 

-2 UNF UNF Fail Fail Fail  3 51.72 OVF 52.15 52.09 51.95 

1 UNF UNF 64.67 64.65 64.62  0 Fail OVF 64.67 Fail Fail 

-1 63.93 63.89 63.87 63.83 63.83  1 57.92 OVF 60.07 59.69 58.98 

0 64.62 64.57 64.56 64.54 64.52  2 54.6 OVF 55.48 55.34 55.06 

PSNR=62.05,bpp=0.04,TL=0,TR=1  PSNR=62.05,bpp=0.04,T=0,TF=7 

T\TF 1 4 7 10 13  TL\TR 4 0 1 2 3 

1 Fail UNF Fail Fail Fail  4 49.77 OVF 50.03 49.99 49.91 

-1 Fail UNF Fail Fail Fail  3 51.4 OVF 51.78 51.72 51.61 

0 Fail 62.01 62.05 61.97 61.88  0 59.1 OVF 62.05 61.49 60.47 

-2 Fail UNF Fail Fail Fail  1 57.09 OVF 58.69 58.42 57.9 

2 Fail UOF Fail Fail Fail  2 54.1 OVF 54.83 54.72 54.49 

PSNR=58.38,bpp=0.1,TL=0,TR=1  PSNR=58.38,bpp=0.1,T=0,TF=11 

T\TF 3 7 11 15 19  TL\TR 4 0 1 2 3 

1 Fail UNF Fail Fail Fail  4 48.56 OVF OVF 48.78 48.69 

-1 Fail UNF Fail Fail Fail  3 50.16 OVF OVF 50.54 50.38 

0 Fail OVF 58.38 58.26 58.15  0 56.89 OVF 58.38 58.12 57.64 

-2 Fail UOF Fail Fail Fail  1 54.96 OVF 56.58 56.25 55.64 

2 Fail UOF UOF Fail Fail  2 52.46 OVF OVF 53.1 52.85 

PSNR=51.84,bpp=0.3,TL=1,TR=1  PSNR=51.84,bpp=0.3,T=-1,TF=130 

T\TF 110 120 130 140 150  TL\TR 4 0 1 2 3 

-2 UOF UOF UOF UOF UOF  4 47.7 OVF OVF 47.88 47.81 

1 OVF OVF OVF OVF OVF  0 Fail UOF Fail Fail Fail 

-1 51.76 51.82 51.84 51.8 51.76  1 51.19 OVF 51.84 51.69 51.48 

0 Fail Fail Fail Fail Fail  2 50.1 OVF OVF 50.44 50.31 

2 UOF UOF UOF UOF UOF  3 48.76 OVF OVF 49 48.9 

PSNR=45.38,bpp=0.5,TL=3,TR=3  PSNR=45.38,bpp=0.5,T=-2,TF=60 

T\TF 20 40 60 80 100  TL\TR 1 2 3 4 5 

-3 Fail UOF UOF UOF UOF  1 UOF UOF Fail Fail Fail 

2 Fail UOF OVF OVF OVF  2 UOF UOF Fail Fail Fail 

-2 Fail UOF 45.38 45.32 45.24  3 OVF OVF 45.38 45.31 45.23 

1 Fail Fail OVF OVF OVF  4 OVF OVF 44.9 44.83 44.76 

-1 Fail Fail Fail Fail Fail  5 OVF OVF 44.16 44.11 44.04 

PSNR=40.66,bpp=0.7,TL=4,TR=4  PSNR=40.66,bpp=0.7,T=-2,TF=300 

T\TF 100 200 300 400 500  TL\TR 2 3 4 5 6 

-3 UOF UOF UOF UOF UOF  2 UOF UOF Fail Fail Fail 

2 OVF OVF OVF OVF OVF  3 UOF UOF Fail Fail Fail 

-2 Fail Fail 40.66 40.42 40.21  4 OVF OVF 40.66 40.64 40.59 

1 Fail Fail Fail Fail Fail  5 OVF OVF 40.41 40.38 40.33 

-1 Fail Fail Fail Fail Fail  6 OVF OVF 40.09 40.04 40.01 

 

Table 3. Results of optimal thresholds T vs. TF (left), TL vs. TR (right) with different payload 
for Woman Image 
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In Table 3, the performance (PSNR at given data embedding rate) of optimal 
thresholds T vs. TF with some values of TL and TR (left), TL vs. TR with some values 
of T and TF (right) at different payload for Woman Image are listed. The sub-table of 
thresholds T vs. TF under fixed TL and TR are provided on the left. The sub-table of 
thresholds TL vs. TR under fixed T and TF are provided on the right.  The highest 
PSNR of the stego image with respect to the original image in each sub-table has been 
indicated with a small box, from which one can observe the optimal “T and TF” or 
“TL and TR”. That is, the optimal embedding results for various embedding rate with 
all of four thresholds have been listed in Table 3 for the Woman image. There “UOF ” 
means both  underflow and overflow, “UF” means underflow, “OF” means overflow, 
and “Fail” means embedding failure (i.e., the required amount of data cannot be 
embedded with the corresponding set of thresholds).  

4.2 Test Results on Four Commonly Utilized Test Images 

The curves of PSNR vs. payload for Lena, Barbara, Baboon and Airplane images are 
shown in Fig. 9 to Fig. 12, respectively. 

4.3 Performance Summary on All of Five Test Image 

The optimal thresholds utilized and the resultant PSNR achieved on the above-
mentioned five test images by applying the proposed method with various data 
embedding rates ranging from 0.01 to 0.7 bpp are listed in Table 4, where, as said in 
Section 4.1, S is the stop value of the embedding threshold T. It is observed that as 
embedding rate is between 0.01 bpp and 0.7 bpp, TL and TR are all zero for Lena, 
Barbara and Airplane, meaning the optimality can be achieved as both TL and TR being 
zero for these payloads. It is sure if more data are embedded then the thresholds TL and 
TR will not be zero any more. For Woman and Baboon, however, the optimality often 
achieved with non-zero TL and TR even with the payload below 0.7 bpp because of 
their different histogram distribution, i.e., non-zero at both or one ends. 
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Fig. 9. Embedding for Lena Fig. 10. Embedding for Barbara 
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Fig. 11. Embedding for Baboon Fig. 12. Embedding for Airplane 

Table 4. PSNR and optimal thresholds on five test images with different payloads  

Woman
bpp 0.01 0.02 0.03 0.04 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

PSNR 69.22 64.67 63.15 62.05 61.18 58.38 54.35 51.84 48.70 45.38 42.34 40.66 
T -2 1 0 0 0 0 1 -1 -2 -2 -2 -2 
TF 8 17 6 7 7 11 50 130 80 60 600 300 
TL 0 0 0 0 0 0 1 1 2 3 3 4 
TR 0 1 1 1 1 1 1 1 2 3 3 4 
S -2 -1 0 0 0 0 -1 -1 0 1 1 -1 

Lena
bpp 0.01 0.02 0.03 0.04 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

PSNR 67.08 63.78 61.79 60.38 59.22 55.44 50.87 47.29 45.16 43.18 41.47 39.89 
T -4 4 3 -4 3 2 -1 2 -2 -3 -4 -5 
TF 14 26 21 36 32 48 100 100 250 200 250 550 
TL 0 0 0 0 0 0 0 0 0 0 0 0 
TR 0 0 0 0 0 0 0 0 0 0 0 0 
S -4 4 -3 -3 -2 -2 0 1 0 -1 3 -1 

Barbara
bpp 0.01 0.02 0.03 0.04 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

PSNR 68.28 64.89 62.76 61.19 60.04 55.97 50.50 47.07 44.67 42.32 39.57 37.40 
T -4 -4 -4 -3 -3 2 -3 -3 -4 -6 -6 -6 
TF 18 30 38 23 31 65 85 100 120 250 320 250 
TL 0 0 0 0 0 0 0 0 0 0 0 0 
TR 0 0 0 0 0 0 0 0 4 2 3 0 
S 3 3 -4 -3 2 -2 1 -1 -1 -1 -5 2 

Baboon
bpp 0.01 0.02 0.03 0.04 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

PSNR 63.51 59.57 57.29 55.46 53.75 47.65 41.60 37.99 35.01 32.29 29.46 27.44 
T -5 3 3 3 -3 -3 -4 -7 -11 -12 -13 -13 
TF 85 110 180 310 510 540 660 800 1100 2400 2200 2400 
TL 0 0 0 0 0 0 0 4 7 9 17 22 
TR 0 0 0 0 0 0 0 0 0 0 15 0 
S -5 3 3 3 2 1 -1 -1 0 0 8 4 

Airplane
bpp 0.01 0.02 0.03 0.04 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

PSNR 69.58 66.31 64.57 62.83 61.91 58.25 54.28 50.99 48.86 46.76 44.90 42.95 
T 1 1 1 1 1 1 -1 1 -2 -3 -4 -5 
TF 3 4 4 6 6 10 17 26 37 52 94 220 
TL 0 0 0 0 0 0 0 0 0 3 0 4 
TR 0 0 0 0 0 0 0 0 0 0 0 1 
S -1 -1 1 1 -1 1 -1 0 -1 -3 -1 4 
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5 Discussion and Conclusion  

The research on reversible data hiding has made rapid progress in the past decade. An 
optimal histogram-pair and prediction-error based method has been reported in the 
paper. Instead of based on two thresholds [8,14], i.e., embedding threshold T and 
fluctuation threshold TF, the four thresholds have been utilized in this new algorithm. 
That is, the left- and right-histogram shrinking parameters used in [6,7,8,14] have 
now become two additional thresholds, i.e., the left- and right-shrinking thresholds, 
respectively, in this proposed algorithm. They are adjusted not only to avoid overflow 
and/or underflow but also for optimal performance in reversible data embedding. The 
performance of this proposed algorithm has been further enhanced, in particular for 
Woman image, which is a JPEG2000 test image, whose histogram has peaks on both 
of its right and left ends. On this Woman image, the proposed scheme achieves 
2.22dB, 3.35dB and 3.62dB higher PSNR at the embedding rates of 0.01 bpp, 0.1 bpp 
and 0.5 bpp, respectively, compared with what reported in [14]. Since the proposed 
algorithm works on prediction-error image, its performance is much higher than what 
reported in [8]. Another advancement made in this paper over [8,14] is that the 
optimization has been concretely conducted and demonstrated in this paper for the 
first time. That is, the optimality has been mentioned in [8,14], but there have been no 
concrete procedures.  

One observation is made here. That is, in addition to Lena image, whose histogram 
has its two ends widely empty, we suggest that Woman image with both sides of its 
histogram having peaks should be added as a test image for the reversible data hiding 
community in reporting and comparing the performance of various reversible data 
hiding algorithms. 

Compared with the state-of-the-art reversible data hiding scheme [4][9][13] whose 
embedding strategy can be represented by 2PE+b, where PE stands for error or 
prediction-error and b stands for the bit to be embedded, our histogram-pair based 
scheme is in spirit of PE+b. The performance comparison reported in this paper 
indicates that the strategy of PE+b is more efficient then 2PE+b in terms of the PSNR 
verses data embedding rate. Specifically, compared with Sachnev et al.’s method [13], 
perhaps the most advanced scheme reported in the literature, on 12 different payloads 
ranging from 0.01 bpp to 0.7 bpp, our proposed scheme has achieved on average 1.94 
dB improvement for Lena image, 2.33 dB for Barbara image, 1.28 dB for Baboon 
image, and 1.01 dB for Airplane image.  

Note that Ni et al.’s method [5] is the first method that uses the PE+b approach and 
image histogram shifting. There is no, however, consideration and procedure for 
achieving the optimality in terms of the PSNR of stego image versus data embedding 
rate. In terms of performance, the proposed method has been far more advanced than 
what reported by the method [5].   

References 

1. Honsinger, C.W., Jones, P., Rabbani, M., Stoffel, J.C.: Lossless recovery of an original 
image containing embedded data. US Patent: 6,278,791 (2001) 

2. Fridrich, J., Goljan, M., Du, R.: Invertible authentication. In: Proc. SPIE Photonics West, 
Security and Watermarking of Multimedia Contents III, San Jose, California, vol. 397,  
pp. 197–208 (January 2001) 



 Optimal Histogram-Pair and Prediction-Error Based Image Reversible Data Hiding 383 

 

3. Xuan, G., Zhu, J., Chen, J., Shi, Y.Q., Ni, Z., Su, W.: Distortionless data hiding based on 
integer wavelet transform. IEE Electronics Letters 38(25), 1646–1648 (2002) 

4. Tian, J.: Reversible data embedding using a difference expansion. IEEE Transaction on 
Circuits and Systems for Video Technology 13(8), 890–896 (2003) 

5. Ni, Z., Shi, Y.Q., Ansari, N., Su, W.: Reversible data hiding. In: Proceedings of IEEE 
International Symposium on Circuits and Systems (ISCAS), Bangkok, Thailand, vol. 2,  
pp. 912–915 (May 2003); Also appear in Ni, Z., Shi, Y. Q., Ansari, N., Su, W.: Reversible 
data hiding. IEEE Transactions on Circuits and Systems for Video Technology 16(3),  
354-362 (2006) 

6. Xuan, G., Shi, Y.Q., Yang, C., Zheng, Y., Zou, D., Chai, P.: Lossless data hiding using 
integer wavelet transform and threshold embedding technique. In: IEEE International 
Conference on Multimedia and Expo (ICME 2005), Amsterdam, Netherlands (July 2005) 

7. Xuan, G., Yao, Q., Yang, C., Gao, J., Chai, P., Shi, Y.Q., Ni, Z.: Lossless data hiding 
using histogram shifting method based on integer wavelets. In: Shi, Y.Q., Jeon, B. (eds.) 
IWDW 2006. LNCS, vol. 4283, pp. 323–332. Springer, Heidelberg (2006) 

8. Xuan, G., Shi, Y.Q., Chai, P., Cui, X., Ni, Z., Tong, X.: Optimum histogram pair based 
image lossless data embedding. In: Shi, Y.Q., Kim, H.-J., Katzenbeisser, S. (eds.) IWDW 
2007. LNCS, vol. 5041, pp. 264–278. Springer, Heidelberg (2008) 

9. Thodi, D.M., Rodríguez, J.J.: Reversible watermarking by prediction-error expansion. In: 
Proceedings of 6th IEEE Southwest Symposium on Image Analysis and Interpretation, 
Lake Tahoe, CA,USA, March 28-30, pp. 21–25 (2004); Also appear as Thodi, D.M., 
Rodriguez, J.J.: Expansion embedding techniques for reversible watermarking. IEEE 
Trans. Image Process 16(3), 721–730 (2007) 

10. Kamstra, L., Heijmans, H.J.A.M.: Reversible data embedding into images using wavelet 
techniques and sorting. IEEE Transactions on Image Processing 14(12), 2082–2090 (2005) 

11. Coltuc, D., Chassery, J.M.: Very fast watermarking by reversible contrast mapping. IEEE 
Signal Processing Letters 14(4), 255–258 (2007) 

12. Lee, S., Yoo, C.D., Kalker, T.: Reversible image watermarking based on integer-to-integer 
wavelet transform. IEEE Transactions on Information Forensics and Security 2(3), pt. 1, 
321–330 (2007) 

13. Sachnev, V., Kim, H.J., Nam, J., Suresh, S., Shi, Y.Q.: Reversible watermarking algorithm 
using sorting and prediction. IEEE Transactions on Circuits and Systems for Video 
Technology 19(7), 989–999 (2009) 

14. Xuan, G., Shi, Y.Q., Teng, J., Tong, X., Chai, P.: Double-threshold reversible data hiding. 
In: IEEE International Symposium on Circuits and Systems (ISCAS 2010), Paris, France 
(May 2010); Also appear in Xuan, G., Shi, Y.Q., Chai, P., Teng, J., Ni, Z., Tong, X.: 
Optimum histogram pair based image lossless data embedding. In: Shi, Y.Q. (ed.) 
Transactions on DHMS IV. LNCS, vol. 5510, pp. 84–102. Springer, Heidelberg (2009)  

15. Shi, Y.Q.: Reversible data hiding. In: Cox, I., Kalker, T., Lee, H.-K. (eds.) IWDW 2004. 
LNCS, vol. 3304, pp. 1–12. Springer, Heidelberg (2005) 

16. Ni, Z., Ni, Z., Shi, Y.Q., Ansari, N., Su, W., Sun, Q., Lin, X.: Robust lossless image data 
hiding designed for semi-fragile image authentication. IEEE Transactions on Circuits and 
Systems for Video Technology 18(4), 497–509 (2008) 

17. http://sipi.usc.edu/database 
18. Source JPEG2000 (JPSEC), ISO/IEC 15444-8 (April 2007) 



An Improved Algorithm for Reversible Data

Hiding in Encrypted Image

Jie Yu1, Guopu Zhu1,�, Xiaolong Li2, and Jianquan Yang1

1 Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences,
Shenzhen, GD 518055, China

{jie.yu,jq.yang}@siat.ac.cn, guopu.zhu@gmail.com
2 Institute of Computer Science and Technology, Peking University,

Beijing 100871, China
lixiaolong@pku.edu.cn

Abstract. Recently, Zhang [1] proposed a reversible data hiding algo-
rithm for encrypted image, which can reversibly embed data into en-
crypted image without knowing the original image content. However,
in data extraction of this algorithm, the error-rate is large especially
for high capacity case. In this paper, to remedy the above problem, an
improved method is presented. By our improvement, the error-rate is
significantly decreased and the visual quality of the decrypted marked
image is enhanced as well.

Keywords: Image encryption, reversible data hiding, signal processing
in the encrypted domain (SPED).

1 Introduction

In recent years, more and more attention has been paid to signal processing in the
encrypted domain (SPED) for the sake of data security and privacy. Generally,
SPED can be applied in following scenario: some important digital signals need
to be sent by their owners to other parties for processing, but the other parties
may be not trustworthy, so the signals should be encrypted before they are sent
out. In this case, the signals to be processed by other parties are in cyphertext
format. SPED is more difficult to be implemented compared with normal signal
processing. However, its feasibility has been demonstrated by many existing
works such as data hiding in encrypted image [2–5], signal transformation in
encrypted domain [6–8], content retrieval over encrypted multimedia database
[9], encrypted image and video compression [10, 11], feature extraction from
encrypted image [12], etc.

This paper focuses on the reversible data hiding technique for encrypted im-
age, in which secret data is embedded into encrypted image in a reversible way,
i.e., one can recover both the hidden data and original image from the marked en-
crypted image. By now, only a few works have been done on this topic [1,13–15].
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In [13], the original image is first encrypted by the content owner, then secret
data is embedded into the encrypted image by the data-hider using a reversible
algorithm. Once the receiver gets the marked encrypted image, it can extract the
embedded data and meanwhile recover the original image as well. However, in
this algorithm, the content owner has to send the encryption key along with the
encrypted image to data-hider, thus the privacy of the original image is easily
leaked to data-hider. In this light, the algorithm is not secure if the data-hider is
not trustworthy. In [1], Zhang proposed a new algorithm in which data-hider can
embed data into the encrypted image without using the encryption key. Thus
the data-hider cannot obtain the original image and the leakage of image privacy
is avoided. In another work [14], Zhang also proposed a separable reversible data
hiding algorithm for encrypted image, which mainly studied the separability of
the encryption key and the data-hiding key. Recently, Hong et al. [15] improved
Zhang’s algorithm [1] in the extraction and image recovery phase by using a
better fluctuation function and the side match technique.

This paper focuses on the analysis and improvement of the algorithm of Ref.
[1]. In Zhang’s algorithm [1], a fluctuation function was devised to extract the
embedded data. However, the error-rate of data extraction is large, and thus the
original image cannot be well recovered. In this paper, to remedy this problem, an
improved algorithm of [1] is proposed. The novel algorithm is based on a detailed
theoretical analysis about the fluctuation function. By our improvement, the
extraction error is significantly decreased. In addition, the proposed algorithm
is also advantageous in increasing the PSNR of decrypted marked image versus
original image.

The rest of this paper is organized as follows. First in Section 2, Zhang’s
algorithm is introduced and analyzed in detail. Then, an improved algorithm
is presented in Section 3. The experimental results are reported in Section 4.
Finally, we draw our conclusions in Section 5.

2 Zhang’s Algorithm

In [1], Zhang proposed a reversible data hiding algorithm for encrypted image,
in which the data-hider can reversibly embed data into the encrypted image
without using the encryption key used by the content owner. In other word, by
this method, the data-hider can implement reversible data embedding directly
in the encrypted image, without knowing the original image content. Zhang’s
algorithm includes three key procedures:

1. Image encryption: The content owner generates a pseudo random bit stream
as encryption key and uses the key to encrypt the original image by a bitwise
exclusive-or operation. Then the encrypted image is sent to the data-hider.

2. Data embedding: First, the data-hider divides the encrypted image into non-
overlapping blocks sized by s × s, and one data bit will be embedded into
each block. Then, according to a data-hiding key, for each image block, the
data-hider randomly divides its pixels into two equal-sized sets S0 and S1.
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For data embedding, flip the l least significant bits (LSB) of each pixel in S0

if the data bit to be embedded is 0; otherwise, flip the l LSB of each pixel
in S1. In [1], l is fixed as 3. Finally, the marked encrypted image is sent to
receiver. Notice that, for an image of M ×N pixels, the embedding capacity
of Zhang’s algorithm is �M

s � × �N
s �, where �·� denotes the floor function.

3. Data extraction and image recovery: After decrypting, the receiver divides
the received image into blocks and separates each block into S0 and S1 in
the same way as in data embedding. Then, for a decrypted block, let H0

and H1 be the new block obtained by flipping the l LSB of each pixel in S0

and S1, respectively. As proved in [1], H0 or H1 is the original image block,
and the other one is the modified block where the l LSB of each pixel are
flipped. So, to determine which one is the original one, Zhang proposed the
following fluctuation function

f =
s−1∑
u=2

s−1∑
v=2

∣∣∣pu,v − pu−1,v + pu,v−1 + pu+1,v + pu,v+1

4

∣∣∣ (1)

where pu,v is the value of pixel (u, v) of the block. Denote, respectively, f0
and f1 as the fluctuation function of H0 and H1. Finally, the receiver can
extract the embedded data and recover the original image block as follows:
if f0 < f1, H0 is the original block and the embedded data is 0; otherwise,
H1 is the original block and the embedded data is 1. Here, the basic idea
is that, the original image block is assumed to be less fluctuate than its
modified version.

Although Zhang’s algorithm can reversibly embed data into encrypted image
without knowing the original image content, it has a certain error in data ex-
traction, and thus the original image cannot be completely recovered especially
for the case of high capacity (i.e., the block size s × s is small). Since the fluc-
tuation effect is the key point of data extraction, we then flip more LSB to
increase the fluctuation and a better performance is expected. But, according to
our experimental results in Fig. 1, we observe that the extraction error does not
decrease monotonically when increasing the flipped LSB number, l. The lowest
extraction error is generally archived when l is 3 or 4.

We now explain why Zhang’s algorithm does not work as expected. Without
loss of generality, assume that H0 is the original image block and H1 is the
modified one. Denote pLu,v and pMu,v as the l LSB and the (8− l) most significant
bits (MSB) of pu,v, respectively. Then, we know that

pu,v = pMu,v + pLu,v. (2)

When flipping the l LSB of pu,v, p
L
u,v will changed to

pLu,v = 2l − 1− pLu,v (3)

while pMu,v remains unchanged, then pu,v will changed to

pMu,v + 2l − 1− pLu,v. (4)
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Table 1. The probability of dMu,v = 0 with respect to the flipped LSB number l

l 1 2 3 4 5 6 7 8

The probability of dMu,v = 0 0.122 0.196 0.298 0.420 0.557 0.704 0.849 1.000

Let

dLu,v = pLu,v −
pLu−1,v + pLu,v−1 + pLu+1,v + pLu,v+1

4
(5)

and

dMu,v = pMu,v −
pMu−1,v + pMu,v−1 + pMu+1,v + pMu,v+1

4
. (6)

Then, according to (1) and (2), the fluctuation functions of H0 and H1, f0 and
f1, can be written as

f0 =

s−1∑
u=2

s−1∑
v=2

|dMu,v + dLu,v| (7)

and

f1 =

s−1∑
u=2

s−1∑
v=2

|dMu,v − dLu,v|. (8)

Due to the strong correlation of MSB, the probability of dMu,v = 0 is high and
it increases rapidly when increasing l (see Table 11). Particularly, when l = 8,
dMu,v = 0 for all (u, v), then f0 = f1. In this case, whatever the embedded bit is,
the extracted bit is always 1. It means that a kind of error in data extraction is
derived from the MSB correlation, and the larger the number of filliped LSB is,
the more the kind of error happens to Zhang’s algorithm.

3 Improved Algorithm

In order to reduce the extraction error derived from the MSB correlation, here
we propose an improved algorithm. The new algorithm also includes three pro-
cedures:

1. Image encryption: This procedure is exactly the same as that of Zhang’s.
2. Data embedding: First, divide the encrypted image into blocks of s×s pixels

and separate the pixels in each block into two sets S0 and S1 as did in
Zhang’s algorithm. Then, depending on a data-hiding key, each bit of all l
LSB of the encrypted image is selected as an active bit with probability p,
where p ∈ (0, 1] is a given number. Finally, for each block, flip all active bits
in S0 if the data bit to be embedded is 0; otherwise, flip all active bits in S1.

1 The values in Table 1 and 2 are calculated using the test set of 1200 images, which
is described in Section 4.
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Table 2. The probabilities of |dLu,v| < |d̃Lu,v| and f0 < f1, when dMu,v = 0 for all (u, v)
in image block, for different block size s, flipped LSB number l and parameter p. Here,
f0 denotes the fluctuation function of the original image block, while f1 denotes that
of the modified image block.

s = 4 s = 8
l = 3 l = 5 l = 3 l = 5

p = 0.5 p = 0.7 p = 0.5 p = 0.7 p = 0.5 p = 0.7 p = 0.5 p = 0.7

|dLu,v| < |d̃Lu,v| 0.823 0.795 0.906 0.889 0.856 0.828 0.933 0.919

f0 < f1 0.962 0.949 0.985 0.980 0.999 0.999 1.000 1.000

3. Data extraction and image recovery: After decrypting, divide the received
image into blocks and separate the pixels in each block into S0 and S1 as did
in data embedding. Then, for a decrypted block, let H0 and H1 be the new
block obtained by flipping all active bits in S0 and S1, respectively. Finally,
apply the fluctuation function defined in (1) to determine which one of H0

and H1 is the original image block and to extract the embedded data in the
same way as in Zhang’s algorithm.

Here, p is the only new parameter. One can get more active bits by increasing
this parameter. Particulary, the improved algorithm includes Zhang’s original
one as a special case if taking p = 1.

We now explain why the improved algorithm can decrease the extraction error.
Likewise, assume that H0 is the original image block. When flipping all active
bits of pu,v, suppose that pLu,v will changed to p̃Lu,v. Then we define

d̃Lu,v = p̃Lu,v −
p̃Lu−1,v + p̃Lu,v−1 + p̃Lu+1,v + p̃Lu,v+1

4
. (9)

Clearly, for the improved algorithm, the fluctuation function f0 can also be
formulated by (7), while f1 is changed to

f1 =
s−1∑
u=2

s−1∑
v=2

|dMu,v + d̃Lu,v|. (10)

As we have mentioned, the probability of dMu,v = 0 will increase when increasing

l. However, in contrast to Zhang’s algorithm, since d̃Lu,v is likely not equal to

dLu,v, according to (7) and (10), the case that dMu,v = 0 for all (u, v) will not

necessarily lead to f0 = f1. Furthermore, dLu,v and d̃Lu,v can be regarded as the
differences of the l LSB of natural image and modified image, respectively. So,
in the above case, due to the correlation of natural image, |dLu,v| is generally

smaller than |d̃Lu,v|, accordingly, f0 is also generally smaller than f1, which can
be shown in Table 2. Thus, the improved algorithm can effectively reduce the
extraction error when the probability of dMu,v = 0 is high. Finally, we remark
that, compared with Zhang’s algorithm, the improved algorithm can increase
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Table 3. The PSNR (in dB) of decrypted marked image, for different parameter p and
flipped LSB number l. Notice that the case of p = 1.0 corresponds Zhang’s algorithm.

p = 1.0 p = 0.9 p = 0.8 p = 0.7 p = 0.6 p = 0.5 p = 0.4 p = 0.3 p = 0.2 p = 0.1

l = 3 37.9 38.8 38.9 39.5 40.1 40.9 41.9 43.1 44.9 47.9

l = 4 31.8 32.3 32.8 33.4 34.1 34.9 35.8 37.1 38.8 41.8

l = 5 25.8 26.3 26.8 27.4 28.0 28.8 29.8 31.0 32.8 35.8

the PSNR of decrypted marked image since only active bits are flipped. In fact,
the expected value of the mean square error (MSE) between decrypted marked
image and original image is

p

2

l∑
k=1

(2k−1)2 =
p

6
(4l − 1). (11)

So, the PSNR of decrypted marked image is clearly

PSNR = 10 · log10
6 · 2552
p(4l − 1)

. (12)

As shown in Table 3, the smaller the parameter p is, the larger the PSNR is,
which means that the improved algorithm has a better PSNR than Zhang’s
algorithm where p = 1.0.

4 Experimental Results

A test image set containing 1200 images is formed by randomly selecting 400
images from each of Corel, NJIT, and NRCS databases2. Before testing, each
selected image is cropped to 512× 512 pixels.

To evaluate the proposed improved algorithm, the average error-rate of data
extraction is computed for the flowing cases: the block size parameter s ∈
{4, 8, 16, 32}, the probability p ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} and
the flipped LSB number l ∈ {1, 2, 3, 4, 5, 6, 7, 8}. Recall again that Zhang’s algo-
rithm is a special case of the proposed algorithm by taking p = 1.0.

First, Zhang’s algorithm and the proposed algorithm are compared mainly
on the variation of the average error-rate with the increase of the flipped LSB
number l. As shown in Fig. 1 (for clarity, only a part of our experimental results
are presented in Figs. 1 and 2), for the proposed algorithm of which p is set to
be 0.7, the error-rate almost decreases monotonically when increasing l, which
is greatly different from Zhang’s algorithm. Fig.1 also shows that, the proposed
algorithm can provide a much smaller error-rate than that of Zhang’s.

2 Corel database is available from CorelDraw version 10.0 software, NRCS database
is available at http://photogallery.nrcs.usda.gov/ , and NJIT database is set up
by Prof. Shi-Yun Qing of New Jersey Institute of Technology, USA.

http://photogallery.nrcs.usda.gov/
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Fig. 1. Comparison of Zhang’s algorithm [1] and the proposed algorithm on the vari-
ation of the average error-rate with the increase of the flipped LSB number l
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Fig. 2. Average extraction error-rate with respect to the parameter p
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Fig. 3. Comparison of Zhang’s algorithm [1] and the proposed algorithm and in the
conditions that the flipped LSB number l takes 3, 4 and 5, respectively

Then, we study the influence of p on the proposed algorithm. Referring to
Fig. 2, we see that with the decrease of p, the error-rate decreases first and then
increases. Although the error-rate achieves its minimum at different p in different
cases, its variation with the decrease of p is smooth and regular. In addition, we
point out that, by our experience, the proposed algorithm works well in most
cases when p takes around 0.7.

Considering the trade-off of the visual quality and the error-rate, we finally
compare the proposed algorithm with Zhang’s algorithm in the conditions that
the flipped LSB number l takes 3, 4 and 5, respectively. For the proposed algo-
rithm, p is set to be 0.7 in this and the following experiments. Fig. 3 shows that
the proposed algorithm can provide a smaller error-rate than that of Zhang’s.
Especially, the superiority of the proposed algorithm over Zhang’s algorithm is
obvious when s is small while l is large. Furthermore, as mentioned above, the
quality of the decrypted marked image of the proposed algorithm is also better
than that of Zhang’s algorithm when the parameters s and l are the same for the
both algorithms. It should be pointed out that the average extraction error-rates
of the proposed algorithm will further decrease if p is not fixed, but is adaptively
set for different s and l.

Finally, it is worth to mention that, our method is a general idea and it can
further improve Zhang’s algorithm by employing a more sophisticated fluctuation
function. Notice that, in Hong et al.’s algorithm [15], the authors proposed to
replace the fluctuation function (1) by calculating the summation of differences
between adjacent pixels in both vertical and horizontal directions (see (7) of
[15]), and the usage of this new fluctuation function may effectively decrease the
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Fig. 4. Comparison of Zhang’s algorithm [1], Zhang’s algorithm with a new fluctuation
function and the proposed algorithm with a new fluctuation function in the conditions
that the flipped LSB number l takes 3 and the parameter p takes 0.7
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Fig. 6. Comparison of Zhang’s algorithm [1], Zhang’s algorithm with a new fluctuation
function and the proposed algorithm with a new fluctuation function in the conditions
that the flipped LSB number l takes 5 and the parameter p takes 0.7

error-rate of Zhang’s algorithm. Actually, since the MSBs of adjacent pixels are
expected to be close enough, our theoretical analysis is also applicable to this new
fluctuation function. In this light, it is not surprised that a more smaller error-
rate can be archived if applying this new fluctuation function in our method.
Let us now see the Figs. 4, 5 and 6. It is clearly that with the new fluctuation
function, the error rate is decreased, but it is further decreased when applying
our algorithm. And the improvement is significant when l takes larger value.

5 Conclusion

In this paper, based on Zhang’s work in [1], we proposed an improved algorithm
for reversible data hiding in encrypted image. Zhang’s algorithm can success-
fully implement privacy-preserving data embedding, but it has a certain error in
data extraction, accordingly, the original image cannot be completely recovered.
We found that the strong correlation of MSB of natural image likely causes the
fluctuation function proposed in [1] to make mistakes in data extraction. The
improved algorithm was proposed mainly to reduce such mistakes in data extrac-
tion. Our experimental results and analysis have shown the superiority of the
improved algorithm over Zhang’s algorithm in the accuracy of data extraction
and the quality of decrypted marked image.
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Abstract. Reversible watermarking which can restore the original media after 
the watermark is extracted, is a potential technique for integrity verification and 
tamper detecting. In this paper we proposed a reversible fragile watermarking 
scheme for audio authentication by using Integer Discrete Cosine Transform 
(intDCT) and expansion embedding. The main contribution consists of: 1) we 
observe that an audio frame would be distorted after undergoing the intDCT, 
amplitude expansion (AE) embedding and inverse intDCT operations. The 
distortion is analyzed in detail and the corresponding solution is proposed for; 2) 
In the integer DCT domain, two reversible audio watermarking algorithms based 
on difference expansion (DE) and prediction-error expansion (PE) are designed 
for the distortion and audio authentication. Experimental results show that the 
proposed reversible watermarking approaches can be used for integrity 
verification and tampering location while achieving better fidelity than the AE 
scheme for the same embedding payload.  

Keywords: audio, reversible watermarking, integer DCT, Authentication, 
expansion embedding. 

1 Introduction 

Digital watermarking is a technique embedding the useful information into digital 
media in an imperceptible way for the applications including copyright protection, 
copy control, broadcast monitoring, content authentication and secret communication. 
Though the distortion of digital carrier because of watermark embedding is not easy to 
be perceived, even a little distortion is not accepted in some areas, e.g. military, law, 
medicine. This led to reversible watermarking (also called lossless data hiding) 
technique, which not only can extract watermark but also can restore the original data. 

In the literature, most of reversible watermarking algorithms focused on image. 
Difference expansion (DE) proposed by Tian [1] is a high-capacity lossless data 
embedding strategy by grouping two adjacent pixels to compute an integer average and 
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a difference for expansion embedding of the auxiliary information and payload. The 
capacity of the DE scheme is close to 0.5 bpp (bit per pixel). By extending the DE to a 
generalized integer transform, the auxiliary information can be reduced with groups of 
three or four pixels [2]. Another important improvement was proposed by Thodi et al. 
by using histogram shifting technique instead of a location map [3]. Sachnev et al. 
proposed a surprised improvement to the DE in [4] by dividing an image into two sets 
for double embedding. Since a pixel in a set was predicted by flooring the average of 
four immediate pixels in the other set, the improved DE method can significantly 
reduce the embedding distortion and achieve the capacity of 1 bpp. In this direction, 
Thodi et al. proposed a productive expansion embedding strategy by using a predictor 
but a difference operator. The differences to be expanded are the prediction errors, 
called by prediction error expansion (PE) embedding strategy [3]. The capacity of the 
PE scheme is bound to 1 bpp since each prediction error can be used for expansion 
embedding in theory. Lee [5] proposed a reversible image watermarking scheme based 
on integer to integer wavelet transform, where the watermark is embedded in 
high-frequency coefficients and adaptive embedding technology is employed for the 
reduction of the embedding distortion. Instead of embedding information in spatial 
domain, a reversible watermarking scheme based on integer DCT and expansion 
technique was proposed by Yang [6]. Recently, expansion embedding-based reversible 
watermarking is a fruitful research direction. 

Reversible watermarking algorithms have also been proposed for digital audio 

[7-12]. In [7], Veen et al. proposed a novel reversible audio watermarking approach by 
first compressing the dynamic range of the original signal to render a number of unused 
bits. These unused bits are used to embed data including payload and information 
relevant to the bit-exact reconstruction of the original audio file. This method can 
achieve a satisfactory embedding capacity but suffer from an undesirable distortion due 
to quantization error and loudness change in the compression-expansion embedding 
phase. By introducing DE embedding technique for audio, Bradley et al. addressed two 
DE-based reversible watermarking methods: dyad-based (two samples as a group) and 
triad-based (three samples as a group) [8]. The dyad-based method can achieve at best 
0.5 bits per sample (bps) while the triad-based one providing the maximal capacity of 2 
bits in a group of three neighboring samples. The PE embedding technique [3] has also 
been introduced for digital audio in [9] in a way that the current sample is a linear 
combination of three past samples (in which each sample is corresponding to an integer 
weight coefficient). Steinebach et al. [10] reported a digital audio authentication 
scheme by combining fragile invertible watermarking and digital signature techniques. 
In [11], Huang proposed an excellent reversible watermarking scheme for acoustic 
steganography and integrity verification by using amplitude expansion (AE) in the 
intDCT domain. This scheme can not only reconstruct the original audio data, but also 
implement integrity verification and tampering location, the embedding capacity of 
which is bound to 0.5 bps. However, the AE operation in this scheme may cause much 
distortion . 

This paper presents a reversible watermarking algorithm for audio authentication. 
We introduce DE and PE embedding strategies in integer DCT domain for reversible 
audio watermarking. Comparing with the AE-based scheme [11], the proposed schemes 
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(using DE and PE in the intDCT domain) can effectively reduce the embedding 
distortion and improve the embedding capacity. Our watermarking scheme is fragile to 
any modification because the hash code extracted from an audio frame is chosen as part 
of the payload in the high-frequency component of the frame. Experimental result 
showed that our algorithm can obtain better fidelity and capacity, also has a satisfactory 
performance for integrity identification and tampering location. 

The outline of this paper is as follows. We first observe and analyze the existing 
distortion problem in Huang’s embedding scheme, and propose a corresponding 
solution for this problem. Next, a detail description of new embedding strategies in 
intDCT domain is followed. Then we address the proposed reversible watermarking 
scheme and test the scheme’s performance. 

2 Distortion Problem in Huang’s Scheme 

2.1 Distortion Appearance 

In [11], Huang has proposed a reversible watermarking scheme in the intDCT domain 
for audio authentication. Firstly, the signal was transformed to intDCT domain. The 
frame feature (the hash code) is embedded in the high-frequency component, where the 
coefficients were marked by using AE, which doubles amplitude of a coefficient, and 
then the least significant bit (LSB) is replaced by a watermark bit. In this paper, we 
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Fig. 1. Waveform of the 4th frame: (a) original, (b) watermarked without amplitude optimization 
and (c) watermarked with amplitude optimization 
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observe that the AE-based scheme may cause a severe distortion. More seriously, some 
frames in the watermarked signal have suffered from overflow problem even if these 
frames have undergone an amplitude optimization processing operation (which is a 
measure against overflow in Huang’s scheme).  

Take a drum music (denoted by ‘drum.wav’) as example clip. Fig.1 shows the 
waveform of the 4th frame (frame size: N=1024). Fig.1 (a) is the original waveform, 
Fig.1 (b) is the watermarked one which has undergone AE embedding but no amplitude 
optimization (SHA-1 code is embedded in the highest frequency 160 bits of embedding 
area whose size is 512). Fig.1 (c) is the version resulted from Fig.1 (b) by using 
amplitude optimization. From Fig.1 (b), we can see the distortion at the end of frame 
waveform (sometimes the distortion occurs in the begging of the frame) and the 
distorted sample in amplitude is over 1 (indicating overflow problem). The type of 
distortion also exists in the other frames. The same distortion phenomenon is in Fig.1 
(c) after using amplitude optimization. That is to say, the amplitude optimization in 
[11] cannot avoid the overflow problem due to watermark embedding.  

To scientifically measure the performance of waveform in Fig.1 (b) and Fig.1 (c), we 
made the samples of marked signal normalized using 
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where x is the original signal, s is the marked signal and s’ is the normalized marked 
signal. Then the SNR value of normalized signal in Fig.1 (b) is 29.3403 and the one in 
Fig.1 (c) is 22.3338.  

From the examples above we can see that Huang’s scheme could make undesired 
distortion due to the watermark embedding in the intDCT domain by using AE and the 
type of distortion cannot be entirely avoided by using amplitude optimization proposed 
by Huang [11].  

2.2 Distortion Analysis 

In the reversible watermarking scheme [11], intDCT and AE are two important 
embedding operations. Since intDCT is a variation of DCT. In order to better analyze 
the reason of the distortion, we have applied DCT instead of intDCT for the same 
testing. Experimental results show that the distortion is similar, such as the distortion in 
the 4th frame as shown in Fig.2, where the frame in length is 1024 and the last 512 DCT 
coefficients are marked. We also choose different frame lengths for the testing, the 
distortion is similar. This indicates that DCT (or intDCT) and AE operations have an 
important impact on the distortion. The analysis in detail is described as follows.  
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Fig. 2. Waveform of the 4th frame after DCT, AE embedding & inverse DCT 

Denote ( ){ }Nttxx ,,2,1| ==  as an audio frame with the length of N. Take 
IV
NC (the Type-IV DCT matrix [12]) for the DCT transform to generate the DCT 

coefficients xCX IV
N ×= , where 

( )( )
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N 4

1212
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2 −−= π
, Nti ,,2,1, = . (2)

Suppose the length of the watermark is L and generally set 
2

N
L ≤  for controlling the 

distortion. The L highest frequency coefficients are adopted for AE embedding: 

( ) ( ) 2:: 11 ×= NLXNLS  and ( ) ( )1:11:1 11 −=− LXLS , (3)

where 11 +−= LNL . Perform the inverse DCT transform to generate the marked 

frame ( ){ }Nttss ,,2,1| == . Since IV
NC  is an orthogonal matrix, XCx IV

N ×=  

is with 
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N ×=  and Equation (3), we have  
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The difference between an original sample and a marked one is  

( ) ( ) ( ) ( ) ( ) ( )
( ) ( )NXNtC

LXLtCLXLtCtxts
IV
N

IV
N

IV
N

,                   

11,, 1111

+

++++=−


. (6)
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From Equation (6) we can see that the difference ( ) ( )txts −  in amplitude is 

determined by the sample values since the transform matrix keeps unchanged in the 

embedding process. When the coefficients ( ) ( ) ( )NXLXLX ,,1, 11 +  have larger 

amplitude and have the same sign (positive or negative) as the transform matrix 

coefficients, there is going be a big difference between ( )ts  and ( )tx . As a result, the 

distortion even the overflow problem will occur. This explains why some frames in 
Huang’s AE-based method have undesirable distortion due to the embedding. 

Take the 4th frame of the drum music as an example. The corresponding 512 
high-frequency DCT coefficients are 

( ) { }638,641,640,636,,895,897,896,898,902,9001024:513 −−−−−= X ,   (7) 

where are taking bigger amplitude values. This explains the distortion due to the AE 
embedding, as shown in Fig. 1 and Fig. 2. We can see that the coefficients X(513:1024) 
in the 4th frame are in the alternate arrangement of positive and negative, and the 
neighbor coefficients in odd or even positions are close. For most of the other frames, 
we have the same observation.  
  From the above analysis, we can see that the DCT and AE operations will cause the 
distortion. The basic reason is that the AE operation doubles the selected coefficients, 

resulting the difference between ( )ts  and ( )tx  being large. In order to avoid this 

kind of distortion, the best way is that in the embedding the DCT coefficients should be 
modified as small as possible. 

2.3 Our Countermeasure 

Based on the observations and analysis, we propose to use DE and PE embedding 
techniques in the intDCT domain to deal with the kind of distortion. In the embedding, 
since we expand the difference among adjacent coefficients instead of the current 
coefficient own, the modified amplitude on the current coefficient is significantly 
reduced. As a result, the distortion and the overflow problem can be effectively 
avoided. Another advantage, more importantly, is that the PE-based scheme can 
significantly enhance the embedding payload capacity for the same distortion. This is 
beneficial to improving the reversible watermarking-based authentication system. 

3 Integer DCT and Expansion Embedding 

For such a distortion problem in [11], in this paper we introduce DE and PE embedding 
strategies in the intDCT domain for reversible fragile watermarking of digital audio.  

3.1 DE Embedding in the intDCT Domain 

In the encoder, an audio is first segmented as frames in length of N. Then intDCT 
operation is performed on each frame respectively and the result is the sequence of N 
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DCT coefficients. We suppose the length of the watermark information for a frame is L. 
For the DE embedding, we choose the 2×L highest frequency coefficients to compute L 
differences for expansion embedding.  

In Section 2, we have observed from the high-frequency component of most frames 
that two neighboring coefficients in odd (or even) positions are closer than two adjacent 
coefficients (one is in odd position; the other is in even position). So, our pairing 
approach is different from that in [8]. In order to reduce the prediction errors, we divide 
the 2L highest frequency coefficients into two sets: odd set (S1) and even set (S2). The 
grouping strategy is only done in the same set. For example, in a 

sequence{ }hgfedcba ,,,,,,, , the coefficients a and c forms the 1st pair, b and d is 

the 2nd pair, e and g is 3rd pair, f and h is the 4th pair.  
The average l and difference h are calculated by 

( ) ( ) ( ) ( )2 , 
2

2 +−=



 ++= iXiXh

iXiX
l , (8)

where X(i) is the ith high frequency coefficient, { }2,12 −+×−∈ NLNi . N is the length 

of the frame. 
The difference h is expanded and a watermark bit b is embedded by  

bhhw += 2 . (9)

The watermarked DCT coefficients are calculated by 

( ) ( ) 



−=+



 ++=

2
2 , 

2

1 ww h
liS

h
liS . (10)

Once the watermark information bits are completely embedded, the inverse transform 
is performed to generate the watermarked samples in the frame. One by one, all the 
frames are marked to reconstruct the marked audio signal. 

In the decoder, the same segmenting and intDCT operation are implemented on the 
marked audio signal at first. For a pair of two coefficients, the average l and 
watermarked difference hw are calculated by 

( ) ( ) ( ) ( )2 , 
2

2 +−=



 ++= iSiSh

iSiS
l w . (11)

The watermark bit b is extracted and the original difference h is restored by 

  hhbhh ww 2 , 2 −== . (12)

The original DCT coefficients in embedding area are restored by 

( ) ( ) 



−=+



 ++=

2
2 , 

2

1 h
liX

h
liX . (13)
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Overall, all original DCT coefficients in a frame are restored. Then inverse intDCT is 
perform to restore the audio frame. Perform the same operation on the other frames to 
restore the original audio signal. 

3.2 PE Embedding in the intDCT Domain 

PE is a productive embedding technique, which can embed more payload with less 
distortion than DE because the predictor is more effective than difference operator 
and each predictor error can be used for embedding a watermark bit. 

In the encoder, the segmenting and intDCT operation are implemented on the audio 
signal first. For a frame, we have N DCT coefficients and choose the L+4 highest 
frequency coefficients for the watermark bits in length of L. The first 4 coefficients are 
applied only for the prediction and keep unchanged in the embedding.  

From the last highest frequency coefficient, in reverse order, the DCT coefficients 
are operated one by one as follows: 

Consider the similarity between two neighboring coefficients in odd/even positions 

(as described in Section 2), the prediction value ( )iX̂  of the ith coefficient and 

prediction-error p are calculated by difference coding: 

( ) ( ) ( ) ( ) ( )iXiXp
iXiX

fixiX ˆ ,
2

42ˆ −=





 −+−= , (14)

where i is in the range [N, N-1, … , N-L+1]. fix(.) is a function to strip off the fractional 
part of its argument, and returns the integer part. The function does not perform any 
form of rounding or scaling, e.g., fix(-3.4)=-3 and fix(3.4)=3. 

The prediction-error p is expanded and a watermark bit b is embedded by  

bppw +×= 2 . (15)

The watermarked DCT coefficients are  

( ) ( ) wpiXiS += ˆ . (16)

In the decoder, the same segmenting and intDCT operation are implemented on the 

marked audio signal. In the non-expanded area, ( ) ( )iSiX = , i = [1, 2, … , N-L]. In 

the expanded area, from the first coefficient, sequentially, the DCT coefficients are 
operated one by one as follows:  

The prediction value ( )iX̂  and prediction-error wp  are calculated by  

( ) ( ) ( ) ( ) ( )iXiSp
iXiX

fixiX w
ˆ , 

2

42ˆ −=





 −+−= , (17)

where i = [N-L+1, … , N-1, N]. 
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The watermark bit b is extracted and the original prediction-error p is restored by  

  ppbpp ww ×−== 2 , 2 . (18)

The original DCT coefficients in embedding area are restored by  

( ) ( ) piXiX += ˆ . (19)

Once the original DCT coefficients are restored, we can perform the inverse transform 
to restore the original frame in time domain. Once all the frames are recovered, we can 
reconstruct the original audio signal. 

4 Reversible Fragile Watermarking for Authentication 

The proposed reversible watermarking algorithm is designed for authentication. The 
method is very fragile to any small modification on the audio signal since we embed the 
hash bits of a frame into the high frequency component of the frame. The hostile 
tampering on a frame can be located by comparing the hash with the extracted 
watermark information. There are several important steps for the proposed 
authentication scheme: 

 Segmenting: The frame in length is designed as pN 2= , where p is a positive 
integer. In our testing, N is 1024 by making a tradeoff between the location 
precision and the embedding distortion. For the same watermark bits (L), N should 
be bigger than L. The bigger N, the less embedding distortion, the less embedding 
payload, the lower location precision is. The smaller N, the more embedding 
distortion, the more embedding payload, the higher location precision is. 

 Watermark: For a frame, we compute the hash value (128 bits) by using MD5 
standard, which is saved as part of the payload for integrity verification. Denote 
the hash by H. Part of the payload could be used for the auxiliary information and 
another purposes. 

 intDCT: Perform the intDCT on the frame, choose the high frequency coefficients 
to compute the differences between adjacent coefficients for DE and PE 
embedding. 

 Embedding Region: Since the human ears are less sensitive to the high-frequency 
component, the watermark bits are designed to embed in the highest frequency 
coefficients of intDCT domain and the number of the marked coefficients is not 

more than 5122 =N .  

 Watermark extraction: The watermark extraction is the inverse process of the 
watermark embedding. The same segmenting and transforming operations are 
performed on the audio signal. According to the embedding strategy, the 
watermark information including the hash feature (H) is extracted and saved.  

 Reconstruction of audio frames: Since the watermarking algorithm is invertible, 
the original audio frame could be recovered if there is no any attack. Compute the 
hash from the restored frame (denote by H1) and compare H1 and H to judge if 
there is a tampering attack.  
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 Integrity verification: If H1 = H, it means that the frame is authentic; Otherwise, 
we can claim that it is tampered. One by one, we can find those unauthentic frames 
and indicate the tampering locations. 

5 Experimental Evaluation 

We choose some different types of audio clips as test data. The 4 typical music clips [13], 
‘light.wav’ (20 seconds), ‘drum.wav’ (25 seconds), ‘pop.wav’ (40 seconds) and 
‘piano.wav’ (40 seconds), are adopted to report the experimental results. They are all 
single-channel, 44.1 kHz sampling, 16-bit quantization and PCM format. 

5.1 Verifiability 

The DE and PE based embedding strategies in the DCT domain are respectively 
employed to the 4 test audio clips to generate 8 watermarked audio clips. When these 8 
audio clips are modified by using the following two attack methods, the proposed 
authentication scheme can identify the modification and locate the position. 

Attack 1. The watermarked audio clip is tampered in single or several positions. Take 
the marked drum music for example, we modified 2 samples in different frames with 
HxD Hex Editor, substituting the original value 0.2784 to ZERO for the 5000th sample 
and -0.0287 to ZERO for the 600000th sample. Since the header information of 
‘drum.wav’ is in the position 00H~2BH bytes, the range of the data is begun from 2CH 
bytes. The 5000th sample is in the position of 273AH~273BH bytes which belong to the 
5th frame (202CH~282BH bytes) and the 600000th sample is in 124FAAH~124FABH 
bytes which belong to the 586th frame (12482CH~12502BH bytes). The proposed 
scheme can identify that the 5th frame and the 586th frame had been modified, as shown 
in Fig.3.  
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Fig. 3. Tamper the 600000th sample (Attack 1) 

Attack 2. The watermarked audio clip is suffered cropping attacks. We cut the 600001st 
to 605000th samples in the watermarked drum clip, and the algorithm identified from 
the 586th to 590th frames which are all tampered. The example is shown in Fig.4.  
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Fig. 4. Cut part of the samples (Attack 2) 

5.2 Reversibility Testing 

The fact that the difference between the original signal and restored signal is zero 
indicates our algorithm is reversible perfectly. For the drum music, Fig.5 shows the 
difference between the 4th frame and the restored frame by using DE-based embedding 
strategy in the DCT domain are zero. 
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Fig. 5. Difference between the original and restored frame 
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(a) Waveform Embedded by AE
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(c) Waveform Embedded by PE
 

Fig. 6. Comparison between waveforms embedded by AE, DE and PE strategies 

5.3 Fidelity versus Capacity 

We have implemented three expansion embedding strategies (AE, DE and PE) based 
reversible watermarking for all four audio clips. The AE-based scheme was proposed 
by Huang in [11]. The DE and PE based schemes are proposed in this paper for solving 
the distortion problem in Section 2 and improving the embedding payload capacity. 
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Fig. 7. Performance of the three algorithms with the 4 test clip. The AE scheme for clip ‘drum’ 
has the overflow problem. 
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Fig. 7. (Continued) 
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For the four test clips, we have 12 marked signals by using AE, DE and PE 
embedding approaches. Listening testing results show that the watermarked clips by 
DE and PE are perceptibly similar to the original clips, but little and scattered noise 
could be heard in the marked clips by AE. Fig.6 is an example in the 4th frame of drum 
music. The waveforms of the 4th frame marked by AE, DE and PE strategies in the DCT 
domain are respectively shown in Fig.6 (a), (b) and (c), while their SNR values are 
51.2397, 81.5309 and 81.6135 respectively. We can see from the waveform marked by 
AE is distorting so much at the end of the frame. 

We have compared the AE, DE and PE embedding strategies by inserting different 
lengths of the watermark information. Five different hash codes, including MD5 
(128-bit), SHA-1 (160-bit), SHA-256 (256-bit), SHA-384 (384-bit) and SHA-512 
(512-bit), have different length respectively, but they can all serve for authentication. 
These five different hash codes are chosen to compute the hash as the watermark.  

For four test clips, experimental results are respectively shown in Fig.7. From the 
drum music, the AE-based embedding strategy may cause the overflow problem in 
some frames. When the embedding capacity of the DE strategy is 0.375 bps, the size of 
the marked coefficients exceeds N/2=512. For all test clips, the PE-based scheme can 
provide the best embedding performance (the largest SegSNR values for the same 
embedding payload).  

6 Conclusions 

In this paper, we have investigated the overflow distortion problem by using AE in the 
DCT domain in [11] and proposed two solutions, that is, to use the DE or PE to 
substitute the AE to reduce the coefficient distortion. Since the watermark (the hash of 
a frame) is designed to embed into the high frequency component in a lossless way, the 
proposed DE and PE schemes are fragile to any modifications. Experimental results 
have shown that the DE and PE based schemes can effectively avoid the overflow 
distortion. Comparing with the AE scheme, the DE scheme is better, and the PE scheme 
can provide the best performance (with the lowest embedding distortion for the same 
embedding payload). Also, we have shown in experimental way that the fragile 
reversible watermarking can find even a single sample of modification on the audio, 
and can locate the position of the cropping attack. 

In the future research, how to use the non-integer PE embedding [14] in the intDCT 
domain for the reduction of the embedding distortion is one consideration. Also, how 
for fault-tolerant application [15] of reversible watermarking an important issue, such 
as restoring the cropped samples by embedding them in other places. 
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Abstract. Social networking services (SNSs) support communication
among people via the Internet. However, sensitive information about a
user can be disclosed by the user’s SNS friends. This makes it unsafe for
a user to share information with friends in different groups. Moreover,
a friend who has disclosed a user’s information is difficult to identify.
One approach to overcoming this problem is to anonymize the sensitive
information in text to be posted by generalization, but most methods
proposed for this approach are for information in a database. Another
approach is to create different fingerprints for certain sensitive infor-
mation by using various synonyms. However, the methods proposed for
doing this do not anonymize the information. We have developed an
algorithm for automatically creating enough anonymous fingerprints to
cover most cases of SNSs containing sensitive phrases. The fingerprints
are created using both generalization and synonymization. A different
fingerprinted version of sensitive information is created for each friend
that will receive the posted text. The fingerprints not only anonymize
a user’s sensitive information but also can be used to identify a person
who has disclosed sensitive information about the user. Fingerprints are
quantified using a modified discernability metric to ensure that an ap-
propriate level of privacy is used for each group to receive the posted
text. The use of synonyms ensures that an appropriate level of privacy
is used for each group to receive the posted text. Moreover, a fingerprint
cannot be converted by an attacker into one that causes the algorithm to
incorrectly identify a person who has revealed sensitive information. The
algorithm was demonstrated by using it in an application for controlling
the disclosure of information on Facebook.
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1 Introduction

Social networking services (SNSs) (such as Facebook, Twitter, and Google+)
have become a worldwide phenomenon because they enable users to easily share
information. However, sensitive information about a user can be inadvertently
disclosed [5]. Although a number of rules have been created to prevent sensitive
information from being disclosed to third parties [4], sensitive information can
still be disclosed not only by the user but also by the user’s SNS friends [3].
Therefore, it is necessary to anonymize the sensitive information. Moreover, if
sensitive information is disclosed, the discloser should be identified. Because most
of the data posted on an SNS is text (blogs, comments, status updates, etc.), we
focus on text in this paper.

Most previous research on anonymizing information in text and detecting its
disclosure has focused on databases [10,9] because they contain structured data.
Research on detecting disclosure has focused on using fingerprints created using
synonyms [15]. However, these approaches do not anonymize sensitive informa-
tion. In contrast, we have developed an algorithm that uses both generalization
and synonymization to both anonymize information and enable identification of
a person who has revealed sensitive information. Information about a user in
SNS text is generally conveyed in sensitive phrases, and methods for detecting
sensitive phrases in SNS text were explored in the DCNL (Disclosure Control
of Natural Language Information) Project [6]. The DCNL Project explored not
only the detection of direct sensitive phrases but also discovering indirect sensi-
tive phrases.

Our proposed algorithm automatically generalizes sensitive phrases to create
anonymized ones. It then creates synonyms for the generalized phrases for use
in detecting disclosure of sensitive information. After detecting a disclosure, the
user could move the disclosing friend to a group with an appropriate level of
privacy or unfriend the person.

Seven main property types (e.g., hometown, education, work, interests) in
Facebook [12] with over 300 sensitive phrases are supported by the algorithm.
Statistical evaluation showed that the algorithm can create a sufficient number
of fingerprints to cover all of a user’s friends in all groups for almost all cases.
Fingerprints are quantified using the modified discernability metric [14] using
data obtained directly from Wikipedia [13] to ensure that an appropriate level
of information anonymity is used for each group of friends to receive the posted
text. Synonyms are used to ensure that the friends in each group receive the
same level of anonymization.

The strength of the algorithm is that it can detect information disclosure
simply on the basis of sensitive phrases. It can therefore correctly identify a
person who has revealed sensitive information even if he or she changed any
of the non-sensitive phrases. Moreover, it can still work even if the attacker
converted the fingerprint by generalizing any of the sensitive phrases.

An application using this algorithm was implemented on Facebook. It auto-
matically detects the user’s data profile after the user logs in and then controls
the posting of information by creating a different version of the text for each
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of the user’s friends and identifies anyone who discloses any of the sensitive
information.

Section 2 describes the benefits and privacy issues of SNSs. Related work is de-
scribed in Section 3. Our proposed algorithm is presented in Section 4. Section 5
discusses our evaluation of the algorithm. Section 6 presents our application of
the algorithm, and Section 7 summarizes the key points and mentions future
work.

2 Social Networking Services

2.1 Benefits

SNSs have become an important part of modern life, and many people use one or
more SNSs every day. The most popular one, Facebook, had about 955 million
users by the beginning of February 2012 [12]. Users can find a lot of informa-
tion about other users and can easily and rapidly share information about their
friends and/or other people.

2.2 Privacy Issues

However, there are privacy issues, and many laws have been created to protect
user information. For example, EU law [4] requires that third parties be unable to
access personal data. This means that an SNS cannot disclose user information
to third parties.

Although many such laws protect user information, information on an SNS is
often disclosed, both intentionally and unintentionally [5]. Most of it is revealed
by either the user or one of the user’s SNS friends. For example, Gross and
Acquisti [3] analyzed the Facebook accounts of more than 4,000 students at
Carnegie Mellon University and recovered the user’s real name for 89% of them,
the birthday for 88%, and the current residence for 51%.

A decade or so ago, SNS users rarely changed their default settings. For exam-
ple, Gross and Acquisti [3] reported in 2005 that most users did not change their
default settings. Furthermore, a survey by Ellison et al. [2] in 2007 showed that
only 13% of the Facebook users in the Michigan State University network had
limited their information sharing to “friends only.” The situation has changed,
however; SNS users are now more aware of these settings, and many now change
them. In a report by the Pew Internet & American Life Project in 2010 [7], 71%
of SNS users between the ages of 18 and 29 changed their SNS privacy settings.
This trend towards protecting one’s privacy on an SNS means that there is a
stronger demand for automatic privacy protection.

Users often group their SNS friends on the basis of certain characteristics (e.g.,
relative, schoolmate, location), and there can be many friends in each group. By
anonymizing sensitive user information in text to be posted differently for each
group, a friend who has disclosed personal information can be identified.
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3 Related Work

3.1 Anonymizing Text Information

There are two basic approaches to anonymizing information: use of generalization
and use of suppression [9]. Generalization involves replacing a value with a less
specific but semantically consistent value. Suppression involves not releasing a
value at all [9].

Most previous research on anonymous text information has focused on
databases because the data have a clear meaning within each item [9,10]. More-
over, anonymized text in sentences is very difficult to handle because of its
semantic dimensions. In an SNS, however, most of the information about a user
is conveyed by sensitive text phrases. We propose anonymizing this information
by generalizing the sensitive phrases.

3.2 Detecting Disclosure of Sensitive Texts

There are two strategies to detecting disclosure in text: watermarking and fin-
gerprinting. With watermarking (such as of an image, audio track, or text file),
information is transparently embedded into the carrier signal [1]. For text, water-
marking generally affects the structure of the text (font, color, size, word spacing,
etc.) while fingerprinting creates a completely disjointed interpretation [1]. One
approach to fingerprinting uses synonyms to create a fingerprint in the text [15].
However, this approach does not anonymize the information. We have extended
this idea: we anonymize the sensitive phrases in SNS text by generalizing them,
as described in section 3.1, and then use synonyms of the generalized sensitive
phrases to detect disclosure.

3.3 Metrics to Quantify Privacy of Disclosed Information

Various metrics have been proposed for quantifying the loss of information due
to generalization. The higher the level of generalization, the greater the loss and
the greater the value of the metric.

To illustrate how we use generalization to anonymize information, we con-
sider two quasi-identifiers, “university” and “prefecture,” and two instances, “Mas-
sachusetts Institute of Technology,” and “Tokyo.” The corresponding generaliza-
tion schemas are automatically created using the WordNet lexical database [8],
as illustrated in Fig. 1.

Samarati Metric. The Samarati metric (Sam) [9] is calculated by adding the
levels of generalization li :

Sam =
N−1∑
i=0

li

For example, the Samarati metric for “United States” is 4 and for “Asia” is
3. Therefore, the metric for {United States, Asia} is 7. This metric can be
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Fig. 1. Generalization schemas for two quasi-identifiers

automatically calculated from the structure of the generalization schemas. How-
ever, it does not take into account the number of possible generalization levels
of the quasi-identifiers. For example, although “New England” and “Asia” are at
the same level, “New England” can be further generalized to “United States.”

Precision Metric. This disadvantage of the Samarati metric can be overcome
by using the precision metric (Pre) [9] because it takes into account both the
number of levels generalized li and the number of possible generalization levels
of the quasi-identifiers Li:

Pre =

N−1∑
i=0

li
Li

Both the precision metric and Samarati metric simply take into account the
structure of the generalization. They do not reflect the actual data. For example,
the metric values for “Massachusetts Institute of Technology” and “Tokyo” are
the same. However, only around 11,000 students are enrolled at MIT while over
13 million people live in Tokyo [13].

Modified Discernability Metric. We propose automatically collecting [13] to
quantify generalizations made using the modified discernability metric (DM*) [14]
previously used for databases. The the number of elements of the i-th class for
the current generalization is denoted as ni, and the number of elements of the
i-th class for the lowest generalization is denoted as mi:

DM* =

N−1∑
i=0

n2
i −

N−1∑
i=0

m2
i
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4 Proposed Algorithm

Our proposed algorithm has two processes, fingerprint creation and fingerprint
extraction, as illustrated in Fig. 2.

Fig. 2. Processes in proposed algorithm

In the fingerprint creation process, the input is user text t (e.g., blog entry,
comment, status update). From t, the system automatically creates many finger-
prints: tID0 , tID1 , ...tIDn . A different fingerprint is used for each friend in each
group that will receive the text.

In the disclosure detection process, any sensitive information about the user
disclosed by another user is analyzed, and the identifying fingerprint is extracted.
Using this identifier, the system pinpoints the person who disclosed the infor-
mation.

4.1 Fingerprint Creation

The fingerprint creation process has five steps.

Step 1 Detect sensitive phrases in input text (SNS text).
Step 2 Define generalization schemas for sensitive phrases.
Step 3 Quantify all possible generalizations.
Step 4 Create all possible synonym phrases of generalizations.
Step 5 Create and assign fingerprints for each person in the group of SNS

friends who will see the text.
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The following is a step-by-step description of this process using a blog entry
for t: “After graduating high school, I studied at the Massachusetts Institute of
Technology. I was born in Tokyo and like udon noodles very much.”

Detect Sensitive Phrases (Step 1). In the first step, from an idea pro-
posed in the DCNL Project [6], the direct and indirect sensitive phrases in t
are detected using function θ in Eq. 1 below on the basis of the relationship
between phrases in t and the set of attributes in the user’s data profile A using
the Google distance metric. In the example used here, two sensitive phrases,
p0 = “Massachusetts Institute of Technology” and p1 = “Tokyo,” comprise set
P of detected sensitive phrases. Table 1 shows the data used to detect them.
The first sensitive phrase, “Massachusetts Institute of Technology,” is directly
detected from the “University” entry in the profile (“MIT”). Then, depending on
the Google distance metric, the second sensitive phrase, “Tokyo,” is indirectly
detected from the entry for prefecture (“2-1-2 Hitotsubashi (NII)”) because the
address is only one of many locations in Tokyo.

P = θ(A, t) = {pi} = {Massachusetts Institute of Technology,Tokyo} (1)

Table 1. Sensitive phrase detection

User’s profile Input phrases

First name a0 ={Adam} Many

Last name a1 ={Ebert} computer

Favorite a2 ={Football} ...

University a3 ={MIT} Massachusetts Institute of Technology

Nickname ... ...

Prefecture a5 ={2-1-2 Hitotsubashi(NII)} Tokyo

... ... ...

Define Generalization Schemas (Step 2). Generalization schemas G(i) are
then defined automatically using function η in Eq. 2 for the sensitive phrases
in P by using the WordNet lexical database [8]. The generalization schemas
defined for “Massachusetts Institute of Technology” and “Tokyo” (G(0) and G(1))
are shown in Fig. 1.

G(i) = η(pi) = {g(i)j } (2)
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Quantify Generalizations (Step 3). Next, holonym schemas for the sensitive
phrases in P are automatically created using the Wordnet lexical database [8].
The number of people associated with each node is then automatically obtained
from Wikipedia [13]. The data collected are shown in Figs. 3 and 4.

Fig. 3. Holonym schema for “University”

Fig. 4. Holonym schema for “Prefecture”

Possible generalizations for the sensitive phrases are then identified, as shown
in the first column of Table 2. They can be then automatically quantified using
the Samarati (Sam) metric, the precision metric (Pre), and modified discern-
ability metric (DM*). In this paper, DM* [14] is used. For example, the DM*
for generalization {g(0)0 , g

(1)
1 }{Massachusetts Institute of Technology, Honshu} is

calculated as follows:

1. Sum the squares of all node values for the same generalization level with the
current generalization “Massachusetts Institute of Technology” and “Hon-
shu.”
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2. Subtract the sum of the square of all node values for same generalization
level with the lowest generalization “Massachusetts Institute of Technology”
and “Tokyo.”

The higher the metric value, the higher the level of privacy. Sorting the rows in
the table by the DM* value results in the level of privacy increasing from top
to bottom, as shown in the fourth column of Table 2. A generalization with an
appropriate level of privacy is then used for each group to receive the posted
text, as shown in the last column.

Table 2. Quantify possible generalizations

Generalization Sam Pre DM* Group

{Massachusetts Institute of Technology,Tokyo} 0 0.00 0.000000E+00 Family

{Cambridge,Tokyo} 1 0.25 1.200930E+09 Best Friends

{Massachusetts Institute of Technology,Honshu} 1 0.33 5.967829E+14 Teachers

{Cambridge,Honshu} 2 0.58 5.967841E+14 Students

{Massachusetts Institute of Technology,Japan} 2 0.50 1.117850E+15 Friends

{Cambridge,Japan} 3 0.75 1.117851E+15 Public

... ... ... ... ...

Create Synonym Phrases (Step 4). In the first three steps, generaliza-
tions are created for each group. For example, the generalization {g(0)0 , g

(1)
2 }

{Massachusetts Institute of Technology, Japan} is defined for the “Friends” group.
In step 4, all possible synonyms of each generalization are automatically created
by using YAGO [11], a huge semantic knowledge base derived from Wikipedia,
WordNet, and GeoNames, and defined by function δ in Eq. 3, as shown in Fig. 5
for {g(0)0 , g

(1)
2 }{Massachusetts Institute of Technology, Japan}.

S(i,j) = δ(g
(i)
j ) = {s(i,j)k } (3)

Fig. 5. Synonyms for generalization {Massachusetts Institute of Technology, Japan}
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Create and Assign Fingerprints (Step 5). Using the synonym phrases cre-
ated in step 4, the system creates fingerprints by replacing the sensitive phrases
in the input text with appropriate synonym phrases. A different fingerprint is
used for each friend who will see the text. For example, the following blog entry
is seen by “Friend 1” in the “Friends” group.

“After graduating high school, I studied at MIT. I was born at Japan and
like udon noodles very much.”

4.2 Disclosure Detection

A user who discloses information about another user is identified using a two-step
process.

Detect Sensitive Phrases (Step 1). First, sensitive phrases in disclosed text
t′ are detected in a manner similar to the fingerprint creation process on the
basis of the attributes in the user’s data profile using function θ in Eq. 4. In
the example above, the set of detected sensitive phrases P ′ is composed of p′0 =
“MIT” and p′1 = “Japan.”

P ′ = θ(A, t′) = {p′i} = {MIT, Japan} (4)

Identify Disclosing Person (Step 2). Second, the person who disclosed the
information is identified on the basis of the set of sensitive phrases detected in
step 1. In this example, “Friend 1” disclosed the information.

5 Evaluation

5.1 Number of Possible Groups

The number of possible groups G that can receive a generalized version of the
text depends on the number of sensitive phrases N and the number of levels of
the i-th sensitive phrase |Gi|:

T =

N−1∏
i=0

|Gi|

To evaluate the practicality of the algorithm, we collected over 300 different
sensitive phrases (such as “Tokyo,” “Massachusetts Institute of Technology,” and
“researcher”) for the seven main property types in Facebook: hometown, edu-
cation, work, religion, political, sports, and interests. The average number of
possible groups by property is shown in Table 3. The first column shows the
number of different sensitive phrases (SPs) calculated, and the last one shows
the average number of possible groups for all properties.

If none of the sensitive phrases is detected, the algorithm discloses the same
input text to all groups because the text does not reveal any sensitive information
about the user. If at least one sensitive phrase is detected, the average number of
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Table 3. Average number of possible groups that can receive a generalized version of
the text

SPs Home Education Work Religion Political Sports Interests Average
1 4.70 6.41 8.94 9.13 8.09 10.91 8.52 8.10
2 22.05 41.09 79.80 83.39 65.36 118.88 68.97 72.20
3 103.49 262.90 712.09 761.13 527.25 1294.93 608.38 610.03
4 485.42 1680.01 6349.58 6944.85 4246.72 14108.30 5097.05 5558.85

possible groups is greater than eight. Therefore, the algorithm can create enough
fingerprints to cover most cases of SNSs containing sensitive phrases.

5.2 Number of Possible Friends

The number of possible friends F that can receive a fingerprint depends on
the number of synonyms for the i-th generalized phrase |Sj0,indexi,j | of the j-th
generalization, where indexi,j is the generalized level for the i-th group of the
j-th sensitive phrase:

F =

T−1∑
i=0

N−1∏
j=0

|Sj,indexi,j |

The average number of possible friends is shown in Table 4.

5.3 Performance

The algorithm was tested using about 10,000 tweets obtained from Infochimps1
(an average of 15 words per tweet). The algorithm was executed for seven typical
user attributes. It took 16 s on average to create fingerprints for all the user’s
friends for each tweet.

Table 4. Average number of possible friends that can receive a fingerprint

SPs Home Education Work Religion Political Sports Interests Average
1 1.4E+02 6.8E+02 3.9E+01 8.3E+01 1.0E+02 1.2E+02 8.3E+01 1.8E+02
2 2.0E+04 4.3E+05 1.5E+03 6.8E+03 1.1E+04 1.4E+04 6.7E+03 7.0E+04
3 2.9E+06 2.4E+08 5.8E+04 5.6E+05 1.0E+06 1.7E+06 5.4E+05 3.5E+07
4 4.3E+08 2.7E+10 2.2E+06 4.6E+07 9.6E+07 2.0E+08 4.2E+07 4.0E+09

5.4 Fingerprint Conversion

The algorithm detects fingerprints only on the basis of the sensitive phrases. It
can therefore detect a disclosed message even if a receiver changed any of the
non-sensitive phrases.
1 http://www.infochimps.com

http://www.infochimps.com
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A sensitive phrase cannot be converted into a lower level one. In the example
blog entry above, a receiver can convert “Tokyo” into “Honshu” or “Japan” but
cannot convert “USA” into “Massachusetts Institute of Technology.”

The algorithm uses the Google distance metric to detect exactly both direct and
indirect sensitive phrases even if a sensitive phrase in the text has been changed.

6 Implementation

We implemented a secured social networking service as a web application using
the proposed algorithm. The application controls the process of posting text
on Facebook through the use of two main functions: fingerprint creation and
disclosure detection.

Fig. 6. Fingerprinted blog entry
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6.1 Fingerprint Creation

A user uses the application with an existing Facebook account. When the user
composes a text to be posted, the application automatically creates fingerprints
on the basis of the composed text for friends who will receive the text. An
example for user Adam Ebert and the example blog entry above is shown in
Fig. 6. The automatically created fingerprints are shown in red.

Each friend receiving the entry sees a different version. For example, the ver-
sion Bob Smith sees is fingerprinted with “Massachusetts Institute of Technology-
Honshu,” as shown in Fig. 7, while that for Ellen Anderson is fingerprinted with
“USA-Tokyo,” as shown in Fig. 8,

Fig. 7. Facebook page of “Bob Smith”

6.2 Disclosure Detection

The algorithm detects disclosure even if the discloser has modified the entry
by changing one or more non-sensitive phrases, the generalization of one or
more sensitive phrases, or the position of one or more sensitive phrases. For
example, Bob Smith might change the entry to “I was born in Japan and lived
there for long time. I like udon noodles very much. In my childhood, I became
very interested in a number of wonderful computer applications. Therefore, I am
learning computer science at the Massachusetts Institute of Technology.”

The algorithm would automatically detect the sensitive phrases and identify
Bob Smith as the discloser as he was the only one who received the version
containing “Massachusetts Institute of Technology.”
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Fig. 8. Facebook page of “Ellen Anderson”

7 Conclusion

With our proposed algorithm for fingerprinting text to be posted on social net-
working services, sensitive user information can be anonymized differently for
each friend who will see the text. Moreover, a user can detect if the user’s infor-
mation has been disclosed and identify the disclosing person. The basic idea of
this algorithm is to use generalizations of sensitive phrases to anonymize infor-
mation and then to use synonyms for the generalized phrases to create a unique
fingerprint for each person who will see the text. By using these fingerprints,
users can identify a discloser even if that person converted the fingerprint by
generalizing any of the sensitive phrases. The algorithm creates enough finger-
prints for a unique one to be assigned to each of the friends receiving the text.
The fingerprints are quantified using a precision metric so that an appropriate
level of privacy is used for each group to receive the posted text. The algorithm
was demonstrated by using it in an application for controlling the disclosure of
information on Facebook.

Future work includes improving the semantics of the fingerprints.
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Abstract. It is well known that the rapid development of multimedia 
technologies has led to a huge growth of image editing tools. The popularity of 
image editing tools has further resulted in the growth of image illegal 
utilization. Unlike the traditional information authentication, perceptual image 
hashing approaches are recently proposed for content-based image 
authentication, which can distinguish maliciously altered images from the 
perceptually identical ones. However, these approaches need some other 
information to achieve the authentication, such as the hash codes of original 
images. Semi-fragile watermarking is also presented to deal with content-based 
authentication; however this approach focuses more on some specific aspect of 
robustness, for example JEPG compression. Hence, to avoid extra information 
storage and simultaneously achieve a global robustness against common image 
processing manipulations, this paper presents a memoryless hash-based 
perceptual image authentication algorithm using joint image hashing and 
watermarking method upon wave atom transform. Experimental results have 
demonstrated that the proposed algorithm possesses great robustness against 
common non-malicious manipulations and still keeps high sensitivity to 
malicious attacks. It can also provide perceptual image authentication 
successfully without any other information, even the hash codes of original 
images. 

Keywords: image hashing, perceptual image authentication, wave atom 
transform, watermarking. 

1 Introduction 

With the rapid development and widespread utilization of multimedia technologies, 
digital images have been widely transmitted and manipulated. Perceptual image 
authentication technologies thus become more and more important which can prevent 
image forgery and unauthorized utilization. Recently, many perceptual image hashing 
schemes have been proposed [1-10] for perceptual image authentication. The main idea 
is to construct a hash by extracting image characteristics of human perception, then use 
the generated hash to authenticate an image without considering the various variables 
or formats of this image. These image hashing schemes are based on the content of 
images upon human perception, thus possess great robustness against common image 
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processing manipulations, such as JPEG compression and low-pass filtering. Moreover 
they also own great fragility against malicious manipulations, for example cut-and-
paste and adding object operations. However, these approaches need other side 
information to authenticate images, such as the original images or at least the hashes of 
original images. Fortunately, semi-fragile watermarking schemes [11-17] can also 
provide content-based image authentication even without side information by 
imperceptibly embedding secret information into host images. By extracting the secret 
digital data, the authenticity of images can be protected. However, these approaches 
usually focus more on some specific aspect of robustness when applied to perceptual 
image authentication, for example the robustness against JPEG compression. The 
robustness of some other common content-preserving image processing manipulations, 
such as filtering, scaling and contrast adjustment, is not considered or tested [11-17]. 
Thus, these approaches could not always satisfy the robustness requirements of 
different content-preserving manipulations simultaneously. 

In order to avoid extra information storage and simultaneously achieve a global 
robustness against common image processing manipulations, this paper presents a 
memoryless hash-based perceptual image authentication algorithm using joint hashing 
and watermarking method based on wave atom transform [18]. According to previous 
research [19], compared with some traditional transforms such as DWT and DCT, 
wave atom transform is adopted for the generation of image hash owing to its sparser 
expansion and better characteristics of texture feature extraction, which can show 
better performance in both robustness and fragility and achieve a higher perceptual 
image authentication accuracy. A public signature or logo of verified organizations 
can then be masked by the unique hash code extracted from each image itself and 
finally embedded into the image. In addition, to increase the perceptual authentication 
accuracy, BCH (15, 5) error-correcting code is also applied to the masked logo. 
Moreover, Rényi chaotic map is employed, combining with wave atom transform to 
ensure the security of proposed algorithm. The experimental results have 
demonstrated that the proposed scheme has shown great performance in perceptual 
image authentication without side information. It is robust against common content-
preserving manipulations and also has the ability to detect the malicious tampering. 
Moreover, the image cannot be forged since each image has a unique watermark 
which is masked by its own hash adaptively. 

The rest of paper is organized as follows. Section 2 gives a brief introduction about 
wave atom transform and the proposed algorithm is explained in Section 3. 
Experimental results are shown in Section 4, whereas the conclusion is given in 
Section 5. 

2 Wave Atom Transform 

Let ߰௠,௡௝ ሺݔሻ  represent a 1D wave packet, where  ݆, ݉ ൒ 0,  and  ݊ א ܼ, centered 
around ݔ௝,௡ ൌ 2ି௝݊ in space and േݓ௝,௠ ൌ  േ2ߨ௝݉ in frequency, with ܥଵ2௝ ൑ ݉ ൑ ܥଶ2௝, where ܥଵ and ܥଶ are two positive constants. The basis function can be defined 
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as the following, when combining dyadic scaled and translated versions of ෠߰௠଴  in 
frequency domain: ߰௠,௡௝ ሺݔሻ ൌ ߰௠௝ ሺݔ െ 2ି௝݊ሻ ൌ 2௝/ଶ߰௠଴ ሺ2௝ݔ െ ݊ሻ (1)

where ߰௠଴ ሺݓሻ ൌ ݁ି௜௪/ଶሾ݁௜ఈ೘݃ሺ߳௠ሺݓ െ ሺ݉ߨ ൅ 1/2ሻሻ ൅ ݁ି௜ఈ೘݃ሺ߳௠ାଵሺݓ ൅ ሺ݉ߨ ൅ 1/2ሻሻሻ 
  (2) 

with ߙ௠ ൌ ߨ 2⁄ ሺ݉ ൅ 1 2⁄ ሻ , ߳௠ ൌ ሺെ1ሻ௠  and ݃  a real-value compactly-support ܥஶ bump function such that ∑ |߰௠଴ ሺݓሻ|௠ ଶ ൌ 1. 
For each wave ݓ௝,௠ at scale 2ି௝, the coefficient ௝ܿ,௠,௡ is treated as a decimated 

convolution, 

௝ܿ,௠,௡ ൌ න ߰௠௝ ሺݔ െ 2ି௝݊ሻݑሺݔሻ݀ݔ ൌ ߨ12 න ݁௜ଶషೕ௡௪ ෠߰௠ఫ ሺݓሻതതതതതതതതതݑොሺݓሻ݀(3) ݓ

By discretizing the sample u at ݔ௞ ൌ ݄݇, ݄ ൌ 1 ܰ⁄ , ݇ ൌ 1, ڮ ܰ,  the discrete 
coefficients ௝ܿ,௠,௡஽  are calculated by utilizing a reduced inverse FFT inside an interval 
of size 2௝ାଵߨ, centered around the origin:  

 ௝ܿ,௠,௡஽ ൌ  ∑ ݁௜ଶషೕ௡௞௞ୀଶగ൫ିଶೕ ଶ⁄ ାଵ:ଵ:ଶೕ ଶ⁄ ൯ ൈ ∑ ෠߰௠ఫ ሺ݇ ൅ 2ఫ݌ሻതതതതതതതതതതതതതതതതത௣אଶగ௓ ොሺ݇ݑ ൅ 2௝݌ሻ (4) 

By individually utilizing products of 1D wave packets, 2D orthonormal basis 
functions with four bumps are formed in frequency plane. 2D wave atoms are indexed 
using ߤ ൌ ሺ݆, ,࢓ ሻ࢔ ൌ ሺ݆, ݉ଵ, ݉ଶ, ݊ଵ, ݊ଶሻ and the basis function is modified as 

  ߮ఓାሺݔଵ, ଶሻݔ ൌ  ߰௠భ௝ ሺݔଵ െ 2ି௝݊ଵሻ߰௠మ௝ ሺݔଶ െ  2ି௝݊ଶሻ (5) 

A dual orthonormal basis can be established from Hilbert-transformed wavelet 
packets as 

 ߮ఓି ሺݔଵ, ଶሻݔ ൌ ௠భ௝߰ܪ  ሺݔଵ െ 2ି௝݊ଵሻ߰ܪ௠మ௝ ሺݔଶ െ  2ି௝݊ଶሻ  (6) 

By combining Equation (5) and Equation (6), basis functions with two bumps are 
provided in frequency domain, and directional wave packets oscillate in one single 
direction: 

  ߮௨ሺଵሻ ൌ ൫߮ఓା ൅  ߮ఓି ൯/2,     ߮௨ሺଶሻ ൌ ൫߮ఓା െ ߮ఓି ൯/2    (7) ߮௨ሺଵሻand ߮௨ሺଶሻ are jointly denoted as ߮௨ and form the wave atoms frame. The wave 
atoms algorithm is based on the apparent generalization of the one dimension 
wrapping strategy to two dimensions. 
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3 Proposed Algorithm 

In this paper, an image hashing scheme is proposed to generate image hash codes 
which are employed to mask the public signature or logo of verified organizations. To 
increase the accuracy of perceptual image authentication, BCH (15, 5) error-
correcting code is employed to encode the masked logo and generate a new 
watermark. The watermark is then embedded into the original image using a proposed 
watermarking algorithm. Consequently, the processed images can be perceptually 
authenticated without side information. Fig.1 shows the basic flow diagram of the 
proposed algorithm. The detailed procedures are described below. 

 

Fig. 1. Basic flow diagram of the proposed algorithm 

3.1 Image Hashing 

Fig.2 shows the procedure of hash generation. The original image is decomposed into 
five scale bands after wave atom transform, and coefficients in the third scale band 
are used to generate the hash code according to our previous work [19], which cannot 
be altered significantly unless the image is changed visually. 

 

Fig. 2. Hash generation procedure 

Let ܥሺ݆, ,࢓ ሻ࢔  represent the coefficients, where j is the scale, and ࢓ ൌሺ݉ଵ, ݉ଶሻ, ࢔ ൌ ሺ ݊ଵ, ݊ଶሻ indicate the phase. Assign an index ݅ for each block of phase 
m in the third scale band and denote ܷܵܯ௜ as the summation of the ݅-th block. For all 
non-empty blocks, ܷܵܯ௜ is computed as follows: 

∑=௜ܯܷܵ  ,ሺ݆ܥ ,௜࢓ ௞ሻሺ௟భ,௟మሻ௞ୀሺଵ,ଵሻ࢔  (8) 

where ݈ଵ ܽ݊݀ ݈ଶ is the length and width of the block respectively. To make sure the 
hash code cannot reveal the information of the original mutual relationship of wave 
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atom blocks, a randomization governed by secret key K1 is applied to ܷܵܯ௜ based on 
Rényi chaotic map [20] to generate a new sequence ܷܵܯ௜ ᇱ. Denote the total number 
of non-empty blocks as ݐ. The new summation difference between each two blocks is 
used to generate one hash bit. The i-th bit of the hash is expressed by  

 ݄ሺ௜ሻ ൌ ൜1, ௜ܯܷܵ ݂݅ ᇱ ൐ ,௜ାଵᇱ0ܯܷܵ  (9)                    ݁ݏ݅ݓݎ݄݁ݐܱ

where ݅ א ሾ1, ڮ , ݐ െ 1ሿ. 
3.2 Masking 

The masked logo is generated by XORing corresponding hash with the public logo. 
Here, to increase the accuracy of the propose algorithm and protect the masked logo, 
BCH (15, 5) error correction code [21] is employed to encode the masked logo and 
generate a new watermark wc. BCH codes have the ability to correct some error bits 
which might be introduced by image processing manipulations, hence ensure the 
robustness of the proposed algorithm. 

3.3 Image Watermarking 

In this paper, a wave atom based watermarking scheme is proposed and described as 
follows. 

1. Divide the original image ܫ of size NൈN to four descriptions, I1, I2, I3 and I4 as 
follows: ܫଵሺ݌, ሻݍ ൌ ,݌ሺܫ ݍ2 െ 1ሻ ܫଶሺ݌, ሻݍ ൌ ,݌ሺܫ ,݌ଷሺܫ ሻݍ2 ሻݍ ൌ ሺܰ/2ܫ ൅ ,݌ ݍ2 െ 1ሻ  ܫସሺ݌, ሻݍ ൌ ሺܰ/2ܫ ൅ ,݌  ሻݍ2

where p = 1,2, . . . , N /2 and q = 1, 2, . . . ,N/2. 
2. Apply wave atom transform to each description, and four coefficient sets S1, S2, 

S3 and S4 can be obtained respectively. The fourth scale band is employed to embed 
the watermark.  

3. For sets S1, S2, S3 and S4, the fourth scale band coefficients ܥ௨ whose absolute 
values are smaller than a threshold r are selected to be modified, where ݑ ൌ ሺ݆, ,࢓  ሻ࢔
of integer-valued quantities indexes a point (ݔ௨, ߱௨) in phase space and r is used to 
determine the number of coefficients for embedded the watermark. 

4. S1 and S2 are used to embed the first half of watermark which contains p/2 bits, 
while S3 and S4 are used to embed the other half. In the fourth scale band of wave 
atom tiling, each pair of the two corresponding blocks chosen from the odd 
description (S1 or S3) and even description (S2 or S4) is used to embed a one bit value, 
where the phase of these two blocks is the same. If the bit value of wc is one, certain 
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coefficients within the selected block in the odd description will be increased by the 
parameters ߙa and ߙb, while the corresponding ones in the even description will be 
decreased by ߙc and ߙd. In contrast, if the bit value is zero, certain coefficients within 
the selected block in the odd description will be decreased by ߙc and ߙd, while the 
ones in the even description will be increased by the parameters ߙa and ߙb. The 
coefficients are modified as follows: 

For all non-empty blocks in S1 and S2, 
For i=1: p/2 

        IF ݓ௜  = bit 1 

In S1, 

IF abs(Cu) > ܥ ߜ௨ ൌ ௨ܥ ൈ  aߙ
ELSE ܥ௨ ൌ ௨ܥ ൈ  bߙ

In S2, 

IF abs(Cu) > ܥ ߜ௨ ൌ ௨ܥ ൈ  cߙ

ELSE ܥ௨ ൌ ௨ܥ ൈ  dߙ

         ELSE 

In S2, 

IF abs(Cu) > ܥ ߜ௨ ൌ ௨ܥ ൈ  aߙ

ELSE ܥ௨ ൌ ௨ܥ ൈ  bߙ

In S1, 

IF abs(Cu) > ܥ ߜ௨ ൌ ௨ܥ ൈ  cߙ

ELSE ܥ௨ ൌ ௨ܥ ൈ  dߙ
 
where abs(.) is the absolute value of (.), ݑ ൌ ሺ݆, ,࢓  is the embedding threshold which are  ߜ d are strength factors andߙ c andߙ ,bߙ ,aߙ ,ሻ of integer-valued quantities࢔
introduced to control robustness and image quality. 

Similarly, coefficients in S3 and S4 are modified in the same way. For this case, S1 
and S2 are replaced by S3 and S4 respectively. Thus, the altered wave atom coefficient 
sets  ଵܵ′ , ܵଶ′ , ܵଷ′  and ܵସ′  are obtained. 

6. Apply inverse wave atom transform to the modified coefficient sets  ଵܵ′ , ܵଶ′ , ܵଷ′  
and ܵସ′  and construct the four new descriptions. 

7. Recover the watermarked image ܫᇱ by these descriptions. 
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Thus the watermark can be easily extracted by comparing the mean values of these 
blocks between the odd and even descriptions at the relative position. If the mean 
value is larger in the block of odd description instead of the even description, the 
extracted watermark bit will be chosen as “1”, otherwise it will be as “0”.  

4 Experimental Results 

In order to test the performance of proposed algorithm, 100 original images of size 
512 × 512 are tested. The proposed algorithm is implemented in MATLAB on a PC 
with an Intel (R) Core (TM) i7 (2.80GHz) CPU (4G RAM). 

Using the method described in Section 3 based on the same secret key and the 
same system parameters, the watermark and corresponding hash code can be 
extracted from received image. After XOR the watermark with the hash code, 
recovered logo can be obtained. By comparing it with the public logo in terms of 
normalized hamming distance (NHD), perceptual image authentication can be 
completed. Suppose that L denotes the length of the logo, NHD between the 
recovered logo ݏԢ and the public logo s is calculated as follows: 

 ݀ሺܪ, ᇱሻܪ ൌ 1 ⁄ܮ ∑ ሻݐԢሺݏ| െ ሻ|௅௧ୀଵݐሺݏ  (10) 

Consequently, NHD is supposed to approach zero for authentic images and 0.5 for 
perceptually different images. Here a discriminative threshold ߠ  is defined to 
authenticate the received image. If d is larger than ߠ, the received image cannot be 
authenticated. Otherwise the received image will be authenticated.  

In this section, some common non-malicious image processing manipulations with 
different parameters, which do not change the images perceptually, and some 
malicious attacks which do change the images are applied. The averaged NHD are 
computed using the extracted logos and the public logo based on 100 original images 
in Table 1.  

Since the extracted logos depend both on the extracted watermarks and extracted 
hashes, the imperception of watermarking scheme and the stability of proposed hash 
scheme are both important. In this paper, the values of parameters αa, αb, αc, αd, r and 
δ are tested and chosen as 1.6, 2.1, 0.8, 0.6, 60 and 19 respectively for the best 
performance of watermarked images. Fig.3 shows two examples of the original 
images and their corresponding watermarked ones, which can demonstrate that the 
proposed watermarking method has little impact on the original images and is highly 
imperceptible. The hashing method is also expected to be robust against non-
malicious manipulations, and at the meantime, be fragile enough to detect malicious 
tampering. Here the averaged NHD between hashes extracted from original images 
and the processed images are calculated to show the performance of proposed hash 
scheme in Table 1.  

From Table 1, it can be observed that the values of NHD under different content-
preserving manipulations based on hash method only are small for all cases, while the 
NHD is much larger under malicious attacks. It is also evident that NHD between the 
public logo and the logo recovered from non-maliciously processed images are 
relatively small, while the distances between the public logo and the logo recovered 
from maliciously processed images are quite high for all cases.  
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These indicate that the proposed scheme possesses high global robustness against 
all these common non-maliciously content-preserved manipulations described in 
Table 1, and is also fragile enough to detect the malicious attacks. It is also expected 
the NHDs based on logo are a little larger than NHD based on hash. Since the 
extracted logo is also influenced by the proposed watermarking scheme. Choosing the 
threshold as 0.1, the proposed scheme can distinguish malicious attacks from non-
malicious attacks without any other information, and the accuracy of proposed 
perceptual image authentication scheme is up to 92%, which indicates that the 
proposed scheme can provide perceptual image authentication successfully without 
other information. 

Table 1. Results against different manipulations based on Averaged Normalized Hamming 
Distance(NHD) of 100 images 

Attacks 
System 

Parameter 
NHD 

based on Hash 
NHD 

based on Logo 

JPEG (quality factor) 

25 0.0163 0.0953 

50 0.0099 0.0393 

85 0.0054 0.0140 

Gaussian Noise (variance) 
5 0.0241 0.0331 

10 0.0449 0.0651 

Salt and Pepper Noises 
Addition (density) 

0.01 0.0517 0.0871 

0.03 0.0663 0.0961 

Gaussian Low Pass Filter 
(standard variance, 

window) 

0.5,1 0.0040 0.0087 

1.5,1 0.0117 0.0163 

0.5,3 0.0117 0.0163 

0.5,5 0.0277 0.0400 

Contrast Change 

10% 0.0167 0.0243 

20% 0.0044 0.0093 

-10% 0.0043 0.0090 

-20% 0.0040 0.0087 

Laplacian Sharpening 
(operator) 

0.1 0.0073 0.0117 

0.3 0.0074 0.0120 

0.6 0.0074 0.0120 

Cropping 10% 0.0101 0.0176 

Histogram Equalization  0.0904 0.0927 

 

Malicious Cut-and-Paste 
Attack 

4% 0.182 0.1863 

Malicious Adding Object 
Attack 

 0.1800 0.1800 



 Me

 

 

(a) The or

Fig. 3. Examples of o
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demonstrated that the pro
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Abstract. The proliferation of digital data, and their distribution
over different kinds of communication channels are making the copyright
protection a very important issue in the digital world. Watermarking
techniques and visual cryptographic schemes have been recently used in
different approaches for the copyright protection of digital images. Water-
marking is generally used to embed “secret” information into an original
image, with different purposes and different features, usually as a means
to assess the ownership of the modified image. Visual cryptography refers
to a way to decompose a secret image into shares and distribute them to
a number of participants, so that only legitimate subsets of participants
can reconstruct the original image by combining their shares.

The combination of both techniques can provide some important
solutions for tampering verification and the resolution of disputes on
the ownership of a given image, as provided by several proposals ap-
peared in literature. In this work we try to provide a general model for
the watermarking schemes obtained from the combination with visual
cryptography. Furthermore we discuss some possible extensions of the
combined approach taking into account different visual cryptographic
schemes where multiple participants are involved and their possible ap-
plications in new scenarios.

1 Introduction

Copyright protection is a very important issue in our digital society, where a
very large amount of multimedia data are daily generated and distributed using
different kinds of consumer electronic devices and very popular communication
channels, such as the Web and the social networks. The ever more and more
growing integration of computer and communication technologies is posing new
challenges to security and copyright management for digital materials, that can
be transmitted and exchanged in a very easy way, exploiting an enormous set of
platforms and devices.

From one side, the increased facilities for the production of digital information
have lowered the costs and made image processing and distribution possible
for all users. On the other side, there are enormous difficulties to protect the
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intellectual property rights and to control the diffusion of source multimedia
data. This is due to the nature of digital information, which is very easy to
duplicate in an indistinguishable way from the original, or to tamper modifying
the data and producing a new “original” product.

A solution to some of the problems related to the copyright protection and
tampering verification of multimedia data can be provided by the adoption of a
digital watermarking technique. Commonly, a digital watermark contains some
extra information that can be inserted into the original data in usually a im-
perceptible, to avoid distortion of the image, and robust, to contrast removal
attempts, way. An illegitimate copy can be recognized by testing the presence of
a valid watermark and a dispute on the ownership of the image resolved. Different
kinds of watermarking techniques, providing different features and characteris-
tics have been presented in literature [7].

The cryptographic technique for the visual sharing of secret images, denoted
as visual cryptography (VC) or Visual Secret Sharing (VSS) has been firstly pro-
posed by Naor and Shamir in 1994 [14]. Visual cryptography enables distributing
sensitive visual materials to involved participants to the scheme, through public
communication channels, as the produced random looking shares do not reveal
any information if they are not combined as prescribed. Indeed, only qualified
sets of participants are able to reconstruct the image by simply stacking together
the shares they own. The attractiveness of this paradigm consists in the fact that
the reconstruction phase does not require any computation, but it is performed
directly by the human visual system.

Deviating a little bit from the main goal of the original schemes, visual cryp-
tography has been exploited in many applications as a means to protect a secret
image. Considering a (2, 2) VC scheme, where the original image is shared into
two random looking shares, it is possible to freely distribute one of the shares,
while the other can be used as a key, that is necessary to reconstruct the original
image and can be provided only to a legitimate user. More in general, in a (n, n)
VC scheme, where all the shares are needed to reconstruct the original image, it
is possible to hide one share from the other participants in order to protect the
visually shared secret. In this sense, the hidden share can be seen as a key for the
“decryption” of the protected image. Under this perspective, VC has been con-
sidered as a natural way to achieve the protection of the watermark in combined
schemes, where one of the share is needed to correctly reconstruct the embedded
watermark, and in this case resolve any dispute on the image ownership.

In literature different schemes combining watermarking techniques with visual
cryptography schemes have been presented. Usually, in such schemes, a visual
cryptography scheme is used to process the watermark and obtain one or multiple
shares; the shares are then merged with the host image in order to produce
a watermarked image that can be freely distributed. The presented schemes
consider both black & white images and color images, and can be classified on
the basis of the watermarking technique used to encode the original image and
of the visual cryptographic scheme needed to process the watermark.
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In this paper we try to provide a general model in which most of the pro-
posed watermarking systems based on the combination with visual cryptographic
schemes can be classified. Furthermore, we show how it is possible to extend the
proposed model to consider other forms of visual cryptographic scheme, includ-
ing larger number of participants. For (2, n) and (k, n) VC schemes we devise a
possible utilization and new application scenarios. In the next section we briefly
introduce the basic notions related to watermarking and visual cryptography. In
section 3 we describe the general model we propose for the description of water-
marking scheme based on visual cryptography, and its extension discussing some
possible novel application scenarios. Some final considerations are contained in
section 5.

2 Basic Notions

In this section we survey the main features of watermarking techniques and VC
schemes with the aim to provide an introductory explanation of both techniques.
The survey is not intended to provide a complete description of all the features
of these two research fields, since a large number of books (see for example
[22,5]) and several hundreds of papers have been published in the recent years.
Interested readers can look to some interesting surveys appeared on those topics
[3,7].

2.1 Visual Cryptography

Visual cryptography schemes allow the encoding of a secret image, consisting
of black or white pixels, into n shares which are distributed to a set of n par-
ticipants. The secret pixels are shared with techniques based on the intelligent
subdivision of each secret pixel into a certain number subpixels. Each share is
then composed of black and white subpixels, which are printed in close prox-
imity to each other, so that the human visual system averages their individual
black/white contributions. White color means transparent, so that the superpo-
sition of white pixels, let the color of the pixel contained in the other shares pass
through.

The shares are such that only qualified subsets of participants can “visually”
recover the secret image, but other subsets of participants, called forbidden sets,
cannot gain any information about the secret image by examining their shares.
The shares can be conveniently represented with an n×m matrix S where each
row represents one share, i.e., m subpixels, and each element is either 0, for a
white subpixel, or 1 for a black subpixel. A matrix representing the shares is
called distribution matrix.

To reconstruct the secret image a group of participants stacks together their
shares. The grey level of the combined share, obtained by stacking the trans-
parencies i1, . . . , is, is proportional to the Hamming weight w(V ) of the m-vector
V = OR(ri1 , . . . , ris), where ri1 , . . . , ris are the rows of S associated with the
transparencies we stack. This grey level is interpreted by the visual system of



438 S. Cimato, J.C.-N. Yang, and C.-C. Wu

the users as black or as white in according with some rule of contrast. Since each
secret pixel is represented by m pixels in the shares, the reconstructed image
will be bigger than the original (depending on m and on the actual positions of
the pixels, the image can also be distorted; a perfect square is a good choice for
m because it avoids distortion).

Two parameters are very important for visual cryptography schemes: The
pixel expansion, corresponding to the number of subpixels contained in each
share (transparency) and the contrast, which measures the “difference” between
a black and a white pixel in the reconstructed image. In general, a scheme is
characterized by other parameters: the number of participants n, the threshold
k that determines whether a set of participants is qualified to reconstruct the
image, the contrast thresholds � and h, which determine whether a reconstructed
pixel is considered white or black.

This cryptographic paradigm was introduced by Naor and Shamir [14]. They
analyzed the case of (k, n)-threshold visual cryptography schemes, in which a
black and white secret image is visible if and only if at least k transparencies
among n are stacked together. The model by Naor and Shamir has been ex-
tended in [2] to general access structures (an access structure is a specification
of all qualified and forbidden subsets of participants), where general techniques
to construct visual cryptography schemes for any access structure have been
proposed.

In order to provide shares to the participants the dealer chooses uniformly
at random a distribution matrix from a collection of matrices C1, if the secret
pixel is black, or from a collection of matrices C0, if the secret pixel is white. Let
report here the formal definition of a deterministic VCS:

Let (ΓQual, ΓForb) be an access structure on a set of n participants. Two col-
lections (multisets) of n × m boolean matrices C′ and C∞ constitute a visual
cryptography scheme (ΓQual, ΓForb,m)-VCS if there exist the integers � and h,
� < h, such that:

1. Any (qualified) set Q = {i1, i2, . . . , ip} ∈ ΓQual can recover the shared image
by stacking their transparencies. Formally, for any S ∈ C′, the “or” V of
rows i1, i2, . . . , ip satisfies w(V ) ≤ �; whereas, for any S ∈ C∞ it results that
w(V ) ≥ h.

2. Any (forbidden) set X = {i1, i2, . . . , ip} ∈ ΓForb has no information on the
shared image. Formally, the two collections of p×m matrices Dt, with t ∈
{0, 1}, obtained by restricting each n×m matrix in CX to rows i1, i2, . . . , ip
are indistinguishable in the sense that they contain the same matrices with
the same frequencies.

In many schemes, the collection C0 (resp. C1) consists of all the matrices that can
be obtained by permuting all the columns of a matrix M0 (resp. M1). For such
schemes, the matrices M0 and M1 are called the base matrices of the scheme.
Base matrices constitute an efficient representation of the scheme. Indeed, the
dealer has to store only the base matrices and in order to randomly choose a
matrix from CX he has to randomly choose a permutation of the columns of the
basis matrix MX .
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The basis matrices M0 and M1 in the (2, 2)-VC scheme are:

M0 =

[
0 1
0 1

]
M1 =

[
1 0
0 1

]
.

Naor and Shamir’s Basic (2,2) VC Scheme. The basic idea of (2, 2) Naor
and Shamir’s encoding scheme is depicted in figure 1. The scheme encodes each
single pixel p of a binary image into two shares S1 and S2 . If p is white, the dealer
randomly can choose one of the first two rows of the table in Figure 1 to build S1

and S2. If p is black, the dealer randomly chooses one of the last two rows of the
table. The probabilities of the two encoding cases are the same, independently
of whether the original pixel is black or white. Thus, an adversary looking at
a single share has no information about the original value of p. When the two
shares are stacked together, if p is black, two black sub-pixels will appear, while,
if p is white, one black sub-pixel and one white sub-pixel will appear as reported
in the rightmost column of the table. The human visual system will distinguish
whether p is black or white. due to the contrast between the two reconstructed
pixels, even if instead of a really white color, the color of the merged subpixel
wil be gray.

Fig. 1. Basic (2,2) VC scheme with 2 subpixels

As already discussed and showed in the table, for each pixel, two pixels will be
associated in the reconstruction, i.e. the pixel expansion of the scheme is 2. This
can cause a stretching of the original image and cause a distortion. To maintain
the aspect ratio of the original secret image a larger pixel expansion can be
selected, associating to each pixel of the secret image a block composed of 4(=
2× 2) subpixels, as reported in Figure 2. The encoding and decoding procedure
are the same as considered in the case before. More correctly, considering the base
matrices M0 and M1 reported at the end of the previous section, it is possible
to note that the collections C0 and C1 will be composed of all the permutations
of the columns of those base matrices.

As can be noted in the columns of the table, reporting the stacked result,
the reconstructed pixel r = S1 ⊕ S2 may contain two white and two black sub-
pixels if p is white, or all four black sub-pixels when p is black. When all pixels
in p are encoded in this way, and each time an independent selection is made
for encoding each pixel p, the encoded shares S1 and S2 are indeed random
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Fig. 2. Basic (2,2) VC scheme with four subpixels

pictures, containing no information on the original image. When S1 and S2

are superimposed, all of the four sub-pixels are black in the reconstructed blocks
corresponding to each black pixel p, while two sub-pixels are white and the other
two are black corresponding to each white pixel. Based on the contrast obtained,
the human visual system can distinguish between white and black pixels in p
from S1 ⊕ S2. In some cases, the OR operation is substituted with the XOR
operation obtaining some improvement in the reconstruction of the image. The
price paid is that the reconstruction is no more performed by the human visual
system, but some computation is needed to perform the XOR of the shares.

2.2 Watermarking

Digital watermarks are typically used as a method for the protection of intel-
lectual property rights (IPR). Watermarks are digital codes embedded in the
original data usually containing different kinds of information about the owner
or the creator and/or the destination of the data. In the most simple case, a wa-
termark is composed of another image or logo which can be directly related to
the owner of the image; the relationship between the watermark and the owner
can be assessed by storing the watermark at a Trusted Authority (TA) which
can intervene in case of dispute.

To prevent attacks, the marks should be robust enough to avoid the intentional
or accidental removal and should not introduce disturbing effect on the original
data. On the other side in many cases only the selected receiver should be enabled
to detect and manipulate the embedded watermark. So the usual application of
watermarks is to detect copyright infringements and to be used as a proof in case
of dispute between the owner or the legitimate destination and the malicious
user. If a suspected image is examined and the embedded watermark detected,
then a follow-up action can be started against the illegitimate use of the image.
A typical scenario, is the one where the image creator makes its own images



Visual Cryptography Based Watermarking: Definition and Meaning 441

on-line available, but to avoid misuse or false ownership attribution, he embeds
inside the images a watermark; in this case everyone can download the image,
but in case of dispute, only the owner will be able to show the presence of the
watermark inside the disputed image and claim its ownership.

Watermarking techniques have also been used for other goals, such as data au-
thentication, data monitoring and tracking. In the first case a fragile watermark
is embedded into the original data, so that any manipulation occurred during
the data transmission can be detected; indeed a fragile watermark has the char-
acteristic of being very sensible to slight modification of the embedding image.
In the second case, watermarks are used by monitoring systems to automatically
detect the owners of broadcast data and pay the due royalties to them.

Indeed watermarking techniques include several trade-off and conflicting re-
quirements. As an example, security of the watermark is related to the imper-
ceptibility of the embedding procedure but at the same time they should be
robust enough in order to be detected by the detection algorithm and resist to
several kinds of attacks, ranging from geometric manipulation till compression
and distortions.

Requirements. Digital watermarking schemes are typically based on two
phases, the embedding phase where the data of the watermark are merged with
the data of the original image, and the extracting phase, where a watermarked
image is examined and the inverse procedure is applied to retrieve the water-
mark. These are the basic requirements that a watermarking scheme should
have:

1. Imperceptibility or Transparency. The watermark should be perceptually
invisible and when embedded should not introduce too much distortion into
the original image.

2. Robustness. The embedded watermark should be extractable and identifiable
after that various intentional or occasional attacks are performed. These
include both common signal processing operations and geometric distortions,
such as blurring, JPEG compression, noising, sharpening, scaling, rotation,
cropping, and so on. The watermark should resist against intentional attacks
to remove it as well as occasionally introduced noise.

3. Security. Only the legitimate owner should be able to extract and modify
the embedded watermark. The security should depend only on keeping the
key secret, while the watermarking algorithm should be public.

4. Blindness. The original image is not needed to verify the existence and/or
extract the watermark in the test image. In this case, the copyright owner is
not required to utilize extra disk space to store original images. The blindness
property is very useful in practical schemes.

5. Multiple watermarking. Sometimes the possibility of inserting multiple water-
marks inside the original data is requested in order to trace the distribution
of digital images. However, the possibility of crossing a latter watermark over
a front watermark should be avoided and in general multiple watermarking
schemes are complex and try to overcome this weakness.



442 S. Cimato, J.C.-N. Yang, and C.-C. Wu

6. Unambiguity. The embedded watermark should be verifiable without am-
biguity and the ownership of the image correctly and unambiguously de-
termined. The problem of confusing the ownership by simply appending an
illegal watermark to the watermarked image, and the consequent possibil-
ity to have multiple claims of ownership (also called the deadlock problem,
counterfeit attack, or invertibility attack) has been analyzed in [6].

To evaluate the robustness of the watermarks usually some very well known at-
tack libraries are used as benchmarks: StirMark, unZign and Checkmark[16,15,1].
The Stirmark library [16] includes several attacks, such as compression, geomet-
ric transformations, processing for signal enhancement, and noise addition. The
unZign benchmark [1] introduces local pixel jittering and is very efficient in attack-
ing spatial domain watermarking techniques including estimation based attacks
by considering prior information about the watermark. Checkmark benchmark li-
brary [15] includes new removal attacks, such as, maximum likelihood estimation
attacks, maximum a posteriori (MAP) based attack, de-noising assuming low pass
watermark, and other new geometric attacks. Generally, watermarking schemes
are considered robust if they can survive attacks contained in the library.

3 Watermarking and Visual Cryptography

In watermarking schemes, usually the produced watermark is directly embed-
ded into the image to be protected, in order to prevent abuses and illegitimate
distribution of the image. When a visual cryptographic scheme is used in com-
bination, usually the watermark is given as input to the VC scheme, obtaining
a number of shares. One of the share is then used as watermark and given in
input to the embedding phase of the watermarking algorithm, while the other
ones will be stored and protected.

The typical scenario considered in combined watermarking VC based scheme
includes a number of actors:

- the owner of the image who wants to mark its own image and prevent non
authorized use of the image;

- a trusted authority (TA) who participates to the scheme and whose inter-
vention can be requested to arbitrate the ownership of the image if a dispute
occurs;

- finally, the adversary who wants to alter the image and/or its watermark
and use it, cheating about the ownership of a stolen image.

3.1 Watermarking with (2,2) VC Scheme

Most of the schemes combining watermarking with visual cryptography are based
on the use of a (2, 2) VC scheme. As mentioned in [14], such VC schemes can
be thought of as a private key cryptosystem. Indeed, the secret printed message
is encoded into two random looking shares: one of the two shares can be freely
distributed and used as a cipher-text, whereas the other share serves as the
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Fig. 3. Embedding phase for watermarking combined with a (2, 2) VC scheme

secret key. The original image is reconstructed by stacking together the two
transparencies. This system recalls the one-time pad, as each page of ciphertext
is decoded by using a different transparency. In combined watermarking schemes,
the input image to the VC scheme is the watermark.

In figures 3 and 4 the embedding and the extraction phases of such kind of com-
bined watermarking techniques are depicted. The owner of the image I, gives in
input the watermarkW to one of the variants of the (2, 2) VC scheme previously
described in order to obtain two watermarksW1 andW2, which appear as random
images. One of the shares, W1 is then used as a key such that only the legitimate
extractor can reconstruct the watermark and show it to a third party; in some
casesW1 is registered to a TA who can then resolve a dispute on the ownership of
a claimed image. The second share,W2, is then embedded into the original image,
performing a merging operation that depends on the particular kind of watermark
technique considered. Indeed, the original image I undergoes a processing phase,
where some decomposition or some kind of feature extraction is used. For such
phase, some schemes require the knowledge of a secret key K, needed for exam-
ple to select the locations or the values of the original image which will contain
the watermark bits. At the end of the process, the watermarked imageWI can be
published or distributed for any legitimate use.

In the extraction phase, depicted in figure 4, the process above is inverted.
The owner of the image, wanting to claim the ownership on a suspected image
during a controversy with an adversary, can use the secret key to extract the
needed information from the image WI in order to obtain one the share of the
watermark. At the same time she can use the second shareW1, possibly involving
the TA where the share has been stored, to reconstruct the original watermark.
If the image was belonging to the claiming owner, the watermark W ′ is equal or
similar to the original watermark W and the dispute is resolved.
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Fig. 4. Extraction phase for watermarking combined with a (2, 2) VC scheme

Several schemes respecting the structure above described have been proposed
in literature, each one introducing some variations in the way the VC scheme
is used to generate the shares, or the way that the image is processed and the
watermark embedded into the original image.

3.2 Watermarking with (2,n)-VC Scheme

A possible extension of the previous schemes can be done by considering different
kinds of VC schemes. As depicted in figure 5, by including a (2, n) VC scheme
it is possible to split the watermark in multiple shares. During the embedding
phase, one of the share will be stored by by the image owner. The other shares
will be deposited to different trusted authorities. During the extraction phase,
the owner, in case of dispute will contact one of the involved TA and will run
the extraction phase as previously described in the (2, 2) case.

The advantage of such a solution is that multiple TA can be involved, enhanc-
ing the robustness of the whole scheme and extending the application scenarios.
Indeed, it is possible to observe that the (2, n) scheme can overcome the failure
of a TA, due for example to unreachability reasons or corruption. Furthermore,
such schemes could be easily applied in situations where multiple platform own-
ers act, possibly not collaborating each with the other. Take for example the case
of different social networks operators, usually in competition and not wanting
to share collaborative services. Each social network could expose the watermark
deposit service, so that the user will be able to prevent the unauthorized use
of the image at the different social platforms. This however can require that
the user contacts and deposits the generated shares of the watermark to each
copyright protection service.
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Fig. 5. Embedding phase with a (2, n) VC scheme

3.3 Watermarking with (k,n)-VC Scheme and General Access
Structure

VC schemes can be constructed requiring that at least a number of k shares are
combined together to reconstruct the original image. In some cases, it is possible
to modify the generation algorithm of the shares, in order to construct differ-
ent shares and distribute them to the participants, so that only some particular
subset of the participants to the scheme will be enabled to reconstruct the se-
cret image. In this latter case, qualified subset of participants are organized in
access structures. In both cases, the combined schemes can be easily extended,
by building on the previous proposed model, modifying just the included VC
scheme.

The application scenario for these schemes includes different possibilities. Con-
sidering (k, n) schemes, then at least k actors will be required to collaborate in
order to successfully terminate a dispute resolution procedure. This can amount
to involve k TAs where the generated shares have been deposited during the em-
bedding phase. Again, in this case, the failure of 1 or more TA can be overcame
by the fact at least k active TA should collaborate during the extraction phase.

Consider an image reselling web site, where users can buy professionally pro-
duced image for their scope. In such case the shares can be generated such that
the reselling site, the buyer, and one or more of the TA are involved in the ex-
traction phase. In case of dispute, the user will need the collaboration of the
image reselling site and of the requested number of TAs in order to successfully
complete the extraction phase. In this application scenario, it is the reselling
site which generates the shares and acquire more control on the distribution and
usage of the sold images.
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Fig. 6. Extracting phase with a (2, n) VC scheme

4 Related Works

In literature, many papers combining visual cryptography and watermarking
schemes have been presented. Most of them are instantiation of the model we
presented in the previous section. The papers may differ on the particular tech-
nique used for watermarking or on the processing phase used to extract features
from the image. One of the first attempt to combine visual cryptography and
watermarking embedding procedure has been proposed in [9], where the original
image is processed and some pixels are turned to gray color (with value 247) to
avoid distortion when the watermark is embedded. In [11] the computed share is
embedded choosing some random locations that are selected using a shared se-
cret key as seed for a random generator. A simple variation of the above method
has been presented in [8], where the VC scheme is not directly used, and W2 is
obtained by the application of the XOR operation. Some schemes, such as [13,4],
use a watermark technique based on discrete wavelet transform. The scheme pre-
sented in [10], considers a statistics based method to extract some features from
the image during the embedding phase. In [23], the original image goes through
a processing phase where a numerical analysis technique, i.e. singular value de-
composition (SVD), is used to determine some invariant values in the image, the
singular values which will be included in the master share, The processing phase
for the original image in [21] is based on the gain-shape vector quantization
technique (GSVQ).

Many other papers have been presented, based on simple variations of the
above presented schemes, sometimes giving not enough details about the func-
tionalities of the scheme (see [20,19,18]). In general the question of security of
the proposed watermarking schemes is not always sufficiently addressed. Indeed
many works limit themselves to a simple demonstration of the application of the
scheme on a sample image, without a formal discussion of the security properties.
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5 Conclusion

The combination of watermarking techniques and visual cryptography provides
some interesting solutions to the need of copyright protection for multimedia
data. Usually, the use of VC allows the splitting of the watermark into two or
more shares, one used as a secret symmetric key, and the other ones embedded in
the original image. The schemes provide different solutions according to the par-
ticular watermarking technique used and the particular VC scheme adopted. In
this paper a general model, useful to capture most of the proposed watermarking
techniques based on visual cryptography, has been provided. Furthermore the
extension of the model by including different kinds of VC schemes (other than
(2, 2) VC scheme), useful for different application scenarios has been proposed.
To our knowledge, no watermarking scheme combined with a VC scheme based
on (k, n) or general access structure has been presented yet.

Future research directions in these topics involve the study of combined
schemes under a more formal perspective which can be focused on the study
of the security properties of the proposed model, well defining the threat model
and the security requirements as done for example in [17,12]. Following this re-
search line, it will be possible to move the first steps towards the definition of
standard metrics against with both the robustness, the efficiency and the security
of the watermarking schemes could be evaluated.
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Abstract. Recently, some region incrementing VCSs (RIVCSs) were proposed, 
which can gradually reconstruct secrets in a single image. In RIVCS, the secret 
image is subdivided into multiple secrecy level regions, in such a way that more 
shadows can be used to reveal the more secrecy level regions. The incrementing 
region property provides an attractive feature, which enables progressive 
decoding. However, the secret level regions of all previous RIVCSs are 
disjointed, which any two secrecy level regions do not have the same 
overlapping areas. In this paper, we discuss a (k, n) region-in-region 
incrementing VCS (RiRIVCS). Our (k, n)-RiRIVCS has (n−k+1) secrecy level 
regions, which the next secrecy level region is in the preceding secrecy level 
region. Such region allocations in our RiRIVCS have more areas to hide the 
secret than the non-overlapping regions in the previous RIVCS. 

Keywords: Secret sharing, Visual cryptography, Region incrementing visual 
cryptography. 

1 Introduction 

Visual cryptography scheme (VCS) copes with the visual version of secret sharing 
scheme. A (k, n)-VCS, where k ≤ n, divides a secret image into n shadow images 
(referred to as shadows). One can reconstruct the secret image with any k or more 
shadows; but, one cannot obtain any information of the secret image from fewer than 
k shadows. The appealing property of VCS is the ease of decoding. In VCS, any k 
participants may photocopy their shadows on transparencies and stack them on an 
overhead projector to visually decode the secret. 

The first (k, n)-VCS, invented by Naor and Shamir [1], encrypted a black-and-
white secret by expanding a secret pixel into a collection of m (referred to as the pixel 
expansion) subpixels in each of the n shadows. The sizes of the pixel and the subpixel 
are equal. Hence, the shadow size is m times expanded. Since the visual quality of a 
reconstructed image is degraded by a large pixel expansion, most research papers on 
VCS had been published to enhance the visual quality and reduce the pixel expansion. 
Some of them even have no pixel expansion (m=1) which are known as the 
probabilistic VCS [2-5]. VCSs with specific features, such as sharing multiple secrets, 
cheating prevention, solving misalignment problem, achieving ideal contrast, sharing 
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color image, were proposed [6-14]. Although VCS cannot recover the original image 
without distortion, the simplicity of VCS provides new applications, e.g., visual 
authentication, steganography, and image encryption. More applications of VCS can 
be found in Chapter 12 “Applications of Visual Cryptography” in the book [15]. 

Recently, some region incrementing VCSs (RIVCSs) were proposed [16-18], which 
can gradually reconstruct secrets in a single image. In RIVCS, the secret image is 
subdivided into multiple secrecy level regions, in such a way more shadows can be used 
to reveal the more secrecy level regions. The incrementing region property provides an 
attractive feature, the progressive decoding, in VCS’s applications. In [16], Wang 
proposed a (2, n)-RIVCS, which the i-th secrecy level region iR , 1≤i≤(n−1), can be 

decoded when stacking (i+1) shadows. For example, in (2, 4)-RIVCS, the secret image 
is divided into three regions 1R , 2R , and 3R . When stacking two, three, and four 

shadows, we can decode the 1st, 2nd, and 3rd secrecy level regions, respectively. 
However, in Wang’s (2, n)-RIVCS basis matrices of (2, n)-RIVCSs with n= 3, 4, 5, 
were directly given, but no construction had been studied. Shyu and Jiang [17] 
developed a novel and efficient construction for (2, n)-RIVCS using linear 
programming to reduce the pixel expansion and enhance the contrast. However, both 
Wang’s scheme and Shyu and Jiang’s scheme suffers from the incorrect-color problem, 
which the colors of reconstructed images may be reversed (i.e., the black and white are 
reversed). If the color of text is also the secret information, the incorrect-color problem 
will compromise the secret. In [18], Yang et al. solved the incorrect-color problem, and 
also extended the (2, n)-RIVCS to (k, n)-RIVCS, where k and n can be any integers. The 
formal contrast and security conditions of (k, n)-RIVCS were also formally defined in 
[18]. Meantime, Yang et al.’s (k, n)-RIVCS design the basis matrices, which is easier to 
generate shadows than Shyu and Jiang’s algorithm. 

However, the secret level regions of all previous RIVCSs [16-18] are disjointed, 
which any two secrecy level regions do not have the same overlapping areas. In this 
paper, we discuss a (k, n) region-in-region incrementing VCS (RiRIVCS). Our (k, n)-
RiRIVCS has (n−k+1) regions which 1i iR R+⊃ , 1≤i≤(n−k+1). Since the next region 

1( )iR+  is in the preceding region ( )iR , we may have more areas to hide the secret than 

the non-overlapping regions in the previous RIVCSs.  

2 Related Work 

In this paper, we design the (k, n)-RiRIVCS based on Yang et al.’s (k, n)-RIVCS; as a 
result, we describe the (k, n)-VCS and briefly review Yang et al.’s (k, n)-RIVCS. 

2.1 Naor and Shamir’s (k, n)-VCS 

Naor and Shamir (k, n)-VCS [1] encrypted a secret image by expanding a secret pixel 
into a collection of m subpixels in each of the n shadows. The whiteness is used to 
distinguish the black color from the white color, i.e., “m−h”B“h”W (respectively, 
“m−l”B“l”W) represents a white (respectively, black) secret pixel, where h and l are 
the whiteness of the white color and black color, and 0≤l<h≤m. 
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The collection of subpixels can be represented by an n×m Boolean matrix [ ]ijS s= , 

where the element ijs  represents the j-th subpixel in i-th shadow. Black and white 

subpixels ijs  are represented by a 0 and 1, respectively. Stacking t shadows together, 

the grey-level of each secret pixel (m subpixels) of the stacked result is proportional 

to the 1(OR( , , )) tH i i , where OR(⋅) is an OR-ed (“OR” operation) m-tuples of any 

t rows 1( , , )ti i  of S associated with the shadows we stack, and H(⋅) is the 

Hamming weight (the number of 1’s in the m-tuples) function. 
A (k, n)-VCS consists of two collections of n×m Boolean matrices ( , )

0
k nB  and 

( , )
1

k nB . To share a white (respectively black) pixel, the dealer randomly chooses m 

subpixels in one row of a matrix in the collection ( , )
0

k nC  (respectively, ( , )
1

k nC ). The 

collection ( , )k n
iC  can be obtained by permuting the columns of ( , )k n

iB  in all possible 

ways. Each collection has m! matrices. The (k, n)-VCS is considered valid if matrices 
B0 and B1 satisfy the contrast condition (V-1) and the security condition (V-2). 

 

( )( ) ( )( )

( )( ) ( )( )

( , ) ( , )

1 0

( , ) ( , )

1 0

(V-1) OR | ( ) and OR | ( ) for ,

where 0 .

(V-2) OR | OR |  for ( 1).

≥ − ≤ − =
≤ < ≤

= ≤ −






k n k n

k n k n

H B t m l H B t m h t k

l h m

H B t H B t t k

 

2.2 Yang et al.’s (k, n)-RIVCS 

In Yang’s (k, n)-RiRIVCS, when stacking (i+k−1) shadows, one can decode the i-th 

secrecy level region, where i=1, 2, …, (n−k+1). Let 0
iLK  (respectively, 1

iLK ), 

1≤i≤(n−k+1), be the matrix encoding a white (respectively, black) pixel for the i-th 

secrecy level region, and 0| |iLK  and 1| |iLK  be the number of columns. In [18], 

Yang et al. presented a systematic way to construct two types of (k, n)-RIVCSs: the 
proposed (k, n)-RIVCS (solving the incorrect-color problem) and the modified (k, n)-

RIVCS (reducing the pixel expansion and enhancing the contrast). The matrices 0
iLK  

and 1
iLK , 1≤i≤(n−k+1), should satisfy the following conditions. 

( )( ) ( )( )
( )( ) ( )( )

( )( ) ( )( )

0 1

1 0

1 0

1 0

0

1

(R-1)  | | | |  for 1 1,

OR | OR |  for 1 (proposed scheme),
(R-2)  

OR | OR |  for 1 (modified scheme),

(R-3)  OR | OR | for 2,

(R-4)  

  

= ≤ ≤ − +
> = + −

≠ = + −

= ≤ + −
=





i i

i i

i i

i i

LK LK i n k

H LK t H LK t t i k

H LK t H LK t t i k

H LK t H LK t t i k

LK LK 0 0

2 1
.− += =







 

n k
LK

 

In condition (R-1), the matrices have the same number of columns in order to arrange 
subpixels of all regions in a shadow. Conditions (R-2) and (R-3) are the contrast and 
security conditions. When stacking (i+k−1) shadows, one can reveal the i-th secrecy 
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level region, and cannot decode any secret information for staking less than (i+k−1) 
shadows. The areas where no secret is revealed are noise-like due to condition (R-4). 
The proposed scheme has the contrast condition 

( )( ) ( )( )1 0OR | OR |
i i

H LK t H LK t> , so that it can reveal correct colors for all 

regions. Suppose that the secret image is a bi-level image and the color of image is 
not a secret. The secret information will not be compromised even though the black 
and white colors are reversed. Without the requirement of revealing correct color, the 

contrast condition (R-2) can be modified as ( )( ) ( )( )1 0OR | OR |
i i

H LK t H LK t≠  

to reduce the pixel expansion and enhances the contrast. Construction method for the 
proposed scheme is shown in Construction 1 (one can refer the construction method 
of the modified scheme in [18]). Moreover, Yang et al. also further enhance the 
modified scheme to improve the contrast of the first secrecy level region for k=2. 
 

Construction 1. The white matrices are 0 ( , ) ( 1, ) ( , )
0 0 0

+ =   k n k n n n
iLK B B B , and 

the black matrix is 1 ( 1, ) 0 ( 1, )
1 0

+ − + − = − 
i k n i k n

i iLK B LK B , where 1≤i≤(n−k+1). 

Example 1. Construct Yang et al.’s (2, 4)-RIVCS by using Construction 1. 
The basis matrices of Naor and Shamir’s (2, 4)-VCS, (3, 4)-VCS, and (4, 4)-VCS 
used for constructing (2, 4)-RIVCS, 1≤i≤3, are shown below. 

(2,4) (3,4) (4,4)
1 1 1

(3,4)(2,4)
00

1 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0
0 1 0 0 0 1 0 0 1 1 0 1 0 0 1 1 0 1
0 0 1 0 0 0 1 0 1 1 0 0 1 0 1 0 1 1
0 0 0 1 0 0 0 1 1 1 0 0 0 1 0

 
0 1 1 1 0 01 0 0 0
1 0 1 1 0 01 0 0 0
1 1 0 1 0 01 0 0 0
1 1 1 0 0 01 0 0 0

     
     = = =
         
 

   
   = =
      

B B B

BB
(4,4)
0

1 1 1

0 1 1 1 0 0 0 1
0 1 0 0 1 1 0 1
0 0 1 0 1 0 1 1
0 0 0 1 0 1 1 1

  
  
  

 


 
 =
   

B

       (1)

By using Construction 1, we can derive 0
iLK  and 1

iLK , 1≤i≤3, of the proposed  

(2, 4)-RIVCS with m=14, as shown in Eq. (2). 

(2,4) (3,4) (4,4)0 0 0
1 2 3 0 0 0

(2,4) (2,4)1 0
1 1 1 0

1 0 0 0 0 1 1 1 1 1 1 0 0 0
1 0 0 0 1 0 1 1 1 0 0 1 1 0 ,1 0 0 0 1 1 0 1 0 1 0 1 0 1
1 0 0 0 1 1 1 0 0 0 1 0 1 1

1 0 0 0 0 1 1 1 1 1 1 0 0 0
0 1 0 0 1 0 1 1 1 0 0 1 1 0
0 0 1 0 1 1 0 1 0 1 0 1 0 1
0 0 0 1 1 1 1 0 0 0 1 0 1 1

LK LK LK B B B

LK B LK B

 
       
 


    


= = = =

= − =

 

(3,4) (3,4)1 0
2 1 2 0

(4,4) (4,4)1 0
3 1 3 0

,

1 0 0 0 111 0 1 1 1 0 0 0
0 1 0 0 111 0 1 0 0 1 1 0 ,0 0 1 0 111 0 0 1 0 1 0 1
0 0 0 1 111 0 0 0 1 0 1 1
1 0 0 0 1 1 1 0 0 0 0 1 1 1
0 1 0 0 1 1 0 1 0 0 1 0 1 1 .0 0 1 0 1 0 1 1 0 0 1 1 0 1
0 0 0 1 0 1 1 1 0 0 1 1 1 0

LK B LK B

LK B LK B









 
       
 
 
       
 

= − =

= − =






















    

 (2)
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Obviously, all matrices have 14 columns and 0 0 0
1 2 3LK LK LK= = . Thus, conditions 

(R-1) and (R-4) are satisfied. Every row in all matrices has 7B7W subpixels, and thus 
all three shadows are noise-like. When stacking any two shadows, we have 10B4W in 

0
1LK  and 11B3W in 1

1LK  for the 1st secrecy level region. Meantime, we have 

10B4W in 1
2LK  and 1

3LK  for the 2nd and 3rd secrecy level region. Thus, only 1st 

secret is recovered and its contrast is 1/14 when stacking two shadows. When 
stacking three shadows, we have 11B3W in 1

2LK  and 12B2W in 0
2LK  and thus the 

contrast is 1/14 for 2nd secrecy level region for stacking three shadows. At this time, 
the contrast for 1st secrecy level region is enhanced to 1/7 (13B1W in 1

1LK  and 

11B3W in 0
1LK  for stacking three shadows). When stacking all four shadows we 

have 12B2W in 1
3LK  and 11B3W in 0

3LK , so the contrasts of 3rd secrecy level 

region is 1/14. The contrasts of 1st and 2nd secrecy level regions are further improved 
to 3/14 and 1/7, respectively (14B0W in 1

1LK , 11B3W in 0
1LK , and 13B1W in 

1
2LK , 11B3W in 0

2LK  for stacking four shadows). On the other hand, the modified 

(2, 4)-RIVCS only needs the pixel expansion m=10, and the contrast is enhanced  
(see TABLE 1 in [18]). 

3 Motivation 

The secret level regions of all RIVCSs [16-18] had the disjointed property, which any 
two secrecy level regions do not have the same overlapping areas, i.e., i jR R =∅  

for i≠j. In addition, the whole region R is the union of all sub regions, i.e., 

1 2 1nR R R R −=    for (2, n)-RIVCSs in [16, 17], and 1 2 1n kR R R R − +=    for (k, 

n)-RIVCS in [18]. In this paper, we discuss a (k, n)-RiRIVCS with the (n−k+1) 
secrecy level regions which 1i iR R+⊃ , 1≤i≤(n−k+1), and 1R R⊇ . Since one secrecy 

level region is in another secrecy level region, we may have more areas to reveal the 
secret than the non-overlapping regions in the previous RIVCSs. 

Let the secret in iR  be iS . By stacking (i+k−1) shadows, one can sequentially 

reveal the secret iS , 1≤i≤(n−k+1), in iR . After revealing iS , suppose that the black 

and white areas of iR  are b
iR  and w

iR , respectively, where b w
i i iR R R=  . To allocate 

the secrecy level region 1iR+  in the secrecy level region iR  for our (k, n)-RiRIVCS, 

there are three possible ways arranging 1iR+  in iR : (i) the region 1iR+  is located in 
b
iR , (ii) the region 1iR+  is located in w

iR , and (iii) the region 1iR+  is located in iR . 

However, if 1iR+  is located in iR , the revealed secret 1iS +  may be shown across the 

black and white areas in iR . This will compromise the preceding reconstructed secret 

iS . Therefore, in the proposed (k, n)-RiRIVCS, we only consider the first two 

allocations. Since these two allocations are non-overlapped and independent, we can 
use 1-in- b

i iR R+  and 1-in- w
i iR R+  simultaneously to enhance the areas to hide the secret. 
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Fig. 1(a) is the arrangement of three secrecy level regions of (2, 4)-RIVCS. The 
region allocations of the proposed (2, 4)-RiRIVCS using 1-in- b

i iR R+  and 1-in- w
i iR R+  are 

shown in Fig. 1(b). Since 1R R⊇ , we herein use 1R R=  for our (2, 4)-RiRIVCS.  

 

 
(a)             (b-1)             (b-2)             (b-3) 

Fig. 1. Partition of three secrecy level regions: (a) (2, 4)-RIVCS (b) (2, 4)-RiRIVCS 

4 The Proposed (k, n)-RiRIVCS 

The secrecy level regions in RIVCS are non-overlapping. In this paper, we construct a 
(k, n)-RiRIVCS, which the secrets can be revealed in the preceding secrecy level 
regions. Two types of (k, n)-RiRIVCS are proposed. One is using the region 
allocation of 1-in- b

i iR R+ , and the other is using 1-in- w
i iR R+ .  

4.1 (k, n)-RiRIVCS Using 1+ -in- b
i iR R   

When using the allocation 1-in- b
i iR R+ , the (i+1)-th secrecy level region 1iR+  is located 

within the region b
iR . The black area in iR  is the background color for the secret 1iS +  

(note: the secret image is a bi-level image and the background is a white color). So, 
we use 0 1

1i iLK LK+ = , 1≤i≤(n−k−1). Therefore, the conditions of our (k, n)-RiRIVCS 

based on the allocation 1-in- b
i iR R+  are same as the conditions of Yang et al.’s except 

that condition (R-4) is modified as (R-4′). 

0 1

1

(R-1 ) :  (R-1),

(R-2 ) :  (R-2),

(R-3 ) :  (R-3),

(R-4 )  ,  2 ( 1).
i i

LK LK i n k−

′
′
′
′ = ≤ ≤ − +







 

The proposed (k, n)-RiRIVCS is based on the (t, n)-VCSs, k≤t≤n. Let ( , )
1

t nB  and 
( , )
0

t nB  be the black and white basis matrices of a (t, n)-VCS. In the proposed (k, n)-

RiRIVCS using 1-in- b
i iR R+ , one can reveal the secret 1iS +  in the region b

iR  by 

stacking (k+i) shadows. Thus, we need to use the black color of the preceding secret 

iS  (i.e., b
iR ) as the white color (background color) of the secret 1iS + . 

Design concept is described as follows. We unite all white matrices of these (t, n)-
VCSs, k≤t≤n, to construct 0

1LK . The white matrix of i-th secrecy level is the black 
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matrix of (i−1)-th secrecy level. In designing the matrix 1
iLK  for the i-th security 

level region, we use ( 1, )
1

i k nB + −  in 1
iLK  to replace  ( 1, )

0
i k nB + −  in 0

iLK . The proposed 

(k, n)-RiRIVCS, with 0
iLK  and 1

iLK  where 1≤i≤(n−k+1), is formally described in 

Construction 2. 
 
Construction 2. The white matrix is 0 1

1i iLK LK −= , and the black matrix is 
1 ( 1, ) 0 ( 1, )

1 0
i k n i k n

i iLK B LK B+ − + − = −   for 1≤i≤(n−k+1), where the initial matrix 1
0LK  

is 1 ( , ) ( 1, ) ( , )
0 0 0 0| | |k n k n n nLK B B B+ =   . 

 
Theorem 1. The proposed (k, n)-RiRIVCS using 1-in- b

i iR R+  from Construction 2 

satisfies conditions (R-1′), (R-2′), (R-3′) and (R-4′). 
 
Proof. Since black and white matrices have the same column size, i.e., ( 1, )

1| |i k nB + − = 
( 1, )
0| |i k nB + − , we have 1 ( 1, ) 0 ( 1, )

1 0| | i k n i k n
i iLK B LK B+ − + − = −  = ( 1, )

1| |i k nB + − + 0| |iLK − 

( 1, )
0| |i k nB + − = 0| |iLK  for 1 1.i n k≤ ≤ − +  Thus, condition (R-1′) is satisfied. From the 

construction, it is obvious that (R-4′) is satisfied. 

By the definition of 1 ( 1, ) 0 ( 1, )
1 0

i k n i k n
i iLK B LK B+ − + − = −  , we have 

 

( )( ) ( )( )
( )( ) ( )( )

1 ( 1, )
1

0 ( 1, )
0

OR |  OR |

OR | OR | .

i k n
i

i k n
i

H LK t H B t

H LK t H B t

+ −

+ −

 = +


−

                       (3) 

 
Eq. (3) is true when the premise that 0

iLK  includes ( 1, )
0

i k nB + −  is true. As we know 
0 1
1 0LK LK= = ( , ) ( 1, ) ( , )

0 0 0| | |k n k n n nB B B+   , so the premise is true for i=1. Since 

0 1
2 1LK LK= = ( , ) 0 ( , )

1 1 0
k n k nB LK B −  = ( , ) ( 1, ) ( , )

1 0 0| | |k n k n n nB B B+   , it is observed that 
0
2LK  includes ( 1, )

0
k nB + . By the similar induction, it can be easily verified that 0

iLK  

includes ( 1, )
0

i k nB + −  for 1≤i≤(n−k+1). 

From Eq. (3), we have 
 

( )( ) ( )( )
( )( ) ( )( )

1 0

( 1, ) ( 1, )
1 0

OR | OR |

OR | OR |  .

i i

i k n i k n

H LK t H LK t

H B t H B t+ − + −

 − =


−

                       (4) 

 

Since ( )( )( , )
1OR |k nH B t > ( )( )( , )

0OR |k nH B t  for t=(i+k−1) and ( )( )( , )
1OR |k nH B t  

= ( )( )( , )
0OR |k nH B t  for t≤(i+k−2), we can derive that the proposed (k, n)-RiRIVCS 

satisfies conditions (R-2′) and (R-3′).                                               
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Example 2. Construct the (2, 4)-RiRIVCS using 1-in- b
i iR R+ . 

By Construction 2, we can derive the basis matrices 0
iLK  and 1

iLK , 1≤i≤3, of (2, 

4)-RiRIVCS with m=18, as shown in Eq. (5). 

0 (2,4) (3,4) (4,4)
1 0 0 0

1 0 (2,4) 0 (2,4)
1 2 1 1 0

1 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1
1 0 0 0 1 0 1 1 0 0 0 1 0 0 1 1 0 1 ,1 0 0 0 1 1 0 1 0 0 0 0 1 0 1 0 1 1
1 0 0 0 1 1 1 0 0 0 0 0 0 1 0 1 1 1

1 0 0 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1
0 1 0 0 1 0 1 1 0 0 0 1 0 0 1 1 0 1
0 0 1 0 1 1 0 1 0 0 0 0 1 0 1 0 1 1

LK B B B

LK LK B LK B

 
  = =   
 

 = = − = 

1 0 (3,4) 0 (3,4)
2 3 1 2 0

1 (4,4) 0 (4,4)
3 1 3 0

,
0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 1 1 1
1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 0 1
0 1 0 0 1 1 0 1 0 0 0 1 0 0 1 1 0 1 ,0 0 1 0 1 1 0 0 1 0 0 0 1 0 1 0 1 1
0 0 0 1 1 1 0 0 0 1 0 0 0 1 0 1 1 1

1 0 0 0 1 1 1 0 1 0 0 0 1 1 0 0 0 1
0 1 0 0 1 1 0 1 0 1 0

LK LK B LK B

LK B LK B

 
 
 
 
 
  = = − =   
 

 = − = 
0 1 0 1 0 0 1 .0 0 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1

0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1












        

    (5) 

4.2 (k, n)-RiRIVCS Using 1+ -in- w
i iR R   

The next secret can also be revealed on the preceding white area. Here, we show the 
construction of (k, n)-RiRIVS using the region allocation 1-in- w

i iR R+ . At this time, 

condition (R-4′) is modified from 0 1

1i i
LK LK −=  to 0 0

1−=
i i

LK LK , 2≤i≤(n−k+1). It is 

easily to derive 0 0 0

1 2 1n k
LK LK LK − += = = , which is the same as condition (R-4) in 

the (k, n)-RIVCS. Therefore, the (k, n)-RiRIVCS using 1-in- w
i iR R+  are just the (k, n)-

RIVCS. They are exactly the same. 

4.3 (k, n)-RiRIVCS Interlacing 1-in- b
i iR R+  and 1+ -in- w

i iR R   

In fact, we can interlace 1-in- b
i iR R+  and 1-in- w

i iR R+  in a single region allocation. As 

shown in Fig. 2, we first use 2 1-in- bR R  in the second secrecy level and then 3 2-in- wR R  

in the third secrecy level. On the other hand, Fig. 3 shows the other interlaced type for 
the (2, 4)-RiRIVCS. We use 2 1-in- wR R  in the second secrecy level and then 3 2-in- bR R  

in the third secrecy level. 

 
(a)               (b)               (c) 

Fig. 2. Partition of three secrecy level regions in our (2, 4)-RiRIVCS: (a) 1st secrecy level 

region (b) 2nd secrecy level region 2 1-in- bR R  (c) 3rd secrecy level region 3 2-in- wR R  



 Region-in-Region Incrementing VCS 457 

 

 
(a)              (b)              (c) 

Fig. 3. Partition of three secrecy level regions in our (2, 4)-RiRIVCS: (a) 1st secrecy level 

region (b) 2nd secrecy level region 2 1-in- wR R  (c) 3rd secrecy level region 3 2-in- bR R  

Example 3. Construct the (2, 4)-RiRIVCS using 2 1-in- bR R  and then 3 2-in- wR R . 
0
1LK , 1

1LK , 0
2LK , and 1

2LK  are just the same as those in Example 2. Since the 

third secrecy level region is 3 2-in- wR R , we have 0
3LK = 0

2LK . Then, the matrix 1
3LK  is 

obtained in the following equation. 

1 (4,4) 0 (4,4) (4,4) 0 (4,4)
3 1 3 0 1 2 0

1 0 0 0 1 1 1 0 1 0 0 0 0 1 1 1 0 0
0 1 0 0 1 1 0 1 0 1 0 0 1 0 1 1 0 0 .0 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0
0 0 0 1 0 1 1 1 0 0 0 1 1 1 1 0 0 0

LK B LK B B LK B    = − = −       =    

                     (6) 

Example 4. Construct the (2, 4)-RiRIVCS using 2 1-in- wR R  and then 3 2-in- bR R . 
0
1LK  and 1

1LK  are just the same as those in Example 2. Since the second secrecy 

level region is 2 2-in- wR R , we have 0
2LK = 0

1LK . By using 3 2-in- bR R  for the third 

secrecy level region, we can derive other basis matrices in the following equation.  

1 0 (3,4) 0 (3,4) (3,4) 0 (3,4)
2 3 1 2 0 1 1 0

1 (4,4) 0 (4,4)
3 1 3 0

1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 0 1
0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 1 0 1 ,0 0 1 0 1 1 1 0 0 0 0 0 1 0 1 0 1 1
0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 1 1 1

1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 1 0 1 0 1 0 0 1 1

LK LK B LK B B LK B

LK B LK B

   = = − = −   
 
 =
 
 

 = − 

= 1 0 0 0 .0 0 1 0 1 0 1 1 0 0 1 0 1 1 1 0 0 0
0 0 0 1 0 1 1 1 0 0 0 1 1 1 1 0 0 0








  
  
    

            (7) 

4.4 (k, n)-RiRIVCS Using 1-in- b
i iR R+  and 1+ -in- w

i iR R  Simultaneously 

We can simultaneously use these two allocations ( 1-in- b
i iR R+  and 1-in- w

i iR R+ ) to 

enhance the areas to hide the secret. As shown in Fig. 1(b-3), 2 1-in- bR R  and 2 1-in- wR R  

are simultaneously used for the second secrecy level region, and that 3 2-in- bR R  and 

3 2-in- wR R  are simultaneously used for the third secrecy level region. 

Example 5. Construct the (2, 4)-RiRIVCS using 1-in- b
i iR R+  and 1-in- w

i iR R+  

simultaneously.  
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Let the 2nd secrecy level region 2R  be composed of two sub-regions 2,1R  and 

2,2R , where 2R = 2,1 2,2R R . We use 2,1 1 2,2 1( -in- ) ( -in- )b wR R R R , 3 2,1 3 2,1( -in- ) ( -in- )b wR R R R , 

and 3 2,2 3 2,2( -in- ) ( -in- )b wR R R R . Let 1
2,iLK  and 

0
2,iLK  denote the black and white 

matrices for the sub-region 2,iR , i=1, 2. Since 2,1 1 2,2 1( -in- ) ( -in- )b wR R R R , we have 
0 1
2,1 1=LK LK  and 0 0

2,2 1=LK LK . Then, we can derive 1
2,1LK  and 1

2,2LK  in the 

following equation. 

1 (3,4) 0 (3,4) (3,4) 1 (3,4)
2,1 1 2,1 0 1 1 0

1 (3,4) 0 (3,4) (3,4) 0 (3,4)
2,2 1 2,2 0 1 1 0

1 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 0 1
0 1 0 0 1 1 0 1 0 0 0 1 0 0 1 1 0 1 ,0 0 1 0 1 1 0 0 1 0 0 0 1 0 1 0 1 1
0 0 0 1 1 1 0 0 0 1 0 0 0 1 0 1 1 1

1 0 0 0 1

   = − = −   
 
 =
 
 

   = − = −   

=

LK B LK B B LK B

LK B LK B B LK B

1 1 0 0 0 0 1 1 1 0 0 0 1
0 1 0 0 1 1 1 0 0 0 0 1 0 0 1 1 0 1 .0 0 1 0 1 1 1 0 0 0 0 0 1 0 1 0 1 1
0 0 0 1 1 1 1 0 0 0 0 0 0 1 0 1 1 1








  
  
    

             (8) 

Let the matrices 1
3,iLK  and 

0
3,iLK  denote the black and white matrices of the sub-

region 3,iR , 1≤i≤4, where 3,1R  is the sub-region of 3 2,1in bR R , 3,2R  is the sub-region 

of 3 2,1 in wR R , 3,3R  is the sub-region of 3 2,2in bR R , 3,4R  is the sub-region of 3 2,2 in wR R , 

and 3R = 3,1 3,2 3,3 3,4  R R R R . Since 3 2,1 3 2,1( -in- ) ( -in- )b wR R R R  and 

3 2,2 3 2,2( -in- ) ( -in- )b wR R R R , we have 0 1
3,1 2,1=LK LK , 0 0

3,2 2,1=LK LK , 0 1
3,3 2,2=LK LK , and 

0 0
3,4 2,2=LK LK . Then, we can derive 1

3,1LK , 1
3,2LK , 1

3,3LK , and 1
3,4LK  in the 

following equation. 
 

1 (4,4) 0 (4,4) (4,4) 1 (4,4)
3,1 1 3,1 0 1 2,1 0

1 (4,4) 0 (4,4) (4,4) 0 (4,4)
3,2 1 3,2 0 1 2,1 0

1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 1 0 1 0 1 0 0 1 1 0 1 0 0 ,0 0 1 0 1 0 1 1 0 0 1 0 1 1 0 0 1 0
0 0 0 1 0 1 1 1 0 0 0 1 1 1 0 0 0 1

   = − = −   
 
 =
 
 

   = − = − =   

LK B LK B B LK B

LK B LK B B LK B B(4,4) 1 (4,4)
1 1 0

1 (4,4) 0 (4,4) (4,4) 1 (4,4)
3,3 1 3,3 0 1 2,2 0

1 0 0 0 1 1 1 0 1 0 0 0 0 1 1 1 0 0
0 1 0 0 1 1 0 1 0 1 0 0 1 0 1 1 0 0 ,0 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0
0 0 0 1 0 1 1 1 0 0 0 1 1 1 1 0 0 0

1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 1 0 1 0 1 0 0 1 1 1 0 0 0
0

 − 
 
 =
 
 

   = − = −   

=

LK B

LK B LK B B LK B

1 (4,4) 0 (4,4) (4,4) 0 (4,4) (4,4) 0 (4,4)
3,4 1 3,4 0 1 2,2 0 1 1 0

,0 1 0 1 0 1 1 0 0 1 0 1 1 1 0 0 0
0 0 0 1 0 1 1 1 0 0 0 1 1 1 1 0 0 0

1 0 0 0 1 1 1 0 1 0 0 0 0 1 1 1 0 0
0 1 0 0 1 1 0 1 1 0 0 0 1 0 1 1 0 0
0 0 1 0 1 0 1 1 1 0 0 0 1 1 0 1 0 0
0 0 0 1 0 1 1 1 1 0 0 0 1 1 1 0 0 0

 
 
 
 

     = − = − = −     


=

LK B LK B B LK B B LK B

.




















 
  
  

 

    (9) 
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5 Experiment and Discussion 

We design four experiments A−D on (2, 4)-RiRIVCS: (A) using 1-in- b
i iR R+  (B) using 

2 1-in- bR R  and 3 2-in- wR R  (the interlaced type) (C) using 2 1-in- wR R  and 3 2-in- bR R  (the 

interlaced type) (D) using 1-in- b
i iR R+  and 1-in- w

i iR R+  simultaneously, to demonstrate 

the effectiveness of our RiRIVCS. The secret images used in these experiments are 
black-and-white simple geometric shapes. The firs secret shape is a circle ●, the 
second secret is a square ■, and the third secret is a triangle ▲. 
 
Experiment A. Construct (2, 4)-RiRIVCS using the matrices in Example 2. 

Every row in all matrices 0
iLK  and 1

iLK , 1≤i≤3, has 8B10W subpixels, and thus 

all shadows are noise-like. When stacking any two shadows, we have 11B7W in 0
1LK  

and 12B6W in 1
1LK  for the 1st secrecy level region, and the contrast is 1/18. When 

stacking three shadows we have 15B3W in 1
2LK  and 14B4W in 0

2LK , thus the 

contrast is 1/18 for 2nd secrecy level region. Since 0
2LK = 1

1LK , so the 2nd secret will 

be revealed in the black area of 1R . At this time, the contrast for 1st secrecy level 

region is enhanced to 1/9 (12B6W 1
1LK  and 14B4W in 0

1LK ). When stacking all 

four shadows, we have 18B0W in 1
3LK  and 17B1W in 0

3LK , and the contrast of 3rd 

secrecy level region is 1/18. The contrasts for the 1st and 2nd regions are further 
improved to 1/6 (15B3W in 1

1LK   and 12B6W in 0
1LK ) and 1/9 (17B1W in 1

2LK  

and 15B3W in 0
2LK ). Reconstructed images are shown in Fig. 4. 

 

   
(a)                (b)                (c) 

Fig. 4. Reconstructed images of the proposed (2, 4)-RiRIVCS using 1-in-+
b

i i
R R  by stacking: (a) 

two shadows (b) three shadows (c) four shadows 

Experiment B. Construct (2, 4)-RiRIVCS using the matrices in Example 3. 
Since Experiment B has the same 0

1LK , 1
1LK , 0

2LK , and 1
2LK  as Experiment A, 

Figs. 5(a) and (b) are the same as Figs. 4(a) and (b). We intentionally let the size of 
rectangle in Fig. 5(b) be smaller than Fig. 4(b), because we want to have more space 
in 2

wR  area to demonstrate the 3rd secret ▲. Therefore the contrasts for 1st secrecy 

level region are 1/18, 1/9, and 1/6 for stacking 2, 3, and 4 shadows, respectively. The 
contrasts for 2nd secrecy level region are 1/18, 1/9 for stacking 3 and 4 shadows. 
When stacking all four shadows we have 16B2W in 1

3LK  and 15B3W in 0
3LK , so 

the contrasts for the 3rd secrecy level region is 1/18. Reconstructed images of the 
proposed (2, 4)-RiRIVCS interlacing 2 1-in- bR R  and 3 2-in- wR R  are shown in Fig. 5. 
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(a)                    (b)                   (c) 

Fig. 5. Reconstructed images of the proposed (2, 4)-RiRIVCS using 2 1-in- bR R  and 3 2-in- wR R  by 

stacking: (a) two shadows (b) three shadows (c) four shadows 

Experiment C. Construct (2, 4)-RiRIVCS using the matrices in Example 4. 
Since Experiment C has the same 0

1LK  and 1
1LK  as Experiment A and 

Experiment B, Fig. 6(a) is the same to Fig. 4(a) and Fig. 5(a). Note: we intentionally 
let the size of circle in Fig. 6(a) be smaller than Fig. 4(a) and Fig. 5(a), because we 
want to have more space in 1

wR  area to demonstrate the 2nd secret ■. The contrasts 

for 1st secrecy level region are 1/18, 1/9, and 1/6 for stacking 2, 3, and 4 shadows, 
respectively. The contrasts for 2nd secrecy level region are 1/18 (13B5W in 1

2LK   

and 12B6W in 0
2LK ) and 1/9 (14B4W in 1

2LK  and 12B6W in 0
2LK ) for stacking 3 

and 4 shadows. When stacking all four shadows we have 15B3W in 1
3LK  and 

14B4W in 0
3LK , so the contrasts for the 3rd secrecy level region is 1/18. 

Reconstructed images of the proposed (2, 4)-RiRIVCS using 1-in- b
i iR R+  and 

1-in- w
i iR R+  simultaneously are shown in Fig. 6. 

   
(a)                    (b)                   (c) 

Fig. 6. Reconstructed images of the proposed (2, 4)-RiRIVCS using 2 1-in- wR R  and 3 2-in- bR R  by 

stacking: (a) two shadows (b) three shadows (c) four shadows 

Experiment D. Construct (2, 4)-RiRIVCS using the matrices in Example 5. 
Experiment D has the same 0

1LK  and 1
1LK  as Experiments C. The revealed 1st 

secret is same to other experiments. The contrasts for 1st secrecy level region are still 
1/18, 1/9, and 1/6 for stacking 2, 3, and 4 shadows, respectively. For the 2nd secrecy 
level region, there are two areas demonstrating the 2nd secret ■, one is in 2,1R  (in the 

circle) and the other is in 2,2R  (in the background) (see Fig. 7(b)). The contrasts for 

2nd secrecy level region are 1/18 in 2,1R  (15B3W in 1
2,1LK  and 14B4W in 0

2,1LK ) 

and 2,2R  (13B5W in 1
2,2LK   and 12B6W in 0

2,2LK ). When stacking four shadows, 

the contrasts for 2nd secrecy level region are enhanced to 1/9 in 2,1R  (17B1W in 
1
2,1LK   and 15B3W in 0

2,1LK ) and 2,2R  (14B4W in 1
2,2LK   and 12B6W in 0

2,2LK ) 

for stacking four shadows. Consider stacking four shadows to get the 3rd secrecy level 
region, we have 1/18 for all four sub regions: 3,1R  (18B0W in 1

3,1LK  and 17B1W in 
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0
3,1LK ), 3,2R  (16B2W in 1

3,2LK  and 15B3W in 0
3,2LK ), , 3,3R  (15B3W in 1

3,3LK  

and 14B4W in 0
3,3LK ) and 3,4R  (13B5W in 1

3,4LK  and 12B6W in 0
3,4LK ). 

Reconstructed images of the proposed (2, 4)-RiRIVCS using the interlaced 1-in- +
b

i iR R  

and 1-in- +
w

i iR R  simultaneously are shown in Fig. 7. 

   
(a)                    (b)                   (c) 

Fig. 7. Reconstructed images of the proposed (2, 4)-RiRIVCS using 1-in-+
b

i i
R R  and 1-in-+

w

i i
R R  

simultaneously by stacking: (a) two shadows (b) three shadows (c) four shadows 

Our pixel expansion is larger than Yang et al.’s (k, n)-RIVCS and Yang et al.’s 
modified (k, n)-RIVCS, which both adopt the union of matrices in their construction 
methods [18]. The union may reduce the pixel expansion, if there are some intersected 
columns. However, in our construction, 0

iLK  needs including ( 1, )
0

i k nB + −  (see the 

proof of Theorem 1). To assure meeting this requirement, we just can use 
concatenation operation in our (k, n)-RiRIVCS rather than union operation in Yang et 
al.’s (k, n)-RIVCS. The pixel expansion, the contrast, and the number of region 
allocations of our (k, n)-RIVCS, where 2≤k≤4 and 3≤n≤5, are illustrated in Table 1. 
Note: the contrasts are calculated for using 1-in- b

i iR R+ . 

Table 1. Contrast and pixel expansion of (k, n)-RiRIVCS using 1-in- b

i i
R R+  

(k, n)-RiRIVCS 
secrecy 

level 

stacking 2 

shadows

stacking 3 

shadows

stacking 4 

shadows

stacking 5 

shadows 

k =2 

n =3 

m =7 

1st 1/7 2/7 − − 

2nd − 1/7 − − 

n =4 

m =18 

1st 1/18 1/9 1/6 − 

2nd − 1/18 1/9 − 

3rd − − 1/18 − 

n =5 

m =44 

1st 1/44 1/44 1/44 1/44 

2nd − 1/44 1/22 3/44 

3rd − − 1/11 3/44 

4th − − − 1/44 

k =3 

n =4 

m =14 

1st − 1/14 1/7 − 

2nd − − 1/14 − 

n =5 

m =39 

1st − 1/39 2/39 4/39 

2nd − − 1/39 1/39 

3rd − − − 2/39 

k =4 
n =5 

m =31 

1st − − 1/31 3/31 

2nd − − − 1/31 
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Examples 2−5 show some region allocations of (2, 4)-RiRIVC. There are two sub-
regions ( 2,1R  and 2,2R ) for the 2nd level region and four sub-regions ( 3,1R , 3,2R , 3,3R  

and 3,4R ) for the 3rd level region. Except no choosing, we have three possible choices 

of allocating sub-regions for the 2nd secrecy level region: (i) 2,1 1-in- bR R , (ii) 2,2 1-in- wR R , 

and (iii) 2,1 1 2,2 1( -in- ) ( -in- )b wR R R R . For the same reason, we have 15 possible choices of 

allocating sub-regions for the 3nd secrecy level region. Thus, the total number of 
region allocations is 3×15=45. However, there are some duplicated region allocations, 
when choosing 2,1 1-in- bR R  (or 2,1 1-in- wR R ) only. For example, when only choosing 

2,1 1-in- bR R , we do not choose 2,1 1-in- wR R . This implies 2,1 2,1 1= =b w wR R R , so that we have 

3 2,1 3 1-in- -in-=b wR R R R , 3 2,1 3 1-in- -in-=w wR R R R , and 3 2,1 3 2,1( -in- ) ( -in- )b wR R R R = 

3 1 3 1( -in- ) ( -in- )w wR R R R . Therefore, there are three duplicated region allocations for 

choosing 2,1 1-in- bR R  only. This is also true for choosing 2,1 1-in- wR R  only. Finally, we 

have 39(=45−6) region allocations for the (2, 4)-RiRIVCS. 

6 Conclusion 

In this paper, we propose a (k, n)-RiRIVCS, which the next secrecy level region is in 
the preceding secrecy level region. Our (k, n)-RiRIVCS has more areas to reveal the 
secrets than the non-overlapping regions in the previous RIVCS. Also, we 
theoretically prove that our (k, n)-RiRIVCS satisfy security and contrast conditions. 
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Abstract. Visual Cryptography (VC) is a powerful technique that com-
bines the notions of perfect ciphers and secret sharing in cryptography
with that of raster graphics. A binary image can be divided into shares
that are able to be stacked together so as to approximately recover the
original image. VC is a unique technique in the sense that the encrypted
message can be decrypted directly by the Human Visual System (HVS).
The distinguishing characteristic of VC is the ability of secret restoration
without the use of computation. However because of restrictions of the
HVS, pixel expansion and alignment problems, a VC scheme perhaps
can only be applied to share a small size of secret image. In this paper,
we propose a general method to let the VC shares carry more secrets,
the technique is to use cypher output of private-key systems as the input
random numbers of VC scheme, meanwhile the encryption key could be
shared, the shared keys could be associated with the VC shares. After
this operation, VC scheme and secret sharing scheme are merged with
the private-key system. Under this design, we implement a (k, t, n)-VC
scheme. Compared to those existing schemes, our approach could greatly
enhance the ability of current VC schemes and could cope with pretty
rich secrets.

Keywords: Secret Sharing, Visual Cryptography, Covert Data, Sub-
channel.

1 Introduction

Visual Cryptography Scheme (VCS) was firstly introduced by Naor and Shamir
[1], which shares a secret image into n ∈ Z pieces (printed on transparencies).
The merit of VCS is that the decoding process is computation-free. The original
image is able to be recovered by stacking any k ≤ n shares transparently. The
underlying operation of the stacking is the logic OR. Lots of research focused on
the novel applications of VCS [2–5]. Recently, some books covered an extensive
range of topics related to VCS [6][7].

In traditional VCS, the amount of secret is severely constrained: pixel ex-
pansion of the shares implies that the size of secret image cannot be too big,

Y.Q. Shi, H.J. Kim, and F. Pérez-González (Eds.): IWDW 2012, LNCS 7809, pp. 464–484, 2013.
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because a big transparency is inconvenient for the shares alignment; human eyes
can only identify patterns of secret image when the contrast is good enough, i.e.
the lines and dots in the patterns should be a block of pixels rather than a single
pixel; Because of the alignment problem [8, 9], pixels within the shares cannot
be too small. Many studies tried to increase the secret volume of VC shares, such
as sharing a plural number of secret images in one VCS [10, 11], using rotated
shares [12] or using color VC scheme [13–15]. However, these methods could not
increase the capability too much if the ratio R = t

m is taken into consideration,
where t is the number of secret bits that are shared by every m sub-pixels. For
the color VC scheme, it usually degrades quality of the revealed secret image
severely. In this paper, we measure the capability of VC scheme by using the
secret bits that will be shared.

The main contribution of this paper is that, the random inputs of VC scheme
could be applied to carry covert data, the ciphertext of those private-key system
based encryption algorithms could be considered as random inputs of a VC
scheme, hence it increases the amount of secret shared by VCS. By using Shamir’s
secret sharing scheme [16], the encryption key is able to be shared into n sub-keys
that could be associated with the corresponding shares. We call this scheme as
the Enriched Secret Sharing VC Scheme (ESSVCS), or 3-in-1 VCS. The scheme
articulately combined the two secret sharing schemes and private-key encryption
scheme together. The secret shared by the ESSVCS includes two parts: Secret
and Covert Data. Figure 1 and Figure 2 illustrate the encryption and decryption
procedures.

SKey

Splaintext

Sciphertext

SI

V1,V2,…,Vn

SK1,SK2,…,
SKn

I1,I2,…,In

S1,S2,…,Sn

En(SKey,Splaintext)

(t, n)-PSSS Convert to
binary images

(k, n)-VCS

Image
concatenation

Fig. 1. The encryption process of the (k, t, n)-ESSVCS

In order to share the covert data, we need employ computational devices.
By utilizing a (k, t, n)-ESSVCS (k ≤ t), the VC scheme that carries additional
covert data where any k out of n participants can visually recover the secret by
stacking the shares, any t out of n participants can restore the additional covert
data by computation. There are two computer aided VCS’s schemes [17, 18], one
is called 2-in-1 Image Secret Sharing Scheme (TiOISSS) [17, 18], which is able to
reveal a secret image by stacking the shares and restore a much finer gray image
by computation. The comparisons between our ESSVCS and the TiOISSS will
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t sub-keys:
SKn1,SKn2,
…, SKnt

Splaintext

Sciphertext

SI

n shares:
S1,S2,…,Sn

Stacking any k
out of n shares

Extracting data 
from any t out

of n shares
De(SKey,Sciphertext)

Lagrange’s
interpolation

SKey

Fig. 2. The decryption process of the (k, t, n)-ESSVCS

be given in Section 4. Yang et al. [5, 19] also tried to make use of the pseudo-
random inputs to carry confidential data. Unfortunately, the scheme is only for
(2,2) access structure.

The proposed (k, t, n)-ESSVCS in this paper is a multi-threshold secret shar-
ing scheme. k out of n members can share one secret, whereas a majority of
participants t � n can access the additional secret. By comparing our ESSVCS
and any 2D encoding methods, we find that decoding a secret totally relies on a
computing device by using any 2D encoding methods. If participants are in the
scenario where there is no such computing devices, they cannot extract any in-
formation. But with our ESSVCS scheme, the participants could stack the shares
and get part of the secret. Hence, our proposed ESSVCS scheme will have much
wider application.

In this paper, we propose a specific construction of general (k, t, n)-ESSVCS
by taking the VCS proposed in [11] and secret sharing scheme [16] into consid-
eration. We investigate some relevant issues of ESSVCS scheme such as pseudo-
random numbers as the input of VCS scheme, sufficient conditions to uniquely
determine a share, and secret capacity of the proposed ESSVCS scheme; we also
proposed an efficient decoding algorithm, comparisons to other schemes will be
presented at last.

This paper is organized as follows. In section 2, we will give some preliminary
results. In section 3, we will propose a general construction of the ESSVCS based
on the construction of VC scheme in [11] and point out some relevant issues of
ESSVCS. In section 4, we will compare the proposed scheme with the TiOISSS
scheme. Finally, we will draw our conclusion in section 5.

2 Preliminaries

In this section, we will present some definitions about VC scheme, introduce
the Droste’s construction of (k, n)-VC Scheme [11] and Shamir’s secret sharing
scheme, namely Polynomial-based Secret Sharing Scheme (PSSS) [16], they are
the start point of our proposed scheme.
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2.1 VCS

We restrict ourselves to the images only consisting of black and white pixels,
where we denote by ‘1’ for a black pixel and ‘0’ for a white pixel. In this paper, we
only take the threshold (k, n)-VCS into consideration. For a vector v ∈ GFm(2),
we denote by w(v) as Hamming weight of the vector v. A (k, n)-VCS, denoted
by (C0, C1), consists of two sets (pairwise different collection) of n×m Boolean
matrices C0 and C1. To encrypt a white (resp. black) pixel, a dealer (the one
who sets up the system) randomly chooses one of the share matrices (in the
practical sense, the dealer can only choose the share matrices pseudo-randomly)
from C0 (resp. C1) and distributes its rows (shares) to the n participants. More
precisely, we present a formal definition of the (k, n) - VC scheme as follows:

Definition 1. Let k, n, m, l and h be non-negative integers satisfying 2 ≤ k ≤ n
and 0 ≤ l < h ≤ m. The two sets of n×m Boolean matrices (C0, C1) constitute
a (k, n)-VCS if the following properties are satisfied:

1. (Contrast) For any s ∈ C0, the OR of any k out of the n rows of s, is a
vector v that, satisfies w(v) ≤ l.

2. (Contrast) For any s ∈ C1, the OR of any k out of the n rows of s, is a
vector v that, satisfies w(v) ≥ h.

3. (Security) For any i1 < i2 < · · · < it in {1, 2, · · · , n} with t < k, the two
collections of t ×m matrices Fj for j ∈ {0, 1}, obtained by restricting each
n × m matrix in Cj to rows i1, i2, · · · it, are indistinguishable in the sense
that they contain the same matrices with the same frequencies.

In the above definition, m is called pixel expansion of the shares. A pixel of
the original secret image is represented by m sub-pixels in the recovered secret
image. In general, we are interested in schemes with m being as small as possible.

In Definition 1, the first two properties ensure that any k participants will be
able to distinguish the black and white pixels, and the third property ensures
security of the scheme that any k−1 or fewer participants can gain no information
about content of the secret.

In order to share a complete image, the scheme has to be applied to all the
pixels in the image. In the traditional VCS, sharing is applied to the secret pixels
one at each time. However, we extend this method to share q secret pixels at each
time, and call this scheme as the q-pixel encryption model. The traditional model
is the 1-pixel encryption model. The difference between the 1-pixel encryption
model and the q-pixel encryption model is that: in the 1-pixel encryption model,
the dealer generates one pseudo-random number which guides the choice of a
share matrix at each time. However, in the q-pixel encryption model, the dealer
generates one pseudo-random number which guides the choice of q share matrices
at each time.

Now let’s take VCS into consideration, the C0 and C1 are constructed from
a pair of n × m matrices M0 and M1, which are called basis matrices. The set
Ci (i = 0, 1) consists of the matrices obtained by permuting all the columns of
Mi. This approach of VCS construction will have small memory requirements
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(it only keeps the basis matrices) and high efficiency (to choose a matrix in C0

(resp. C1) as it only needs to generate a permutation of the basis matrix). When
the set of a VCS C0 (resp. C1) can be generated by the basis matrix, we call
such VCS as the basis matrix VCS. Many studies in the literatures proposed to
construct the basis matrix VCS, such as [11, 20, 21].

Recall that, by definition, the share matrices in C0 (resp. C1) are pairwise
differently. Denote the different columns in the basis matrix Mi as c1, c2, · · · , ce
and the multiplicities of these columns are a1, a2, · · · , ae, we have that the num-

ber of share matrices in Ci is |Ci| = (
∑e

i=1 ai)!∏
e
i=1 ai!

, for i ∈ {0, 1} (these share matrices

are pairwise different). In order to choose a share matrix in Ci pseudo-randomly,
length of the pseudo-random input for one secret pixel should be at least log2 |Ci|
bits.

2.2 Droste’s Construction of (k, n)-VCS

In this paper, we take the construction of Droste [11] as our building block, and
we recall his construction as follows:
Construction of (k, n)-VCS proposed in [11]:

Setup Let M0 and M1 be two empty matrices, where the basis matrices M0

and M1 are considered as the collections of their columns;
step 1 For all even p ∈ {0, 1, . . . , k}, call ADD(p,M0);
step 2 For all odd p ∈ {0, 1, . . . , k}, call ADD(p,M1);
step 3 Define P0 (resp. P1) be the collection consisting of all columns of every

restriction of k rows of M0 (resp. M1), and define S0 (resp. S1) be the set
consisting of all k-length boolean columns with an even (resp. odd) number
of 1’s. Define the remaining of M0 (resp. M1) be P0\S0 (resp. P1\S1), and
define the rest of M0 (resp. M1) be the columns in the remaining of M0

(resp. M1), but not in the remaining of M1 (resp. M0), i.e. the rest of M0 is
{P0\S0}\{P1\S1} and the rest of M1 is {P1\S1}\{P0\S0}. If the rests are
not empty:
(a) If p is an even number, add to M0 all columns adjusting the rest of
M1 by calling ADD(p,M0), where p is the number of 1’s in column l ∈
{P1\S1}\{P0\S0}.
(b) If p is an odd number, add to M1 all columns adjusting the rest of
M0 by calling ADD(p,M1), where p is the number of 1’s in column l ∈
{P0\S0}\{P1\S1}.

where the subroutine ADD is: ADD(p,M)

1 If p ≤ k − p, add every column with q = p (1’s to M).
2 If p > k − p, add every column with q = p+ n− k (1’s to M).

2.3 PSSS

Shamir[16] introduced the (t, n)-PSSS (t ≤ n) to share the secret data into n
shares. Any t shares can be used to reconstruct the secret, but any t − 1 or
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less shares get no information about the secret. To share the secret, it randomly
generates a (t− 1)-degree polynomial using modular arithmetic:

f(x) = (a0 + a1x+ . . .+ at−1x
t−1) mod p (1)

where a0 is replaced by the secret data, p is a prime number greater than
a0 and n. The coefficients a1, a2, . . . , at−1 are randomly chosen from a uni-
form distribution over the integers in [1, p). Then we could generate n shares
(xi, f(xi)), i = 1, 2, . . . , n. Later, with any t out of the n shares, we can eval-
uate all the coefficients, particularly coefficient a0 of the polynomial f(x) by
Lagrange’s interpolation. However, any t − 1 or fewer shares cannot get any
information about the secret.

3 ESSVCS

In this section, we first propose a construction of the ESSVCS scheme by taking
the pseudo-random inputs as a sub-channel, and then study some relevant issues
of the ESSVCS: 1) The pseudo-randomness that the input of VCS requires; 2)
The sufficient conditions to uniquely determine a share matrix in the set Ci for
i = 0, 1; 3) The bandwidth of the sub-channel; 4) The method to decode the
ciphertext of ESSVCS scheme.

3.1 Construction of ESSVCS

The main idea of this proposed scheme is to treat the private-key encryption
algorithm as the pseudo-random generator of VCS. Thus the VCS can naturally
carry the additional covert data encrypted by the private-key algorithm. In this
paper, we take the VCS proposed in [11] as the building block. In practical, the
encryption algorithm can be the AES or Twofish, etc. The cipher block chaining
(CBC) [22] encryption mode is employed. The encryption key SKey in ESSVCS
is shared by (t, n)-PSSS into n sub-keys SK1, SK2, . . . , SKn. Therefore, any t
or more sub-keys could be used to reveal the secret key, while any t− 1 or less
sub-keys together could restore the secret key.

Before showing the construction, we need present the assumption that partic-
ipants know the access structure they belong to, i.e. the i-th participant knows
by himself/herself that (s)he is the i-th participant. Usually, the access structure
of a VCS is not one part of secret, therefore this assumption is reasonable.

Construction 1
Encryption process:
Input: The secret image SI , covert data SPlaintext and the secret key SKey.
Output: n shares.
Step 1: Encrypt the covert data SPlaintext by using the key SKey, SCiphertext =

En(SKey, SPlaintext);
Step 2: Share the secret image SI into n shares V1, V2, . . . , Vn by using the

(k, n)-VCS, where the encrypted data from the Step 1 is employed as the
pseudo-random input of the (k, n)-VCS;
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Step 3: Share SKey into n sub-keys SK1, SK2, . . . , SKn by using (t, n)-PSSS,
then convert these sub-keys into binary images I1, I2, . . . , In, and concatenate
Ii (i = 1, 2, . . . , n) with share Vi to get the final share Si.

Decryption process:
Input: Any t shares where k ≤ t.
Output: The secret image SI and the covert data SPlaintext.
Step 1: Stack any k shares to get the recovered secret image SI ;
Step 2: Determine the share matrices which are used to encrypt the secret image

for each pixel by t shares, and hence get the ciphertext SCiphertext;
Step 3: Extract t sub-keys from t shares, then reconstruct the secret key SKey

by Lagrange’s interpolation.
Step 4: Decrypt the ciphertext.

SCiphertext by using the SKey, SPlaintext = De(SKey, SCiphertext).

Remarks:
In practical, key length of the AES or Twofish scheme, usually, is 128 bits.
Therefore, each sub-key is generated and converted into a 128 bits binary image
which only takes a small area in the share.

For the (k, t, n)-ESSVCS, by stacking k shares we can reconstruct the secret
image SI . If one obtains t rows, (s)he can uniquely determine a share matrix
and hence obtain the ciphertext, where “can uniquely determine a share matrix”
means that there only exists one share matrix in Ci (i = 0, 1) that contains these
t rows (and “cannot uniquely determine” means there exist more than one share
matrices that contain these t rows, hence we cannot determine which one is
chosen by the dealer when encrypting the secret pixel). In another word, in
order to get the ciphertext one needs t shares.

Security of the (k, t, n)-ESSVCS is based on the security of the encryption
algorithm and that of VCS and PSSS scheme. Particularly, if an hacker wants to
know the secret image, (s)he needs at least k shares; if (s)he wants to know the
covert data encrypted by the encryption algorithm, (s)he needs at least t shares
to extract the ciphertext and the secret key.

The VCS requires pseudo-random number inputs to guide the choice of VC
share matrices. Denote the share matrices in Ci as S

i
0, · · · , Si

|Ci|−1 and P (Si
j) for

i = 0, 1 and j = 0, 1, · · · , |Ci| − 1 as the probability choosing the share matrix
Si
j . Hence inputs of the pseudo-random numbers should guarantee that

P (Si
0) = P (Si

1) = · · · = P (Si
|Ci|−1) (2)

In order to choose a share matrix pseudo-randomly in Ci, the dealer needs at
least log2 |Ci| bits pseudo-random numbers (we will take the case that log2 |Ci|
is not an integer into consideration). Denote B(j) as the binary representation
of integer j with length log2 |Ci|, i.e. B(j) is the binary string that represents
j. Without loss of generality, we assume that when the pseudo-random number
input is B(j), the dealer chooses the share matrix Si

j to encrypt the secret
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pixel i. Denote P (B(j)) as the probability of generating the binary string B(j).
According to the equation (2), we have:

P (B(0)) = P (B(1)) = · · · = P (B(|Ci| − 1)) (3)

In fact, ciphertext of AES or Twofish satisfies the equation (3), because they
have passed the serial test [23]. Therefore, we can take AES or Twofish as the
pseudo-random generator. This also is the ground truth why we do not use the
covert data directly to guide the generation of shares.

To make things simple and clear, we give the following example for (2, 2, 2)-
ESSVCS:

Example 1. The sets of share matrices of (2, 2, 2)-ESSVCS are as follows:

C0 =

{[
10
10

]
,

[
01
01

]}
and C1 =

{[
10
01

]
,

[
01
10

]}
The principle of choosing share matrix is that: if the pseudo-random input is 0,
we choose the first share matrix in C0 or C1; if the pseudo-random input is 1,
we choose the second option. Figure 3 presents an illustration for the procedure
of the (2, 2, 2)-ESSVCS.

01
01 Sciphertext:1

SK1:01100 SK2:10100

Share 1 Share 2 Share 1+Share 2Secret image

Fig. 3. The procedure of the (2, 2, 2)-ESSVCS

A secret image having 64 × 128 pixels is encoded into Share 1 and Share 2.
Size of the shares and the recovered secret image is 129× 128. Since the length
of each sub-key is 128 bits, it only takes one line at the bottom of each share to
attach the sub-key. Length of the ciphertext SCiphertext encrypted in the shares
is 213 bits, i.e. the sub-channel can be used to carry extra 213 bits of covert data.
In the first step of the reconstruction, the secret image can be visually decoded
by stacking two shares. In the second step, two sub-keys are extracted from the
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last row of two shares, and then we reveal the secret key SKey by Lagrange’s
interpolation. With further observation, the ciphertext can be obtained by the
uniquely determined share matric by share blocks. For example, the first block of
share 1 is constituted by two sub-pixels ‘0’ and ‘1’, and the first block of share 2
is also constituted by two sub-pixels ‘0’ and ‘1’. Therefore, we can determine the
share matrix, which is the second share matrix C0 and the recovered ciphertext
is ‘1’. Finally, we get the covert data SPlaintext by decrypting the ciphertext
SCiphertext. ��

3.2 Uniquely Determine a Share Matrix

For the (n, n)-VCS, if one has all the n shares, (s)he can uniquely determine the
share matrices used when sharing the secret image SI and hence to know the
ciphertext.

We then focus our discussion on the (k, n)-VCS with k < n: we find that, for
the VCS in section 2, n− 1 rows can uniquely determine a share matrix in the
set C0 (resp. C1). The following theorem shows this result:

Theorem 1. Denote M0 and M1 be the basis matrices constructed by (k, n)-
VCS in [11], and denote C0 and C1 be the sets of share matrices generated from
M0 and M1, respectively. If every t rows of a share matrix in Ci (i = 0, 1) can
uniquely determine a share matrix in Ci, then t ≥ n− 1.

Proof: First, for the case of t = n, it obviously can uniquely determine an n-row
matrix from its all n rows.

Second, we show any n − 1 rows can uniquely determine a share matrix.
According to the construction in [11], number of the 1’s of each column in the
basis matrix M0 is from the set T0 = {a|0 ≤ a ≤ �k

2�, a mod 2 = 0}
⋃
{a+ n−

k|�k
2� < a ≤ k, a mod 2 = 0}, and number of 1’s of each column in the basis

matrixM1 is from the set T1 = {a|0 ≤ a ≤ �k
2�, a mod 2 = 1}

⋃
{a+n−k|�k

2� <
a ≤ k, a mod 2 = 1}. Hereafter, �x� is the largest integer that is no greater than
x and �x� is the smallest integer no less than x.

Because k < n, when one has n− 1 rows of a share matrix M , he can stack k
shares and hence knows the secret pixel. Without loss of generality, suppose the
secret pixel is black. We determine last row of the share matrix M as follows: for
the column pi of M , where i ∈ {1, · · ·m}, denote number of 1’s of the n− 1 rows
in column pi as h, then we have the entry of the last rows of column pi be 0 if
h ∈ T1 and be 1 if h+1 ∈ T1. Hence, the last row can be uniquely determined by
the n− 1 rows, because the participants know the access structure they belong
to, the share matrix will be uniquely determined.

Third, we prove any n − 2 rows cannot uniquely determine a share matrix.
Consider the construction in [11], we have that the basis matrix M1 contains
all the columns with Hamming weight are equal to 1. Let A be a share matrix
in C1. Without loss of generality, there exist two different columns c1 and c2 in
A, whose Hamming weights are equaled to 1. Denote the position of 1 in column
c1 (resp. c2) be p1 (resp. p2), we have p1 �= p2. Let X = {1, 2, . . . , n}\{p1, p2},
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then, by restricting all the rows of columns c1 and c2 in X , we get two same sub-
columns. Suppose B is a matrix generated by exchanging positions of columns
c1 and c2 in A, then B is also a share matrix in C1. Therefore, by restricting all
the rows of A and B in X , we are able to get two same sub-matrices. Namely,
the n − 2 rows of share matrix A (the rows restricted in X) cannot uniquely
determine a share matrix. Obviously, it also cannot uniquely determine a share
matrix from less than n− 2 rows. ��
Theorem 1 presents an explicit method to uniquely determine a share matrix in
Ci (i = 0, 1), and in light of the above discussion, we have the following theorem:

Theorem 2. Let t = n − 1, then Construction 1 generates a (k, n − 1, n)-
ESSVCS. ��

For general basis matrix visual cryptography (C0, C1), denote CAll
i as a set of

all the possible columns that appear in the share matrices of Ci (i = 0, 1). For
any set of participants X ⊆ P , denote M ′ as a sub-matrix which is generated by
restricting to the rows in X of a share matrix in Ci. First, we have the following
lemma:

Lemma 1. For every column c′ of M ′, if there exists only one column c ∈ CAll
i

such that c[X ] = c′, then the sub-matrix M ′ can uniquely determine a share
matrix in Ci, where c[X ] is the sub-column generated by restricting to the rows
in X of c.

Proof: (Reduction to absurdity) Suppose M ′ cannot uniquely determine a share
matrix in Ci, i.e. there exist two different share matrices, denoted byMa and Mb,
such that Ma[X ] = Mb[X ] = M ′, where Ma[X ] is the sub-matrix generated by
restricting to the rows in X ofMa. Since Ma andMb are different share matrices,
there exists at least one column that is different for Ma and Mb. Denote this
column in Ma is ca and that in Mb is cb, i.e. ca �= cb. Because of Ma[X ] = Mb[X ],
we have ca[X ] = cb[X ], which is contradict to the assumption that there exists
only one column c ∈ CAll

i such that c[X ] = c′. Hence, M ′ can uniquely determine
a share matrix in Ci. ��
According to Lemma 1, we present a general discussion for basis matrix (k, n)-
VCS, denote cp, cq ∈ CAll

i as two different columns, and denote X i
pq(⊂ P ) as the

set of the participants such that for each x ∈ X i
pq satisfying cp[x] = cq[x], where

cp[x] is the x-th entry of cp. Then we have the following theorem:

Lemma 2. Let t = max{|X i
pq| + 1} for p �= q, 1 ≤ p, q ≤ m and i = 0, 1, then

a sub-matrix of t rows of a share matrix in Ci can uniquely determine a share
matrix in Ci.
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Proof: Let c′ be a column of the sub-matrixM ′ which is generated by restricting
t rows of a share matrix in Ci (i = 0, 1). Denote a set of the participants of these
t rows as X , i.e. |X | = t, where t = max{|Xpq| + 1}. We prove that there only
exists one column c of M such that c[X ] = c′.

(Reduction to absurdity): Suppose there exist two columns ca and cb such
that ca[X ] = cb[X ] = c′. We have that ca and cb have t entries with the same
values, i.e. t = |Xab|, which is impossible because t = max{|Xpq| + 1} which
implies t > |Xab|.

According to Lemma 1, we have that a sub-matrixM ′ with t rows can uniquely
determine a share matrix in Ci. ��
According to Lemma 2, and let’s recall that we have assumed t ≥ k. (another
reason that we assume t ≥ k is that, if t < k, then t participants cannot decide
the sub-matrix of their t shares is from C0 or C1, and hence it may not get the
ciphertext either) we hence get the following theorem immediately:

For a (k, n)-VCS, any k − 1 or less shares cannot get any information of the
secret image. In another word, any t(t < k) shares cannot decide the t-row sub-
matrix is from C0 or C1, and hence we can not uniquely determine the share
matrix. Therefore, it is reasonable to assume t ≥ k. Further with Lemma 2, we
get the following theorem:

Theorem 3. For a basis matrix (k, n)-VCS, there exists a (k, t, n)-ESSVCS
where t = max{k, |X i

pq|+ 1}, p �= q, 1 ≤ p, q ≤ m and i = 0, 1. ��

According to Theorem 3, we also examined other two known constructions of
(k, n)-VCS in [21, 24], and found that the two constructions both have t = n− 1
too (the same as the results in Theorem 1). Because they both take the canonical
matrices as building block, where the canonical matrices mean the matrices that
all the columns of a given weight occur with the same frequency. And for the
canonical matrices that have a column ci with x 1’s and n−x 0’s where 0 < x < n,
there exists a column cj such that only two entries are different from ci, which
implies |Xij | = n− 2, and hence t = n− 1.

3.3 Bandwidth of ESSVCS Scheme

We define bandwidth of the ESSVCS as the maximum amount of covert data
it carries through its sub-channel. Denote columns in the basis matrix Mi as
c1, · · · , ce and multiplicities of these columns are a1, · · · , ae, let’s recall that we
have the number of share matrix in Ci being |Ci| = (

∑e
i=1 ai)!∏
e
i=1 ai!

for i ∈ {0, 1}.
To choose a share matrix in Ci, one needs at least log2 |Ci| pseudo-random bits
theoretically. By determining the share matrix which is chosen when encrypting
the secret image in Ci, one can determine at most log2 |Ci| bits information
theoretically. Hence, the amount of the additional covert data that can be carried
by the secret pixel i is at most log2 |Ci| bits theoretically. We list the number of
the share matrices |Ci| of the VCS constructed [11] in the Table 1 and Table 2
as follows:
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Table 1. The number of share matrices in C0

�
��k
n
2 3 4 5 6 7 8 9 10

2 2 3 4 5 6 7 8 9 10

3 4! 6!
2!

8!
3!

10!
4!

12!
5!

14!
6!

16!
7!

18!
8!

4 8! 15!
3!2!

24!
6!3!

35!
10!4!

48!
15!5!

63!
21!6!

80!
28!7!

5 16! 30!
3!(2!)6

48!
6!(3!)7

70!
10!(4!)8

96!
15!(5!)9

126!
21!(6!)10

6 32! 70!
4!(2!)213!

128!
10!(3!)286!

210!
20!(4!)3610!

320!
35!(5!)4515!

7 64! 140!
4!(2!)28(3!)8

256!
10!(3!)36(6!)9

420!
20!(4!)45(10!)10

8 128! 315!
5!(3!)36(2!)364!

640!
15!(6!)45(3!)4510!

9 256! 630!
5!(3!)45(2!)120(4!)10

10 512!

Actually, in practical, a pseudo-random number generator can only generate
integer number of pseudo-random bits, and ciphertexts are also represented by
integer number of bits. However, the values of log2 |Ci| are rarely integers, which
means that some share matrices cannot be chosen by integer number of the
pseudo-random bits, and it is hard to determine all the log2 |Ci| ciphertext bits,
hence results in wasting of the pseudo-random resources. So from the practical
viewpoint, the amount of the covert data carried by the ESSVCS is impossible
to reach the theoretical value.

In fact, if the secret pixels are encrypted only one at each time, in order
to choose a share matrix pseudo-randomly in Ci, one needs at least �log2 |Ci|�
pseudo-random bits, and its length of the ciphertext can be at most �log2 |Ci|�
bits. To fully make use of the pseudo-random resources, we propose to encrypt q
secret pixels at a time, i.e. the q-pixel encryption model. Let q = a0 + a1, where
denote a0 as the number of white pixels and a1 as the number of black pixels,
the effectiveness of using q-pixel encryption model rather than 1-pixel encryption
model is as follows:

First : the number of pseudo-random bits required to choose the share matrices
when the q-pixel encryption model is �a0 log2 |C0|+a1 log2 |C1|�, and it satisfies:

�a0 log2 |C0|+ a1 log2 |C1|� ≤ a0�log2 |C0|�+ a1�log2 |C1|� (4)

which implies less pseudo-random bits are required by using the q-pixel encryp-
tion model than the 1-pixel encryption model.

Second : the number of pseudo-random bits determined by the share matrices
when encrypting q secret pixels at each time is �a0 log2 |C0|+ a1 log2 |C1|�, and
it satisfies:

�a0 log2 |C0|+ a1 log2 |C1|� ≥ a0�log2 |C0|�+ a1�log2 |C1|� (5)

which implies more pseudo-random bits can be determined by using the q-pixel
encryption model than the 1-pixel encryption model.
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Table 2. The number of share matrices in C1

�
��k
n

2 3 4 5 6 7 8 9 10

2 2! 3! 4! 5! 6! 7! 8! 9! 10!

3 4! 6!
2!

8!
3!

10!
4!

12!
5!

14!
6!

16!
7!

18!
8!

4 8! 15!
(2!)5

24!
(3!)6

35!
(4!)7

48!
(5!)8

63!
(6!)9

80!
(7!)10

5 16! 30!
3!(2!)6

48!
6!(3!)7

70!
10!(4!)8

96!
15!(5!)9

126!
21!(6!)10

6 32! 70!
(3!)7(2!)7

128!
(6!)8(3!)8

210!
(10!)9(4!)9

320!
(15!)10(5!)10

7 64! 140!
4!(2!)28(3!)8

256!
10!(3!)36(6!)9

420!
20!(4!)45(10!)10

8 128! 315!
(4!)9(2!)84(3!)9

640!
(10!)10(3!)120(6!)10

9 256! 630!
5!(3!)45(2!)120(4!)10

10 512!

A problem for the q-pixel encryption model is that, when encrypting more
secret pixels at a time, the encryption scheme becomes more complex. So there
exists a trade-off for the value of q.

To make things clear, we present the following example for a (2, 2, 3)-ESSVCS:

Example 2. For the sets

C0 =

⎧⎨⎩
⎡⎣100
100
100

⎤⎦ ,

⎡⎣010
010
010

⎤⎦ ,

⎡⎣001
001
001

⎤⎦⎫⎬⎭ (6)

C1 =

⎧⎨⎩
⎡⎣100
010
001

⎤⎦ ,

⎡⎣100
001
010

⎤⎦ ,

⎡⎣010
100
001

⎤⎦ ,

⎡⎣010
001
100

⎤⎦ ,

⎡⎣001
100
010

⎤⎦ ,

⎡⎣001
010
100

⎤⎦⎫⎬⎭ (7)

We have that, from theoretic point of view, the amount of information bits that
can be carried by a white secret pixel is log2 |C0| = log2 3 and by a black secret
pixel is log2 |C1| = log2 6. And for 10 secret pixels with 5 white secret pixels and
5 black secret pixels the value will be 5 log2 3 + 5 log2 6 ≈ 20.85.

However, in practical, the 10-pixel encryption model, where take a0 = 5 and
a1 = 5 as example, we have the amount of information that can be carried is
�log2 35 + log2 6

5� = 20, which is more than 1-pixel encryption model, where the
corresponding value is 5�log2 3�+ 5�log2 6� = 15. ��

At this point, we can calculate the bandwidth of the ESSVCS as follows:

Theorem 4. For a secret image SI which consists of nw white pixels and nb

black pixels, the bandwidth W of the ESSVCS is W = �nw log2 |C0|+nb log2 |C1|�,
and it is achieved when using the qa-pixel encryption model where qa = nw+nb.



A Secret Enriched Visual Cryptography 477

Proof: For the qa-pixel encryption model where qa = nw + nb, which implies
encrypt all the secret pixels in the secret image at each time. And it is clear
that the amount of covert data carried by such ESSVCS is W = �nw log2 |C0|+
nb log2 |C1|�. We only need to prove that W reaches its maximum when using
the qa-pixel encryption model, i.e. if one divides all the pixels in the secret image
into several parts, and encrypts these parts respectively, the amount of covert
data carried is less than the qa-pixel encryption model.

Without loss of generality, let qa = q1 + q2 (i.e. divide into two parts) and
suppose encryption of the secret image SI is realized by using q1-pixel encryption
model and q2-pixel encryption model, and let q1 = a0 + a1, q2 = b0 + b1, where
a0, b0 are the number of white pixels and a1, b1 are the number of black pixels.
We have that the total number of pseudo-random bits can be determined is
�a0 log2 |C0|+a1 log2 |C1|�+�b0 log2 |C0|+b1 log2 |C1|�, which is not greater than
�(a0+ b0) log2 |C0|+(a1+ b1) log2 |C1|�=�nw log2 |C0|+nb log2 |C1|�. Hence, the
theorem is true. ��

3.4 On Decoding the Ciphertext

For ESSVCS, in order to encrypt the secret pixels and decode the ciphertext, one
needs to set a bijection between the set of pseudo-random numbers (ciphertext)
and the set of share matrices. A simple way to realize that is to generate a table
which contains all the share matrices and their corresponding random numbers.
When the dealer generates the shares, (s)he needs to generate a pseudo-random
number and find the corresponding share matrix by table-lookup, then (s)he
can encrypt the shares by using the share matrix. When decoding the cipher-
text, the participants get the share matrices according to the Theorem 1, and
find the corresponding numbers by table-lookup, hence, they get the ciphertext.
Disadvantage of this decoding method is that, the table requires us store all the
share matrices in sets C0 and C1, and hence it has large memory requirements.
In this subsection, we propose a decoding method which is more efficient than
the above mentioned method.

The proposed decoding method contains two subroutines: the first isMTN(S),
which takes a share matrix in Ci (i = 0, 1) as its input and generates a number
between 1 and m!, the second is NTM(N), which takes a number between 1
and m! as its input and generates a share matrix S. The subroutines MTN(S)
and NTM(N) form a bijection between the set of the share matrices and the
set of numbers between 1 and m!.

By using MTN(S) and NTM(N), when the dealer encrypts a secret pixel
p, (s)he first generates a pseudo-random number between 1 and m!, and then
consults the subroutine NTM(N) to generate a share matrix in Ci (i = 0, 1),
and encrypts the secret pixel p by using the share matrix. When the partici-
pants decode the ciphertext, they first generate the share matrix according to
Theorem 1, and consult the subroutine MTN(S) to get the ciphertext.

Denote the columns of the basis matrix as c1, · · · , cm, first we take the case
that c1, · · · , cm are pairwise different into consideration. In this part, we treat a
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matrix as a set of columns. The subroutine MTN(S) which outputs a number
between 1 and m! given a share matrix S as its input is:

Subroutine: MTN(S)

For i = 1 to m− 1
Find ci in S, assume that ci is the Ji-th column of S
Delete ci from S

Output N = 1 +
m−1∑
i=1

((m− i)!)(Ji − 1)

The subroutine NTM(N) which outputs a share matrix S given a number be-
tween 1 and m! as its input is:

Subroutine: NTM(N)

Initial S as an empty matrix
N0 ← N − 1
For i = 1 to m− 1
Ji ← � Ni−1

(m−i)!�+ 1

Ni ← Ni−1 − (Ji − 1)((m− i)!)
Insert cm to S as its 1-st column
For i = m− 1 to 1
Insert column ci into S as its Ji-th column

Output S

According to the subroutines MTN(S) and NTM(N) above, we have the
following theorem:

Theorem 5. The subroutines MTN(S) and NTM(N) form a bijection between
the set of share matrices in Ci (i = 0, 1) and the set of numbers between 1 and
m!.

Proof: Because in subroutines MTN(S) and NTM(N), we represent the share
matrices by the positions of its columns (J1, J2, · · · , Jm−1) where 1 ≤ Ji ≤
m + 1 − i for i = 1, 2, · · · ,m − 1, we only need to prove that MTN(S) and
NTM(N) form a bijection between the sets X = {(J1, J2, · · · , Jm−1)|1 ≤ Ji ≤
m + 1 − i for i = 1, 2, · · · ,m − 1} and Y = {1, 2, · · · ,m!}. Denote f : X → Y
as a map from X to Y , we prove that f is a bijection.

First, given a number in Y , according to NTM(N), there exists a (J1, J2 · · · ,
Jm−1), hence f is a surjection.

Second, for any two different elements in X , J = (J1, J2, · · · , Jm−1) and J ′ =
(J ′

1, J
′
2, · · · , J ′

m−1) such that J �= J ′, we prove that their corresponding numbers
f(J) and f(J ′) are different.

According to MTN(S), we have f(J) = 1+
m−1∑
i=1

((m− i)!)(Ji−1) and f(J ′) =

1+
m−1∑
i=1

((m−i)!)(J ′
i−1). Denote i∗ as the smallest number that Ji∗ �= J ′

i∗ , without

loss of generality, we suppose Ji∗ > J ′
i∗ , i.e. Ji∗ − J ′

i∗ ≥ 1. Thus, we have:
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f(J)− f(J ′) =
m−1∑
i=1

((m− i)!)(Ji − J ′
i)

=(m− i∗)!(Ji∗ − J ′
i∗) +

m−1∑
i=i∗+1

((m− i)!)(Ji − J ′
i)

≥ (m− i∗)! +
m−1∑

i=i∗+1

((m− i)!)(Ji − J ′
i)

Because 1 ≤ Ji, J
′
i ≤ m+ 1− i, we have −(m− i) ≤ Ji − J ′

i ≤ m− i, hence

f(J)− f(J ′) ≥ (m− i∗)!−
m−1∑

i=i∗+1

((m− i)!)(m− i)

=(m− i∗)!− ((m− i∗)!− 1)
=1

Therefore, f(J) − f(J ′) �= 0, we have f is an injection. Hence, f is a bijection
and the theorem follows. ��
For the case that there are identical columns in the basis matrix, which means
that there are identical share matrices in them! permutations of the basis matrix.
Suppose there are e different columns in the basis matrix, and the multiplicities
of these columns are a1, a2, · · · , ae. Denote Nd as the number of the different

share matrices in Ci, then we have Nd =
(
∑e

i=1 ai)!∏
e
i=1 ai!

, for i ∈ {0, 1}. Each share

matrix appears m!
Nd

times in the m! permutations.

Furthermore, according to the subroutine MTN(S), each permutation cor-
responds to a number between 1 and m!, we can divide these m! numbers into
Nd groups, where each group contains m!

Nd
numbers, and the numbers in one

group correspond to an identical share matrix. We hence can form an array of
length Nd by choosing the smallest number of each group. Denote this array as
A, and denote Si

1, S
i
2 · · · , Si

Nd
as all the different share matrices in the set Ci,

the following subroutine generates A:

Subroutine: MC

Initial an empty array A
For j = 1 to Nd

For q = 1 to m
Find thefirst cq inS

i
j from left to right, assume that cq is theJq-th column

of Si
j

Delete cq from Si
j

A[j] ← 1 +
m−1∑
q=1

((m− q)!)(Jq − 1)

To differentiate the two cases whether there exist and do not exist identical
columns, we denote MTN -d(S) and NTM -d(N) as the corresponding subrou-
tines for the case that there exist identical columns:
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Subroutine: MTN-d(S)

A ← MC
For q = 1 to m
Find the first cq in Si

j from left to the right, assume that cq is the
Jq-th column

of Si
j

Delete cq from Si
j

N ′ ← 1 +
m−1∑
q=1

((m− q)!)(Jq − 1)

For r = 1 to Nd

if A[r] = N ′

Output r

Subroutine: NTM-d(N)

A ← MC
N ′ ← A[N ]
S ← NTM(N ′)
Output S

According to the Theorem 5, we have that, each group only has one smallest
number. Hence the array A is a bijection from the set {1, 2, · · · , Nd} and the
set of the smallest numbers in each group. Furthermore, because each group
corresponds to a different share matrix we have that the MTN -d(S) and NTM -
d(N) form a bijection between the set {1, 2, · · · , Nd} and the set of share matrices
{Si

1, S
i
2 · · · , Si

Nd
}. We summarize this result as the following theorem:

Theorem 6. The subroutines MTN -d(S) and NTM -d(N) form a bijection be-
tween the set of share matrices in Ci (i = 0, 1) and the set of numbers between
1 and Nd. ��

The above subroutines are more efficient than the simple table-lookup method.
Particularly, for the case that the columns c1, c2, · · · , cm are pairwise different,
the subroutines MTN(S) and NTM(N) are efficient, because they only need
fixed memory requirements. For the case that there are identical columns in
c1, c2, · · · , cm, the memory requirement of the subroutines MTN − d(S) and
NTM − d(N) relates to the value of m. Because they only need to store the in-
dexes of the share matrices A[1], A[2], · · · , A[Nd], they are more efficient than the
simple table-lookup method. Furthermore, the table (the array A in Subroutine
MC) can be previously generated and reusable.

4 Comparisons of ESSVCS and TiOISSS

From the viewpoint of carrying amount of the secret, both the ESSVCS and the
TiOISSS are computer aided and carry two types of secrets, one is a secret image
that can be revealed by stacking the shares, and the other is covert data which is
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revealed by computation. The two TiOISSS schemes [17, 18] can be also treated
as (k, k, n)-TiOISSS, which means a vague secret image is revealed by stacking
any k out of n shares, and further a much finer gray-scale secret image (i.e. the
covert data) is revealed by computation with these k shares.

Taking the information carrying capability into consideration, we compare the
amount of covert data carried by the ESSVCS and two TiOISSSs [17, 18].

First, the covert data carried by the ESSVCS is greater than that in Lin
et al.’s TiOISSS [17]. Bandwidth of the proposed ESSVCS has been discussed
in Theorem 4, and it can be evaluated from Table 1 and Table 2. Lin et al.’s
TiOISSS [17] groups the share matrices into different types to carry covert data
according to the first row. Let m be pixel expansion of the basis matrix, where

each row contains b ‘1’ and w ‘0’ and m=b+w. There are

(
m
w

)
different types

of share matrix, and each secret pixel in VCS carriesy log2

(
m
w

)
bits. We list

the number of share matrices generated by Droste [11] with different types in
Table 3.

Note that in order to satisfy the security, we can only choose the type of one
row and the remaining (n− 1) rows are then determined according to the type
of share matrix. Therefore, only 1/n part of each share can be used to carry

log2

(
m
w

)
bits. Since the covert data of each share is taken from the shadow

image generated by polynomial-based secret sharing scheme, the total secret

information carried by VCS is k|SI | log2
(
m
w

)
/n bits, where SI is the binary

secret image of VCS.

Table 3. The number of share matrices with different types in Lin et al.’s TiOISSS

�
��k
n
2 3 4 5 6 7 8 9 10

2 2 3 4 5 6 7 8 9 10

3 4!
2!2!

6!
3!3!

8!
4!4!

10!
5!5!

12!
6!6!

14!
7!7!

16!
8!8!

18!
9!9!

4 8!
4!4!

15!
9!6!

24!
16!8!

35!
25!10!

48!
36!12!

63!
49!14!

80!
64!16!

5 16!
8!8!

30!
15!15!

48!
24!24!

70!
35!35!

96!
48!48!

126!
63!63!

6 32!
16!16!

70!
40!30!

128!
80!48!

210!
140!70!

320!
224!96!

7 64!
32!32!

140!
70!70!

256!
128!128!

420!
210!210!

8 128!
64!64!

315!
175!140!

640!
384!256!

9 256!
128!128!

630!
315!315!

10 512!
256!256!

Second, there is no fixed relationship between the amount of covert data car-
ried by the ESSVCS and that of Yang et al.’s TiOISSS [18]. The TiOISSS [18]
replaces the black pixels in the shares with gray pixels generated by polynomial-
based secret sharing scheme. Therefore, each row of share matrix carries 8b bits,
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and the total amount of covert data are 8kb|SI | bits, where b is the number of ‘1’
in each row of share matrix. In most cases, especially when n is a small number,
the covert data carried by Yang et al.’s TiOISSS [18] is more than that in the
ESSVCS.

However, in some cases, the ESSVCS can carry more data. For example, for
a (2,10)-VCS constructed by Droste [11], we have log2 |C0| = 3.32, log2 |C1| =
21.79, and b = 1, k = 2. In the ESSVCS, each white secret pixel carries 3.32 bits
and each black secret pixel carries 21.79 bits, while in Yang et al.’s TiOISSS [18],
sharing one secret pixel carries 16 bits. With proper proportion of the numbers
of white secret pixels to black secret pixels, the ESSVCS can carry more covert
data than Yang et al.’s TiOISSS [18].

From viewpoint of visual quality, both ESSVCS and TiOISSS can visually
recover the secret image by stacking shares. The ESSVCS and Lin et al.’s
TiOISSS [17] used traditional VCS as the building block, hence the recovered se-
cret image is as same as that of the traditional VCS. In Yang et al.’s TiOISSS [18],
the black pixels of shares are replaced by gray pixels, and the contrast of VCS is
diminished. Therefore, visual quality of the recovered secret image by stacking
shares is deteriorated in Yang et al.’s TiOISSS [18], which is a disadvantage of
their scheme.

Besides, another disadvantage of Yang et al.’s TiOISSS scheme [18] is that, to
reconstruct the covert data the participants have to obtain the greyness of each
sub-pixel precisely, which is impractical if the shares are printed on transparen-
cies. Occasional scrub may change the greyness of sub-pixels in the transparen-
cies, which will be impossible to reconstruct the covert data.

Both the ESSVCS and Lin et al.’s TiOISSS [17] carry covert data by choosing
different share matrices, hence there is a bijection between the set of pseudo-
random numbers (ciphertext) and the set of share matrices. In Lin et al.’s
TiOISSS [17], it employs a lookup table to map the different types of share ma-
trices to the set of pseudo-random numbers. The disadvantage of their scheme
is that, the table needs to store all the types of share matrices, which has large
memory requirements. However, in the ESSVCS, an efficient algorithm is intro-
duced to make the mapping more convenient.

5 Conclusions

In this paper, we proposed a construction of the (k, t, n)-ESSVCS scheme, which
can carry additional covert data compared to the traditional (k, n)-VCS scheme
by treating the pseudo-random inputs as a sub-channel. We analyzed some issues
related to ESSVCS scheme such as the pseudo-randomness that the input of
VCS requires, sufficient conditions to uniquely determine a share in the set Ci

(i = 0, 1), and bandwidth of the proposed ESSVCS scheme. We also presented
an efficient algorithm to decode ESSVCS secret. At last, comparisons of some
relevant VCS schemes are given such as the TiOISSS scheme [17, 18].

The proposed (k, t, n)-ESSVCS scheme is especially useful for the case (n −
1, n− 1, n)-ESSVCS and the case (n, n, n)-ESSVCS, because in these cases, the
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qualified participants could get secret and covert data simultaneously. The con-
structions of (k, n − 1, n)-ESSVCS and (k, n, n)-ESSVCS can be easily imple-
mented by the proposed scheme. For general value of k < t < n − 1, we left it
as an open problem for future study.
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Abstract. With visual cryptography in mind, the security property of a new 
scheme is always one of main concerns. However, the ideal security is not taken 
into account in some visual cryptography schemes sharing multiple secrets. In 
this paper, the security of a multi-secret visual cryptography scheme proposed 
by Feng et al. is analyzed. We show that the security of their scheme is not 
ideal. Precisely, it is insecure since some information of the secret images can 
be inferred by block attacking the second share alone. The main weak design is 
proved and shown by means of giving theoretical analysis and conducting some 
counter experiments. 

Keywords: Visual cryptography, Security, Multiple secret sharing, Ring share. 

1 Introduction 

Visual cryptography scheme (VCS) was introduced by Naor and Shamir in Euro-
crypt’94 [1]. The difference between visual cryptography and the traditional secret 
sharing schemes [2,3] is the decryption process. Most secret sharing schemes are 
mainly realized by the computer, while visual cryptography schemes can decrypt 
secrets only with human eyes. Due to the ease of decoding, VCS provides some new 
and secure imaging applications, e.g., visual authentication, steganography, and image 
encryption. In recent years, the studies of VCS focus on the general access structure 
[4], the optimization of the pixel expansion and the relative difference [5-8], and the 
grey and color images [9-12], etc. 

Most VCSs can only encrypt one secret image, which reduces the work efficiency 
and limits its possible applications. A so-called multi-secret VCS (MVCS) was then 
proposed to encrypt multiple secret images simultaneously. Chen et al. [13] designed 
(2, 2, 2)-MVCS to encode two secret images S1 and S2 into two square shares A and B. 
S1 was  decoded by stacking share A and B directly. S2 could be decrypted by over-
lapping shares A and the rotated share B with 90°, 180°or 270°. In order to overcome 
the angle restriction, the shares were devised to be circles in literatures [14,15]. Al-
though the rotation angles were unlimited, the shapes of decrypted images were dis-
torted from square to circular and the recovery images had less contrast. 

Different from the square and circle shares, Hsu et al. [16] proposed a scheme to 
hide two images in two ring shares with arbitrary rotating angles and undistorted 
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shapes. Although there was no restriction of angles in Hsu’s scheme, only two secret 
images could be encrypted. In order to share more secret images, Feng et al. [17] 
designed a new (2, 2, m)-MVCS with ring shares based on four different visual pat-
terns. The scheme could share Y secret images at most, where Y was the width of the 
secret images. The pixel expansion of Feng’s scheme was 3m, where m denoted the 
number of secret images. 

In the above schemes, one share is always used as a mask, while the other one is 
decided by the secret images and the mask. Therefore, the security of the secret im-
ages relies on the second share. Taking Feng’s scheme for example, we analyze the 
relationship between the visual patterns which are the basic units of the shares. It is 
discovered that some information about the secret images can be inferred by compu-
ting the second share alone. This method is called block attacking. The weaknesses of 
(2, 2, 3)-MVCS and (2, 2, m)-MVCS are computed and discussed in detail, which 
threaten the schemes’ security. 

The rest of this paper is organized as follows. Section 2 briefly reviews the scheme 
in literature [17]. As the main part of this paper, Section 3 analyzes the security of the 
multi-secret visual cryptography scheme with ring shares. Section 4 concludes the 
paper. 

2 Related Studies 

To overcome the number restriction of secret images and the shape distortions, Feng 
et al. proposed a scheme to hide multiple secret images into two ring shares. Assume 
that the secret images S1, S2,  , Sm are all sized X×Y, where X is the height and Y is 
the width of images. Their scheme rolls up the shares to rings so that it is possible to 
recover many secrets at some setting angles as shown in Figure 1. 

360

m

° ( 1)360m

m

− °

 

Fig. 1. The decryption model of Feng et al.’s scheme 
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Since each row of the secret images is independent with others, the scheme en-
crypts one row at a time. The basic unit in shares is block, corresponding to one pixel 
of every secret image. Collect m blocks with interval 360°/m to form a set. Therefore, 
all shares blocks on a row can be separated to Y/m sets. ai

P(bi
P) denotes the i-th block 

in the p-th set of a certain row in the share A (B), where 1≤ i ≤ m and 1≤ p ≤ Y/m. The 
relationship between the blocks and the secret images is illustrated in Figure 2. 
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Fig. 2. The relationship between the blocks and the secret images: (a) The constructions of the 
shares. (b) The recovery of S1. (c) The recovery of S2. 

In the scheme, each share block is filled with m visual patterns. ai,j
P(bi,j

P) denotes 
the j-th pattern of ai

P(bi
P). There are four visual patterns PE={1,0,1}, PI={1,1,0}, 

PW={1,0,1}, and PB={0,1,1}, which are used to produce some special features. The 
effective visual pattern PE will reveal meaningful stacking results patterns PW and PB, 
while the ineffective pattern PI will always cause black blocks. Table 1 shows the 
relations between the visual patterns. 

Table 1. Necessary relations between visual patterns 

Stacking operations 
Block of re-

sults 

PE + PW ={1,0,1} White 
PE + PB ={1,1,1} Black 
PI + PW ={1,1,1} Black 
PI + PB ={1,1,1} Black 

 
For the p-th process on the r-th row, ai

P(bi
P) are generated according to the follow-

ing equations, where 1≤ j ≤ m. 
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The last part is using random permutation for every block to break up the regular 
pixel distribution. Then the pixel positions in a single share image are no longer re-
lated to the secrets. In other words, the security of the scheme is relied on the random 
permutation. Meanwhile, a1

P, a2
P, …, am

P and b1
P, b2

P, …, bm
P are applied with the 

same random permutation, and therefore the secrets can still be decrypted by stacking 
the share images. 

The complete encryption algorithm for (2, 2, m)-MVCS is as follows [16]. 

Input: Secret images S1, S2,… , Sm 
Output: Two share A, B 
Step1: Adjust the size of all secret images to X×Y that the X must be a multiple of 

m. 
Step 2: Initialize the processing row r = 1 of the images. 
Step 3: Start the p-th process of the proposed scheme with p = 1. 
Step 4: Select the 1, m+1, 2m+1,  , X−m+1 secret pixels to generate the blocks 

a1
P, a2

P, …, am
P and b1

P, b2
P, …, bm

P according to Eqs. (1) and (2).  
Step 5: Perform permutation on the generated blocks a1

P, a2
P, …, am

P and b1
P, 

b2
P, …, bm

P. 
Step 6: Fill the blocks in the share images. ai

P is the block on the r-th row and (p + 
X(i − 1)/m)-th column of share A, and bi

P is the block on the r-th row and (p + X(i − 
1)/m)-th column of share B. 

Step 7: If p<X/m, return to Step 4 for the next process p := p+1. 
Step 8: If r <Y, return to Step 3 for the next row r:=r+1. 
Step 9: Out put the two shares A and B. 

3 Security Analysis of MVCS 

The security of visual cryptography schemes is as same as “one time pad” [1]. The at-
tackers can’t get any information on secret images from the forbidden set of partici-
pants. For the (2, 2, m)-MVCS, a single share should not leak any information on the m 
secret images. However, the scheme proposed by Feng et. al doesn’t satisfy the ideal 
security. The main reason is that share B leaks the correlation of the secret pixels. 

3.1 Block Attacking 

The basic units of share A are PE and PI, which are independent with the secret images. 
Therefore, Share A is just like a mask used for effecting and ineffecting the blocks of 
share B. The attackers can’t get anything information of secret images from share A. 
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On the contrary, the basic units of share B are PB and PW, which are decided by the 
secret images. The weakness of share B will threaten the security of the visual crypto-
graphy scheme. 

Firstly, the characteristics of PB and PW are analyzed. Since PW ={1,0,1} and PB 
={0,1,1}, we can get PW ⊕PW ={0,0,0}, PW ⊕PB ={1,1,0}, PB ⊕PB ={0,0,0}, where ⊕ 
is XOR operator. Obviously, the XOR result reflects whether the two blocks are same.  

Next taking the random permutation into consideration, let Pi and Pj (i, j ∈{B, W}) 
denote two patterns. Pi’ and Pj’ denote the same random permutation of Pi and Pj. 
H(P) denotes the ‘1’s number of the pattern P. It is obvious that H(Pi’⊕Pj’) = 
H(Pi ⊕Pj) = 0 or 2.  

Although we can not guess the color of the secret pixel encoded by Pi (Pj), the 
equality relation between Pi and Pj can be deduced. If H(Pi’⊕Pj’)=0, we can get Pi 

⊕Pj ={0,0,0}, that means the secret pixels encoded by Pi and Pj are the same. Other-
wise, if H(Pi’⊕Pj’)=2, we can get Pi ⊕Pj ={1,1,0} or {1,0,1} or {0,1,1}, that means 
the secret pixels are different.  

Based on the relation between PB and PW, we can compute the different number in 
the m pixels encoded by bi

P and bj
P, which are consist of PB and PW. 

The procedure of Block Attacking is as follows.  

Input: ˆP
ib and ˆP

jb , the i-th and j-th blocks in the p-set of the share B 

Output: The correlation between the m secret pixels encoded in bi
P and the m secret 

pixels encoded in bj
P 

Step1: Compute ˆ ˆP P
i jb b⊕ . ˆ ˆ( )P P

i jb b means the random permutation of  block bi
P 

(bj
P), and the random permutations for bi

P and bj
P are the same. 

Step2: Let d denotes the number of ‘1’ in bi
P ⊕ bj

P. d is equal to the number of ‘1’ 

in ˆ ˆP P
i jb b⊕ . 

Step3: According to characteristics of PB and PW, we can make sure that there are 
2d different pixels between the m secret pixels encoded in bi

P and bj
P.  

Step4: Output d/2. 
Although the attackers known nothing about the random permutation, they can get 

the correlations between the secret pixels. The results of the Block Attacking leak the 
information about the secret images. 

3.2 Attacking to (2, 2, 3)-MVCS 

In the section, a simple (2, 2, 3)-MVCS is analyzed firstly. Based on the Block At-
tacking, the security of general (2, 2, 3)-MVCS is discuss in detail. 

Let S1 = [0 1 1], S2 = [1 0 0], and S3 = [0 1 0], which are three secret images with 
X=1 and Y=3. There is only one process needed with r=X=1 and p=Y/3=1. According 
to Eqs. (1) and (2), a1

1 =[PE PI PI]
T, a2

1 =[PI PE PI]
T, a3

1 =[PI PI PE]T, b1
1 =[PW PB 

PW]T, b2
1 =[PB PB PW]T, b3

1 =[PW PW PB]T. The secret images can be recovered by 
overlaying share A and B at three angles. The shares without random permutation are 
shown in Figure 3. 
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In order to break up the regular pixel distribution, let a random permutation Permu 
=(2,5,1,7,3,0,6,4,8) be applied to the blocks a1

1, a2
1, a3

1, b1
1, b2

1, b3
1. The attackers can’t 

guess the secret pixels from the permutated blocks 1 1 1 1 1 1
1 2 3 1 2 3

ˆ ˆ ˆˆ ˆ ˆ, , , , ,a a a b b b . Meanwhile, the 

secret images can also be recovered by overlaying the share A’ and B’ at 0°, 120°, 240°. 
The permutated shares and the recovery images are illustrated in Figure 4. 
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Fig. 3. An example of the (2, 2, 3)-MVCS: (a) Three secret images. (b) The generated share 
images. (c) The stacking secret image at 0°, 120°, 240°. 
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Fig. 4. The (2, 2, 3)-MVCS with permutation: (a) Permutation on share blocks. (b) The stack-
ing secret image at 0°, 120°, 240° 
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According to Figure 3 and Figure 4, the correlations between b1
1 and b2

1 are ana-
lyzed using the Block Attacking. 

Step1: 1 1
1 2
ˆ ˆb b⊕ =[110001111] ⊕ [111000111] = [001001000].  

Step2: There are 2 ‘1’ in 1 1
1 2
ˆ ˆb b⊕ . We can get the number of ‘1’ in b1

1⊕b2
1, which 

is d=2. (Figure 5 shows that the numbers of ‘1’ in b1
1⊕b2

1 and 1 1
1 2
ˆ ˆb b⊕  are equal as 

expectation.) 
Step3: There are d/2=1 different pixels between the 3 secret pixels encoded into b1

1 
and b2

1. 
Step4: Output d/2=1. 

1
1b̂

⊕

⊕
1
2b̂

1
1b 1

2b

 

Fig. 5. b11⊕b21and 1 1
1 2
ˆ ˆb b⊕  

According to the conclusion of the Block Attacking, the all combinations of secret 
pixels encrypted into b1

1 and b2
1 are enumerated in the Table 2. 

Table 2. The combinations of secret pixels encrypted into b1
1 and b2

1 

The possible combinations of 3 
secret pixels encrypted into b1

1 
000 001 010 011 100 101 110 111 

The corresponding combina-
tions of 3 secret pixels en-
crypted into b2

1 

100 
010 
001 

101 
011 
000 

110 
000 
011 

111 
001 
010 

000 
110 
101 

001 
111 
100 

010 
100 
111 

011 
101 
110 

 
From Table 2, there are only 8×3=24 possible combinations for 6 secret pixels. 

However, if the (2, 2, 3)-MVCS is ideal secure, there should be 26=64 combinations 
for 6 secret pixels. Although the attackers can’t guess the exact secret pixels encoded 
into b1

1 and b2
1, the 6 secret pixels’ space is reduced from 64 to 24. Actually, the se-

cret pixels in b1
1 are [010], and the secret pixels in b2

1 are [110]. [010] and [110] are 
exist in Table 2. Therefore, the Block Attacking is effective. 

The correlations between b2
1 and b3

1 can also be analyzed by the Block Attacking. 
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Step1: 1 1
2 3

ˆ ˆb b⊕ =[111000111] ⊕ [110111001] = [001111110].  

Step2: There are 6 ‘1’ in 1 1
2 3

ˆ ˆb b⊕ , and d=6. 

Step3: There are d/2=3 different pixels between the 3 secret pixels encoded into b2
1 

and b3
1. 

Step4: Output d/2=3. 
The result means that the 3 secret pixels encoded into b2

1 are all different from b3
1. 

Taking the relation between b1
1, b2

1 and b3
1 into consideration, there are only 

8×3×1=24 possible combinations for all 9 secret pixels. The 9 secret pixels’ space is 
reduced from ideal 29=512 to 24 by analyzing the share B alone. The weakness threat-
ens the example of (2, 2, 3)-MVCS severely, which is ignored in Feng et al.’s scheme. 

Using the Block Attacking to the general (2, 2, 3)-MVCS, let the sizes of the secret 
images are all X×Y. There are Y/3 sets in every row, so the share B has XY/3 sets total-

ly. The p-set contains 3 blocks 1 2
ˆ ˆ,p pb b and 3

ˆ pb , and every 3 secret pixels are encoded 

into one block. There are 4 statuses of d, the number of ‘1’ in ˆ ˆp p
i jb b⊕ (1≤ i ≠ j ≤ 3, 

1≤ p ≤ XY/3), which are shown in Table 3.  

Table 3. The statuses of ‘1’s in ˆ ˆ⊕p p
i jb b  

d, the number of 

‘1’ in ˆ ˆp p
i jb b⊕  

The number of the  
different secret pixels 

The possible combinations of the 
secret pixels encoded into bi

P and bj
P 

0 0 23×C(3, 0)= 8 
2 1 23×C(3, 1)= 24 
4 2 23×C(3, 2)= 24 
6 3 23×C(3, 3)= 8 

 
The best situation for attackers is d=0 or 6 for every pair of the 3 blocks in every 

set. Then, the attacking difficulty of one set declines from 29 to 23. Furthermore, the 
attacking difficulty of the secret images decreases from 23XY to 2XY. 

The worst situation for attackers is d=2 or 4 for the blocks in every set. Then, the 
attacking difficulty of one set declines from 29 to 23×3×3=9×23. Furthermore, the 
attacking difficulty of the secret images decreases from 23XY to 2XY ×3×3 ≈ 2XY+3.2. 

3.3 Attacking to (2, 2, m)-MVCS  

Using the Block Attacking to the (2, 2, m)-MVCS, let the sizes of the secret images 
are all X×Y. There are Y/m sets in every row, so the share B has XY/m sets totally. p-

set contains m blocks 1 2
ˆ ˆ,p pb b ,…, ˆ p

mb , and every m secret pixels are encoded into one 

block. There are m +1 statuses of d, the number of ‘1’ in ˆ ˆp p
i jb b⊕ (1≤ i ≠ j ≤ m, 1≤ p ≤ 

XY/m), which are shown in Table 4.  
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Table 4. m +1 statuses of ‘1’s in ˆ ˆp p
i jb b⊕  

d, the number  

of ‘1’ in ˆ ˆp p
i jb b⊕  

The number of the  
different secret pixels 

The possible combinations of the 
secret pixels encoded into bi

P and bj
P 

0 0 2m ×C(m, 0) 
2 1 2m ×C(m, 1) 

…… …… …… 
2i i 2m ×C(m, i) 

…… …… …… 
2m m 2m ×C(m, m) 

 
The best situation for attackers is d=0 or 2m for every pair of the m blocks in every 

set. Then, the attacking difficulty of one set declines from 2mm to 2m. Furthermore, the 
attacking difficulty of the secret images decreases from 2mXY to 2XY. 

The worst situation for attackers is d=m/2 or m/2 for every pair of the m blocks 
in every set. Then, the attacking difficulty of one set declines from 2mm to 2m ×C(m, 
m/2)m-1. Furthermore, the attacking difficulty of the secret images decreases from 
2mXY to 2XY ×C(m, m/2)m-1. 

4 Conclusion 

Although Feng et al.’s scheme can share many secret images without any distortion, 
the weakness of PB and PW threatens the security of the (2, 2, m)-MVCS seriously. 
Theoretical analysis and experimental results prove this argument. Furthermore, it is 
difficult to modify the scheme. If we use different random permutations for the m 
blocks in one set, the ideal security can be guaranteed, but the secret images can’t be 
decrypted. Therefore, how to design the ideal secure (2, 2, m)-MVCS with a different 
method is our future work.  
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Abstract. Image super-resolution (SR) reconstruction has been an important 
research fields due to its wide applications. Although many SR methods have 
been proposed, there are still some problems remain to be solved, and the 
quality of the reconstructed high-resolution (HR) image needs to be improved. 
To solve these problems, in this paper we propose an image super-resolution 
scheme based on compressive sensing theory with PCA sparse representation. 
We focus on the measurement matrix design of the CS process and the 
implementation of the sparse representation function for the PCA 
transformation. The measurement matrix design is based on the relation 
between the low-resolution (LR) image and the reconstructed high-resolution 
(HR) image. While the implementation of the PCA sparse representation 
function is based on the PCA transformation process. According to whether the 
covariance matrix of the HR image is known or not, two kinds of SR models 
are given. Finally the experiments comparing the proposed scheme with the 
traditional interpolation methods and CS scheme with DCT sparse 
representation are conducted. The experiment results both on the smooth image 
and the image with complex textures show that the proposed scheme in this 
paper is effective. 

Keywords: Super Resolution Reconstruction, Compressive Sensing (CS), 
Primary Component Analysis (PCA). 

1 Introduction 

There is an increasing demand on the images with high pixel density, especially in the 
fields of military monitoring, public security controlling and medical diagnosis, etc. 
But sometimes the high-resolution images are difficult to get due to the inherent 
resolution limitations of low-cost imaging sensors. Therefore the technique of super-
resolution (SR) reconstruction has been an active area of research. Nowadays various 
image SR schemes have been developed, which can be roughly divided into three 
classes: interpolation-based method, reconstruction-based method and machine-
learning based method. 
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As a traditional SR approach, the interpolation-based SR is to map the LR image to 
the target HR image, and then to apply the non-uniform interpolation to get each pixel 
of HR image. Common image interpolation methods include zero-order interpolation, 
bilinear interpolation, bicubic interpolation [2] and so on. The shortcoming of these 
methods is that the generated HR images tend to be blurred with jagged edges. The 
reconstruction-based SR schemes normally recover the original HR image by fusing a 
set of LR images of the same scene. Each of the LR images imposes some linear 
constraints on the unknown high resolution intensity values. Thus the HR image can 
be reconstructed by adopting this kind of observation model. Generally speaking, the 
reconstruction-based SR method is a severely ill-posed problem, which means the 
solution from these reconstruction constraints is not unique because of the insufficient 
number of low resolution images. Besides the performance of this type of SR 
algorithms degrades rapidly when the desired magnification factor is large or the 
number of available input LR images is small. The third class of SR approach is based 
on machine learning techniques. This work is first conducted by Freeman et al. In [3] 
they first apply Markov network to establish the corresponding relations between the 
LR patches and the HR patches, and then find the optimized solution via Bayesian 
belief propagation. But this method is time-costing since it needs hundreds of 
thousands of Markov Networks. In [4] a mixed pattern combining the global 
parameter model with the local non-parameter model is proposed for the SR of face 
image.  

More recently, the idea of compressed sensing (CS) is applied into SR applications. 
In [5] the low-resolution (LR) image is viewed as a down-sampled version of the 
high-resolution (HR) image, and each patch of LR image is assumed to have a sparse 
representation with respect to an over-complete dictionary of signal atoms. According 
to CS theory, the HR image can be correctly recovered from the sparse representation 
of LR image under some mild conditions. The experiment results demonstrate that it 
is effective to take the sparsity as prior knowledge for regularizing the ill-posed super-
resolution problem. The works, such as [6], [7] and [8], take the similar idea of SR 
reconstruction. As it has been pointed out in [5] there are two questions need to be 
solved, one is how to decide the number of raw sample patches required to generate a 
dictionary satisfying the sparse representation prior, the other is how to effectively 
build the dictionaries that contain multiple types of textures or multiple object 
categories. This is mainly because of the non-adaptive characters of CS. Then several 
adaptive SR schemes based on CS have been proposed. The concept of examples-
aided redundant dictionary learning are introduced into the single-image SR 
reconstruction in [9], and the compact redundant dictionaries are learned from 
samples classified by K-means clustering in order to provide each sample an 
appropriate dictionary. This scheme needs huge computation, so the multi-task 
learning for the redundant dictionary learning and sparse representation is adopted. 
[10] proposes an image de-blurring and super-resolution method with adaptive sparse 
domain selection and adaptive regularization. In this scheme, to represent the 
underlying image better with a proper sparse domain, various sets of bases are learned 
from a pre-collected dataset of example image patches, and one set of bases are 
adaptively selected to characterize the local sparse domain for a given patch to be 
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processed. A texture constrained sparse representation for single image super 
resolution is given in [11]. This method requires some texture databases be prepared 
in advance. First, the low resolution image is segmented into different texture regions 
which are classified into different texture categories using the designed texture 
classifier. Then the high resolution segments are reconstructed by sparse 
representation with relevant texture dictionaries. It is obviously that all of these 
adaptive SR schemes are computationally intensive. In this paper we try to look for a 
simpler approach for the CS based super-resolution reconstruction without degrading 
the quality of the recovered HR image.    

It is well known that the CS framework consists of three parts: sparse 
representation, sampling procedure and reconstruction. The sparse representation is to 
represent the natural signal on a certain transform basis or a tight frame to get its 
sparse form. During the sampling procedure, by choosing a sampling matrix, we can 
get the measurements of the original signal with a much lower dimension but contain 
the most important information. The reconstruction is a process of recovering the 
original signal from its measurements as accurately as possible. The common CS 
process is non-adaptive. One of the reasons is that the sparse representation methods 
adopted are non-adaptive. Although the dictionary-learning based approach has been 
applied in the sparse transformation stage, it also brings the problems of large 
computation and extra memory cost. As a typical adaptive data analysis method, the 
principal component analysis (PCA) transformation can reserve more texture and 
detail of an image compared with the fixed basis transformation, and the computation 
of PCA transformation is much less than the dictionary based representation. So in 
this paper we choose the PCA domain for sparse representation in the CS process. 
There are three steps during the PCA analysis, which are the feature matrix 
computation by the covariance matrix of signal, the transformation matrix design 
through the feature matrix and the restoration of the signal. It is obvious that the 
covariance matrix of signal plays an important role in the PCA analysis. Whether the 
covariance matrix can be predicted or not depends on different practical applications. 
Thus two SR models based on the CS taking PCA as sparse basis are discussed 
according to the facts that covariance matrix of the signal is known or not. The 
experiment results demonstrate that the proposed schemes perform better compared 
with the SR based on normal CS and the traditional interpolation-based SR method. 

The rest of the paper is organized as follows. In Section 2, the theory of PCA and 
CS are introduced briefly. Section 3 illustrates the proposed SR mode in detail. The 
simulation results are discussed in section 4. Finally, the conclusion is considered in 
section 5. 

2 Brief Overview of PCA and CS 

Since the SR scheme we proposed here is based on the CS theory adopting PCA 
sparse representation, so in this section we first review the PCA foundation and the 
CS procedure briefly. 



498 A. Zhang et al. 

 

2.1 The PCA Foundation 

Principle Component Analysis (PCA) is a widely used signal processing algorithm, 
which can be used to largely reduce the correlation between the sampled signals. It is 
also a self-adapting algorithm due to the fact that different transformation matrix are 
used in accordance with the signal during the PCA analysis procedure. Meanwhile, 
the PCA is of lower complexity and less calculation.  

For the signal X=(x1, x2, …, xm)T, xi∈Rn, the PCA process can be briefly 
introduced as follows. 

First X can be denoted by 

X=

1 2 n

1 1 1

1 2 n

2 2 2

1 2 n

m m m

x x ... x

x x ... x

x x ... x

 

 
 
 
 
 
  

   
           

(1)

Denote the i-th row of X as Xi=[ 1 2 n

i i i
x x ... x ], then the mean value of Xi can be 

calculated as 

   
n

j

i i

j 1

1
u x

n =

=                                   (2)

So Xi can be centralized as 

   1 2 n

i i i i i i
X X u [x x ... x ]= − =                       (3)

where j j

i i i
x x u= − . Accordingly, the centralized matrix of X is 

   
T T T

T

1 2 m
X [X X ... X ]=                           (4)

Then compute the covariance matrix Ω of X as 

   Ω=
T1

XX
n

                               (5)

Since Ω is symmetrical, it can be written as: 

Ω= TΘΛΘ                                      (6)

where Θ =[ 1 2 m...θ θ θ ] is the m×m orthonormal eigenvector matrix and 

Λ =diag{λ1, λ2,…, λm} is the diagonal eigenvalue matrix with λ1≥λ2≥…≥ λm.  
The goal of PCA is to find an orthonormal transformation matrix P to de - 

rrelate X .  
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By setting 

P = TΘ    (7)

We can finally get  

Y =P X     (8)

Λ =
1

n
Y

T

Y                                    (9)

And the inverse PCA transformation can be performed as: 

X =PT Y    (10)

2.2 The CS Theory 

Compressive sensing theory [12] suggests that it is possible to perfectly recover a 
signal from significantly fewer samples or measurements, given that the signal can be 
represented by a small number of non-zero coefficients in some basis. Considering the 
fact that image super-resolution is a kind of typical inverse problems, which tries to 
obtain a high resolution image from its low resolution version, CS offers a theoretical 
framework for the SR problem. The procedure of CS contains three steps: sparse 
representation, sampling and sparse recovery.  

The sparse representation is to transform the signal x  onto a basis 
Ψ  to get a k-sparse representation S . That is, 

x= Ψ S (11)

where S can be well approximated using only k << N non-zero entries.  
Secondly, design the sampling matrix Φ with size of M×N ( ) which is 

incoherent to Ψ . By analyzing the structure of the sampling device, the sampled 
measurements y can be as : 

y=Φx   (12)

where y is an M×1 measurement vector. 
Thirdly, recover the original signal x from its measurement y. If the measurement 

matrix Φ satisfies the Restricted Isometry Property (RIP), The signal can be 
reconstructed by solving the following optimization problem: 

min||S||1   s.t. y = ΦΨ S     (13)

As far as the CS scheme proposed in this paper, the sparse representation is achieved 
via PCA transformation. 
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3 The SR Model Based on CS Adopting PCA Sparse 
Representation 

In the view of the theory of CS, the SR reconstruction problem can be defined as: 

min||S||1   s.t. y = ΦΨ S                          (14)

where Y is the measured LR image, Φ represents the sampling matrix and Ψ S is the 
HR image in the PCA sparse representation form. Thus the main points of the SR 
model proposed in this paper lie on the design of sampling matrix and the sparse 
representation model. In this section, we will give a detailed description of the SR 
model based on CS adopting PCA sparse representation. 

3.1 The Sampling Matrix Design 

It is obviously that we can get the LR image Y from the corresponding HR image X 
after being sampled by matrix Φ. Thus the design of Φ is an importatnt component of 
the proposed SR scheme. For simplicity, we just assume that the length and the height 
of the HR image X is as twice as that of the LR image Y respectively. Suppose 

X
2

N 1R ×∈ , Y ( N / 2) 1
2

R ×∈  and the sampling matrix Φ=[ 1 2 N
...ϕ ϕ ϕ ], iϕ is the column 

vector of Φ and iϕ =[ 1 2 N
i i i...φ φ φ ]T. A direct way of getting Y from X is to set the 

value of each pixel in Y as the average value of the four pixels at the corresponding 
position in X. Thus the samping matrix of the SR scheme proposed here can be 
defined as: 

2

j
i

1 / 4, j i / 2 mod (N / 4)

0 , otherwise

=   φ = 


 (15)

Next, we will discuss the sparse representation problem in detail. 

3.2 The PCA Sparse Representation Model 

The design of the sparse representation model is equal to the design of the sparse 
transformation basis Ψ . 

Ψ : S→X    (16)

Here we try to give the PCA sparse representation function. From section 2.1, we can 
see the PCA analyze process is to find an orthonormal transformation matrix P, and 
the computation of P depends on the covariance matrix of the signal under analyzed. 
But in some certain situations, the covariance matrix cannot be known beforehand. So 
we will discuss two cases according to the covariance matrix is known or not. 
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3.2.1   The Sparse Representation Model When Covariance Matrix Is Known 
In some applications, it is possible to known the covariance matrix beforehand. For 
example the covariance matrix can be predicted dynamically in the Wireless Sensor 
Networks (WSN). In such cases when the covariance matrix is known, the sparse 
representation function works as Fig.1. Considering the cost of computation and 
memory, we apply the block-PCA implementation in the SR scheme. 
 

 

Fig. 1. The function of sparse representation Ψ when the covariance matrix is known 

As can be seen from Fig.1, for the input S, the function of Ψ  is to treat S with 
inverse PCA transformation using the block algorithm.  

Besides, according to CS theory, the inverse transformation  is needed to 
solve (16). It can be infered easily that  is actually a block PCA transformation, 
which is showed in Fig.2. 

 

Fig. 2. The inverse transformation function 1−Ψ when the covariance matrix is known 

It should be pointed out that different sizes of blocks perform differently in the 
proposed SR schem, which will be showed in section 4. 

3.2.2   The Sparse Representation Model When Covariance Matrix Is Unknown 
In the situation when the covariance matrix is not available, we should get the 
covariance matrix using eq.(2)-(5) firstly, and then to perform the PCA transform  
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adopting eq.(6)-(7). In this section we will straightforwardly establish the sparse 
representation model for the SR problem.  

For an image I with the size of , 

 (17)

We can divide I into four sub-images I′1, I′2, I′3 and I′4 as follows 

 (18)

From above we can see 

 (19)

and each sub-image is of the same size as that of the LR image. Furthermore all of the 
sub-images and the LR image have the similar structure and texture. So the PCA 
transformation of the LR image approximate to the PCA transformation of one of the 
sub-images.  

Therefore the function of sparse representation Ψ can be got as Fig.3 shows. 
Similarly, the inverse transformation  can be defined as Fig.4.  
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Fig. 3. The function of sparse representation Ψ when the covariance matrix is unknown 

Similarly, the inverse transformation  can be defined as Fig.4. 
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Fig. 4. The inverse transformation function 
1−Ψ when the covariance matrix is unknown 

4 Experimental Results 

In this section, we will demonstrate the effects of the proposed SR scheme both on the 
smooth image and the image with complicated textures. The experiments are 
conducted on two kinds of situations (the covariance matrix is known or not) 
respectively. And also we will compare the proposed SR method with the traditional 
Bicubic algorithm and the CS based SR scheme using DCT sparse transformation.  

4.1 The Experiments on Smooth Image 

We choose the picture “boat” for experiment. The size of the HR image and the LR 
image is 256*256 and 128*128, respectively. Here we attempt to recover the HR 
image from the LR image. 

 

 

Fig. 5. The HR and LR image of “boat” 
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The results are showed in Table.1. 

Table 1. The experiment results on smooth image 

 
The Proposed Scheme 

Covariance Matrix is 
Known 

Covariance Matrix is 
Unknown 

 
Block 

No 
Block 
16*16 

Block
64*64 

Block 
16*16 

Block 
64*64 

PSNR 27.18 30.52 28.98 26.85 28.52 

 
CS With DCT 

Transformation The Interpolation Models 

 
Block 

No 
Block 
16*16 

Block 
64*64 

Nei- 
ghbor 

linear 
Bi-
cubic 

PSNR 29.98 26.52 27.15 27.54 29.25 29.78 

 
From Table 1 we can see that the proposed SR scheme with known covariance 

matrix performs the best when the block size is 16×16. As for the proposed SR model 
with known covariance matrix, the smaller PCA block is, the better result will be. 
While for the proposed SR model when the covariance matrix is unknown, the bigger 
the block is, the better SR result will be obtained. For the SR scheme adopting the CS 
with DCT sparse re[resentation, however, the method without blocking the image get 
the highest PSNR value. We can also find that the Bicubic SR method performs best 
among the interpolation models. Some reconstructed HR images are listed in Fig.6. 

 

 

Fig. 6. The experiments on smooth image “boat” 

4.2 The Experiments on the Image with Complex Textures 

The texture picture “Barbara” are selected for experiments. The size of the HR image 
and LR image is 512*512 and 256*256 respectively.  
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Fig. 7. The HR and LR image of “Barbara” 

The SR experiments results are showed in Table 2. 
From above we can draw the similar conclusions as that in section 4.1. Some 

reconstructed HR images are listed in Fig.8. 

Table 2. The experiment results on texture image 

 
The Proposed Scheme 

Covariance Matrix is 
Known 

Covariance Matrix is 
Unknown 

 
Block 

No 
Block 
16*16 

Block
64*64 

Block 
16*16 

Block 
64*64 

PSNR 24.31 26.70 26.00 23.32 25.56 

 CS With DCT 
Transformation 

The Interpolation Models 

 
Block 
No 

Block 
16*16 

Block 
64*64 

Nei- 
ghbor 

linear 
Bi- 
cubic 

PSNR 23.52 22.46 22.48 24.99 24.84 24.80 

 

Fig. 8. The experiments on texture image “Barbara” 
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5 Conclusion 

The image super-resolution scheme based on the CS theory adopting the PCA sparse 
representation is proposed in this paper. The main points of the proposed scheme are 
the design of the measurement matrix and the sparse transformation function during 
the CS process. According to whether the covariance matrix is known or not, two 
kinds of SR models are proposed. The experiments on the smooth image and texture 
image have proved that the proposed scheme is effective. Thus it is feasible to apply 
the CS with PCA sparse representation on the image super-resolution. We can also 
infer that the CS and PCA can be adopted in many other image process fields, such as 
the forensics, the retrieval and digital rights management of images and videos. 
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Abstract. The advent of social networks has made social media sharing in so-
cial network easier. However, it can also cause serious security and privacy 
problems, secure media sharing and traitor tracing issues have become critical 
and urgent. In this paper, a joint fingerprinting and encryption (JFE) scheme 
based on Game of Life (GF) and  singular value decomposition (SVD) with the 
purpose of protecting content distribution in social networks. Firstly, the finger-
print code is produced using social network analysis. Secondly, fingerprints are 
embedded into the LL, HL and LH subbands. At last, GF and SVD are used to 
for confusion and diffusion respectively. The proposed method, to the best of 
our knowledge, is the first JFE method using GF and SVD in the compressed 
domain for security and privacy. The use of fingerprinting along with encryp-
tion can provide a double-layer of protection to media sharing in social network 
environment. Theory analysis and experimental results show the effectiveness 
of the proposed JFE scheme. 

Keywords: fingerprinting, encryption, social media sharing, SVD, cellular au-
tomata, social network. 

1 Introduction 

Social media distribution offer distinctive challenges for social network such as priva-
cy and security issues. Multimedia encryption and digital watermarking are two typi-
cal ones for content protect [1]. Encryption is one way which may ensure the content 
security and prevent an unauthorized access [2]. However, the well known RSA, 
AES, and DES seem not desirable to be applied to multimedia encryption and do not 
meet the real-time constraint of social media sharing in social networks [3].  But 
multimedia encryption algorithms based on chaos may often be “lightweight” in order 
to accommodate computational complexity restrictions [3]. In recent years, there is an 
increasing trend of designing multimedia content encryption algorithms based on 
chaotic maps [4, 5]. The desired security disappears after the data are decrypted into 
clear text [6, 7].  Once the ciphered data is deciphered by the authorized user, it is 
unprotected, and it is still possible for a legal user to deliver decrypted data to an un-
authorized user for some purposes. In this case, extra protection schemes should be 
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adopted to deter content redistribution. In fact, watermarking [1] is another technolo-
gy which enables the owner to embed some information in the contents to protect 
copyright further.  

Since none of encryption and watermarking alone can provide the protection. D. 
Bouslimi et al. proposed a joint encryption/watermarking algorithm for medical im-
ages [8], in this model, the malicious staff member can be tracked by a watermarked 
clue. An interactive buyer-seller watermarking protocol for invisible watermarking 
was proposed in [9]. But watermarking can’t trace somebody who redistributed the 
copies. Fingerprinting, which was first introduced by Wagner [10] in 1983, can do 
that. Digital fingerprinting is an emerging technology to embed the information re-
lated to a buyer into a given multimedia content through the process of robust digital 
watermarking [7]. Embedding of unique customer identification as a watermark into 
data is called fingerprinting which is used to identify adversary who leak copies of the 
content, represents the ID of a user [11, 12]. In this case, fingerprinting can be re-
garded as another cryptologic mechanism for the copyright protection of digital data. 
Although the approach of embedding and extracting fingerprints is similar to that of 
watermarking. Basically, watermarks embedded into multimedia data for enforcing 
copyrights [13] must uniquely identify the data, but fingerprinting is aimed at traitor 
tracing [14]. 

There are some related works about joint fingerprinting and encryption for multi-
media content protection. Kundur et al.[3] proposed a novel architecture for joint 
fingerprinting and decryption that holds promise for a better compromise between 
practicality and security. In [7], the authors investigated the secure multicast of anti-
collusion fingerprinted video in streaming applications. In [15], the proposed scheme 
was a combination of a broadcast encryption scheme, a fingerprinting scheme and an 
encryption scheme inspired by the Chameleon cipher, the protection scheme could 
provide confidentiality, traceability and renewability in the context of broadcast en-
cryption. In [16], a scheme integrating anti-collusion code and Home Page PKC was 
described. In [17], a new genetic fingerprinting scheme was proposed for copyright 
protection of multicast video. In the scheme, multimedia contents are scrambled based 
on genetic algorithms. The encrypted content is decrypted and immediately finger-
printed with a distinct mark at the receiver. Lian SG et al.[18, 19] proposed schemes, 
which include fingerprinting, encryption, and encoding, to distribute multimedia con-
tent. A joint fingerprinting and decryption (JFD) scheme based on vector quantization 
is proposed with the purpose of protecting media distribution [14]. 

However, all the above schemes didn’t be applied to security and privacy for social 
network. How to use social network analysis to embed fingerprint information in 
encrypted contents and how to make the content sharing system robust against attacks 
is not deeply considered.  Undoubtedly, safeguarding privacy and security of person-
al information in social network is still in its infancy. 

CA (Cellular automata) is capable of developing chaotic behavior using simple  
operations or rules offering the benefit of high speed computation, which makes CA 
an interesting platform for digital image scrambling [20]. Fast computation helps  
in achieving this capability. SVD performs an optimal matrix decomposition in a 
least-square domain for matrices in real number domain. Moreover, it uses non-fixed 
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orthogonal bases in contrast to some other unitary transformations which adopt fixed 
orthogonal bases. 

To encrypt the important data only, transform domain algorithm can improve the 
encryption speed, but the encryption effect is weaker obviously. In practice, permuta-
tion and diffusion are often combined in order to get high computational security. A 
novel JFE algorithm based on GF and SVD in DWT domains is proposed. According 
to our best knowledge, there has been no report yet on the implantation of JFE 
scheme based on GF and SVD for secure content sharing in social network environ-
ment. Basic theory is introduced in section 2.  In section 3, we discuss the proposed 
methods and show the performance of the scheme. In Section 4, we present its securi-
ty. We conclude our paper and provide suggestions for future work in Section 5. 

2 Basic Theory of the Proposed Scheme 

2.1 SVD 

SVD [21] is a very useful tool in linear algebra, which  is a factorization and 
approximation technique. From the perspective of image processing, an image 
can be viewed as a matrix with non negative scalar entries. Mathematically, SVD 
of a rectangular matrix A  is expressed as  

 
TA USV=                                  (1) 

where S  is also known as singular value matrix in SVD domain, U  and V  are 

the unitary matrices. Both of U  and V  components are composed of eigenvectors 

of matrix A， and T  represents the conjugate transpose operation. U  and V  
are also orthogonal matrices. Therefore, the following conditions are always satisfied  

T T
NI U U UU= =         (2) 

 T T
MI V V VV= =    (3) 

where NI  and MI  are identity matrices with size N N×  and M M× , respec-

tively.  

2.2 Chaotic Maps  

1D Logistic map is an example chaotic map, it is described as 

1 (1 )n n nx ux x+ = −  where u ∈  [0,4], nx ∈  (0,1), n=0,1,2,… the research re-

sult shows that the system is in a chaotic state under the condition that 
3.56994< u ≤4.  
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The PWLCM can be described in Eq. (4): 
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 (4)

where ny ∈  (0,1), n=0,1,2,…, when control parameter η ∈ (0,0.5), Eq. (4) 

evolves into a chaotic state,η  can be served as a secret key.  

2.3 Cellular Automata 

CA [20] are dynamical complex space and time discrete systems. The (2-D) CA 
called the GF, which consists of an [ M N× ] matrix of cells, where each cell may 
take only two states: alive and dead (respectively represented by one and zero). At 
every time step, all the cells update their states synchronously by applying rules 
(transition function). Each cell has eight neighbors which are the cells that are 
horizontally, vertically, or diagonally adjacent. Each cell computes its new state 
by applying the following transition rules.  

(1) Any live cell with fewer than two live neighbors dies  
(2) Any live cell with two or three live neighbors lives on to the next generation. 
(3) Any live cell with more than three live neighbors dies, as if by overcrowding. 
(4) Any dead cell with exactly three live neighbors becomes a live cell, as if by 

reproduction.                            

3 The Proposed JFE Scheme 

3.1 Encoding Using Social Network Analysis 

A graph ( , )G V E=  , to model social networks, can be completely described by giving 
the adjacency  matrix A , whose entry ija  (i, j=1, …, |V|) is equal to 1 when the 
link i jl  exists, and zero otherwise. Given a graph ( , )G V E=  with |V| nodes, the objec-
tive of classical algorithms for identifying community in a social network is finding a 
partition 1 2{ , , ... , }cP S S S= , c  is the number of communities shown in Fig.1.  
Given a social network, we first decompose the set of users into hierarchical and over-
lapping communities. Fingerprint code design plays an important role in resist collu-
sion attacks which is a cost-efficient attack for fingerprinting schemes, where illegal 
users compare several copies with the same content but different fingerprints for the 
purpose of attenuating or removing the fingerprints. The dendrogram of social net-
work can provide a good concatenated fingerprinting code design by the tree-based 
fingerprint scheme to reduce the length of code. In this design, users are grouped into 
a dendrogram structure. At last, users who are likely to collude are in the same com-
munity and own the same community code segment which is regarded as multilevel 
outer code. 
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Fig. 1. Encoding using social network analysis 

3.2 DWT  

In DWT transform, an image is split into one approximation (also called LL sub-
band) and three details in horizontal, vertical, and diagonal directions which are 
named (or coefficients in LH subband), (coefficients in HL subband), and (coeffi-
cients in HH subband). The LL subband is then itself split into a second-level 
approximation and details, and the process is repeated.  

3.3 The JFE Scheme 

Generally, two properties of secure content sharing in social network need to be pro-
tected, i.e., confidentiality and redistribution tracing. Cryptography techniques trans-
form content into an enciphered, unintelligible form for secure sharing among users 
[3] ;  while the redistribution tracing is often protected by digital fingerprinting. Most 
of the time, they have been researched independently since their fundamental roles are 
quite distinct. However, an untrustworthy user may distribute the decrypted contents 
to the third side without permission of owner. In this case, the privacy of owner may 
be infringed.  Protecting contents from illegal use is imperative in the whole distribu-
tion process since digital social media contents are easy to be manipulated by copying 
and redistributing without quality distortion[16]. The convergence of the two technol-
ogies is now facilitating privacy and security studies. In [8], encryption and finger-
printing are considered together to trace content during its distribution. From this 
stand point, encryption, rather appear as an “a priori” protection mechanism; water-
marking is an “a posteriori” control mechanism.  

Now, we focus on how to integrate them for building a secure content sharing me-
chanism in social network. The highest-level approximation in DWT domain, which 
is used to embed the inner code part of fingerprints, is called the base content, and the 
other coefficients used to embed the community code, are represented as supplemen-
tary contents. First, fingerprints are embedded into the coefficients. Second, the fin-
gerprinted contents are encrypted totally via CA permutation process and SVD diffu-
sion process. 



512 C. Ye et al. 

 

3.3.1   Fingerprint Embedding and Traitor Tracing  
In order to embed fingerprinting information in the contents, a watermarking tech-
nique should be applied. In this paper, we focus on blind watermarking to embed 
fingerprints because the watermark is detected without reference to the original once a 
pirated image was found. Considering the robustness against attacks, the fingerprint 
should be embedded in the DWT domain. For watermarking techniques, a QIM me-
thod [22] is useful  as a fingerprint can be embedded when the coefficients are quan-
tized. In order to preserve the perceptual quality of the fingerprinted image, each coef-
ficient to be embedded into fingerprint is quantized adaptively by a specially custo-
mized quantization step size.   

Suppose uN  is a set of users. We choose the robust coefficients in all LH- level 

and LH- level subbands to combine a vector, 1 2( , ,..., )O

O

L
X x x x= ,  as host signals 

to imbed community fingerprint code, and choose another robust coefficients  se-

quence in LL subband to combine vector, 1 2( , ,..., )
I

IL
X x x x= ,where OL  and IL  is 

the length of outer codeword and inner codeword respectively, so the length of fin-
gerprint code is O IL L L= + the outer codeword hiding scheme are described in Eq. 
(5), the inner codeword embedding scheme is similar to that of the outer codeword. 

( ) , 1, 2,...,O
k k k k k k uY Q X W d W d k NΔ= + + − − =           (5)

where ( )Q   is the quantization function with step size Δ , kW  is the fingerprint 

information for user k , kd ,a dither sequence denoted as of length OL  follows a un-

iformly distribution over ( - / 2Δ , / 2Δ ).  
In our implementation, we apply minimum-distance detector from Eq.(6) to trace 

the traitor who leaked information. The L  robust coefficients extracted from all LH- 
level and LH- level subbands, and LL subband compose a long vector Z with size L . 
By deducting, the difference is as follow: 

2

1,2,ˆ arg min
uk N km Z Y= …= −

  
(6)

with the above detector, the m̂ th user is declared as a traitor.  

3.3.2   Encryption and Decryption Algorithm  
Social media encryption should be not only secure against cryptographic attacks but 
also secure in human perception [1]. To limit the unauthorized viewing of images and 
videos, the more degraded their visual quality is, the higher the security is [16]. 

Well-known traditional  encryption algorithms, such as DES ,AES, RSA, ElGam-
al, PKC are considered computationally infeasible for high volumes of multimedia 
content [3]. In this paper, a smaller subset of the important content in the DWT do-
main is encrypted to lower computation and delay while integrating the fingerprinting 
with encryption. CA is capable of developing chaotic behavior for image scrambling 
using simple rules offering the benefit of high speed computation [20]. SVD performs 
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an optimal matrix decomposition in a least-square domain for matrices in real number 
domain. To overcome the drawbacks of conventional permutation-only type image 
cipher, a novel image encryption based on CA and SVD in DWT domain is proposed 
in Fig. 2. The encryption process is composed of substitution with GF and diffusion 
based on SVD of random matrix in DWT domain. The proposed encryption algorithm 
can be divided into the following steps: 

Step 1: We calculate the one-level DWT coefficient matrix of the compressed im-
age I . Then we can get four sub-bands: the approximation coefficients LL, and the 
detailed coefficients HL, LH, HH. The low-frequency LL subband of the one-level 
DWT is a down-sampled image of the origin image. Perform two-level DWT decom-
position on the LL subband; 

Step 2: Use logistic map to generate sequences ( 1 2 /4 /4M Nx x x ×⋅⋅⋅ ) respectively, 

where 0x  and u are given in advance as keys. Then we create a two-dimensional 

grids of cells 0G , as the seeds of GF by the sequences, the rule is that if the value of 

ix  is bigger than the mean value of the sequence, the corresponding cell is alive, else 

dead. Where 0G is used to permute the DWT transformed coefficient matrixes; An 

M N×  GF automaton is set up with an initial random configuration 0A , and is set 

to run for k  generations, thus obtaining { }1 2, ,..., kA A A  matrices, at each step in 

time, the proposed permuted algorithm can be described as follows: 

(1) Let GI  denote the matrix grid, then getting the patches set of 

{ }1 2, ,..., kPl Pl Pl in the original matrix. For every rPl  in the patches set (for 

1,...,r m= ). Let rPl  denote the input patch; rCp  denotes the output permuted 

patches and 1A is the first generation produced by the GF. Set row=1, col=1. 

(2) For all ( , )i j  such that 1( , ) 1A i j = , take the value of element eP (row, col), 

put it in ( , )rCp i j , and increment (row, col) with row-first order to point to the next 

element in the input matrix. For 2,...,p k= , for all ,i j  such that ( , ) 1pA i j =  

and ( , ) 0nA i j =  (for 1,..., 1n p= − ), take the value of element eP  (row, col), 

put it in ( , )rCp i j , and increment (row, col) to point to the next pixel. 

Step 3: When producing the k th generation kG   by the rules of GF, the corres-

ponding plain coefficients are put to the scrambling matrix one by one. 
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Step 4: After R  rounds iteration, we stop and put the rest of the value into the 
scrambling coeffcient matrix; 

Step 5: To protect content further, diffusion processes with the PWLCM map and 
SVD can enhance the resistance to attack. Using the PWLCM map to generate chaotic 

sequences 
KJ

M NFP × ={ 1 2, ,...,
K K K

M N

J J Jfp fp fp
×

}, then we can get the sequences 
KJ

M NCP × ={ 1 2, ,...,
K K K

M N

J J Jcp cp cp
×

}, icp =ceiling( ifp ), which is one-to-one correspondent 

with the coefficient sequence in DWT domain; where J denotes decomposition level, 
{ }k LL= . 

Step 6: The obtained chaotic sequence 
KJ

M NCP ×  is arranged in the form of a matrix 

of dimension M N× , which is denoted by CPK , as a random matrix. Perform SVD 
on CPK ,  we get T

CPK CPK CPKCPK U V V=  

Step 7: Deform all coefficients of each subband using orthonormal matrices CPKU  

and T
CPKV  , as 

,

,

T
E CPK K CPK
K T

CPK K CPK

U I V M N
I

V I U M N

 ≤=  >
 

Step 8: After fingerprints are embedded, perform two-level IDWT reconstruction with 
the encrypted wavelet transform coefficients. We can get the scrambled and finger-
printed image JFEI . 

Image decryption algorithm is as follows: 

Step 1: Perform two-level DWT decomposition on the image JFEI . We can get the 

scrambled and fingerprinted image ˆJFE
KI ; 

Step 2: Perform inverse deformation on coefficients of every subband, as follows 

ˆ ,

ˆ ,

T JFE
CPK K CPKJFE

K T JFE
CPK K CPK

U I V M N
I

V I U M N

 ≤= 
>

  

Step 3: Use Step 2, Step 3, and Step 4 in encryption process to reverse the permuta-
tion of the DWT transformed coefficient matrixes; 

Step 4: Perform two-level IDWT reconstruction with the decrypted wavelet trans-
form coefficients matrixes. We can get the fingerprinted image FI . 
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Fig. 2. The architecture of image fingerprinting and encryption algorithm 

4 Experiment Results and Security Analysis 

We set parameters 0x =0.987636945231,u =3.99857324256, 0y = 0.457641243242, 
η =0.459677893132. Fig. 3(a) shows the original image, the encrypted image is 
shown in Fig. 3(b). Fig. 3(c), (d) show the decrypted image under the wrong secret 
key and the correct key, respectively. From the result of our experiment, we can see it 
is difficult to recognize the original image from Fig. 3(b), Fig. 3(c) shows that we can 
not recover the image with the wrong secret key. It is obvious that our algorithm 
achieves good encryption. 

4.1 Perceptual Security 

Generally, the encrypted image should be unintelligible for confidentiality. In the 
proposed scheme, the LL coefficients in DWT domain are encrypted by permutation 
via GF firstly. Then the scrambled values of coefficients are changed using SVD. 
The visual impact of the proposed encryption scheme is demonstrated in Fig.3 (b). 
It is clear that all the encrypted images become noise-like images and are all actual-
ly unintelligible. Therefore, the proposed scheme indeed possessed high perceptual 
security. 
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(a)  (b)  

 
(c)  (d)  

Fig. 3.  Experimental result: (a) The original image (b) The encrypted image (c) The decrypted 
image with a different initial value (d) The decrypted fingerprinted image with correct keys. 

4.2 Imperceptibility of the Fingerprint 

The fingerprint is embedded in the image during the decryption process. In order 
to preserve visual quality, the fingerprint in the fingerprinted copy should be im-
perceptible and perceptually undetectable. Fig. 3(d) shows some experimental 
results of decrypted fingerprinted images. It can be observed that the quality of 
the fingerprinted image doesn’t have any change observably. 

4.3 Ability of Resisting Exhaustive Attack 

The total key space includes two processes of confusion and diffusion. Our en-
cryption algorithm actually does have some of the following secret keys: (1) Ini-

tial values 0x  (Logistic map), 0y (PWLCM system); (2) Parameters u (Logistic 

map), η (PWLCM system), k; (3) The iteration times R . The sensitivity to 0x , 

0y , u  and η  is considered as 1610− [23], The total key space is about 
16 410 × = 6410 .This key space is large enough to resist the brute-force attack.  

4.4 Resistance to Statistical Attack  

The correlation analysis says that a good encryption technique must break the 
correlation among the adjacent image pixels. We randomly select 2000 pairs (ho-
rizontal, vertical and diagonal) of adjacent pixels from the original image and the 
encrypted image. Fig. 4(a), (b) show the correlation of two adjacent pixels in the 
original lena image and its encrypted image. Fig. 4(b) shows that the correlations 
of adjacent pixels in the encrypted image are greatly reduced. 
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Fig. 4. Correlation of two adjacent pixels 

4.5 Discussion of the Encryption Process 

We knew that the permutation process only enhances the unintelligibility of the 
encrypted image. Therefore, if confidentiality is in high demand, the proposed method 
with diffusion can be applied. On the other hand, even if the chaotic map used in GF 
is cracked, the hacker still cannot decrypt the image since the random matrix key of 
diffusion in SVD encryption process remains secret.  
 

(a)   (b)   (c)  

 
(d)   (e)   (f)  

Fig. 5. Evaluation of the encryption process. (a) and (d), original images, (b) and (e), 4 × 4 
blocks in the 2-level LL subband permutation via GF, (c)  and (f) image encryption with per-
mutation on 2-level LL subband via GF and diffusion using SVD distortion. 

5 Conclusion  

The traditional JFE methods don’t consider the relationship between users, therefore 
then cannot be applied to secure media sharing for social network because of the tre-
mendous scale of social network. In this paper, the first JFE method based on CA and 
SVD in the DWT transform domain for social network to deal with the issues of  
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media sharing and traitor tracing is proposed. The proposed JFE method offers one 
main contribution: a discussion of how to use social network analysis, CA and SVD 
to realize secure content sharing in social networks.  

The experiment results and algorithm analyses show that the new algorithm pos-
sesses a large key space and can resist brute-force, and statistical attacks. Our  
methods does not require a great deal of computation time in comparison with full 
encryption because the proposed algorithm only encrypts the important data in DWT 
domain. Therefore, the encryption efficiency is desirable, our algorithm is meant to be 
a good candidate to ensure the security of multimedia distribution. The fundamental 
goal of our research has been to provide a useful synthesis of social network analysis 
for the field of secure multimedia distribution for social network. The limitation of the 
proposed method is dynamical property of social network. For the future work, we 
will analyze the security of this JFE scheme theoretically according to the change of 
social network. 
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Abstract. In recent researches, image classification of objects and scenes has 
attracted much attention, but the accuracy of some schemes may drop when 
dealing with complicated datasets. In this paper, we propose an image classifi-
cation scheme based on image sparse representation and multiple kernel learn-
ing (MKL) for the sake of better classification performance. As the fundamental 
part of our scheme, sparse coding method is adopted to generate precise repre-
sentation of images. Besides, feature fusion is utilized and a new MKL method 
is proposed to fit the multi-feature case. Experiments demonstrate that our 
scheme remarkably improves the classification accuracy, leading to state-of-art 
performance on several benchmarks, including some rather complicated data-
sets such as Caltech-101 and Caltech-256. 

Keywords: Sparse coding, MKL, Feature fusion. 

1 Introduction 

Nowadays, image classification has captured a lot of interest in computer vision. The 
common classification schemes mainly consist of two parts: image representation and 
classification. 

With regard to image representation models, Bag of Words (BoW) model with fol-
lowing three modules has been widely used and shows good performance: (i) Region 
selection and representation; (ii) Codebook generation and feature quantization; (iii) 
Frequency histogram based image representation. Specifically, the codebook consist-
ing of entries of visual words is used to reconstruct the input local features. The 
process to generate the codebook and quantize features governs the quality of image 
representation. But the frequently used k-means method may lead to severe informa-
tion loss since it assigns each feature to only one visual word in the codebook. 

                                                           
* Corresponding author. 
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After the image is represented as a histogram of visual words, a classifier will be 
required to make the decision that which category the histogram belongs to. Kernel 
based classifiers such as support vector machine (SVM) are now widely used by 
many researchers for their wonderful performance. For SVM, the input histograms are 
mapped to a higher dimensional space by kernel function, in which they can be easily 
classified in a linear way. However, the sensitiveness of kernel function to categories 
will increase the fluctuation in accuracy, resulting in a relatively unsatisfying overall 
performance. 

Many works have been done to improve the classification performance. Yang et al. 
[1] applied sparse coding instead of k-means since it can learn the optimal codebook 
and reduce the information loss. Zhang et al. [2] proposed a framework by leveraging 
an improved sparse coding method, low-rank and sparse matrix decomposition tech-
niques. Linear SVM classifier is used for classification. Gao et al. [3] proposed a 
robust Laplacian sparse coding algorithm for feature quantization which generated 
more discriminative sparse codes. Naveen et al. [4] presented a new framework which 
was built upon a way of feature extraction that generates largely affine-invariant fea-
tures and an AdaBoost based classifier. From the perspective of classifier, multiple 
kernel learning (MKL) can increase the stability of overall performance by learning a 
linear combination of a series of kernel functions. Bosch et al. [5] combined different 
features by using a weighted linear combination of kernels, where the weights were 
learnt on a validation set. Lampert et al. [6] proposed a method to combine the effi-
ciency of single class localization with a subsequent decision process that worked 
jointly for all given object classes. 

In this paper, we devise a novel image classification scheme by adopting sparse 
coding and multi-feature MKL, which can ameliorate the image representation and 
classification phase respectively. The improved multi-feature MKL is proposed based 
on original MKL, in order to adapt to multi-feature case. Specifically, SIFT and 
SURF descriptors are extracted and then converted into sparse vectors precisely by 
the trained dictionaries. The images can be represented by these vectors using max-
pooling method which is proved to be more robust than others. After that, the two 
descriptors are combined into a single vector. Finally, multi-feature MKL approach is 
implemented to train and test those histograms, generating stable results due to the 
auto adjustment of the linear combination of kernel functions for each feature. 

2 Proposed Scheme 

As two main parts in image classification scheme, image representation and classifi-
cation can substantially affect the classification performance. On one hand, a good 
kernel method for classification is necessary, for it provides an intuitive and prin-
cipled tool for learning from high-dimensional vectors that represent images. On the 
other hand, the performance of kernel method strongly depends on the data represen-
tation of images, which means an accurate image representation algorithm is  
indispensable. Our paper is to enhance the image classification accuracy through the 
amelioration of both parts. 
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Fig. 1. Framework of proposed scheme (ScMMKL) 

Fig. 1 is the framework of the proposed scheme which mainly consists of sparse 
coding and multi-feature MKL (ScMMKL). The extended multi-feature MKL is de-
fined theoretically for feature fusion method. 

The process of our algorithm is as follows:  

1. 128-dimentional D-SIFT and 64-dimensional D-SURF descriptors are extracted 
from the images. 

2. Dictionaries are learned based on those features using sparse coding method. 
This step is of most importance in image sparse representation phase because a better 
dictionary yields more accurate image representation. 

3. Each feature point is denoted as a sparse vector based on the dictionaries trained 
previously. 

4. Represent the image as a single vector using spatial pooling method. Thus an 
image can be represented as a 128-dimentional (SIFT) or 64-dimentional (SURF) 
vector after the pooling. Then the two vectors are combined together. 

5. The last step of our algorithm is the multi-feature MKL. Kernel combinations 
are determined for each feature and the final decision can be generated.  

2.1 Implementation of Sparse Representation 

Comparing with k-means, sparse coding method represents images more precisely, 
for it describes each feature as a linear combination of basic vectors with minor  
 

 

Fig. 2. Visually explanation of sparse representation 
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quantization loss. Besides, the high dimensional space used to represent features can 
lead to an easier classification. Fig. 2 is the visually explanation of this procedure. 

There are two main steps to apply sparse coding to image representation: dictio-
nary learning and sparse representation. These two steps are similar to codebook  
generation and vector quantization in traditional BoW model using k-means. 

In the phase of dictionary learning, a small set of images should be selected from 
the whole image dataset randomly. For each image, D-SIFT and D-SURF features are 
extracted. Then the set of SIFT or SURF descriptors ܺ ൌ ሾݔଵ, ,ଶݔ … ,  ௞ሿ is used toݔ
optimize an empirical cost function to train the dictionary: 

1

1
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k i
i

f D x D
k =

=    (1)

Where ܦ א R௠ൈ௡  is a dictionary and ℓሺݔ,  ሻ is a loss function of which smallerܦ
values yield better dictionaries. The loss function can be defined as the optimal value 
of the ℓଵ sparse coding problem: 

( ) 2

2 1R

1
, min

2n
x D x D

α
α λ α

∈
= − +   (2)

Where ߣ is a regularization parameter. Here, we base our algorithm on [7] which is 
one of the most efficient dictionary learning algorithms. 

Given the trained dictionary, the image can be denoted by the pooling of all de-
scriptors which are sparsely represented. In detail, every descriptor can be represented 
as a sparse vector using: 

i i
x Dα≈   (3)

Where ܦ א R௠ൈ௡ is the dictionary, and ߙ௜ א R௡ is the sparse representation of de-
scriptor xi. Least Angle Regression (LARS) algorithm [8] is used to solve this prob-
lem.  

In order to represent an image with a single vector P, a pooling method needs to be 
applied. Among the commonly used pooling methods such as average pooling, max 
pooling and square root pooling, the max pooling procedure is well established by 
biophysical evidence in visual cortex [9] and is empirically justified by many algo-
rithms applied to image categorization. So in our case, we also use max pooling de-
noted as follows: 

1 2max{| |, | |, ..., | |}j j j kjp α α α=   (4)

Where ݌௝ is the j-th element in vector P and ߙ௜௝ is the j-th element in the i-th de-
scriptor ߙ௜. Thus, vector P is the sparse representation of the image. 

2.2 Multi-feature MKL 

As a typical kernel method, the performance of SVM is sensitive to feature type and 
kernel parameters, while MKL could generate the optimal result through combination 
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of different kernels. In our scheme, two features are involved and a new MKL method 
(multi-feature MKL) should be developed to achieve multi-feature classification. 

For the original MKL, the objective is to optimize jointly over a linear combination 
of kernels: 

*

1
( , ')

F

m m
m

k x xk β
=
=   (5)

Where F is the number of kernels and ߚ௠ ൐ 0, ∑ ௠ி௠ୀଵߚ ൌ 1. The objective function 
can be denoted as follows [10]: 
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  (6)

Where ܮሺݕ, ሻݐ ൌ max ሺ0, 1 െ  ሻ denotes the Hinge loss, C is the misclassificationݐݕ
penalty, parameters ߙ א Rே and ܾ א R are of an SVM. The decision function is like 
this: 
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Where ܭ௠ሺݔሻ is the kernel response of the m-th kernel for a given sample x and ܭ௠ሺݔሻT is the transposition of the vector ܭ௠ሺݔሻ. 
However, the original MKL could only be used in single feature classification. For 

our scheme, different kernel combinations will be learned for each feature and: 
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Where ݇MF is the kernel combination for multiple features, n is the number of fea-
tures, ܿ௜ is the coefficient for each kernel combination and ݇௜כ is the kernel combina-
tion for feature i. The multi-feature MKL function can be defined based on (5): 
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Where mi is the number of kernels combined for feature i, kij is the j-th kernel in fea-
ture i and ߚ௜௝ is the coefficient for kij. In order to obtain the best performance, we 
need to consider the weight of both features and kernels. So the constraint for kernel 
coefficients should be changed to ∑ ܿ௜ ∑ ௜௝௠೔௝ୀଵ௡௜ୀଵߚ ൌ 1. Take (9) into (7) and we can 

get the final MKL decision function for our algorithm: 
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Through the above definition, this extended multi-feature MKL can be directly used 
for any multi-feature problem. 
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3 Experimental Result 

3.1 Experimental Setup 

We evaluate the proposed approach ScMMKL on three public dataset: Scene-15, 
Caltech-101 and Caltech-256. In the phase of sparse coding, the dictionaries trained 
for SIFT and SURF are Rଵଶ଼ൈହ଴଴ and R଺ସൈଷ଴଴ respectively. The outputs of sparse 
coding are a series of sparse codes, each representing one image.  

For multi-feature MKL, we base our algorithm on SimpleMKL [10] and extended 
original MKL to a multi-feature one. Certain parts of sparse codes are combined with 
labels (1 for positive and -1 for negative) to generate the training matrix and some 
other sparse codes without labels are used for testing. For detailed parameters, ref. 
[11] proposed that high values of C in (6) turned out to work better and C = 100 is 
found to perform the best in our case. Moreover, some iteration processes with cor-
responding stop criterion should be utilized to gain optimal parameters. Through  
experiments with small sample size, the duality gap with parameter of 0.01 is more 
suitable for our scheme. 

3.2 Kernel Selection Experiment 

The following experiment is designed to determine which kernel combination works 
best for our scheme. As Gaussian and polynomial kernels are most commonly used,  
seven kernel combinations are taken into consideration: 3P, 5G, 10G, 5G+1P, 5G+2P, 
5G+3P and 10G+3P, where G and P denote Gaussian and polynomial kernel respec-
tively. 

Fig. 3 shows the result for SIFT and SURF features on Scene-15 and Caltech-101. 
It can be seen that after eliminating polynomial kernels, the accuracy becomes slightly 
better for Scene-15, while the performance for Caltach-101 is extremely poor. Take 
SIFT feature for instance, the results for Scene-15 and Caltech-101 are 88.1% and  
 

  
 

    (a) SIFT                           (b)SURF 

Fig. 3. Result of different combination of kernels 
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Fig. 4. Classification accuracy on Scene-15 dataset 

 
Mountain (98.2%)              Forest (97.6%) 

 
                      Industrial (78.4%)              Highway (73.8%) 

Fig. 5. Sample images in Scene-15 dataset 

82.1% using 3 polynomial kernels. With only Gaussian kernels, though the accuracy 
rises up to 91.5% for Scene-15, the data for Caltech-101 are unacceptable with 68.3% 
accuracy and 5.75% standard deviation. This happens to SURF feature as well. In 
consideration of stronger practicability, the combination of 3 polynomial kernels is 
selected for both features. 

3.3 Scene-15 Dataset 

The Scene-15 dataset has 4,485 images in 15 categories. Experimental process is 
repeated for 10 times with randomly selecting training and testing images to obtain 
reliable results. Each category is treated as the test database in turn, and one versus 
rest scheme is employed. According to common practice, both of the chosen training 
set and testing set include 100 images. The final results are reported by the mean and 
standard deviation of classification rates per category which are recorded in each run. 

Fig. 4 is the result of single vs. multi feature and SVM vs. MKL comparison on 
Scene-15. It’s obvious that feature fusion and multi-feature MKL are better design 
choices.  

Fig. 5 shows some sample images from classes with highest and lowest classifica-
tion accuracies in Scene-15 dataset. Our scheme performs better for categories like 
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mountain and coast because the meaningful part takes a large percentage of the whole 
image, while the complicated background objects in industrial and highway may lead 
to misjudgments. 

Table 1 gives the performance comparison of our approach and some other me-
thods proposed in [1] [2] [3] [12]. The first 3 algorithms are based on sparse coding 
and SVM with the same experimental parameters comparing with ours. Ref. [12] is an 
improved BoW model using k-means and SVM.  

As can be seen from the table, our scheme with sparse coding and multi-feature MKL 
generates a satisfying performance in image classification. The ascendency of sparse 
coding to k-means is apparent comparing with [12], because it can represent images 
more precisely with less quantization loss. Besides, our scheme outperforms [1] by 10% 
due to the superiority of multi-feature MKL with combinations of kernels. Though the 
accuracies in [2] [3] are fairly high, our scheme still achieves 1% improvement. 

Table 1. Comparison on Scene-15 dataset 

Method Accuracy 
ScSPM[1] 80.28±0.93 

LScSPM[3] 89.75±0.50 
LR-Sc+SPM[2] 90.03±0.70 

Improved BoW[12] 79.0 
ScMMKL 90.83±1.01 

3.4 Caltech-101 Dataset 

The Caltech-101 dataset contains 102 classes with high intra-class appearance and 
shape variability. In this dataset, we randomly choose 15/30 images per category for 
training, another 15 and up to 30 images for testing. 

Table 2 gives the performance comparison of the method proposed in this paper 
and some other literatures [1] [2] [4]. [4] adopted an improved sparse coding method 
and an AdaBoost based classifier. As is shown in the table, our scheme outperforms 
the LR-Sc+SPM [2] by more than 11.5% for 15 training and 10% for 30 training. The 
superiority over [1] and [2] is reasonable because the accuracies in [1] and [2] fluc-
tuate due to the large volume of categories in Caltech-101 and the sensitiveness of 
single kernel function to categories, while the kernel combination in MKL can stabil-
ize the performance since it can adjust the weight of each kernel automatically to gain 
the optimal result. Our scheme also achieves a 3%-4% improvement compared with 
[4] whose classifier performs better than SVM. 

Table 2. Comparison on Caltech-101 dataset 

Method 15 training 30 training 
ScSPM[1] 67.00±0.45 73.20±0.54 

LR-Sc+SPM[2] 69.58±0.97 75.68±0.89 
Naveen et al.[4] 78.38 83.28 

ScMMKL 82.93±1.42 86.32±0.88 
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3.5 Caltech-256 Dataset 

The Caltech-256 dataset has 29,780 images of 257 classes. The intra-class variance 
including object location is much bigger than Caltech 101 and makes it a very chal-
lenging dataset so far for object recognition. The image number for training and test-
ing are set to 15, 30 and 45 as usual practice, and the experiment is repeated for 5 
times under each allocation. 

Table 3 gives the comparison results with [1] [2] [3] [4]. Significant improvement 
with 30%-40% gap can be seen from the table. With more categories in this compli-
cated dataset, the ascendency of MKL with strong adaptability is more pronounced. 

There is another reason for this advantage compared with [1] [2] [3] which use 
SPM kernel. It’s notable that the linear SPM kernel takes spatial information into 
consideration, but the high intra class variability and object location variability in 
Caltech-256 result in the totally different backgrounds of objects. The image is di-
vided into several patches by SPM, but some patches may have no correlation with 
target objects. Therefore, the consideration of background by SPM kernel may lead to 
misclassification and drag final accuracy down. 

It’s noteworthy that as the category number increases, the performance of our  
approach has a small fluctuation, providing a scheme with strong stability and  
practicability. 

Table 3. Comparison on Caltech-256 dataset 

Method 15 training 30 training 45 training 
ScSPM[1] 27.73±0.51 34.02±0.35 37.46±0.55 

LScSPM[3] 30.00±0.14 35.74±0.10 38.54±0.36 
LR-Sc+SPM[2] 35.31±0.70 N/A N/A 
Naveen et al.[4] 39.42 45.83 49.3 

ScMMKL 71.47±1.32 74.44±0.63 78.26±0.76 

4 Conclusion 

In this paper, we proposed an image classification scheme with sparse coding and 
multi-feature MKL techniques, which improves the image representation and classifi-
cation phases simultaneously. Furthermore, feature fusion scheme is used and the 
original MKL is redefined to adapt to multiple feature case, providing theoretical and 
experimental support to the extension of MKL. Experimental result shows that 
ScMMKL has a state-of-art performance on several public datasets with strong adap-
tability and stability. 
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