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Abstract Decision making process in maintenance management produces a final
choice. Fault Tree Analysis (FTA) is proposed as a graphical representation of log-
ical relationships between the elements that comprise the decision making process
in maintenance management. A Fault Tree (FT) is compound by different events
and logic gates. Complex systems analysis may produce thousands of combinations
of events (cut-sets) that can cause the system failure. The determination of these
cut-sets can be a large and time-consuming process even on modern computers. Bi-
nary Decision Diagrams (BDD) provides a new alternative to the traditional cut-set
based approach for FTA that leads to the determination of the function output value
through the examination of the input values. BDD is a directed acyclic graph that
represents the Boolean functions. The cut sets generated by BDD will depend on
the events ordering. The “Level”, “Top-Down-Left-Right”, “AND”, “Depth-First
Search” and “Breadth-First Search” methods have been considered for listing the
events, and a comparative analysis of them has been done. A new ranking approach
is proposed in this paper, where its efficiency has been validated.

Keywords Decision making · Maintenance management · Fault Tree Analysis ·
Binary decision diagrams

2.1 Introduction

The study of methods and procedures, by which concerns about multiple conflict-
ing criteria, are taken into account by the International Society on Multiple Criteria
Decision Making in order to be formally incorporated into the management plan-
ning process. Fault Tree (FT) is used in this paper for supporting decision-making
activities in maintenance management.
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A FT model is a graphical representation of logical relations between events
(usually failure/fault events). Complex systems analysis may produce thousands of
combinations of events (cut-sets) that can cause the system failure, i.e. the top event
occurrence. The determination of these cut-sets can be a large and time-consuming
process even on modern computers. The determination of the exact top event prob-
ability also requires lengthy calculations if the FT has a great number of cut-sets.

Fig. 2.1 Pumping station

Approximation techniques have been introduced with a loss of accuracy in order
to reduce the computational cost of the FT analysis (FTA). BDD provides a new
alternative to the traditional cut-set based approach for FTA. This technique leads to
the determination of the function output value through the examination of the input
values. Fig. 2.1 shows a simple example in order to describe the FTA and the use of
BDD. The problem consists of flowing water from the tank B to the tank A through
the pipes that connect both tanks.

The FT associated to the system shown in Fig. 2.1 is showed in Fig. 2.2.

Fig. 2.2 FT associated to the
system shown in Fig. 2.1 TOP
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2.2 Binary Decision Diagram

Binary Decision Diagrams (BDDs), as a data structure that represents the Boolean
functions, were introduced by Lee [3], and further popularized by Akers [13], Moret
[1], and Bryant [12].

A BDD is a directed acyclic graph (V,N), with vertex set V and index set N.
Vertex set contains two types of vertices. On the one hand, a terminal vertex has as
attribute a value: value(v) ∈ {0,1}, where “1” state corresponds to the system fail-
ure, or “0” state that corresponds to the system success. All the paths that have
1 state provide the cut-sets of the fault tree. On the other hand, a non terminal
vertex v has as attributes an argument index(v) ∈ N{0,1, · · · ,n}, and two descen-
dants, low(v) and high(v) ∈ V , that are connected by a branch. Each vertex has a
vertex 0 branch that represents a non occurrence basic event, or 1 branch that rep-
resents an occurrence basic event. For any non-terminal vertex v, if low(v) is also
non-terminal, then index(v) < index(low(v)), and if high(v) is non-terminal, then
index(v) < index(high(v)).

A BDD has a root vertex v that leads to denote a function fv defined recursively
as: Firstly, if v is a terminal vertex and value(v) = 1, then fv = 1. In other case, when
value(v) = 0 then fv = 0; Secondly, if v is a non terminal vertex with index(v) = 1,
then fv will be:

fv(x1, · · · ,xn) = xi.flow(v)(x1, · · · ,xn)+ xi.high(v)(x1, · · · ,xn).

2.3 Conversion from FTA to BDD

The following template conversion method is used for obtaining the BDD from the
FTA. Then the level of unreliability can be easily determined from the BDD.

Let A be a vertex set as A = A(A1, · · · ,An). If A1, · · · ,Am are the A descendant
vertices, then:

index(A(A1, · · · ,An)) = min(index(Gi)), 1 ≤ i ≤ n.

Let x1, · · · ,xm be Boolean variables, then the following expressions can be ob-
tained:

• If R(x1, · · · ,xm) = S(x1, · · · ,xm)
⋃

T (x1, · · · ,xm), using “binary OR template”,
then BDD of R(x1, · · · ,xm) is denoted as: R = ite(S,1, ite(T,1,0)) = ite(S,1,T ),
where “ite” means If-Then-Else.

• If R(x1, · · · ,xm) = S(x1, · · · ,xm)
⋂

T (x1, · · · ,xm), employing “binary AND tem-
plate”, then BDD of R(x1, · · · ,xm) is obtained as: R = ite(S,1, ite(S,1,0)) =
ite(S,1,T ).



30 F. Márquez & A. Pliego & et al

Let G1,G2, · · · ,Gn be a BDD. According to the previous equations it is possible
to get the next rules:
• Get-rid-of formula

ite(1,G1,G2) = 1 ·G1 +1 ·G2 = 1 ·G1 +0 ·G2 = G1,
ite(0,G1,G2) = 0 ·G1 +0 ·G2 = 0 ·G1 +1 ·G2 = G2,
ite(G1,G1,0) = G1 ·G1 +G1 ·0 = G1 ·G1 = G1,
ite(G1,1,0) = G1 ·1+G1 ·0 = G1,
ite(G1,G2,G2) = G1 ·G2 +G1 ·G2 = (G1 +G1) ·G2 = G2.

• Expansion formula
ite(ite(G1,G2,G3),G4,G5) = ite(G1, ite(G2,G4,G5), ite(G3,G4,G5)).

• Absorption formula
ite(G1, ite(G1,G2,G3),G4) = ite(G1,G2,G4),
ite(G1,G2, ite(G1,G3,G4)) = ite(G1,G2,G4).

• Changed-order formula
If index(G2) < index(G1) ≤ index(G3), then
ite(G1,G2,G3) = ite(G2, ite(G1,1,G3), ite(G1,0,G3)).
If index(G3) < index(G1) ≤ index(G2), then
ite(G1,G2,G3) = ite(G3, ite(G1,G2,1), ite(G1,G2,0)).
If index(G2) ≤ index(G3) < index(G1), then
ite(G1,G2,G3) = ite(G2, ite(G3,1,G1), ite(G3, ite(G1,0,1),0)).
If index(G3) < index(G2) < index(G1), then
ite(G1,G2,G3) = ite(G3, ite(G2,1, ite(G1,0,1)), ite(G2,G1,0)).
The BDD method does not analyse the FTA directly, but it converts the tree to

the Boolean equations that will provide the fault probability of the top event. This
conversion presents several problems, where the variable ordering scheme chosen
for the construction of the BDD has a great effect on its resulting size (see Fig. 2.3).

Fig. 2.3 BDDs associated to FT given in Fig. 2.2
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It has been demonstrated that the BDD associated to the FT given in Fig. 2.2 (Fig.
2.3a) can be reduced with a better ordering of the events (Fig. 2.3b). The probability
of the top event will be the same employing any of the BDDs associated to the FT
(Fig. 2.2), i.e. the computational cost will depend on the ranking of the events where
the probability of the top event will always be the same.

2.4 Ranking Criteria

The level in any event is understood as the number of gates that has higher up the tree
until the top event. The “level” method creates the ranking of the events regarding
to the level of them. In case that there are two or more events at the same level, the
event will have highest priority if it appear early in the tree. Employing the Level
method to the FT given in Fig. 2.2, the ranking is showed in Table 2.1.

Table 2.1 Ranking of the events (Fig. 2.2) by the Level method: e3 < e2 < e1 < e2 < e5 < e4

Basic event e1 e2 e3 e4 e5 e6 g1 g2 g3 g4

Number of levels 3 3 2 3 3 2 1 1 2 2

Top-down-left-right (TDLM) method generates a ranking of the events by or-
dering them from the original fault tree structure in a top-down and then left-right
manner [2, 3]. In other words, the listing of the events is initialized at each level
from a left to right path, where the basic events that are found are added to the or-
dering list (see Fig. 2.4). In case that any event is encountered, located higher up the
tree and already incorporated in the list, then it is not taken into account.

Fig. 2.4 TDLR method for
FT from Fig. 2.2: e3 < e6 <
e1 < e2 < e4 < e5
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Xie et al [29] suggest by the AND criterion that the importance of the basic event
is based on the “and” gates that there are between the k event and the top event,
because in FTA the “and” gates imply that there are redundancies in the system.
Consequently, basic events under an “and” gate can be viewed as less important
because it is independent to other basic events occurring for the intermediate events
[12].

The depth first search (DFS) method goes from top to down of the tree, and
each sub-tree from left to right. It is a non-recursive implementation and all freshly
expanded nodes are added as last-input last-output process [5]. Fig. 2.5 shows the
DFS method applied to the FT from Fig. 2.2.

Fig. 2.5 DFS approach for
the FT shown in Fig. 2.2:
e3 < e1 < e2 < e6 < e4 < e5
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The breadth-first search (BFS) algorithm begins ordering all the descendants
events obtained expanding from the standpoint by the first-input first-output (FIFO)
procedure (Fig. 2.6). The events not considered are added in a queue list named
“open”. It is recalled “closed” list when all the events are considered [6, 11].

Fig. 2.6 BFS method applied
to the FT given in Fig. 2.2:
e1 < e2 < e3 < e4 < e5 < e6
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2.5 New Ranking Method Approach

A new ranking criterion has been defined in order to reduce the size of the BDD.
The following considerations have been taken into account:

Each logic gate from the FT needs an appropriate weighting.
The importance of each event is given by the multiplication of the weighting of

the gates crossed from the event considered to the top event.
The basic events are sorted in decreasing values of importance.
The weighting of the logic gate will depend on the type of logic-gate (OR or

AND gates), and the number of events under the logic-gate.

Fig. 2.7 Scheme of the new approach for ranking events
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If there is “n” events through an AND logic gate, the failure could only be ex-
tended through the gate if all the “n” events are given, i.e. only 1 state of the 2n.
possible states will be done. The case where the “n” events are given is assigned by
1, therefore the weighting of the logic gate will be:

Pand(n) =
1
2n .

The failure will be extended under any event of the OR gate in all cases where
any of the event is not cero, i.e. only one of the 2n. states will not be extended. The
mentioned state is the one in which all the events are 0. Therefore, the OR logic gate
weighting is:

Por(n) =
2n −1

2n .

The new approach for ranking the events is summarised in the scheme given in
Fig. 2.7.

In Fig. 2.8 is presented a FT as an example for ranking the event employing the
new approach (Fig. 2.7).

Fig. 2.8 Weighting of the
logic gates by the new ranking
method

For each basic event, there is a single path to the top event. The importance for
event e1 will be given by all the weights assigned to the gates that are needed to
pass through in order to finish to the top event. For example, the importance for the
events 1 and 2 (Fig. 2.8) will be:

Ie1 = 0.75∗0.25∗0.75 = 0.140625,

Ie2 = 0.125∗0.75∗0.25∗0.75 = 0.01757813.



2 A New Ranking Method Approach 35

The importance measurements of the basic events employing the new approach
are given in Table 2.2, being the ranking: e8 < e5 < e6 < e7 < e1 < e9 < e10 < e2 <
e3 < e4, obtaining 20 cut-sets, where 22 cut-sets are obtained by employing the AND
criterion with the ranking e8 < e1 < e5 < e6 < e7 < e9 < e10 < e2 < e3 < e4. The
main reason that the new approach provides better results than the AND criterion
is because the importance of e1 is the same to e5,e6 and e7 according to the AND
criterion. That means e1 is more important due to its location in the FT.

Table 2.2 Importance of basic events

Basic event e1 e2 e3 e4 e5 e6 e7 e8 e9 e10

Importance 0.1406 0.0176 0.0176 0.0176 0.1641 0.1641 0.1641 0.1875 0.1406 0.1406

The new method approach considers that e5, e6 and e7 are connected by an OR
logic gate, which means that the failure is more probable to happen through it, i.e.
e5, e6 and e7 are given more importance than e1.

2.6 Results

A set of FTs has been considered for evaluating the ranking events. The number of
basic events, intermediate or middle events (the events between the top event and
the event considered), OR and AND gates and levels have been taken into account
in each FT, and presented in Table 2.3.

Table 2.3 FTs characteristics

Number of
basic events

Number of
middle events

Number of
OR gates

Number of
AND gates

Number of
levels

FT 1 5 5 3 3 3
FT 2 15 13 10 4 8
FT 3 11 9 5 5 6
FT 4 25 21 16 6 12
FT 5 20 15 10 6 5
FT 7 10 7 7 1 5
FT 8 20 17 12 6 11
FT 9 31 25 16 10 11

The methods described above have been employed for ranking the events of the
FTs showed in Table 2.3. The numbers of cut-sets given by the methods are given
in Table 2.4.

BFS provides poor results in most of the cases, especially when the fault tree
has a large number of events, levels and “or” and “and” gates. The Level and AND
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Table 2.4 Cut-sets obtained by the ranking events

TDLR DFS BFS Level AND Approach

FT 1 2 2 2 2 2 2
FT 2 30 30 155 30 30 30
FT 3 12 24 36 12 12 12
FT 4 64 142 176 64 22 28
FT 5 99 207 257 99 55 55
FT 6 9 7 7 9 9 12
FT 7 9 12 21 9 9 9
FT 8 44 76 192 44 44 44
FT 9 1012 1292 3456 1012 1012 924

methods generate the ranking of the events with a minimal cut-sets. The conclusions
regarding to Level, DFS and TDLR methods should be studied for each fault tree.

The new approach proposed in this paper provides the minimal cut-sets in most
of the cases, i.e. for FT 1-3, 5, 7-9, being the number of cut-sets close to the minimal
cut-sets found for FT 4 and 6. The new approach could improve the minimal cut-sets
for FT 9, the most complex FT taken into account.

2.7 Conclusions

Decision making in maintenance management requires methods and procedures in
order to solve the multiple conflicting criteria. This paper presents the Fault Tree
Analysis (FTA) for supporting decision-making criteria in maintenance manage-
ment.

Fault Tree (FT) is the logical relation between the events by a graph that leads the
qualitatively analysis. In order to study the FT quantitatively is needed to determine
all the cut-sets, or combinations of the events, that may cause the system failure.

Binary Decision Diagrams (BDD) are used in this research work to minimise
the computational cost for the quantitatively FTA, where the the Boolean functions
are represented by the BDD as a directed acyclic graph. The ranking of the events
employed in the BDD will determinate the size of the cut-sets. The “Level”, “Top-
Down-Left-Right”, “AND”, “Depth-First Search” and “Breadth-First Search” meth-
ods have been considered for listing the events. A new ranking approach is proposed
in this paper and a comparative analysis of the methods has been done.

The Level and AND methods create the listing of the events that provide a re-
duced number of cut sets. The Level, Depth-First Search and Top-down-Left-Right
methods should be studied for each FT. Finally the Breadth-First Search is the or-
dering method that provides a higher cut sets number.

The minimal cut-sets in most of the cases are found by the new approach pro-
posed in this paper. The new approach could improve the minimal cut-sets found in
the most complex FT considered.
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