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Abstract. We investigate the implication problem for independence
atoms X LY of disjoint attribute sets X and Y on database schemata.
A relation satisfies X LY if for every X-value and every Y-value that
occurs in the relation there is some tuple in the relation in which the
X-value occurs together with the Y-value. We establish an axiomatiza-
tion by a finite set of Horn rules, and derive an algorithm for deciding
the implication problem in low-degree polynomial time in the input. We
show how to construct Armstrong relations which satisfy an arbitrarily
given set of independence atoms and violate every independence atom
not implied by the given set. Our results establish independence atoms as
an efficient subclass of embedded multivalued data dependencies which
are not axiomatizable by a finite set of Horn rules, and whose implication
problem is undecidable.

1 Introduction

Independence and conditional independence are fundamental concepts in areas
as diverse as artificial intelligence, probability theory, social choice theory, and
statistics [2[9UT7]. Recently, independence logic has been introduced as an ex-
tension of classical first-order logic by independence atoms [8]. In databases,
conditional independence is better known as the class of embedded multivalued
data dependencies. Their associated implication problem is known to be not ax-
iomatizable by a finite set of Horn rules, and undecidable [11/16]. Multivalued
data dependencies [3] form an efficient subclass of embedded multivalued data
dependencies whose implication problem has been axiomatized by a finite set of
Horn rules [I] and can be decided in almost linear time [5]. They form the basis
for Fagin’s fourth normal form proposal to avoid data redundancy in database
relations and guarantee the absence of processing difficulties [3].

In this paper we investigate an efficient subclass of embedded multivalued
data dependencies which we call—in accordance with [§]— independence atoms.
Intuitively, a relation r satisfies the independence atom X LY between two dis-
joint sets X and Y of attributes, if for all tuples ¢1,t2 € r there is some tuple
t € r which matches the values of t; on all attributes in X and matches the val-
ues of to on all attributes in Y. In other words, in relations that satisfy X 1Y,
the occurrence of X-values is independent of the occurrence of Y-values.
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Ezample 1. Consider a simple database schema that stores information about
the enrolment of students into a fixed course. In fact, the schema records for
each enrolled student, the year in which they completed a prerequisite course.
More formally, we have the schema ENROL={S(tudent), P(rerequisite), Y(ear)}.
Intuitively, every student must have completed every prerequisite in some year.
For this reason, for any value in the Student column and every value in the
Prerequisite column there is some year for when this student has completed that
prerequisite. That is, the values in the Student column are independent of the
values in the Prerequisite column. A snapshot relation » over ENROL may be:

Student Prerequisite Year
Turing Math201 1932
Godel Math201 1925
Turing Phys220 1932
Godel Phys220 1925

illustrating the independence of Student from Prerequisite.

Primarily, we propose the use of independence atoms to restrict the set of possible
relations to those considered semantically meaningful for the given application
domain. In this sense, updates would only be allowed if they result in a relation
that satisfies all the independence atoms declared on the schema. For efficient up-
dates it is therefore important to eliminate redundant independence atoms from
those that need to be validated whenever updates occur. Naturally, this leads
us to the implication problem: given a set X' U {¢} of independence atoms, does
every relation that satisfies all elements in X also satisfy ¢7 If that is true, then
 is redundant since validating that the updated relation satisfies all elements in
X guarantees that it also satisfies . If it is false, then it must also be validated
that ¢ is satisfied after the update. In our example, S | P implies P L S. Hence,
we do not need to validate P 1 S explicitly, since it is already validated implicitly
by validating S | P explicitly. Efficient solutions to the implication problem for
classes of embedded data dependencies are particularly important for efficient
updates. Indeed, validating independence atoms is rather costly due to the high
amount of redundancy they cause relations to exhibit. However, in contrast to
full dependencies, such as multivalued dependencies, it is yet unknown how to
effectively avoid data redundancy caused by embedded dependencies. For multi-
valued dependencies, larger database schemata can be decomposed into smaller
schemata that satisfy Fagin’s Fourth Normal Form condition, which characterizes
the absence of data redundancy under such dependencies [3]. For now, therefore,
the primary practical impact of solving the implication problem efficiently is an
effective way of avoiding redundant independence atoms.

Besides increased consistency and integrity, independence atoms can be ex-
ploited for other important data processing tasks. In query optimization, for
example, they can be used to avoid expensive database operations to return
query answers more efficiently. For instance, knowing that the independence
atom S_1 P is implied by the atoms that relations are validated against, the
query on the right can be used instead of the query on the left - both returning
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all combinations of students and prerequisites that occur in the relation. The
right query does not use an expensive join unlike the left query.

SELECT E.Student, E’.Prerequisite SELECT E.Student, E.Prerequiste
FROM ENROL AS E, ENROL AS E’ FROM ENROL AS E

Contributions. Motivated by these benefits we investigate the implication
problem of independence atoms in database relations. Our work is inspired by
and based on [7] where, however, the basic setup is one of random variables. In
particular, we show that the results of [7] can be transferred from the context of
random variables to the context of databases. Our first contribution is an axiom-
atization of the implication problem by a finite set of Horn rules. In particular,
for each atom ¢ which cannot be inferred by our inference rules from the atoms
in ¥, we construct a finite relation r, that satisfies 2’ and violates ¢. This also
shows that finite and unrestricted implication problem coincide for the class of
independence atoms. Exploiting our axiomatization we establish an algorithm
that decides the implication problem in O(|X| - [|¢]|? + |X] - [|X U {¢}]]) time,
where | 2| denotes the number of atoms in X', and ||X|| denotes the number of
attributes in Y. Finally, we show that the implication problem of independence
atoms can be reduced to the model checking problem on a single relation. For
that purpose, we show how to construct for an arbitrarily given set X of in-
dependence atoms a relation that satisfies all the elements of X and violates
every independence atom not implied by Y. In the literature such relations are
known as Armstrong relations [4]. Hence, checking whether ¢ is implied by X'
amounts to checking whether an Armstrong relation for X satisfies ¢. Inspecting
Armstrong relations is likely to increase the number of data dependencies that
business analysts discover to be meaningful for a given application domain [12].

Organization. We summarize related work in Section 2] providing further moti-
vation for the study of independence atoms and relating them to existing work in
probability theory and artificial intelligence. We introduce independence atoms
and their associated implication problem in Section Bl Axiomatic and algorith-
mic characterizations of the implication problem are established in Sections El
and Bl respectively. The construction of Armstrong relations is shown in Section
[l We conclude in Section [1l where we also comment on future work.

2 Related Work

Approximately 100 different classes of relational data dependencies have been
studied in the research literature [22]. The expressivity of embedded multivalued
dependencies results in the non-axiomatizability of its implication problem by a
finite set of Horn rules [16] and its undecidability [I1]. Multivalued dependencies
[3] form an efficient sub-class of embedded multivalued dependencies, whose im-
plication problem has been characterized by a finite axiomatization of Horn rules
[1], by an almost linear time algorithm [5], and by a fragment of Boolean propo-
sitional logic [19]. These results have recently been generalized to multivalued
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dependencies over SQL databases [10]. Multivalued dependencies are very special
embedded dependencies, called full dependencies, as their attributes cover the
full set of attributes of the underlying relation schema. Our results show that
independence atoms form another efficient sub-class of embedded multivalued
dependencies. In contrast to multivalued dependencies, independence atoms are
not full dependencies. Given the vast amount of literature on data dependen-
cies, given that independence is a natural concept in many areas, and given the
outlined benefits of independence atoms, it is surprising that their investigation
in the database literature is rather limited [15,20

In [20] Sagiv and Walecka introduce the class of subset dependencies which
are generalizations of embedded multivalued dependencies. A subset dependency
Z(X) C Z(Y) for attribute sets X,Y, Z of R, where both X and Y are disjoint
from Z, is satisfied by some relation r over R, if for all tuples t1,t2 € r that
agree on all attributes in X there is some tuple t3 € r that agrees with ¢; on all
attributes in Y and that agrees with #5 on all attributes in Z. In particular, the
independence atom Y 1 Z is satisfied by r if and only if the subset dependency
Z(0) C Z(Y) is satisfied by r. The authors establish a finite axiomatization for
the class of Z-subset dependencies, which, for all relation schemata R and some
fixed set Z C R, consists of the subset dependencies Z(X) C Z(Y). It follows
from the definitions that Z-subset dependencies and independence atoms are
different classes of embedded multivalued dependencies.

In [15], Paredaens investigates, among three other classes of data dependen-
cies, so called crosses X x Y which are equivalent to independence atoms X LY
where both X and Y are non-empty. Paredaens establishes a finite axioma-
tization for crosses, including the symmetry and decomposition rules, and a
somewhat convoluted version of the exchange rule. If empty attribute sets are
excluded, then our axiomatization is equivalent to that for crosses, as one would
expect. The motivation for our axiomatization comes from its strong analogy to
the Geiger-Paz-Pearl axioms for independence atoms over probability distribu-
tions [7], in particular the simplicity of the exchange rule. Indeed, Paradaens’
version of the exchange rule can be derived from the symmetry, decomposition
and our exchange rule. Based on our motivation from the introduction we were
also interested in algorithmic solutions to the implication problem, and Arm-
strong relations, which Paradaens did not aim to address.

As indicated, our study is further motivated by the existing studies of condi-
tional independence in artificial intelligence and statistics. Here, the implication
problem of conditional independence atoms is known to be not axiomatizable by
a finite set of Horn rules, and to be different from that of embedded multivalued
dependencies [2I]. The implication problem of saturated conditional indepen-
dence atoms is axiomatizable by a finite set of Horn rules, equivalent to the
implication problem of multivalued dependencies, and thus equivalent to that of
a fragment in Boolean propositional logic and decidable in almost linear time
[2/6]. In contrast to databases, independence atoms have been investigated in

! We would like to thank the anonymous reviewers who pointed us to the paper by
Sagiv and Walecka [20], which pointed us to the paper by Paredaens [15].
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probability theory. Indeed, their implication problem over discrete probability
measures has been axiomatized by a finite set of Horn rules, and can be de-
cided in low-degree polynomial time [7]. Furthermore, probability distributions
can be constructed that satisfy a given set of probabilistic independence atoms
and violate all those probabilistic independence atoms not implied by the given
set [7]. Therefore, our paper establishes results for independence atoms over
database relations that correspond to those known for independence atoms over
probability distributions. They further show that reasoning about probabilistic
independence atoms does not require probabilities at all.

3 Independence Atoms

In this section we first summarize basic concepts from the relational model of
data, and then introduce the syntax and semantics of independence atoms, as
well as their associated implication problem.

Let 2 = {A;, A, ...} be a (countably) infinite set of symbols, called attributes.
A relation schema is a finite set R = {Ai,..., A,} of attributes from 2. Each
attribute A of a relation schema is associated with a domain dom(A) which rep-
resents the set of possible values that can occur in the column named A. A tu-
ple over R is a function t : R — (J,cp dom(A) with t(A) € dom(A) for all
A € R.For X C R let t(X) denote the restriction of the tuple ¢ over R on X, and
dom(X) = [[ac x dom(A) the Cartesian product of the domains of attributes in
X. A relation r over R is a finite set of tuples over R. Let r(X) = {¢(X) | t € r}
denote the projection of the relation r over R on X C R. For attribute sets X and
Y we often write XY for their set union X U Y. For disjoint subsets X, Y C R,
r1 C dom(X) and ro C dom(Y) let r1 x 1o = {t € dom(XY) | It1 € r1,t2 €
ro(t(X) =t1(X) At(Y) = t2(Y))} denote the Cartesian product of r1 and rq.

3.1 Syntax and Semantics

Intuitively, an attribute set X is independent of a disjoint attribute set Y, if
X-values occur independently of Y-values. That is, the independence holds in a
relation, if every X-value that occurs in the relation occurs together with every
Y -value that occurs in the relation. Therefore, we arrive at the following concept,
in analogy with the similar concept in so-called team semantics [8]:

Definition 1. An independence atom over relation schema R is an expression
X 1Y where X and Y are two disjoint subsets of R. A relation r over R is said
to satisfy the independence atom X 1Y over R if and only if for all t1,t5 € r
there is some t € r such that t(X) = t1(X) and t(Y) = t2(Y). If r does not
satisfy X LY, then we also say that r violates X 1 Y.

The semantics of independence atoms can be stated explicitly as that of an
embedded dependency. In the context of the attribute set XY, the concept
represented by X is independent of the concept represented by Y.
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Proposition 1. Letr be a relation, and X 1Y an independence atom over rela-
tion schema R. Then r satisfies X LY if and only if r(XY) =r(X) xr(Y). O

Proposition [ captures the equivalence of independence atoms to crosses [15].
Rissanen shows in [I8] that a relation r over relation schema R which satisfies
a functional dependency X — Y is the lossless join of its projections r(XY)
and 7(X(R — XY)). Proposition [I] shows that for a relation r which satisfies
the independence atom X 1Y, the projection r(XY) is the lossless Cartesian
product of the projections r(X) and r(Y").

We illustrate the semantics of independence atoms on our running example.

Ezxample 2. The projection of relation r from Example[ on Student and Prereq-
uisite is the Cartesian product of the projection on Student and the projection
on Prerequisite. Hence, r satisfies Student 1 Prerequisite. However, the projec-
tion of r on Student and Year is not the Cartesian product of the projection on
Student and the projection on Year. Thus, r violates Student L Year.

3.2 The Implication Problem

Data dependencies are usually defined as semantic constraints that restrict the
possible relations of a schema to those considered meaningful for a given appli-
cation domain. Relations that satisfy all those data dependencies that express
“business rules” of the domain are considered meaningful, relations that violate
some business rule are considered meaningless. For efficient data processing it
is therefore important to minimize the time that it takes to validate whether a
relation satisfies the given set of data dependencies. Indeed, relations that satisfy
a given set of data dependencies do not need to be tested whether they satisfy
any data dependency that is implied by the given set. Therefore, it is essential
to efficiently decide the implication problem of data dependencies. We will now
define this problem for independence atoms.

For a set X U {¢} of independence atoms we say that X implies ¢, or that ¢
is implied by X, written X = ¢, if every relation that satisfies every element in
X also satisfies ¢. For a set X of independence atoms over some fixed relation
schema R, we let X* = {¢ | ¥ = ¢} be the semantic closure of X, i.e., the
set of all independence atoms implied by X. In order to determine the implied
independence atoms we use a syntactic approach by applying inference rules.

_ premise ) .
These inference rules have the form . and inference rules without any
) ) ) conclusion ) )
premise are called axioms. An inference rule is called sound, if the independence

atoms in the premise of the rule imply the independence atom in the conclusion
of the rule. We let X Fo ¢ denote the inference of ¢ from X by the set R of
inference rules. That is, there is some sequence v = [0y, ..., 0y,] of independence
atoms such that o, = ¢ and every o; is an element of X or results from an
application of an inference rule in R to some elements in {o1,...,0;_1}. For
X, let X = {p | ¥ Fx ¢} be its syntactic closure under inferences by R. A
set R of inference rules is said to be sound (complete) for the implication of
independence atoms, if for every R and for every set X' of independence atoms
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over R we have Xt C X* (X* C Xf). The (finite) set R is said to be a (finite)
axiomatization for the implication of independence atoms if R is both sound and
complete. The implication problem of independence atoms is defined as follows.

PROBLEM: Implication problem for independence atoms
INPUT: Relation schema R,

Set XU {¢} of independence atoms over R
OUTPUT: Yes, if X' = ¢; No, otherwise

We illustrate the implication problem on our running example.

Ezample 3. Continuing Example [Il the set X' of independence atoms consisted
of Student 1 Prerequisite. If ¢ denotes the independence atom Student | Year,
then the relation r from Example [[l shows that X [~ . An example of an
independence atom that is implied by X' is Prerequisite L Student.

4 Axiomatic Characterization

In this section we establish an axiomatic characterization of the implication
problem for independence atoms over relations. In fact, we show that the set J
of inference rules from Table[I]is sound and complete. The set J of inference rules
is the same set used in [7] to axiomatize implication among independence atoms
in the framework of random variables. It is remarkable that the same axioms
have found their way also to the study of concurrency [I3] and secrecy [14]. If
the attribute sets X, Y and Z are interpreted as sets of vectors in a vector space,
the rules J would govern the concept of linear (as well as algebraic) independence
as was noted already in [2324].

Table 1. Axiomatization J of Independence in Database Relations

X1lYy
X10 Y1X
(trivial independence, 7) (symmetry, S)
X1YZ X1lY XYl1Z
X1lY X1YZ
(decomposition, D) (exchange, &)

Using Definition [ it is not difficult to show the soundness of the inference
rules in J for the implication of independence atoms. As an example, we prove
the soundness of the exchange rule £. Let r be a relation that satisfies the
independence atoms X 1 Y and XY 1 Z. Let t1,ty € r. Then there is some tuple
t € r such that £¢(X) = t1(X) and ¢(Y) = t2(Y), since r satisfies X 1 Y. Since r
satisfies XY | Z, for ¢, {2 € r there must be some ¢ € r such that t(XY) = {(XY)
and t(Z) = ta(Z). In particular, t(X) = #(X) = t1(X), t(Y) = {(Y) = £5(Y),
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and t(Z) = t2(Z). Hence, there is some ¢t € r such that ¢(X) = ¢;(X) and
t(YZ) =t2(YZ). That is, r also satisfies the independence atom X 1 Y Z.

The soundness of the rules in J allows us to mechanically infer several implied
independence atoms.

Ezample 4. Recall that X = {Student L Prerequisite} in our running exam-
ple. A single application of the symmetry rule & to Student L Prerequisite
gives us the independence atom Prerequisite L Student € Z‘;r . Consequently,
Prerequisite 1 Student € X* due to the soundness of the symmetry rule.

The inference rules in J are also complete. That is, every implied independence
atom can be inferred by applications of the inference rules in J. The following
theorem is like Theorem 3 of [7]:

Theorem 1. The setJ of Horn rules forms a finite axiomatization for the class
of independence atoms.

Proof. We proceed as in [7, Theorem 3], but working with relations instead of
random variables. Let R be some relation schema and X' a set of independence
atoms over R. Let p = X 1Y ¢ E; . Without loss of generality we assume that
for all non-empty sets X’ C X and Y/ C Y with X'Y' # XY, X'LY' € X7
holds. An independence atom ¢ with these properties is called minimal. Indeed,
if ¢ = X 1Y is not minimal, then we can remove attributes from X or from
Y to obtain a minimal atom ¢’ = X' 1Y’ ¢ Y. Note that, if X’ and Y’ are
both singletons, then X’ L Y’ is a minimal atom due to the trivial independence
axiom 7. For each minimal atom ¢’ we construct a relation r,s that satisfies X~
and violates ¢’. Due to the decomposition rule D, s also violates ¢ and, hence,
© is not implied by X.

Let ¢ = X LY ¢ X be a minimal atom. For all A € R assume that dom(A4) =
{0,1}, and let Z = R— XY . Let Ay € X. Define r, C dom(R) as follows: for all
t € dom(R) we have,

t €ry if and only if £(Ao) = 3 4c(x - ay)y t(A) mod 2.

Clearly, r = r(XY) x [[ 4c, dom(A).

We show first that 7, violates the independence atom X LY. Let ¢ be a tuple
where t(Ag) =1 and t(A) =0 for all A € XY — Ay. Then ¢t € r(X) x r(Y), but
t¢r(XY).

It remains to show that r, satisfies every independence atom VLW € X.

Case 1. Assume that V C Z or W C Z. Say, for example, that V' C Z. By
construction, for every tuple ¢t; € r(Z) and every tuple in ty € r(W) there is
some tuple ¢ € r(VW) such that ¢(V) = ¢1(V) and t(W) = t2(W). The case
where W C Z holds is similar. Hence, (VW) = r(V) x r(W).

Case 2. Assume that VN XY # @ and W N XY # 0.

Case 2.1. Suppose XY € VW.For U C XY with U # XY we have r(U) =
[Tacy r(A). Hence, (VW) = []scyw r(A). In particular, 7(VW) = r(V) x
r(W).
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Case 2.2. Suppose XY C VW. Then let V = X'Y'Z', W = X"Y"Z" where
X =X'X"Y =YY" and Z'Z" C Z holds. Assume that V1 W € E;r.
We show, under this assumption, the contradiction that X 1Y € E;r holds.
Consequently, VLW ¢ Z;r and this case cannot occur.
Since X 1Y is a minimal independence atom, X' LY’ X" 1Y € E;. The
inference
X/Y/Z/J_ X//Y//Z//
X'1lY" D: XY 1LX'"Y"

X"1lYy & X'1X"Y
D:YLX" S: X"y 1 X’
E: Y1X

S: X1lY

gives the anticipated contradiction that X L Y € 2; under the assumption that
VIiWe Z;' when XY C VW. Note that the inference of X 1 Y € Z;' remains
valid even if some of the X', X", Y’ Y" are empty, as long as X = X'X” and
Y =Y'Y” hold. 0

We illustrate the completeness argument on our running example.

Ezample 5. Let X = {Student L Prerequisite} be a set of independence atoms
and ¢ = Prerequiste 1 Year be an independence atom over ENROL. The con-
struction from the completeness proof of Theorem [Il may result in the relation
on the left, which may result in the relation on the right by suitable substitutions.

Student  Prerequiste  Year Student Prerequiste  Year
S1 P1 Y1 Hilbert Phil101 1900
S1 P2 Y2 Hilbert Phys110 1905
S2 P1 Y1 Ackermann Phil101 1900
S2 P2 Y2 Ackermann Phys110 1905

Both relations satisfy X and violate ¢.
Instead of the exchange rule £, Paredaens used the following rule on the left

X'17Z X1Y , UViIWwWw' UWW"LlY
XNX' #0
XNX'1lyu(Xn2z UlLYW
for crosses, defined for non-empty attribute sets. This rule produces an indepen-
dence atom that cannot already be inferred by the decomposition and symmetry

rules alone, if X N X’ # () and X N Z # @ hold. In that case, the rule can be
rewritten as the rule on the right above. This rule can be inferred as follows

uv.iww’

D:UVLIW

S: WLUV

D: WL1LU UWW"” 1Y
S:ULw D: UWLlY
E: ULYW

from the decomposition, symmetry, and exchange rule.
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5 Algorithmic Characterization

We establish an algorithmic characterization of the implication problem. In prac-
tice, one may simply want to check if a single independence atom ¢ is implied by
a given set Y of independence atoms. One could compute X* = E;r and check
if ¢ € X*. However, this algorithm is hardly efficient. Instead, we exploit the
extra knowledge about ¢ to decide more efficiently if ¢ is implied by X.

The divide-and-conquer algorithm is presented as Algorithm [II On input
(X, XLY)itreduces X to X = Y[XY]={(VNXY)L(WnNXY) | VLW e X}
(line 3). If X L Y is a trivial independence atom, i.e., if one of its sets is empty, or
if the atom or its symmetric atom is included in X', then the algorithm returns
true (line 4-5). If there is no non-trivial atom U LV € X’ where UV = XY,
then the algorithm returns false (line 7-8). Otherwise, there is some non-trivial
atom ULV € X where U = QR, V = ST, and X = QS, Y = RT. In this
case, the Algorithm returns true if and only if it returns true on both inputs
(X,QLR)and (X', SLT) (line 12).

Algorithm 1. Implication

1: procedure IMPLIED(X, ¢)
o XLY;

3 X« S[XY];

4 if X=0orY=0or X1Y €X orYLXeJX then
5: IMPLIED(X, ¢) < true;

6: end if;
7.

8

ifforal ULV € X' withU#0Q and V #0, UV # XY then
: IMPLIED(X, ) < false;
9: else >IAVLV e X with0 AU =QR,0#AV =5T, X =QS,Y =RT

10: p1+ QLR

11: po— SLT;

12: IMPLIED(X, ) < IMPLIED(X, ¢01) A IMPLIED(X, ¢02);
13: end if;

14: end procedure

Algorithm [Tl works correctly in low-degree polynomial time. This yields the
following result, reminiscent of Theorems 8 and 9 of [7]:

Theorem 2. Algorithm [ terminates, and IMPLIED(X, p) = true if and only
if ¥ | ¢. The time-complexity of Algorithm [, on input (X, ), is in O(|X| -
loll? + 121 112U {eH]).

Proof (Sketch). Let ¢ = X LY. Firstly, it follows from an inspection of the
inference rules in J that X F5 ¢ holds if and only if X’ 5 ¢ holds.

Secondly, for any non-trivial ¢, X’ 5 ¢ holds only if there is some atom
ULV € Y such that UV = XY. This follows from the observation that no
inference rule in J introduces an attribute to its conclusion that does not already
occur in one of its premises.
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These observations justify lines 2-7 of Algorithm [l We will now justify lines
9-12. Let X = QS,Y = RT, U = QR, and V = ST. Then we show that, if
ULV € X, then X1Y € X if and only if Q LR € Y[QR]4 and SLT €
X[ST)3.

Assume first that QR L ST, QL R, S 1T € E;. Then the following inference
shows that QS 1L RT € Z;r, too.

QRLST
S1LT S: STLQR
E: S1QRT QLR QR1LST
D SL1RT E: QLRST
S: RTLS S: SRTLQ
E: RT1QS
S: QS LRT

If QSLRT € E;, then there is an inference U; L Vi, ..., U LV, = QS_LRT
from X. Consequently, (U1NQR) L (ViNQR),...,(UsNQR)L (VxNQR) =Q LR
is an inference of @ L R from X[QR)]. Similarly, an inference of S L T from X[ST)
can be constructed from an inference of QS 1L RT from X

Note that this shows, in particular, that a selection of U L V in line 9 can be
made arbitrarily since any selection provides a necessary and sufficient means to
check whether X 1Y € Z;r .

Algorithm [I] terminates since the size of the independence atoms strictly de-
creases in line 12. If the algorithm did not terminate before, it will terminate
when the number of attributes in the two atoms have reached 2 (line 4 or line 7).
The first statement of Theorem 2] follows from a simple induction on the number
of attributes in ¢.

We will now analyze the time complexity of Algorithm [l The complexity
is measured in terms of two types of basic operations: the comparison of two
independence atoms and the projection of independence atoms. Both operations
are bounded by the number ||X U {¢}|| of distinct attributes in X' U {¢}. Let
¢(p) denote the number of basic operations required to solve a problem for an
independence atom ¢, and assume for now that the distinct attributes in X are
those in ¢. By line 12, ¢(p) must satisfy the equation c(p) < ¢(p1) +c(p2) + |2,
where | X| denotes the number of atoms in ¥'; and where ||o|| = ||¢1]]+]|¢2]|- The
solution to this equation is O(|X] - ||¢||) measured in basic operations. Adding
the cost of projecting X to the attributes in ¢ is in O(|X] - || X U {¢}])- O

Ezample 6. Let X = {Student L Prerequisite} be a set of independence atoms
and ¢ = Prerequiste L Year be an independence atom over relation schema
ENROL. On input (X, ), Algorithm [ computes X’ = @ in Step 3, and re-
turns IMPLIED(X, ¢) = false in Step 8, since the condition in Step 7 is trivially
satisfied. Hence, by Theorem 2] ¢ is not implied by X.
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6 Armstrong Relations

We show that independence atoms enjoy Armstrong relations. That is, for every
relation schema R and every set Y of independence atoms, there is a relation
over R that satisfies X' and violates every independence atom not implied by X.
The property of enjoying Armstrong relations has been characterized by Fagin
in a very general framework [4]. We will exploit this characterization to show
how to construct Armstrong relations for independence atoms.

Theorem 3. []] Let S denote a set of sentences. The following properties of S
are equivalent:

1. Existence of a faithful operator. There exists an operator @ that maps non-
empty families of models into models, such that if o is a sentence in S and
(P; : i € 1) is a non-empty family of models, then o holds for @{(P; : i € I)
if and only if o holds for each P;.

2. Existence of Armstrong models. Whenever X' is a consistent subset of S and
27* is the set of sentences in S that are logical consequences of X, then there
exists a model (an “Armstrong” model) that obeys X* and no other sentence
in S.

3. Splitting of disjunctions. Whenever X' is a subset of S and {o; : i € I} is a
non-empty subset of S, then X = \/{o; : i € I} if and only if there exists
some i € I such that X = o;. |

Indeed, there is a faithful operator for independence atoms. While Fagin’s theo-
rem holds for any cardinality of I [4], we use it only for finite non-empty . An
analog of the below theorem was proved in [7, Theorem 11] for distributions.

Theorem 4. Let {r; : i = 1,...,n} be a finite set of relations. There exists
an operation ® that maps finite sets of relations to relations such that for each
independence atom o, the relation @{r; : i = 1,...,n} satisfies o if and only if
fori=1,...,n, r; satisfies o.

Proof. We construct the operation ® by using a binary operation ®; such that
for every independence atom o, the relation r; ®; ro satisfies o if and only if
both relations r; and 7y satisfy o. The operation ® is then defined recursively
by @{ri:i=1,...,n}:= (- ((r1 Qy12) Qp13) - QpTp). Let r1, 72 be relations
over relation schema R. Then r| ®j ro is defined by

((a1,a})y. .., (an,ay)) € r1 @ re iff (a1,...,a,) €71 and (af,...,al) € ro.

We now show that for an independence atom X 1Y over R we have, 1 ®p 12
satisfies X 1 Y if and only if r satisfies X 1L Y and ro satisfies X 1 Y.

We show first that if 1 satisfies X L Y and ry satisfies X 1 Y, then r{ ®,ro sat-
isfies X LY. Let t1 = ((a1,a}),..., (an,a,)),ta = ((b1,b1),..., (bn, b)) € 11 Ry
ro. Then, t1 = (ay,...,a,),t = (b1,...,b,) € r1, and ti: (a},...,d),t3 =
(0,...,b) € ro. Since ry satisfies X LY there is some t = (c¢1,...,¢,) € 11

such that t = #1(X) and £ = t3(Y). Since ry satisfies X LY there is some
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t' = (cf,...,c,) € ro such that ¢/(X) = t3(X) and ¢’ = t3(Y). Let t :=
((c1,¢)), ..., (cn,cl)) € 11 @pra. It follows that t(X) = t1(X) and t(Y) = t2(Y).
Hence, ¢ ®b ro satisfies X 1 Y.

It remains to show that if 71 ®; ro satisfies X 1Y, then ry satisfies X LY
and ro satisfies X LY. Let t} = (ai,...,a,),t3 = (b1,...,by) € 71 and
t2 = (a},...,a,),t3 = (b},...,b)) € r2. Then, t; = ((a,a}),..., (an,al)) t2 =
((b1,0)),...,(bn, b)) € r1 ®p re. Since r1 @y ro satisfies XLY there is some
t= ((cl,c’l), o (en,ch)) € ri®re where t(X) = ¢1(X) and t(Y) = t2(Y). Then
t" = (c1,...,cp) satisfies t"1(X) = t1(X) and " (Y) = t3(Y). Thus, 71 satisfies
X 1Y. Similarly, t"2 := (c},...,c),) satisfies "2(X) = t3(X) and t"2(Y) = t3(Y).

Hence, ro satisfies X 1 Y. O
We illustrate the construction of Armstrong relations on our example.

Ezample 7. Let X = {Student L Prerequisite} be a set of independence atoms
over ENROL. From previous examples we have seen the relation r; on the left
that satisfies X' and P LY, but violates S LY, and the relation r, on the right
that satisfies X and S_LY, but violates PLY.

Student  Prerequiste  Year Student  Prerequiste  Year
S1 P1 Y1 S3 P3 Y3
S2 P1 Y2 S3 P4 Y4
S1 P2 Y1 S4 P3 Y3
S2 P2 Y2 S4 P4 Y4
The Armstrong construction results in the relation r; ®; ro, defined by
((a1,a}),...,(an,al)) € 11 Qp r2 iff (a1,...,a,) € r1 and (a},...,al) € r2, on
the left, and suitable substitutions yield the relation on the right.
Student  Prerequiste Year Student  Prerequiste  Year
(S1,S3) (P1,P3) (Y1,Y3) Sheldon Ethil01 2010
(S1,S3) (P1,P4) (Y1,Y4) Sheldon Logil20 2011
(S1,94) (P1,P3) (Y1,Y3) Leonard Ethil01 2010
(S1,54) (P1,P4) (Y1,Y4) Leonard Logil20 2011
(S2,S3) (P1,P3) (Y2,Y3) Howard Ethil01 2012
(S2,S3) (P1,P4) (Y2,Y4) Howard Logil20 2013
(S2,54) (P1,P3) (Y2,Y3) Raj Ethil01 2012
(S2,54) (P1,P4) (Y2,Y4) Raj Logil20 2013
(S1,83)  (P2,P3)  (YL,Y3) Sheldon ~ Cheml110 2010
(S1,83)  (P2,P4)  (Y1,Y4) Sheldon  Bioll05 2011
(S1,54) (P2,P3) (Y1,Y3) Leonard ~ Chem110 2010
(S1,54) (P2,P4) (Y1,Y4) Leonard Biol105 2011
(S2,S3) (P2,P3) (Y2,Y3) Howard Chem110 2012
(52,53) (P2,P4) (Y2,Y4) Howard Biol105 2013
(S2,54)  (P2,P3)  (Y2,Y3) Raj Chem110 2012
(S2,54) (P2,P4) (Y2,Y4) Raj Biol105 2013

Indeed the latter two relations are Armstrong relations for . That is, they sat-
isfy X and violate S LY and P 1Y, and thereby also S L PY, SY 1L P, SP 1Y,
S LYP, and their symmetric independence atoms.
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It can now be shown how an arbitrary set of independence atoms can be
visualized as a single Armstrong relation. In practice, Armstrong relations can
be used by database designers and business analysts as a communication tool
to acquire and discuss the meaningfulness of business rules with domain experts
[12]. Just as [7, Theorem 11] obtains for distributions, we obtain:

Theorem 5. The class of independence atoms enjoys Armstrong relations.

Proof. Let R be an arbitrary relation schema and X a set of independence atoms
over R. By Theorem [I] for each ¢ ¢ E;r there is some relation r, that satisfies
Y and violates ¢. Let r := @{r,, | ¢ ¢ X1}. The relation is well-defined since
the set of all independence atoms over a relation schema is finite. According to
Theorem [ r satisfies all independence atoms in X' and violates every indepen-
dence atom not implied by X. a

It also follows from our results and Theorem [Blthat the set J of inference rules is
powerful enough to infer all disjunctions of independence atoms that are logically
implied by a set of independence atoms, and not merely single independence
atoms.

7 Conclusion and Future Work

We investigated independence atoms, introduced in [§], as a new class of re-
lational data dependencies. Our results show that independence atoms form
an efficient sub-class of embedded multivalued dependencies whose implication
problem is not finitely axiomatizable and undecidable. Our efficient solutions to
the implication problem can result in enormous cost savings in data processing,
for example when validating the consistency of update operations on relations,
or when querying relations. Independence atoms form the database counterpart
of probabilistic independence atoms known from probability theory.

In future work we plan to implement our algorithms as a tool, and analyze how
the inspection of Armstrong relations can help database designers or business
analysts with the task of identifying independence atoms that are semantically
meaningful for a given application domain. It is interesting to investigate the
minimum number of tuples required in Armstrong relations. It is also a challeng-
ing problem to identify means to reduce data redundancy caused by embedded
dependencies. For the field of (in)dependence logic, it would be interesting to
axiomatize the combined class of independence and dependence atoms.
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