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Abstract. Cost-sensitive learning algorithms are typically motivated by 
imbalance data in clinical diagnosis that contains skewed class distribution. 
While other popular classification methods have been improved against 
imbalance data, it is only unsolved to extend k-Nearest Neighbors (kNN) 
classification, one of top-10 datamining algorithms, to make it cost-sensitive to 
imbalance data. To fill in this gap, in this paper we study two simple yet 
effective cost-sensitive kNN classification approaches, called Direct-CS-kNN 
and Distance-CS-kNN. In addition, we utilize several strategies (i.e., 
smoothing, minimum-cost k value selection, feature selection and ensemble 
selection) to improve the performance of Direct-CS-kNN and Distance-CS-
kNN. We conduct several groups of experiments to evaluate the efficiency with 
UCI datasets, and demonstrate that the proposed cost-sensitive kNN 
classification algorithms can significantly reduce misclassification cost, often 
by a large margin, as well as consistently outperform CS-4.5 with/without 
additional enhancements.  

1 Introduction 

Classification aims at generating a classifier which minimizes classification errors, 
which is one of the main research topics in machine learning and data mining. 
Therefore, there are great many classification algorithms developed, typical examples 
include Decision Tree, Naïve Bayes, Instance based learning (e.g. kNN) and SVM. 
Twenty years ago, motivated by imbalance data in clinical diagnosis that contains 
skewed class distribution, these popular classification algorithms had been extended 
to deal with the classification tasks with non-uniform cost, called cost-sensitive 
classification, and attracted vast interest of data mining researchers [ 1, 2, 8, 16, 26]. 
These approaches incorporate misclassification cost and other costs in the 
classification technique, thus provide practical classification result in a multiple-cost 
environment. However, it is only unsolved to extend k-Nearest Neighbors (kNN) 
classification, one of top-10 datamining algorithms, to make it cost-sensitive to 
imbalance data. 
                                                           
* Corresponding author. 
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KNN classification is one of the most popular and widely used instance-based 
learning algorithms. Different from model-based classification algorithms (i.e. 
training models from a given dataset and then predicting test examples with the 
models), it needs to store the training data in memory in order to find the “nearest 
neighbours” to answer a given query. Despite of the popularity of KNN, very little 
work’s been reported on KNN in the area cost-sensitive learning. Hence some 
challenges are must out there to stop us. However, regarding to the potential of KNN, 
it is still worth a good try to clarify the challenges and give some solutions.  

To make KNN cost-sensitive, in this paper, two simple but effective approaches, 
Direct-CS-KNN and Distance-CS-KNN, are proposed to minimise the 
misclassification cost in cost sensitive learning. In order to clarify challenges and 
difficulties encountered in our new algorithms, completed performance studies are 
conducted and compared with the benchmark method cost-sensitive C4.5, by bunches 
of experiments with various cost settings and multiple typical datasets.  

Furthermore, we also propose several additional enhancement methods - 
smoothing, minimum-cost K value selection, feature selection and ensemble 
selection, to further improve the performance of our new cost-sensitive KNN 
algorithms. The smoothing improvement is also applied to cost-sensitive C4.5 for 
performance study.  

Our experiment results show that the proposed new cost-sensitive KNN algorithms 
can effectively reduce misclassification cost, often by a large margin. And they 
consistently outperform CS-4.5 (cost-sensitive C4.5) on the selected UCI data sets in 
case of with or without enhancements.  

The rest of paper is organized as follows: Section 2 provides a brief review of the 
cost-sensitive learning, KNN classification Section 3 describes our two new cost-
sensitive KNN algorithms and several improvements which can effectively reduce 
misclassification cost in KNN classification. Section 3 describes some additional 
enhancement methods: feature selection, direct cost-sensitive learning/probability 
calibration and ensemble selection methods. Experimental results for six UCI data 
sets are presented in Section 5. Finally, in Section 6 we conclude the work with a 
discussion of future improvements. 

2 Related Work 

2.1 Cost-Sensitive Learning 

Cost-sensitive learning is an extension of traditional non-cost-sensitive data mining. It 
is an important research area with many real world applications. For example, in 
medical diagnosis domain, diseases are not only very expensive but also rare; for a 
bank, an error of approving a home loan to a bad customer is more costly than an 
error of rejecting a home loan to a good customer. Traditional data mining methods 
aimed at minimizing error rate will perform poorly in these areas, as they assume 
equal misclassification cost and relatively balanced class distributions. Given a 
naturally much skewed class distribution and costly faulty predictions for the rare 
class, an error based classifier may very likely ends up building a useless model. 
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Cost-sensitive learning is an advanced form of data mining that satisfies these special 
needs. Research in cost-sensitive learning is still in an early stage and there are 
different methods to it. Most cost-sensitive learning methods are developed based on 
the existing non-cost-sensitive data mining methods. To make an error-based 
classifier cost-sensitive, a common method is to introduce biases into an error based 
classification system in three ways: 1) by changing the class distribution of the 
training data, 2) by modifying the learning algorithms, 3) and by taking the boosting 
approach (Li et al. 2005). An alternative method is called direct cost-sensitive 
learning which uses the conditional probability estimates provided by error based 
classifiers to directly compute the optimal class label for each test example using cost 
function [2]. 

Most of the cost-sensitive learning methods assume that for an M-class problem, 
an M by M cost matrix C is available at learning time, and does not change during the 
learning or decision making process. So it is static. The value of C(i, j) is the cost 
involved when a test case is predicted to be class i but actually it belongs to class j. 

A static cost matrix always has the following structure when there are only two 
classes: 

Table 1. Two-Class Cost Matrix 

  Actual negative Actual positive 
Predict 

negative C(0, 0) = C00 C(0, 1) = C01 

Predict positive C(1, 0) = C10 C(1, 1) = C11 
 
In above cost matrix, the cost of a false positive is C10 while the cost of a false 

negative is C01. Conceptually, the cost of labeling an example incorrectly should 
always be greater than the cost of labeling it correctly. Mathematically, it should 
always be the case that C10 > C00 and C01 > C11 [2]. 

As per Elkan, if a cost matrix C is known in advance, let the (i, j) entry in C be 
the cost of predicting class i when the true class is j. If i = j then the prediction is 
correct, while if i ≠ j the prediction is incorrect. The optimal prediction for an 
example x is the class i that minimizes: 


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The most popular base algorithms used in cost-sensitive learning include Decision 
Tree, Naïve Bayes and SVM. 

2.2 KNN Classification 

KNN classification is an instance based learning algorithm which stores the whole 
training data in memory to compute the most relevant data to answer a given query. 
The answer to the query is the class represented by a majority of the K nearest 
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neighbours. There are three key elements of this approach: a set of labelled examples, 
a distance function for computing the distance between examples, and the value of K - 
the number of nearest neighbours. To classify an unlabelled example, the distance of 
this example to the labelled examples is calculated, its K-nearest neighbours are 
identified, and the class labels of these nearest neighbours are then used to classify the 
unlabelled example [22]. 

The choice of the distance function is an important consideration in KNN. 
Although there are other options, most instance based learners use Euclidean distance 
which is defined as below: 

 

 

Where X and Y are the two examples in data set, and Xi and Yi (i = 1 .. D) are their 
attributes. 

Once the nearest-neighbour list is selected, the test example can be classified based 
on the following two voting methods: 
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There are several key issues that affect the performance of KNN. One is the choice of 
K. If K is too small, then the result could be sensitive to noisy data. If K is too large, 
then the selected neighbours might include too many examples from other classes. 
Another issue is how to determine the class labels, the simplest method is to take a 
majority vote (method 1), but this could be an issue if the nearest neighbours vary 
widely in their distance and the closer neighbours more reliably indicate the class of 
the test example. The other issue of method 1 is that it is hard to deal with cost-
sensitive learning and imbalanced data sets. A more sophisticated approach, which is 
less sensitive to the choice of K, weights each example’s vote by its distance (method 
2), where the weight factor is often taken to be the reciprocal of the squared distance 
( 2),'(/1 xixdw

i
= ). 

KNN classifiers are lazy learners, unlike eager learners (e.g. Decision Tree and 
SVM), KNN models are not built explicitly. Thus, building the model is cheap, but 
classifying unknown data is relatively expensive since it requires the computation of 
the K-nearest neighbours of the examples to be labelled. This, in general, requires 
computing the distance of the test examples to all the examples in the labelled set, 
which can be expensive particularly for large training sets.  
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2.3 Direct Cost-Sensitive Classification 

Any learned classifier that can provide conditional probability estimates for training 
examples can also provide conditional probability estimates for test examples. Using 
these probability estimates we can directly compute the optimal class label for each 
test example using the cost matrix. This cost-sensitive learning method is called direct 
cost-sensitive learning [26]. 

All direct cost-sensitive learning algorithms have one thing in common: They do 
not manipulate the internal behavior of the classifier nor do they manipulate the 
training data in any way. They are based on the optimal cost-sensitive decision 
criterion that directly use the output produced by the classifiers in order to make an 
optimal cost-sensitive prediction. 

3 Making KNN Cost-Sensitive - The Proposed Approach 

In this paper, we focus on binary classification problems. We propose two approaches 
to make KNN classifier sensitive to misclassification cost, and several additional 
methods to further improve the cost-sensitive KNN classifier performance. 

3.1 Direct Cost-Sensitive KNN 

Direct Cost-sensitive approach is quite simple and intuitive which has been studied 
with decision tree C4.5. In this paper, we use KNN algorithm to train a traditional 
non-cost-sensitive classifier as the baseline. After the K nearest neighbors is selected, 
we calculate class probability estimate using below formula: 

K

Kixi =)|(Pr        

Where Ki is the number of selected neighbors whose class label is i. Using the above 
probability estimate and Eq. 1, we can directly compute the optimal class label for 
each test example. We call this approach DirectCS-KNN. 

In traditional cost-blind KNN classification, the K value is either fixed or selected 
using cross validation. When the K value is fixed, most of times it is quite small, such as 
3, 5, 7 etc. the KNN classifier performance is not impacted a lot by the variation of the 
K value. However, the aim of our DirectCS-KNN is minimizing misclassification cost, 
the probability estimate (not the error rate) generated by the original KNN classifier is 
more important. In this case, the selection of an appropriate K value plays a critical role 
in terms of building a statistically stable cost-sensitive KNN classifier which can 
produce better probability estimate and reduce misclassification cost.  

In this paper, we will test the following three ways of selecting the K value: 

• Fixed value 
• Cross validation 
• Choose the K value which minimizes the misclassification cost in 

training set 
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Although our DirectCS-KNN approach is straightforward and easy to implement, it 
has the following shortcomings: 

• If the K value selected is too small, the probability estimation 
provided by the KNN (Ki/K) is statistically unstable, it will cause 
data over-fitting and increase the misclassification cost to the test 
examples 

• In many real world data sets, noise is often expected in the training 
examples, and KNN algorithm is particularly sensitive to the noisy 
data, therefore generate very poor probability estimate 

As we described in Section 2, several methods have been proposed for obtaining 
better probability estimate from traditional cost-blind classifiers in direct cost-
sensitive learning. Zadrozny and Elkan [2] proposed to use an un-pruned decision tree 
and transform the scores of the leaves by smoothing them. They call this method m-
estimation. The similar method can be applied to our DirectCS-KNN approach. In 
order to make DirectCS-KNN more stable and further reduce misclassification cost, 
in this paper, we propose two changes to the original m-estimation: First we use cross 
valuation to determine the m value for different data sets. It is more proper than a 
fixed value. Second, we use the smoothed probability estimate (together with cost 
matrix) at the step of determining the K value.  

Now let’s look at the m-estimation formula we specified in section 2.2 again. In 
order to explain the impact of m-estimation to the performance of DirectCS-KNN 
approach, we represent the formula in a slightly different way: 

b
mK

m
K
K

mK
Kxi i ×














+













×













=

++
)|(Pr

 

As we can see from this formula, the value m controls the balance between relative 
frequency and prior probability. It has the following impacts: 

• To the noisy data, with m-estimation, m can be set higher so that the 
noisy value for Ki/K plays less important role in the final estimation and 
the impact of noisy data is reduced. 

• When the K value is small, without smoothing, the probability 
estimation provided by the selected neighbors (Ki/K) is statistically 
unstable. However, with m-estimation, K/(K+m) closes to 0 and 
m/(K+m) closes to 1, so that the probability estimation is shifted towards 
the base rate (b). It works particularly well on data sets with skew class 
distribution. 

In the experiment section, we apply this smoothing method to the Direct-CS-KNN 
and Distance-CS-KNN (specified in section 3.2), and compare this approach to the 
other proposed variations of Cost-sensitive KNN algorithms. 

3.2 KNN with Cost-Sensitive Distance Function 

The second approach involves modifying the distance function of the KNN algorithm. 
Let’s review the distance-weighted voting function in section 2.2: 
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Based on the second formula, in a binary decision case, we assume that the 
distance-weight of a test example to a positive training example is Wp, and the 
distance-weight of the same test example to a negative training example is Wn. 

When misclassification cost is not considered, the training examples with the 
highest W values will be selected as the nearest neighbors regardless of their class 
labels. However, in a cost-sensitive situation, the cost of false positive (FP) and the 
cost of false negative (FN) might be very different. Selecting a nearest neighbor with 
different class labels incurs different potential cost. To simplify the case, we assume 
that the cost of true positive (TP) and true negative (TN) are both 0. In cost-sensitive 
learning, the purpose is to minimize the misclassification cost instead of errors. Now 
we calculate the potential cost (Cp) of selecting a positive nearest neighbor is FP * 
Wn. And the potential cost (Cn) of selecting a negative nearest neighbor is FN * Wp. 
The training examples with the lowest potential cost should be selected as the nearest 
neighbors. 

We replace the distance-weighted voting function in the original KNN algorithm 
with this new cost-sensitive approach. The last step is to use the modified classifier to 
predict class labels for all test examples. Be aware that for each test example, after all 
its nearest neighbors are selected, the above cost-sensitive distance-weighted voting 
approach and the cost matrix will still be used to calculate the class label which 
minimizes the misclassification cost. The detail of the algorithm is described below: 

For each test example, the total distance-weight of all positive neighbors is Wpa, 
and the total distance-weight of all negative neighbors is Wna, where:  
 

Wpa = W1 + W2 + W3 + …… + Wk (k is the number of positive neighbors) 
Wna = W1 + W2 + W3 + …… + Wj (j is the number of negative neighbors) 

 
In this case we can define the probability of labeling an unlabeled example to P is  
Pp = Wpa/(Wpa+Wna).And the probability of labeling an unlabeled example to N is Pn 

= Wna/(Wpa+Wna). 
 

Where Pp + Pn = 1. Now we calculate the potential cost (Cp) of labeling this test 
example to P is FP * Pn. And the potential cost (Cn) of labeling this test example to N 
is FN * Pp. 

If Cp > Cn, the unlabeled example is classified as N, and the probability of this 
prediction is Cp/(Cp + Cn). Otherwise, the unlabeled example is classified as P, and 
the probability of this prediction is Cn/(Cp + Cn). We call this approach Distance-CS-
KNN. 
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3.3 Potential and Challenges 

We conduct performance for DirectCS-KNN and the CS-C4.5 on different datasets. 
In most of datasets, the best result of DirectCS-KNN outperforms the CS-C4.5 on 
both of the minimal cost and AUC measurements. A typical result is shown in Table 4 
of section 5.2 (marked with gray background in the table). As we predicted before, 
KNN does has the great potential to cost-sensitive learning.  

However, we do find some challenges when apply KNN into cost-sensitive 
learning environment. Firstly, the choice of K, which is also an open question in KNN 
study. Secondly, the large working loads to tuning the K while we change the cost 
ratio and datasets.  

Good news is there are lot of work reported to tackle the challenges in general 
KNN. On the other hand, we introduce some additional enhancements on DirectCS-
KNN which make us easier to search a good enough K and reduce the tuning work-
load. The enhancements are described in next section.  

4 Additional Enhancements 

4.1 Calibration Methods for Improving Probability Estimates in  
Cost-Sensitive Learning 

Any learned classifier that can provide conditional probability estimates for training 
examples can also provide conditional probability estimates for test examples. If the 
learned model does not explicitly compute these values, most classifiers can be 
modified to output some value that reflects the internal class probability estimate [9]. 
Using these probability estimates we can directly compute the optimal class label for 
each test example using the cost matrix. 

However, it is well known that the probability estimates provided by classifiers 
from many error based learners are neither unbiased, nor well calibrated. Decision 
tree (C4.5) and instance based learners (KNN) are well known examples. Two 
smoothing methods, Laplace Correction and M-Smoothing, have been proposed for 
obtaining better probability estimates from decision tree classifiers [2, 13]. 

• Laplace Correction. Using C4.5, [13] evaluated different pruning methods 
and recommended not pruning the tree, instead, using Laplace correction to 
calculate class probabilities at leaves. The Laplace correction method 
basically corrects the probabilities by shifting them towards 0.5, in a  
two-class problem. 

• M-Smoothing. [26] proposed to use an un-pruned decision tree and 
transform the scores of the leaves by smoothing them. They point out that 
the Laplace correction method doesn’t work well for datasets with a skewed 
class distribution. They suggest using a smoothing method called  
m-estimation. According to that method, the class probabilities are calculated 
as follow. 
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Where b is the base rate of the class distribution and m is a parameter that controls the 
impact of this correction. The base rate is the relative frequency of the minority class. 
They recommended choosing the constant m so that b×m = 10. The experiments 
conducted by Zadrozny and Elkan [24] show that using C4.5 decision tree as the base 
learner, the direct cost-sensitive learning approach with m-estimation achieved less 
misclassification cost than that of MetaCost [1] on the KDD-98 data set. They call 
this method m-smoothing. For example, if a leaf contains three training examples, one 
is positive and the other two are negative, the raw C4.5 decision tree score of any test 
example assigned to this leaf is 0.33. The smoothed score with m = 200 and b = 0.05 
(the base rate of KDD-98 data set) is: 

P’ = (1 + 0.05 × 200) / (3 + 200) = 11 / 203 = 0.0542 

Therefore, the smoothed score is effectively shifted towards the base rate of KDD-98 
data set. 

Furthermore, Niculescu-Mizil and Caruana (2005) experimented two other ways of 
correcting the poor probability estimates predicted by decision tree, SVM and other 
error based classifiers: Platt Scaling [12] and Isotonic Regression. These methods can 
also be used in directly cost-sensitive learning algorithms. 

• Platt Scaling. Platt (1999) proposed a calibration method for transforming 
SVM predictions to posterior probabilities by passing them through a sigmoid. A 
sigmoid transformation is also used for boosted decision trees and other 
classifiers. Let the output of a learning method be f(x). To get calibrated 
probabilities, pass the output through a sigmoid: 

P (y = 1 | f) = 1 / (1 + exp (Af + B))  
Where the parameters A and B are fitted using maximum likelihood estimation 
from a fitting training set (fi ; yi). Gradient descent is used to find A and B. Platt 
Scaling is most effective when the distortion in the predicted probabilities is 
sigmoid-shaped [10].  
• Isotonic Regression. Compared to Platt Calibration, Isotonic Regression is a 
more powerful calibration method which can correct any monotonic distortion 
[10 24, 25] successfully use this method to calibrate probability estimates from 
SVM, Naive Bayes and decision tree classifiers. Isotonic Regression is more 
general than other calibration methods we discussed above. The only restriction 
is that the mapping function must be isotonic (monotonically increasing). This 
means that given the predictions fi from a model and the true targets yi, the basic 
assumption in Isotonic Regression is that: 

yi = m (fi) + Єi 

Where m is an isotonic function. Then given a train set (fi, yi), the Isotonic 
Regression problem is to find the isotonic function m’ that: 

 −=
2
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4.2 Feature Selection 

Feature selection (also called attribute selection) is an important research area of data 
mining and machine learning. It is a kind of data pre-processing strategy. Many 
classification algorithms such as nearest neighbor and decision tree can be benefited 
from an effective feature selection process. The reason is in practice, the real world 
data sets often contain noisy data and irrelevant/distracting/correlated attributes which 
often “confuse” classification algorithms, and results in data over-fitting and poor 
predication accuracy on unseen data. 

Many feature selection methods were developed over the years in practical data 
mining and machine learning research, such in Statistics and Pattern Recognition. The 
two commonly used approaches are the filter approach and the wrapper approach. The 
filter approach selects features using a pre-processing step which is independent of 
the induction algorithm. The main disadvantage of this approach is that it totally 
ignores the effects of the selected feature subset on the performance of the induction 
algorithm. On the contrary, in the wrapper approach, the feature subset selection 
algorithm conducts a search for a good subset using the induction algorithm itself as a 
part of the evaluation function. The accuracy of the induced classifiers is estimated 
using accuracy estimation techniques [4]. 

Most previous feature selection research focuses on improving predication 
accuracy. To the best of our knowledge, the impact of using feature selection to 
improve cost-sensitive classifier performance is not well studied. We believe, due to 
the fact that if properly designed, the feature selection approach can effectively 
remove the noisy data and irrelevant/distracting/correlated attributes from training set 
so that our cost-sensitive KNN algorithms can find “better” neighbors with the most 
relevant attributes which minimizes misclassification cost. 

4.3 Ensemble Method 

Ensemble data mining method, also known as Committee Method or Model 
Combiner, is a data mining method that leverages the power of multiple models to 
achieve better prediction accuracy than any of the individual models could on their 
own. The algorithm works as below: 

Firstly, base models are built using many different data mining algorithms.  
Then a construction strategy such as forward stepwise selection, guided by some 

scoring function, extracts a well performing subset of all models. The simple forward 
model selection works as follows:  

1. Start with an empty ensemble;  
2. Add to the ensemble the model in the library that maximizes the 

ensemble's performance to the error (or cost) metric on a hill-climb 
set; 

3. Repeat Step 2 until all models have been examined; 
4. Return that subset of models that yields maximum performance on 

the hill-climb set. 
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Ensemble learning methods generate multiple models. Given a new example, the 
ensemble passes it to each of its multiple base models, obtains their predictions, and 
then combines them in some appropriate manner (e.g., averaging or voting). Usually, 
compared with individual classifiers, ensemble methods are more accurate and stable. 
Some of the most popular ensemble learning algorithms are Bagging, Boosting and 
Stacking. 

Evaluating the prediction of an ensemble typically requires more computation than 
evaluating the prediction of a single model, so ensembles may be thought of as a way 
to compensate for poor learning algorithms by performing a lot of extra computation.  

4.4 KNN with Cost-Sensitive Feature Selection 

Real world data sets usually contain noisy data and irrelevant/disturbing features. One 
of the shortcomings of instance based learning algorithm such as KNN is that they are 
quite sensitive to noisy data and irrelevant/disturbing features, especially when the 
training data set is small. This issue can cause poor classification performance on 
unseen data. Feature selection strategy can certainly help in this situation. 

As I mentioned in Section 4.2, there are many different feature selection methods 
developed. They fall into two categories: the filter approach and the wrapper 
approach. As per the study of [4], the wrapper approach generally perform better than 
the filter approach, and some significant improvement in accuracy was achieved on 
some data sets for Decision Tree algorithm and Naïve Bayes algorithm using the 
wrapper approach. 

The wrapper approach proposed by Kohavi [4] conducts a search in the space of 
possible parameters. Their search requires a state space, an initial state, a termination 
condition and a search engine. The goal of the search is to find the state with the 
highest evaluation, using a heuristic function to guide it. They use prediction accuracy 
estimation as both the heuristic function and the evaluation function. They’ve 
compared two search engines, hill-climbing and best-first, and found that the best-first 
search engine is more robust, and generally performs better, both in accuracy and in 
comprehensibility as measured by the number of features selected. 

In this paper, we apply this wrapper approach to both of our Direct-CS-KNN and 
Distance-CS-KNN algorithm to improve classifier performance. In cost-sensitive 
learning, the ultimate goal is to minimize the misclassification cost. We cannot simply 
apply Kohavi and John’s wrapper approach directly to our cost-sensitive KNN 
algorithms. Therefore, we propose a variation of Kohavi and John’s feature selection 
wrapper. The main difference is using misclassification cost instead of error rate as 
both the heuristic function and the evaluation function. 

The other settings in our experiment are similar: The search space we chose is that 
each state represents a feature subset. So there are n bits in each state for a data set 
with n features. Each bit indicates whether a feature is selected (1) or not (0). We 
always start with an empty set of features. The main reason for this setup is 
computational. It is much faster to find nearest neighbours using only a few features 
in a data set. We chose the best-first search algorithm as our search engine. The 
following summary shows the setup of our cost-sensitive feature selection problem 
for a simple data set with three features: 
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State:    A Boolean vector, one bit per feature 

Initial state:   A empty set of features (0,0,0) 

Search space:   (0,0,0) (0,1,0) (1,0,0) (0,0,1)  

    (1,1,0) (0,1,1) (1,0,1) (1,1,1) 

Search engine:   Best first 

Evaluation function:  Misclassification Cost 

 

4.5 KNN with Cost-Sensitive Stacking 

KNN classifier is very popular in many real world applications. The main reason is 
that the idea is straightforward and easy to implement. It is simple to define a 
dissimilarity measure on the set of observations. However, handling the parameter K 
could be tricky and difficult, especially in cost-sensitive learning. In this paper, we 
propose an ensemble based method, more specific, Cost-sensitive Stacking, to 
handle the parameter K. 

As we mentioned in section 2.5, ensemble selection is a well-developed and very 
popular meta learning algorithm. It tends to produce a better result when there is a 
significant diversity among the classification models and parameters. Stacking is an 
ensemble technique whose purpose is to achieve a generalization accuracy (as 
opposed to learning accuracy) , and make it as high as possible. The central idea is 
that one can do better than simply list all predictions as to the parent functions which 
are consistent with a learning set. One can also use in-sample/out-of-sample 
techniques to find a best guesser of parent functions. There are many different ways to 
implement stacking. Its primary implementation is as a technique for combining 
generaliser, but it can also be used when one has only a single generaliser, as a 
technique to improve that single generaliser [21]. 

Our proposed Cost-sensitive Stacking algorithm works as below: Adding multiple 
cost-sensitive KNN classifiers with different K values to the stack, and learning a 
classification model on each; estimating class probability for each example by the 
fraction of votes that it receives from the ensemble; using Equation 1 to re-label each 
training example with the estimated optimal class; and reapplying the classifier to the 
relabeled training set. The idea is similar to bagging approach used in MetaCost [1]. 

5 Experimental Evaluation 

5.1 Experiment Setup 

The main purpose of this experiment is to evaluate the performance of the proposed 
cost-sensitive KNN classification algorithms with feature selection and stacking, by  
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comparing their misclassification cost and other key performance measurements such 
as AUC across different cost ratios (FN/FP) against another popular classification 
algorithm, C4.5 with Minimum Expected Cost and its enhanced version with 
smoothing. All these algorithms are implemented in Weka (Witten and Frank 2000), 
and they are listed in Table 2 below. 

Table 2. List of Cost-sensitive Algorithms and Abbreviations 

# Method Abbreviation 
Base 

Classifier 

1 Direct Cost-sensitive KNN DirectCS-KNN KNN 

2 
Direct Cost-sensitive KNN with 
Smoothing 

DirectCS-KNN-SM KNN 

3 
Direct Cost-sensitive KNN with K 
value selection 

DirectCS-KNN-CSK KNN 

4 Distance Cost-sensitive KNN DistanceCS-KNN KNN 

5 
Distance Cost-sensitive KNN with 
Feature Selection 

DistanceCS-KNN-FS KNN 

6 
Distance Cost-sensitive KNN with 
Stacking 

DistanceCS-KNN-STK KNN 

7 C4.5 with Minimum Expected Cost CS-C4.5 C4.5 

8 
C4.5 with Minimum Expected Cost 
and Smoothing 

CS-C4.5-SM C4.5 

 

Please note that we will be conducting three experiments using the above 
algorithms and six data sets chosen from UCI repository. The details of these data 
sets are listed in Table 3. 

Table 3. Summary of the Data set Characteristics 

Dataset 
No. of 
attributes 

No. of 
examples 

Class 
distribution 

(P/N) 
Statlog (heart) 14 270 120/150 
Credit-g 21 1000 300/700 
Diabetes 9 768 268/500 
Page-blocks 11 5473 560/4913 
Spambase 58 4601 1813/2788 
Waveform- 41 3347 1655/1692 
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These data sets are chosen based on the following criteria: 

• Data sets should be two-class because the cost-sensitive KNN classification 
algorithms we are evaluating currently can only handle two-class data sets. 
This condition is hard to satisfy and we resorted to converting several multi-
class data sets into two-class data sets by choosing the least prevalent class 
as the positive class and union all other classes as the negative class. For 
two-class data sets, we always assign the minority class as the positive class 
and the majority class as the negative class. 

• This experiment does not focus on the data sets with many missing values, 
so all the data sets we selected do not have many missing values. If any 
examples have missing values, we either remove them from the data sets or 
replace them using Weka’s “ReplacingMissingValues” filter. 

• These data sets include both balanced and unbalanced class distributions. 
The imbalance level (the ratio of major class size to minor class size) in these 
data sets varies from 1.02 (Waveform-5000) to 8.8 (Page-blocks). 

We conduct three experiments on above datasets with different cost matrixes: 
In the first experiment, we use the UCI Statlog(heart) data set. We evaluate the 

classifier performance by calculating the misclassification cost and AUC generated by 
the different variations of the Direct Cost-sensitive KNN algorithm and CS-C4.5. 
Below is a brief description of the Statlog(heart) data set: 

• The Statlog(heart) data set is one of a few data sets in UCI library with 
recommended cost matrix. The cost matrix is normalized and the cost ratio 
(FN/FP) is set to 5. The cost of TP and TN are both set to 0. This data set has 
been used extensively in cost-sensitive learning research previously. 

In the second experiment, we still use the Statlog(heart) data set to conduct the test. 
We evaluate the performance of our two new cost-sensitive algorithms, DirectCS-
KNN and DistanceCS-KNN by calculating their misclassification cost and AUC.  

In the third experiment, five UCI data sets are used to perform the test. The 
misclassification cost FP is always set to 1, and FN is set to an integer varying from 2 
to 20 (2, 5, 10, 20 respectively). We assume that the misclassification of the minority 
class always incurs a higher cost. This is to simulate real-world scenarios in which the 
less frequent class is the more important class. The cost of TP and TN are both set to 
0. We evaluate our DistanceCS-KNN classifier (and its variations) performance 
against CS-C4.5 by comparing their average misclassification cost.  

All of the three experiments are repeated for 10 times and ten-folder cross 
validation method is used in all tests to prevent over-fitting data. 

5.2 Experiment Results and Discussion 

In this section, we present an experimental comparison of the cost-sensitive KNN and 
other competing algorithms presented in the previous section. For easy reading and 
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discussing, the results without enhancements are marked with gray background on 
each table.  

The first experiment aims to show the performance of enhancements. Results are 
listed in Table 4. It lists the key performance measurements such as average 
misclassification cost and AUC for the Statlog(heart) data set. The experiment shows 
that on this popular UCI data set and with the recommended misclassification cost, 
we can achieve better performance on DirectCS-KNN algorithm through smoothing 
(DirectCS-KNN-SM) and K-value selection with minimum-cost (DirectCS-KNN-
CSK) approach. In this experiment, we chose a fixed K value (K=5) for both 
DirectCS-KNN and DirectCS-KNN-SM, and automatically select K value with 
minimum-cost (on training data) for DirectCS-KNN-CSK. 

Table 4. Key performance measurements on Statlog(heart)  

Table 4.1. Average Misclassification Cost 

Data Set 
 

DirectCS-
KNN 

DirectCS-
KNN-SM 

DirectCS-
KNN-CSK 

CS-
C4.5 

CS-
C4.5-
SM 

Statlog(heart) 0.3815 0.3605 0.3556 0.6704 0.4938 
 

Table 4.2. Area Under ROC (AUC) 

Data Set DirectCS-
KNN 

DirectCS-
KNN-SM 

DirectCS-
KNN-CSK 

CS-
C4.5 

CS-
C4.5-
SM 

Statlog(heart) 0.744 0.763 0.768 0.759 0.776 
 

From the first experiment, we can draw some conclusions. First, in term of 
reducing misclassification cost, our three new methods have achieved lower cost than 
CS-C4.5 (with or without enhancements), all by a large margin. Compared to CS-
C4.5, DirectCS-KNN reduced the misclassification cost by 43%, and both DirectCS-
KNN-SM and DirectCS-KNN-CSK reduced the misclassification cost by more than 
46%. Second, by using AUC, a well-recognized measurement in cost-sensitive 
learning, we can see our two new methods, DirectCS-KNN-SM and DirectCS-KNN-
CSK achieved higher AUC than CS-C4.5, but the AUC of our DirectCS-KNN is 
slightly lower than CS-C4.5. Third, among the four algorithms we tested, DirectCS-
KNN-SM and DirectCS-KNN-CSK always perform better in terms of achieving 
lower misclassification cost and higher AUC. Overall, DirectCS-KNN-CSK is the 
best of the four algorithms. 

In the second experiment, we still use Statlog(heart) data set with the recommend 
cost matrix. This time we focus on our two new algorithms, DirectCS-KNN and 
DistanceCS-KNN. We evaluate their performance by comparing their 
misclassification cost and AUC. Since the first experiment showed that smoothing 
and K-value selection with minimum-cost methods can reduce the misclassification 
cost of the DirectCS-KNN classifier, we apply both methods to the new cost-sensitive 
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KNN algorithms, DirectCS-KNN and DistanceCS-KNN to achieve better 
performance. The test results are shown in Table 5 below.  

Table 5. Key performance measurements on Statlog(heart)  

Table 5.1. Average Misclassification Cost 

Data Set DirectCS-
KNN 

DistanceCS-
KNN 

Statlog(heart) 0.3512 0.344 

Table 5.2. Area Under ROC (AUC) 

Data Set DirectCS-
KNN 

DistanceCS-
KNN 

Statlog(heart) 0.7642 0.7688 
 

The second experiment is simple and straightforward, it shows that our modified 
cost-sensitive KNN algorithm, DistanceCS-KNN performs better than the more naïve, 
straightforward DirectCS-KNN algorithm. It reduces misclassification cost and 
increases AUC. This experiment sets up a good foundation for the next experiment in 
this pager. In our last experiment, we will mainly focus on the DistanceCS-KNN 
algorithm and its variations. 

The test results of our last experiment are shown in Table 6 and 7. Table 6 lists the 
average misclassification cost on selected five UCI data sets. Table 7 lists the 
corresponding results on the t-test. Each w/t/l in the table means our new algorithm, 
DistanceCS-KNN and its variations, at each row wins in w data sets, ties in t data sets 
and loses in l data sets, against CS-C4.5. Similar to the second experiment, we applied 
both smoothing and K-value selection with minimum-cost methods on our 
DistanceCS-KNN algorithm and its variations. 

Table 6. Average misclassification cost on selected UCI data sets 

Table 6.1. Cost Ratio (FP=1, FN=2) 

Data Set 
DistanceCS-
KNN 

DistanceCS-
KNN-FS 

DistanceCS
-KNN-STK CS-C4.5 

CS-
C4.5-
SM 

Diabetes 0.3758 0.3596 0.3633 0.3828 
0.372
2 

Credit-g 0.428 0.417 0.402 0.435 0.408 
Page-
blocks 0.0607 0.0592 0.0585 0.0422 

0.039
7 

Spambase 0.1091 0.1044 0.0993 0.1052 
0.097
3 

Waveform
-5000 0.1341 0.1315 0.1298 0.1951 

0.193
3 
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Table 6.2. Cost Ratio (FP=1, FN=5) 

Data Set 
DistanceCS-
KNN 

DistanceCS-
KNN-FS 

DistanceC
S-KNN-
STK 

CS-
C4.5 

CS-
C4.5-
SM 

Diabetes 0.5573 0.536 0.5352 
0.600
3 

0.578
9 

Credit-g 0.598 0.5815 0.582 0.77 0.681 

Page-blocks 0.0965 0.0896 0.0838 
0.084
6 

0.076
7 

Spambase 0.2006 0.1937 0.1864 
0.212
1 

0.190
5 

Waveform-
5000 0.1637 0.1596 0.1562 

0.375
6 

0.325
4 

 

Table 6.3. Cost Ratio (FP=1, FN=10) 

Data Set 
DistanceCS-
KNN 

DistanceCS-
KNN-FS 

DistanceCS-
KNN-STK 

CS-
C4.5 

CS-
C4.5-
SM 

Diabetes 0.5898 0.5832 0.5869 0.8268 
0.764
2 

Credit-g 0.717 0.6756 0.62 1.043 0.832 

Page-blocks 0.1214 0.1163 0.1031 0.1297 
0.110
8 

Spambase 0.3019 0.2836 0.2712 0.3512 
0.312
2 

Waveform-
5000 0.1933 0.1896 0.1815 0.611 

0.575
2 

 

Table 6.4. Cost Ratio (FP=1, FN=20) 

Data Set 
DistanceCS-
KNN 

DistanceCS-
KNN-FS 

DistanceCS-
KNN-STK 

CS-
C4.5 

CS-
C4.5-
SM 

Diabetes 0.7591 0.725 0.717 0.9635 
0.828
1 

Credit-g 0.939 0.822 0.8161 1.258 1.035 

Page-blocks 0.1782 0.1665 0.1546 0.1838 
0.163
3 

Spambase 0.4027 0.3817 0.3552 0.5781 
0.484
2 

Waveform-
5000 0.1963 0.1915 0.1848 1.0678 

0.991
2 
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Table 7. Summary of t-test 

Cost Ratio (FP:FN)   
CS-4.5-
CS 

1:2 
  

DistanceCS-KNN 3/0/2 
DistanceCS-KNN-
FS 4/0/1 
DistanceCS-KNN-
STK 4/0/1 

1:5 
  

DistanceCS-KNN 4/0/1 
DistanceCS-KNN-
FS 4/0/1 
DistanceCS-KNN-
STK 5/0/0 

1:10 
  

DistanceCS-KNN 5/0/0 
DistanceCS-KNN-
FS 5/0/0 
DistanceCS-KNN-
STK 5/0/0 

1:20 
  

DistanceCS-KNN 5/0/0 
DistanceCS-KNN-
FS 5/0/0 

 
DistanceCS-KNN-
STK 5/0/0 

 
From the last experiment, we can also draw several conclusions. First, for all the 

data sets we have tested, our cost-sensitive KNN algorithms generally perform better 
than CS-C4.5, the higher the cost ratio, the better our new algorithms perform. This is 
because CS-C4.5 ignores misclassification cost when building decision tree, it only 
considers cost at classification stage, while our cost-sensitive KNN algorithms 
consider misclassification cost at both classification stage and the stage of calculating 
distance weight. Second, our two new improvements, DistanceCS-KNN-FS and 
DistanceCS-KNN-STK outperform the original DistanceCS-KNN algorithm on most 
of the selected UCI data sets across different cost ratios. Third, DistanceCS-KNN-
STK is the best among all the four algorithms we tested, it is very stable and performs 
better than other competing algorithms across different cost ratios.  

6 Conclusion and Future Work 

In this paper, we studied the KNN classification algorithm in the context of cost-
sensitive learning. We proposed two approaches, DirectCS-KNN and DistanceCS-
KNN, to make KNN classifier sensitive to misclassification cost. We also proposed 
several methods (smoothing, minimum-cost K value selection, cost-sensitive feature 
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selection and cost-sensitive stacking) to further improve the performance of our cost-
sensitive KNN classifiers. We designed three experiments to demonstrate the 
effectiveness and performance of our new approaches step by step. The experimental 
results show that compared to CS-C4.5, our new cost-sensitive KNN algorithms can 
effectively reduce the misclassification cost on the selected UCI data across different 
cost ratios. 

In the future, we plan to test the new approaches on more real world data sets 
which are relative to cost-sensitive learning, and compare them to more cost-sensitive 
learning algorithms. We also would like to extend our cost-senstive KNN algorithms 
to handle multi-class data sets and evaluate the effectiveness of the new algorithms on 
real world multi-class data sets. 

Other possible improvements include using calibration methods such as Platt 
Scaling or Isotonic Regression to get better class membership probability estimation, 
trying other search algorithms such as Genetic algorithm with cost-sensitive fitness 
function in our feature selection wrapper. 
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