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Preface

The 13 event of the Industrial Conference on Data Mining ICDM was held in New
York (www.data-mining-forum.de) running under the umbrella of the World
Congress “The Frontiers in Intelligent Data and Signal Analysis, DSA 2013.”

For this edition, the Program Committee received 112 submissions. After the
peer-review process, we accepted 33 high-quality papers for oral presentation,
of which 22 included in this proceeding book. The topics range from theoretical
aspects of data mining to applications of data mining, such as in multimedia
data, in marketing, finance and telecommunication, in medicine and agriculture,
and in process control, industry and society. Extended versions of selected papers
will appear in theInternational Journal Transactions on Machine Learning and
Data Mining (www.ibai-publishing.org/journal/mldm).

In all, 30 papers were selected for poster presentations and six for indus-
try paper presentations that are published in the ICDM Poster and Industry
Proceeding by ibai-publishing (www.ibai-publishing.org).

In conjunction with ICDM, four workshops were run focusing on special hot
application-oriented topics in data mining: the Workshop on Case-Based Rea-
soning (CBR-MD), Data Mining in Marketing (DMM), and the Workshop on
Data Mining in Agriculture (DMA). All workshop papers are published in the
workshop proceedings by ibai-publishing (www.ibai-publishing.org).

A tutorial on Data Mining, a tutorial on Case-Based Reasoning, a tutorial
on Intelligent Image Interpretation and Computer Vision in Medicine, Biotech-
nology, Chemistry & Food Industry, a tutorial on Big Data and Text Analysis
and a tutorial on Standardization in Immunofluorescence were held before the
conference.

We were pleased to give out the best paper award for ICDM for the seventh
time this year. There are four announcement mentioned at www.data-mining-
forum.de. The final decision was made by the Best Paper Award Committee
based on the presentation by the authors and the discussion with the auditorium.
The ceremony took place at the end of the conference. This prize is sponsored by
ibai solutions (www.ibai-solutions.de), one of the leading companies in data
mining for marketing, Web mining and e-commerce.

The conference was rounded up by an outlook session on new challenging
topics in data mining before the Best Paper Award Ceremony.

We would like to thank all reviewers for their highly professional work and
their effort in reviewing the papers.

We also thank the members of the Institute of Applied Computer Sciences,
Leipzig, Germany (www.ibai-institut.de), who handled the conference as secre-
tariat. We appreciate the help and understanding of the editorial staff at Springer
Verlag, and in particular Alfred Hofmann, who supported the publication of these
proceedings in the LNAI series.



VI Preface

Last, but not least, we wish to thank all the speakers and participants who
contributed to the success of the conference. We hope to see you in 2014 in Sankt
Petersburg at the next World Congress “The Frontiers in Intelligent Data and
Signal Analysis, DSA 2014” (www.worldcongressdsa.com) that combines under
its roof the following three events: International Conferences Machine Learning
and Data Mining MLDM, the Industrial Conference on Data Mining ICDM, and
the International Conference on Mass Data Analysis of Signals and Images in
Medicine, Biotechnology, Chemistry and Food Industry MDA.

July 2013 Petra Perner
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Mining and Information Integration Practice  
for Chinese Bibliographic Database of Life Sciences 

Heng Chen1, Yi Jin2, Yan Zhao3, Yongjuan Zhang1, Chengcai Chen1,  
Jilin Sun1, and Shen Zhang1 

1 Shanghai Information Center for Life Sciences/ Shanghai Institutes for Biological Sciences, 
Chinese Academy of Sciences, Shanghai, China 

{hengchen,yjzhang,ccchen,jlsun,zhangshen}@sibs.ac.com 
2 Shanghai Jiao Tong University Library, Shanghai, China 

y_king@hotmail.com 
3College of International Business, Shanghai International Studies University, Shanghai , China 

zhaoyan2000@shisu.edu.cn 

Abstract. With fast development of life science research, countless 
achievements have been generated and scattered in various literatures. 
Information providers are facing the challenge of satisfying users’ needs for 
more efficient and intelligent retrieval. Information integration and mining are 
promising ways that become more and more important. This paper describes 
how protein related information is mined from the Chinese Biological Abstract 
(CBA) database, and integrated with corresponding information in the 
Universal Protein Resource (Uniprot database). With the collaboration of 
European Bioinformatics Institute (EBI), integration with corresponding protein 
information in the Uniprot database is achieved. This paper describes the 
integration and mapping between Chinese bibliographic databases and 
authoritative factual databases through relevant text mining works. It would be 
helpful for extension, utilization and mining of Chinese bibliographic resources, 
as well as cross lingual information retrieval, integration, and mining. 

Keywords: bibliographic database, factual database, information integration, 
text mining. 

1 Introduction 

As one of the most active research fields, life science generates countless 
achievements that scatter in various literatures every year. Although most of them are 
accessible through databases and web sites, it is still a problem for users to identify 
what they really need from enormous search results. So information integration and 
mining are essential to meet users’ needs for more efficient and intelligent retrieval. 
Some successful works have been carried out, such as GOPubMed, which can 
automatically recognize concepts from user’s search query to PubMed and display 
papers containing relevant terms[1], and Entrez, an integrated search system that 
enables access to multiple National Center for Biotechnology Information (NCBI) 
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databases[2]. Similar works are also reported by Pasquier[3], McGarry[4], 
Alexopoulou[5] and Sahoo[6], etc. However, all these works were based on western 
language literatures. Compared to studies of U.S. and European countries, 
information integration and mining related to Chinese life science literatures are still 
less extensive and thorough in China. Conducted works are basically for the purpose 
of research or demonstration, and can’t actually provide services based on 
information integration and mining. This paper describes our efforts to mine protein 
related information from the Chinese Biological Abstract (CBA) database, and 
integrate with relevant information in the Universal Protein Resource (Uniprot 
database). 

CBA is a comprehensive bibliographic database that collects Chinese research 
achievements in life sciences. CBA is run by Shanghai Information Center for Life 
Sciences (SICLS) of Chinese Academy of Sciences since 1985 and covers over 800 
Chinese periodicals related to biology, medicine, basic medicine, basic agriculture, 
and biological interdisciplinary sciences. CBA reflects the latest development trends 
of life sciences and bio-medical researches in China. UniProt database contains 
comprehensive factual databases for protein sequence and annotation data, and is a 
collaboration between the European Bioinformatics Institute (EBI), the Swiss Institute 
of Bioinformatics (SIB) and the Protein Information Resource (PIR)[7]. Because of 
the rapid accumulation of genome sequences for many organisms, currently research 
attention is turning to the identification and functions of proteins encoded by these 
genomes. With the increasing volume and variety of protein sequences and functional 
information, UniProt database can serve as a central resource of protein sequence, 
structure and function, providing rich, consistent and nonredundant protein 
information[8]. EBI and SICLS have established collaborative relationship and EBI 
literature database also contains some selected CBA data (around 130 thousand 
records). As part of the collaboration, we hope to create links between Chinese 
bibliographic database (CBA) and factual databases (UniProt database). There are no 
similar works being reported in China so far. This work would be very helpful for 
Chinese users to obtain relevant protein information easily and rapidly from search 
results. Since it is quite convenient to correctly translate the protein name from 
Chinese into English, subsequently, it is easily to use the English name to access 
UniProt database website to retrieve relevant information. 

2 System Structure of CBA 

Figure 1 depicts the system structure of CBA. Selected data records that qualify the 
standards of CBA are processed first before being loaded into the CBA database. 
During this procedure, proteins contained in records are identified and their features 
are annotated according to the controlled-vocabulary dictionary. Links to UniProt 
database are also generated based on accession numbers or names of identified 
proteins. Some optimization rules are applied in order to improve search efficiency. 
Protein names in search results can be highlighted by users and if they want to know 
more about these proteins, just click on them and follow links to access UniProt 
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databases. Then detailed protein information and annotation can easily be obtained 
from UniProt database, such as protein sequences, sequence annotations, functional 
annotations, sequence blast, alignment and homologous analysis, etc.  

 

 

Fig. 1. System structure of CBA 

3 English-Chinese Controlled-Vocabulary Dictionary for 
Proteins 

An English-Chinese Controlled-vocabulary dictionary is essential for mining protein 
information efficiently and accurately. The dictionary is based on standardized 
nomenclature and controlled vocabularies of UniProt database, since UniProt 
database makes use of the official nomenclature defined by international committees 
while still providing the published synonyms[8]. Besides protein names, the 
dictionary also includes relevant information needed for text mining. The most 
important work here is to establish mapping relationships between English protein 
names and corresponding Chinese protein names. For each protein name, we must 
take into consideration of its synonyms, homonyms, acronyms, and different writing 
habits, etc. SICLS also invited Professor Weimin Zhu of EBI to Shanghai and his 
comprehensive introduction to UniProt database and detailed technical information 
required for text mining are very helpful for our collaboration. The work starts with 
downloading relevant data from UniProt database. Then we extract needed items from 
these data, including accession numbers, protein names and their synonyms, and 
create an English protein name list. According to Chinese classified Thesaurus, 
Chinese Medical Subject Headings (CMeSH), and keywords and their synonyms in 
CBA database, we add corresponding Chinese protein names and two protein features 
to the list and then build the English-Chinese Controlled-vocabulary dictionary. Since 
a protein has many features, two features (functional/structural, soluble/insoluble) 

Data Records CBA Database UniProt Database 

User 

Text mining 

• Identify proteins 
• Annotate features 
• Generate links 

• Controlled-vocabulary dictionary 
• Link rules 

• Protein sequences 
• Sequence annotations 
• Functional annotations 
• … 

Search optimization 

• Synonyms, acronyms and dashes 
• Arabic numbers vs Roman numbers 
• name segmentation 
• Word stemming 
• … 
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annotated here are mainly for the purpose of test. More features can be added later 
based on actual needs. The mapping between English protein names and Chinese 
protein names enables text mining of proteins for CBA records.  

Figure 2 is a screenshot of part of the English-Chinese Controlled-vocabulary 
dictionary, in which field A records UniProt database accession numbers of proteins and 
field B is the English protein name relevant to accession numbers in field A. Field C, D, 
and E are corresponding Chinese protein names. It can be noted that many proteins have 
several Chinese names. Mapping these relationships is therefore the most important and 
time-consuming part of work. Currently the dictionary contains more than 15,000 
proteins and we will continue this work until all downloaded data are processed. 

 

Fig. 2. Screenshot of Part of English-Chinese Controlled-vocabulary dictionary for proteins 

4 Text Mining 

Based on English-Chinese Controlled-vocabulary dictionary for proteins, text mining 
then can be performed on selected data records that qualify the standards of CBA. 
During the course of text mining, following works have been conducted: 

• Text protein mining principle and algorithm design are as follows, 
Text protein mining principle schematic diagram is shown as Fig. 3 
 

 
Fig. 3. Text protein mining principle schematic diagram 
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Before text protein mining was performed, the CBA literature database was 
preprocessed. Afterwards,text mining was realized through the functional expression 
mine_with_one() using C++ language with the following basic algorithm: 
 
size_t mine_with_one(const std::string& text, const 
std::string& key) 

{ 
    std::string copy = text; 
    size_t offset = 0; 
    size_t pos = copy.find(key); 
    if(pos == string::npos) 
    { 
        std::string key2 = key; 
        key2[0] = toupper(key2[0]); 
        pos = copy.find(key2); 
    } 
    while(pos != string::npos) 
    { 
        bool ok1 = true; 
        bool ok2 = true; 
        size_t p = pos; 
        if(p + offset >= 1) { 
            ok1 = isDelimiter(text[offset + p - 1]); 
        } 
        p = pos + key.length(); 
        ok2 = (p == copy.size() - 1) || (offset + p == 

text.size()) || 
              isDelimiter(text[offset + p]) || 

isEnding(text[offset + p]); 
 
        if(ok1 && ok2) 
        { 
            return pos + offset; 
        } 
        if(pos  + key.length() >= copy.length())  
        { 
            return string::npos; 
        } 
        offset += pos + 1; 
        copy = copy.substr(pos+1); 
        pos = copy.find(key); 
    } 
    return std::string::npos; 
} 
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Furthermore, link and integration between CBA literature database and Uniprot 
protein database was realized through the functional expression  makeup_text()  
using C++ language with the following basic algorithm: 
 
std::string makeup_text(const std::string& text, const 

StrStrMap& word) 
{ 
    typedef std::map<size_t, CtrlRecord> ReplaceMap; 
    typedef std::pair<size_t, CtrlRecord> ReplacePair; 
    ReplaceMap result; 
    SubStrList strList; 
    strList.push_back(SubStrElement(text, 0)); 
    StrStrMap::const_iterator cit; 
    SubStrList::iterator lit; 
    for(cit = word.begin(); cit != word.end(); cit++) 
    { 
        std::string key = cit->first;  
        for(lit = strList.begin(); lit != 

strList.end(); ++lit) 
        { 
            size_t offset = lit->offset; 
            size_t pos = mine_with_one(lit->str, key); 
            if(pos == string::npos) 
            { 
                continue; 
            } 
            result.insert(ReplacePair(pos + offset, 

CtrlRecord(key, cit->second))); 
            SubStrList::iterator newlit = lit; 
            if(pos < lit->str.length() - key.length())  
   { 
                newlit = strList.insert(lit, 

SubStrElement(lit->str.substr(pos + key.length()),  
     offset + pos + key.length())); 
            } 
            newlit = strList.insert(newlit, 

SubStrElement(lit->str.substr(0, pos), offset)); 
            strList.erase(lit);  
            lit = newlit; 
            offset += pos + key.length(); 
        } 
    } 
    QString 

urlTemp("http://www.uniprot.org/uniprot/?query=name:%tname"); 
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    QString hrefTemp("<a class='external textmined' 
target='_blank' href='%url'>%name</a>"); 
    std::string makeup; 
    size_t start = 0; 
    ReplaceMap::iterator i; 
    for(i = result.begin(); i != result.end(); i++) 
    { 
        QString url = urlTemp; 
        QString href = hrefTemp; 
        url.replace("%tname", QString::fromUtf8(i-

>second.tname.c_str())); 
        href.replace("%name", QString::fromUtf8(i-

>second.name.c_str())); 
        href.replace("%url", url); 
        makeup.append(text.substr(start, i->first - 

start)); 
        makeup.append(std::string(href.toUtf8())); 
        start = i->first + i->second.name.length(); 
    } 
    makeup.append(text.substr(start)); 
    return makeup; 
} 

• Protein identification: If data records contain any proteins that are included in the 
dictionary, these proteins are identified and tagged. In search results, they can be 
highlighted by simply clicking a button (See figure 4). 

• Feature annotation: two features, namely functional/structural feature and 
soluble/insoluble feature are currently annotated. More features can also be 
annotated if necessary. 

  

Fig. 4. A screenshot of CBA search interface 

Click this button 

Protein name-based bilingual 

Protein name-based bilingual
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• Link generation: In order to integrate identified proteins with UniProt database, 
links that follow linking rules of UniProt database are generated based on their 
accession numbers or names. Links are attached with Chinese protein names in 
search results and users can click these links to access relevant protein information 
in UniProt database. Thus we establish links between a Chinese bibliographic 
database with the factual protein science databases.  

5 Protein Name-Based Bilingual Retrieval 

Both English protein names and Chinese protein names can be used to perform 
retrieval in CBA. Based on the English-Chinese Controlled-vocabulary dictionary for 
proteins, CBA can return search results that contain only Chinese protein names (See 
figure 4). 

6 Search Optimization 

When the CBA system was up and running, at first we found that both the recall rate 
and precision rate were unsatisfactory after trial use. After careful analysis and study, 
causes are identified and search optimizations are conducted as follows: 

• Since protein names may have synonyms and acronyms, and people may write 
them in different ways, such as the use of dashes (e.g." insulin-like growth factor I 
" vs " insulin like growth factor I "), or Arabic numbers vs Roman numbers (e.g. 
"protein I" vs "protein 1"), it is necessary and possible to optimize searches so as to 
ensure the recall rate while not compromising the precision rate. Otherwise even 
trivial differences in protein names may often cause failure of queries. So before 
search criteria are submitted for retrieval, optimization should be performed to take 
into account of above cases. In these cases to treat them as equivalent can 
efficiently improve the recall rate.  

• When part of a protein name is also a protein name, improper segmentation of 
names may cause the precision rate to fall rapidly because such case is very 
common, many protein names form this way. For example, “thioredoxin H-type” 
and “thioredoxin C-1” are protein names, as part of them, “thioredoxin” is also a 
valid protein name. If “thioredoxin H-type” or “thioredoxin C-1” appears in 
records and is improperly segmented as “thioredoxin”, when querying for 
“thioredoxin”, search results will include records containing “thioredoxin H-type” 
or “thioredoxin C-1”, which certainly are inaccurate results and decrease the 
precision rate. Furthermore, links generated subsequently are of course incorrect 
and will connect to information related to “thioredoxin” rather than “thioredoxin 
H-type” or “thioredoxin C-1”. To avoid this, name segmentation should be 
performed in such a way that longer names would have higher priority for 
segmentation. A long name is always segmented first and short names contained in 
this long name will be ignored and should not be segmented. 
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• Previously, CBA will stem words during the course of retrieval. For example, 
search words such as “convert”, “converts”, and “converting” are treated as 
equivalent. But as far as protein names are concerned, such stemming is relatively 
improper. In most cases, stemming an entered protein name may cause many 
unrelated records appearing in search results. So it is reasonable not to perform 
stemming if an entered word can be determined as a protein name. This rule is also 
suitable for other names, such as gene or organism names. 

7 Feedback and Future Work 

Since the CBA system was officially up and running in March 2011, we have got 
many feedbacks from users. Most of them love the convenience of easily searching 
protein names, locating highlighted protein names in search results, and accessing 
UniProt database for detailed protein information through links. They appreciate the 
idea of integrating Chinese bibliographic resources with authoritative factual protein 
science databases. But they also raised some questions and proposed many advices. 
Overall, however, the feedback has been very positive so far. According to users’ 
suggestions and problems we have discovered, following issues are currently being 
considered and actually some of them are being undertaken in order to further 
enhance the system and make it more efficient and convenient: 

• To add more protein names and their features into the English-Chinese Controlled-
vocabulary dictionary. This work is continuously being conducted and actually we 
also plan to add relationships of proteins and other relevant information so as to 
finally construct a Chinese protein ontology. Then it would be possible to realize 
semantic-based text mining and provide users with knowledge-based information 
service.  

• To integrate more factual scientific databases, especially factual gene databases. 
Some users are also interested in other special fields, such as evidence-based 
medicine, AIDS, etc. If search results of a special topic from a bibliographic 
database can be integrated with relevant factual scientific databases, it is certainly 
very helpful and convenient for users. This is an interesting direction for 
information integration and knowledge mining.  

• Based on the English-Chinese Controlled-vocabulary dictionary and CMeSH, 
further text mining can be performed to recognize concepts from user’s search 
query. Thus besides normal search results, records containing terms relevant to 
these concepts can also be displayed. So this will provide users an easy way to 
access concept relevant information. 

8 Conclusion 

With the fast development of life science research, to satisfy user’s information needs 
is becoming an inevitable challenge. Information integration and mining are playing a 
more and more important role. But almost all successful works are based on western 
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language literatures so far. This paper describes our efforts to mine protein related 
information and knowledge from the CBA, and integrate with relevant information in 
the Uniprot database. This is the first time that a Chinese bibliographic database 
establishes the link with western language factual scientific databases. Users love the 
convenience of easily searching protein names, locating highlighted protein names in 
search results, and accessing UniProt database for detailed protein information and 
knowledge through links. The work would be helpful for utilization and mining of 
Chinese bibliographic resources, as well as cross lingual information retrieval, 
integration, and mining. We hope with further enhancements, CBA can provide better 
services for its users and acts as a hub for Chinese life science information service. 
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Abstract. Given the present need for Customer Relationship and the increased 
growth of the size of databases, many new approaches to large database 
clustering and processing have been attempted. In this work we propose a 
methodology based on the idea that statistically proven search space reduction 
is possible in practice. Following a previous methodology two clustering 
models are generated: one corresponding to the full data set and another 
pertaining to the sampled data set. The resulting empirical distributions were 
mathematically tested by applying an algorithmic verification. 

Keywords: Large databases, Sampling, Space reduction, Preprocessing, 
Clustering. 

1 Introduction 

Commercial enterprises are importantly oriented to continuously improving customer-
business relationship. With the increasing influence of CRM1 Systems, such 
companies dedicate more time and effort to maintain better customer-business 
relationships. The effort implied in getting to better know the customer involves the 
accumulation of very large data bases where the largest possible quantity of data 
regarding the customer is stored. 

Data warehouses offer a way to access detailed information about the customer’s 
history, business facts and other aspects of the customer’s behavior. The databases 
constitute the information backbone for any well established company. However, 
from each step and every new attempted link of the company to its customers the need 
to store increasing volumes of data arises. Hence databases and data warehouses are 
always growing up in terms of number of registers and tables which will allow the 
company to improve the general vision of the customer. 

Data warehouses are difficult to characterize when trying to analyze the customers 
from company’s standpoint. This problem is generally approached through the use of 
data mining techniques [1]. However, to attempt direct clustering over a data base of 
several terabytes with millions of registers results in a costly and not always fruitful 
effort. There have been many attempts to solve this problem. For instance, with the 

                                                           
1 Customer Relationship Management. 
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use of parallel computation, the optimization of clustering algorithms, via alternative 
distributed and grid computing and so on. But still the more efficient methods are 
unwieldy when attacking the clustering problem for databases as considered above. 

In this article we present a methodology derived from the practical solution of an 
automated clustering process over large database from a real large sized (over 25 
million customers) company. We emphasize the way we used statistical methods to 
reduce the search space of the problem as well as the treatment given to the 
customer’s information stored in multiple tables of multiple databases. This paper is 
an improved extension of [21] where the behavior of the sampled variables was 
modeled empirically. Here we advance a method which allows us to avoid the limited 
search of hand-picked models in order to verify the equivalence between the universe 
and the sample. 

For confidentiality the name of the company and the actual final results of the 
customer characterization are withheld. 

Paper Outline 
The outline of the paper is as follows. First, we give an overview of the analysis of 
large databases in section 2; next we give a clustering, sampling, and feature selection 
overview. In section 3 we briefly discuss the case study treated with the proposed 
methodology. Explanation of the methodology follows in Section 4. Finally, we 
conclude in Section 5. 

2 Analysis of Large Databases 

To extract the best information of a database it is convenient to use a set of strategies 
or techniques which will allow us to analyze large volumes of data. These tools are 
generically known as data mining (DM) which targets on new, valuable, and 
nontrivial information in large volumes of data. It includes techniques such as 
clustering (which corresponds to non-supervised learning) and statistical analysis 
(which includes, for instance, sampling and multivariate analysis).  

2.1 Clustering in Large Databases 

Clustering is a popular data mining task  which consist of processing a large volume 
of data to obtain groups where the elements of each group exhibit quantifiably (under 
some measure) small differences between them and, contrariwise, large dissimilarities 
between elements of different groups. Given its importance as a very important data 
mining task, clustering has been the subject of multiple research efforts and has 
proven to be useful for many purposes [3]. 

Many techniques and algorithms for clustering have been developed, improved and 
applied [4], [5], [6]. Some of them try to ease the process on a large database as in [7], 
[8] and [9]. On the other hand, the so-called “Divide and Merge” [10] or “Snakes and 
Sandwiches” [11] methods refer to clustering attending to the physical storage of the 
records comprising data warehouses. Another strategy to work with a large database 
is based upon the idea of working with statistical sampling optimization [12]. 
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2.2 Sampling and Feature Selection 

Sampling is a statistical method to select a certain number of elements from a 
population to be included in a sample. There exist two sampling types: probabilistic 
and nonprobabilistic. For each of these categories there exists a variety of sub 
methods. The probabilistic better known ones include: a) Random sampling, b) 
Systematic sampling and c) Stratified sampling. On the other hand the 
nonprobabilistic ones include methods such as convenience sampling, judgment 
sampling and quota sampling. There are many ways to select the elements from a data 
set and some of them are discussed in [13]. This field of research, however, continues 
to be an open one [14], [15].  

The use of sampling for data mining has received some criticism since there is 
always a possibility that such sampling may hamper a clustering algorithm’s 
capability to find small clusters appearing in the original data [12]. However, small 
clusters are not always significant; such is the case of costumer clusters. Since the 
main objective of the company is to find significant and, therefore, large customer 
clusters, a small cluster that may not be included in a sample is not significant for 
CRM. 

Apart from the sampling theory needed to properly reduce the search space, we 
need to perform feature selection to achieve desirable smaller dimensionality. In this 
regard we point out that feature selection has been the main object of many researches 
[16], [17], and these have resulted in a large number of methods and algorithms [18]. 
One such method is “multivariate analysis”. This is a scheme (as treated here) which 
allows us to synthesize a functional relation between a dependent and two or more 
independent variables. There are many techniques to perform a multivariate analysis. 
For instance, multivariate regression analysis, principal component analysis, variance 
and covariance analysis, canonical correlation analysis, etc., [19]. Here we focus on 
the explicit determination of a functional which maximizes the resulting correlation 
coefficient while minimizing its standard error. In the present approach this is solved 
by automatically a) Determining the degree of a polynomial expansion and b) 
Calculating the coefficients of such expansion, as will be discussed in the sequel. 

3 Case Study 

A data mining project was conducted for a very large multi-national Banking 
company (one of the largest in the world) hereinafter referred to as the “Company”. 
The Company has several databases with information about its different customers, 
including data about services contracted, services’ billing (registered over a period of 
several years) and other pertinent characterization data. The Company offers a large 
variety of services to millions of users in several countries. Its databases are stored on 
IBM Universal Database version 7.0. In our study we applied a specific data mining 
tool (which we will refer to as “the miner”) which works directly on the database. We 
also developed a set of auxiliary programs intended to help in data pre-processing. 

The actual customer information that was necessary for the clustering process was 
extracted from multiple databases in the Company. Prior to the data mining process, 
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the Company’s experts conducted an analysis of the different existent databases and 
selected the more important variables and associated data related to the project’s 
purpose: to determine the behavior of strategic variables in order to expedite decision 
making. Due to the variety of platforms and databases, such process of selection and 
collection of relevant information took several months and several hundred man-
hours. 

The resulting database displayed a table structure that contains information about 
the characteristics of the customers, products or services contracted for the customer 
and monthly billing data over a one year period. 

To test the working methodology the project team worked with a set of 29,112,157 
registers, from a selected subset of 52 strategic variables divided in 3 consolidated 
data tables.  

Main Objective 
As stated above, the main objective of the data mining project was to characterize the 
customers of the Company allowing in the near future - in accordance to customer 
characteristics - to offer a faster and simpler analysis of the behavior of the strategic 
variables such that decision making is more agile while preserving its accuracy. 

4 Methodology 

In order to apply a methodology whereupon the search space is efficiently and 
effectively reduced it is necessary to comply with several steps leading to the 
adequate representation and/or behavior of the data regardless of its primary origin. 
These steps are discussed in what follows. 

 
• Data preprocessing 
• Search space reduction 
• Clustering 

4.1 Data Preprocessing 

This step included data cleaning by exhaustively searching for incomplete, 
inconsistent or missing data [20]. Resulting from this process unrecoverable registers 
were deleted. The number of such deleted records, however, was not significant. 

From the original multiple-tables structure we defined a single-table view 
structure for which a process of denormalization was performed. This followed 
from an analysis of the key-structure. In this view tables with the same key were 
merged and tables with different keys were included in the referenced tables as 
additional columns. The transformation resulted in a view with a structure with 52 
attributes.  
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4.2 Search Space Reduction 

To reduce the search space we work with the original data to obtain a sample which is 
not only a subspace but, rather, one that properly represents the original (full) set of 
data. We reduce the set both horizontally (reducing the number of tuples) and 
vertically (reducing the number of attributes) to obtain the “minable view”. 
Simultaneous reduction - horizontal and vertical - yields the smallest representation of 
the original data set. Vertical reduction is possible from traditional statistical methods, 
while horizontal reduction, basically, consists of finding the best possible sample. The 
following subsections discuss how we performed both reductions. 

Vertical Reduction 
To perform vertical reduction, multivariate analysis is required. There exist many 
methods to reduce the original number of variables. Here we simply used Pearson’s 
correlation coefficients. An exploration for correlated variables was performed over 
the original data. We calculated a correlation matrix for 87 variables. We considered 
(after consulting with the experts) that those variables exhibiting a correlation factor 
equal or larger than 0.75 were redundant. Hence, from the original 87 variables only 
52 remained as informationally interesting. In principle, out of a set of correlated 
variables only one is needed for clustering purposes. Which of these is to be retained 
is irrelevant; in fact, we wrote a program which simply performed a sequential binary 
search to select the (uncorrelated) variables to be retained. 

Horizontal Reduction 
This step is based on the hypothesis that a sample will adequately represent the full 
set of data if the information present in the sample is approximately equal to the one 
of the universe. To this effect we appealed to simple concepts of Shannon’s 
information theory. The size of the sample was determined by incrementally 
calculating the entropy H(S) of the data base from  

 
 
 
 

Where Si is a symbol of the data set, P(Si) is the probability that this symbol is 
randomly selected and I(Si) is the information in the symbol; I(Si) =-log2[P(Si)]. To 
begin with the symbols are unknown. The data base is sampled and every new 
(unseen) symbol is added to a list. If a symbol is already on the list a counter is 
incremented and the P(Si) is approximated from its proportion relative to the symbols 
that have been read. In every step H(S) is calculated and compared to the value of the 
previous iteration. When the difference between the two last values of H(S) falls 
below a predefined threshold it is considered that sampling new elements from the 
data base will not supply significant new information and the process stops. This 
process is schematized in figure 1. 
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Fig. 1. Incremental entropy calculation 

The process is iterated for all the (say n) variables. Every iteration yields a 
maximum i which we denote as C_i and the size of the sample corresponds to the 
largest one of the n (call it C_X). From the sample we validated the representative 
adequacy of this subset. A central issue to our work was the way the sample is 
validated. The process consists of the following steps: 

1. Select two random samples of size C_X. 

2. Select θn (see below) couples of variables (To prove that, within each sample, the 

behavior of the selected variables is statistically equivalent). 
3. Find the best regressive function of the selected couples in both samples. If the 

functions exhibit different behaviors (see below) then make C_X  C_X+K 
(where K is an adequate increment size selected a priori) and go to step 1. 

4. Perform steps 2 and 3 as long as there are more variables to evaluate. 

In step 3 we programmatically analyzed, in every case, polynomial models of degrees 
from 2 to 8.  It is well known that any analytic function may be closely approximated 
by a polynomial expansion, as illustrated in Figure 2. 
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Fig. 2. Approximation of Hoerl’s Model with a Polynomial of degree 8 

Pairs of variables (v1, v2) were randomly selected  and polynomials Pk(v2) of degree 
k were found (one for each of the two samples) such that v1 = Pk(v2) for k=2,…,8. 
Then the best fit for each of the two samples was compared, as shown in Figure 3. 
The headings “VAR1” and “VAR2” indicate which variables were selected; 
“BESTD1” and “BESTD2” indicate the degrees of the best approximation; 
“ABSDIF” indicates tha absolute approximation difference and “PERCDIF” the 
percentual difference. If the percentual difference between the polynomials of sample 
1 and sample 2 was larger than 5% the samples were rejected. 

In principle we should compare all variable’s couples. The number of possible 

pairings is given by 
=

=
1-n

1i
1)/2-n(ni . However, this (in general) implies a very large 

number of comparisons, with the need of the corresponding calculation of a very large 

number of polynomials. Therefore, we randomly selected θn couples of variables, 

where we set the proportion of variables that we wish to satisfy the minimum error 
criterion (which we denote with π ) and the reliability of the sample (which we 

denote with γ ).  Let NN ⊂θ  be the number of  couples which behave as expected 

and θn  its cardinality. Then Nn πθ = .The probability PS that in a simple of size S 
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all the elements are in θN  is  
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. Then, given π and γ we may solve for the value of S and 

estimate the number of couples to test. For example, for N=500, π = 0.95, γ=.95 

( θN =475) we have that S=55. That is, where an exhaustive analysis would imply 

solving 500 functions, sampling the indicated couples we just have to analyze 55 to 
ensure, with a 95% reliability that 475 of those couples would satisfy our 
requirement: that the two samples be similar. 

 

 

Fig. 3. Comparison of best polynomial approximations in both samples 

The probability of displaying the results shown in Figure 3. by chance alone is less 
than 10-12.  We must stress the fact that this analysis is  only possible because we were 
able to numerically characterize each of the subsets. Furthermore, not only 
characterization was proven; we also showed that, in every case, the said 
characterization was similar when required and dissimilar in other cases. 

4.3 Clustering Phase 

Once the search space is reduced the clustering phase is reached.  Before attempting 
the clustering proper, we impose certain a priori assumptions, as follows. 

 
• The number of clusters is to be determined automatically (without applying any 

aprioristic rules). 
• The “best” number (N) of clusters is derived from information theoretical 

arguments. 
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• The theoretical N is to be validated empirically from the expert analysis of the 
characteristics of such clusters. 
 

In order to comply with our assumptions we follow the next steps: 
 

1. Consecutively obtaining the clusters (via a Fuzzy C Means algorithm) assuming n 
clusters for n=2, 3, …., k; where “k” represents the largest acceptable number of 
clusters. 

2. Determine the “optimal” number of clusters according to “elbow” criterion [10]. 
3. Clustering with a self organizing map algorithm to find the optimal segmentation. 

 
The minable view with the 129 variables was processed. The Fuzzy C Means (FCM) 
algorithm was used on the uncorrelated data and the elbow criterion was applied [21]. 
It is important to stress the fact that the use of fuzzy logic allows us to determine the 
content of information (the entropy) in every one of the N clusters into which the data 
set is divided. Other clustering algorithms based on crisp logic do not provide such 
alternative. Since the elements of a fuzzy cluster belong to all clusters it is possible to 
establish an analogy between the membership degree of an element in the set and the 
probability of its appearance. In this sense, the “entropy” is calculated as the expected 
value of the membership for a given cluster.  Therefore we are able to calculate the 
partition’s entropy PE (see below). Intuitively, as the number of clusters is increased 
the value of  PE increases since the structure within a cluster is disrupted. In the limit, 
where there is a cluster for every member in the set, PE is maximal. On the other 
hand, we are always able to calculate the partition coefficient: a measure of how 
compact a set is. In this case, such measure of compactness decreases with N. The 
elbow criterion stipulates that the “best” N corresponds to the point where the 
corresponding tendencies of PE to increase and PC to decrease simultaneously 
change. That is, when the curvature of the graph of tendencies changes we are faced 
with an optimal number of clusters. Table 1 displays part of the numeric data values 
of PC and PE. These coefficients were calculated with formulas 1 and 2. 
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Table 1. Numeric data for the elbow criterion 

Clusters 2 3 4 5 6 7 8 9 10 11 12 

PC 0.879 0.770 0.642 0.560 0.498 0.489 0.413 0.414 0.400 0.359 0.349 

PE 0.204 0.436 0.639 0.812 0.982 1.036 1.220 1.224 1.272 1.403 1.433 
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Figure 4 shows the graph for the numeric data of table 3. In the graph the “elbow” 
point is located between the cluster 6 and 7, indicating that there is a high probability 
that the optimal number of clusters is in that point, i.e. N=6. 

 

 

Fig. 4. Graph for the elbow criterion 

The last phase of our analysis implied the use of the miner and the theoretically 
determined best number of clusters, as shown in figure 5. 

The graph in figure 5 shows at the left side the percentage of elements grouped in 
each cluster. On the right the neuron number which represents the cluster. Each 
cluster shows the more important variables for the results, ordered by Chi-squared 
characterization of the variable’s behavior in the cluster and in the whole sample. The 
cluster information for the Company can be extracted from the graph and reports 
supplied by the tool. We should now prove that clustering resulting from the reduced 
search space reflects a correct clustering view of the population. 

4.4 Validation of the Reduced Search Space 

To ease the understanding of the process in what follows we will call the clustering 
model from the sample “Model1”; likewise, we will call the clustering model derived 
from the complete data “Model2”.  

We followed the next steps:  

1. Reduce the original data set only vertically.  
2. Execute a clustering process over the full set of data to obtain Model2.  
3. Label all the original data set and the sample data set with Model1 and Model2.  
4. Compare the resulting distribution of elements labeled with both models. 
 
The results are discussed in what as follows.  
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Fig. 5. Graph view of the clustering result supplied by the Miner 

Comparison of Model1 and Model2 
Table 2 shows the percentages for the two models. The names of the clusters were 
replaced by letters to avoid possible confusions with the neuron numbers shown in the 
Miner’s results. As table 4 shows, the result clusters are very similar.  

Table 2. Clusters’ comparison for Model1 and Model2 

Clusters Model1 (%) Model2 (%) Difference (%) 

A 30 27 3 

B 21 20 1 

C 15 18 3 

D 12 15 3 

E 12 12 0 

F 10 8 2 

Clustering from Sampling (Model1) 
Having the clustering Model1, we labeled the sample data and the full data sets. The 
resulting distribution of elements into the different 6 clusters was expressed in 
percentages for comparison effects. As the table 5 shows the resulting distribution for 
the sample and for the full data are almost equal. This proves that the sample 
represents the full data set adequately. 
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Table 3. Labeling from the Model1 applied to the sampled and full data sets 

Cluster Sample (%) Full Data Set (%) Difference (%) 

A 30.06 30.24 0.18 

B 21.01 20.91 0.10 

C 15.45 15.37 0.08 

D 12.27 12.25 0.02 

E 11.54 11.55 0.01 

F 9.67 9.68 0.01 

Cross Validation 
Finally, we labeled the sample and the entire data with both algorithms for a set of 
selected variables. The results are shown in table 4.  

Table 4. Comparison of Full and Sampled Data Clusters 

Segment 
Full Data 

Base  Sample 1 Sample 2 

V1 0.0018 0.0018 0.0018 

V2 0.1731 0.1731 0.17 

V3 0.0011 0.0011 0.0013 

V4 0.0192 0.019 0.0198 

V5 0.0001 0.0001 0.0001 

V6 0.3047 0.305 0.3023 

V7 0.0911 0.0914 0.0891 

V8 0.0001 0.0001 0.0001 

V9 0.0002 0.0001 0.0002 

V10 0.0093 0.0093 0.0094 

V11 0.0026 0.0027 0.0026 

V12 0.0012 0.0013 0.0012 

V13 0.0254 0.0252 0.0254 

    
TOTAL REGISTERS 29,112,157 680,710 250,000 

 
As table 4 shows the differences between the distributions of elements into the 

clusters are similar between the two clustering models. Analog clusters share the same 
cardinality with a difference of less than 3%.  
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5 Conclusions 

As we pointed out in the introduction, data mining may be an important strategic tool 
for commercial enterprises. But the management of large volumes of data (both 
physically and logically) may become a practical problem of large proportions and 
difficult to solve. Applying the methodology advanced herein it is possible to 
drastically reduce the size of the data base to be processed. In this case we were able 
to reduce the size in close to 0.60%. Originally we had to deal with 2,175 million 
elements (i.e 25,000,000 registers with 87 attributes each); instead we used a sample 
with only 13 million such elements (250,000 records with 52 attributes). The reduced 
sample, however, performed in a way that made it statistically indistinguishable from 
the original data. Apart from the benefit resulting from having quicker access to 
strategic information the use of this methodology yields economic benefits derived 
from the ability to process a smaller sample (increased speed and capacity for data 
processing; decreased amount of primary and secondary storage, costs of software 
and hardware, among others). Considering that the company had important 
improvements with the application of the results of this investigation, we consider that 
continuing research is needed and justified, since much work remains to be done if we 
wish to set a bound on the characteristics of the data which will allow us to generalize 
the results reported here. 

Acknowledgments. Although the determination of the experimental probability 
distributions was achieved from the application of software especially designed by the 
author I wish to acknowledge that clustering was performed with SAS® Business 
Analytics Software. 
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Abstract. Due to the recent explosion of research data based on novel
scientific instruments and corresponding experiments, automatic fea-
tures, in particular in data analysis, has become more essential than
ever. In this paper we present a new Automatic Analysis Framework
(AAF) that is able to increase the productivity of data analysis. The
AAF can be used for classifications, predictions and clustering. It is built
upon the workflow engine Taverna, which is widely used in different do-
mains and there exists a large number of Taverna activities for various
kinds of analytical methods. The AAF enables scientists to modify our
predefined Taverna workflow and to extend it with other available activ-
ities. For the execution of the analytical methods, in particular for the
computation of the results, we use our own cloud-based Code Execution
Framework (CEF). It provides web services to execute problem solving
environment code, such as MATLAB, Octave, and R scripts, in parallel
in the cloud. This combination of the AAF and CEF enables scientists to
easily conduct time-consuming calculations without the need to manually
combine potential combinations of independent variables. It furthermore
automatically evaluates all identified models and provides service for the
scientists conducting the analysis. The framework has been tested and
evaluated with real breath gas data.

Keywords: classification, clustering, prediction, Automatic Analyse
Framework.

1 Introduction

Productivity has been originally defined in economics [16] as the amount of out-
put per unit of input, or, in other words, productivity is a ratio of production out-
put to what is required to produce it (input). Now several research communities
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in various domains started to approach productivity enhancement/enrichment
features in data analysis applications for two reasons (a) cost reduction, and
more important (b) to achieve better results and to get faster insights into sci-
entific discoveries. To increase the productivity means directly to reduce the cost
or to generate a better result/product. The productivity directly influences the
required costs.

It is necessary to be able to deal with an increasing size of data. Some reasons
for the growing amount of collected data are (a) data are usually permanently
stored for further analysis, and (b) the emergence of novel scientific instruments
with increase of quality and/or resolution of sensor devices. For example in the
breath research domain the number of detected (protonated) compounds in-
creased from about 200 to 2000 compounds by changing from PTR-MS (Proton
Transfer Reaction Mass Spectrometry) to PTR-TOF-MS (Proton Transfer Re-
action Time of Flight Mass Spectrometry) [1]. In this context automatization
services for data analysis play an important role.

This paper presents the Automatic Analysis Framework (AAF) for increas-
ing productivity in e-Science applications. It is used for automatic application
of classification, clustering and prediction algorithms to evaluate and analyze
data. It allows to execute different analytical methods for classification, pre-
diction and clustering in parallel. Scientists select dependent and independent
variables in their input data and start the analysis workflow, which executes
all time consuming calculations in a dynamic cloud infrastructure. In our first
prototype we use the Taverna workflow engine [2] and our self developed Code
Execution Framework (CEF) [7] to execute the analytical methods. Our CEF is
implemented as a Platform-as-a-Service (PaaS) cloud service type, which can be
used to execute problem solving environment (PSE) code such as R [9], Octave
[11] and MATLAB [17] in parallel. The Automatic Analysis Framework defines
several interfaces (e.g. for the analytical method activity). Each researcher is
able to use these interfaces to extend the AAF with his own methods/activities
(e.g. new analytical method).

The AAF is placed between three interacting topics, namely analysis, pro-
ductivity and automatization (Fig. 1). The system tries to calculate the best
(a) settings (e.g. number and type of virtual machines) for the Code Execution
Framework, and (b) parameter sets of the analysis (e.g. independent variables),
to optimize and increase the productivity. It further shows how these topics are
influencing each other in the context of the AAF. The productivity formula 1
can be used to optimize automatization or analysis parameters (e.g., number
of worker nodes). With time consuming calculations the productivity can be
increased by using the AAF in several different ways as follows:

– The total costs can be reduced due to (a) reduction of license/software costs,
(b) reduction of maintenance costs, (c) reduction of ownership costs, (d)
reduction of the hardware cost, and (e) reduction of the personnel cost.

– The time can be reduced due to (a) provided faster algorithms for the anal-
ysis, or (b) to provide parallel executable algorithms.
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Fig. 1. AAF and the involved fields

– The Automatic Analysis Framework (AAF) helps researchers to (a) find new
topics of interests or (b) get new insights in their existing research area, thus
utility can be increased.

The framework has been evaluated on top of real data from the international
breath research community [3,4].

The rest of this paper is organized as follows. In Section 2 we provide back-
ground information and related work, including productivity in general, the Tav-
erna Workflow Management System and our Code Execution Framework. In
Section 3 we describe our Automatic Analysis Framework (AAF) in detail and
discuss its main architectural components. Section 4 exemplifies our first proto-
typical implementation on top of a concrete example from the breath research
domain. Finally, in Section 5 we discuss further improvements and outline our
next steps regarding the development of the AAF.

2 Background and Related Work

In this section we briefly discuss background material including the definition
of productivity as utility over total costs, our self implemented Code Execution
Framework, which is being used in AAF, and the open source Taverna workflow
management system. Also related works are being discussed at the end of this
section.
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2.1 Productivity

Productivity is defined in economics and is a tool to evaluate the output (e.g.
product) and the needed total costs to produce it [12]. In the following we briefly
present a concrete example in oder to show what factors have strong influences
on the productivity.

In a computer factory the productivity can be calculated by the number of
computers produced divided by the needed working hours, or inversely the num-
ber of working hours to assemble a computer. The productivity can be increased
by increasing the output or decreasing the needed working hours. This can ex-
emplarily be done by (a) increasing the skills or motivation of the employees,
(b) providing better working conditions (e.g., equipment), or (c) providing an
automated plant. An example for increasing the utility function is to produce a
better output in the same time/cost (e.g. use low power consumption electronic
to increase the battery life time).

Jeremy Kepner defines the productivity as utility over the total cost [12] as
listed below.

Productivity = Ψ =
Utility

Cost
(1)

The Utility is the value a specific user or organization defines on getting a certain
answer in a certain time [12].

2.2 Code Execution Framework

The Code Execution Framework can execute code of different problem solving
environments, such as MATLAB, R and Octave, in parallel [7]. Most problem
solving environments are implemented as single threaded programs; because of
this constraint, the execution cannot use the power of current computers with
multiple cores. The framework supports different cloud infrastructures, such as
Amazon EC2 and Eucalyptus. Therefore it is possible to use hybrid cloud in-
frastructures, e.g. a private cloud based on Eucalyptus for general base-level
computations using the available local resources and additionally a public Ama-
zon EC2 for peak-load and time-critical calculations. The approach is to provide
a secure platform that supports multiple problem solving environments, execute
code in parallel with different parameter sets using multiple cores or machines
in a cloud environment, and support researchers in executing code, even if the
required problem solving environment is not installed locally.

The Code Execution Framework has a Kerberos based security concept for
authentication[15]. The user identity will be forwarded down to cloud worker
nodes.

2.3 Taverna

Taverna is an open source and domain-independent Workflow Management Sys-
tem [2]. Taverna provides several different activities for data analysis (e.g. clas-
sification, prediction, clustering). The common activities use the local or remote
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machines for calculations. The AAF uses Taverna as workflow engine and we
provide several new activities. Our statistical algorithm activities use the Code
Execution Framework for the calculations and therefore a cloud based infrastruc-
ture is used. Taverna provides a lot of existing activities (e.g. CSV converter)
that can easily be used within the provided AAF-workflow. With Taverna the
AAF-workflow can be adopted and used for many different purposes.

2.4 Weka

Weka is a collection of machine learning algorithms for data mining tasks. The
algorithms can either be applied directly to a dataset or called from your own
Java code. Weka contains tools for data pre-processing, classification, regression,
clustering, association rules, and visualization. It is also well-suited for develop-
ing new machine learning schemes [18]. With Weka a user can analyse different
input data at a single machine, however with our AAF a researcher is enabled
to use a large number of computers (e.g. within a cloud infrastructure) to allow
a more detailed and faster analysis than with Weka.

3 Automatic Analysis Framework

This section describes the Automatic Analysis Framework workflow, provides a
system overview of the AAF, and shows how the productivity is influenced by
our system.

3.1 Workflow

The general workflow of the Automatic Analysis Framework (Fig. 2) consist
of three main parts: (a) data preparation, (b) data analysis, and (c) report
generation.

Input Data

Data 
Selection

Table Report

Linear 
Methods

Neural 
Network ...

Principal 
Component 

Analysis

Data Preperation

Data Analysis

Report Generation

Fig. 2. AAF-Workflow
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In the data preparation part the scientist is able to select the statistical anal-
ysis type (classification, prediction, or clustering), and define the independent
and dependent variables. The data analysis part contains all different analytical
methods (e.g. linear methods, neural network, principal component analysis).
The report generation part uses the results of the analytical methods, orders the
results (best classification models on top), and generates an HTML report.

train model

test model

create k bins

repeat k times

calculate 
Average/SD

% of correctly 
classified samples

repeat  for all variable sets

train full 
model

test full 
model

model

model

k-1 bins 
train group

1 bin 
test group

% of correctly 
classified samples

input data
variable sets

k

Average/SD

Fig. 3. Detailed evaluation workflow

For each analytical method (e.g. linear methods) a ranking of the results
will be calculated (Fig. 3). To detect overfitting we decided to use k-fold cross
validation [13]. Cross validation is independent of the used statistical analysis.
Therefore we are able to use this evaluation for all classification algorithms.
The input of such an evaluation is (a) the input data (CSV format), (b) the
variable sets (one dependent variable and multiple independent variables), and
(c) the k value (number of bins for the cross validation). At the beginning the
input will be randomly partitioned into k equal sized sub samples. A single sub
sample will be used for testing the model, the other (k-1) sub samples are used
as training data. The result of one calculation is the percentage of correctly
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classified samples. These steps will be repeated k-times (folds) for each sub
sample. Afterwards we calculate the average and the standard deviation of the
k results folds . Additionally we used the complete data set to train and test the
model.

The output of one calculation is therefore (a) the percentage of correctly
classified samples of the complete model, (b) the average value of the cross
validation, and (c) the standard deviation of the cross validation. It is possible
to detect overfitting if (a) the mean value of the cross validation is much better
than the main value of the complete model or (b) the standard deviation is high.
The AAF is able to calculate and evaluate a lot of different models (see Section
5). Therefore it is upmost important that the system is able to preselect/order
the results.

3.2 System Overview

Presently, the Automatic Analysis Framework supports only classification with
linear regression. In the future we plan to implement predication and clustering
with several different methods as well.

Private or Public Cloud

Code Execution Controller

Taverna

Data 
Selection 
Activity

Linear 
Methods
Activity

Table Report 
Activity

Code

Fig. 4. System diagram

The system overview (Fig. 4) shows all involved sub systems. The Code Execu-
tion Controller (CEC) is the main component of the Code Execution Framework
(CEF). It provides several different Web services (e.g. add or monitor calcula-
tions) and is responsible for (a) generating sub calculations, (b) start/stop virtual
machines, (c) start new sub calculations in parallel, and (d) monitor running cal-
culations and virtual machines. The CEF supports parallel code execution on
the level of executing methods in parallel with different parameter sets. Our
Code Execution Framework (CEF), which is being used for the execution of all
analytical methods, is described in detail in [7]. The advantage of using CEF
in this context is that the resources (Virtual Machines) can be added on the
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fly, depending on the required CPUs or waiting calculations. The complete AAF
workflow is implemented in Taverna, therefore we provided several different Tav-
erna activities.

– The Data Selection Activity can be used to select the statistical analy-
sis methods, such as classification, prediction or clustering. Additionally the
user is able to select the independent and dependent variables (Fig. 5). The
output of this activity is a list of independent semicolon separated parameter
sets. Each set contains the dependent variable and a list of possible indepen-
dent variables (pipe separated). The following line is an example of such a
parameter set. Smoking is the dependent variable. Age, pulse, Acetonitrile,
Benzene are the selected independent variables.

smoking; age|pulse|Aacetonitrile|Benzene

Fig. 5. Settings Data Selection Activity
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– The Linear Method Activity provides the analytical methods. At the
moment this activity supports only linear regression. The user must set the
URL of the used Code Execution Framework. Additionally the user is able to
define the k value for the k-fold cross validation (Fig. 6). The linear regression
with cross validation is implemented in R and will be executed in the cloud
based CEF. New analytical methods can easily be added by changing the
already implemented R code.

Fig. 6. Settings Linear Methods Activity

– The Table Report Activity uses the results of the analytical methods,
orders the results (best classification models on top), and generates an HTML
report.

3.3 How Productivity Is Influenced by the AAF

The AAF optimizes the productivity formula (1) by dynamically changing sev-
eral parameters to increase the productivity. The researcher will be able to define
some basic conditions, such as (a) the time-dependent utility function, (b) a limit
for the costs for using a public cloud (e.g. Amazon EC2), (c) select the input
data (Data Selection Activitiy), and (d) choose the analytical methods.

The following list shows how the AAF can automatically increase the produc-
tivity:

– The AAF can adopt the Code Execution Framework infrastructure auto-
matically, by (a) adding a new VM while calculations are waiting, (b) using
different cloud types (e.g. Eucalyptus or Amazon EC2), or (c) choosing dif-
ferent VM instance types (e.g. m1.small, m1.medium) [5]. These adoptions
reduce the time but can affect the total costs negatively.
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– If the input data consists of several independent variables, there exists a
huge amount of different possibilities for analysis (e.g. all combinations of
independent variables). For more information about this problem have a
look to Section 4. The AAF can skip (a) not promising combinations of
independent variables, or (b) even skip all analysis with a specific algorithm,
e.g. if linear regression does not fit for some input data.

All above changes can automatically be handled from the AAF. The AAF dy-
namically adopts the cloud infrastructure and chooses the best configuration to
fulfil all basic conditions.

4 Evaluation of the AAF

This section shows the usage of the AAF and the advantages of manual versus
automatic analysis.

4.1 Example

The Autonomic Analysis Framework has been evaluated with data from the
breath gas community [3]. This data describes concentrations of 17 different com-
pounds in exhaled breath of 105 patients and volunteers (independent variables),
and their smoking habits (smoker or non-smoker). The compounds were mea-
sured using gas chromatography with mass-spectrometric detection (GC-MS).
The concentrations are given as (uncalibrated) peak areas. In our test example
a researcher wants to explore the statistical results that can be achieved with
this raw data.

AAF with One Single Independent Variable. First of all it is determined
whether there exists a single compound that can be used to distinguish smok-
ers from non-smokers. In this particular case the user has to (a) select the in-
put data (URL to the CSV file), (b) select the column specifying the smoking
habits as dependent variable, (c) select all other columns as independent vari-
ables, (d) choose the k-value for the cross validation (e.g. k=3), (e) set the
maxIndependetVariables-input to 1 (otherwise all combinations of the indepen-
dent variables are analyzed; for more information have a look at Section 5),
and (f) specify the folder where the report should be stored. Subsequently the
user can start the AAF workflow. To authenticate him-/herself to the CEF, the
user has to enter his/her username (Kerberos principal) and the corresponding
password.

The AAF generates a table (Fig. 7) that contains all test models, ordered
by the number of correctly classified samples. As you can see, the AAF is able
to classify smokers from non-smokers with 78.5% by using the single compound
acetonitrile. The two cross validation values (mean, SD) show is the statistical
quality of this result. Additionally the resulting table shows that there are several
other substances that can be used to distinguish smoker and none smoker.
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Fig. 7. AAF-Result with 1 independent variable

There exist several research studies, described in literature, that shows the
same result, but use different kinds of input data, e.g. in [6,8,14] breath research
data, and in [10] blood samples have been used. In all three research studies
acetonitrile has been detected as a marker for classifying smokers from none-
smokers.

Acetonitrile Boxplot and Histogram. As a second step the researcher may
generate the boxplot or a histogram (Fig. 8) to verify the result. The boxplot
compares the acetonitrile concentrations in exhaled breath of 105 smokers and
non-smokers. The y-axis shows the chromatogram peak area of acetonitrile mea-
sured by gas chromatography with mass-spectrometric detection (GC-MS). The
histogram shows the acetonitrile concentrations of 105 smokers and non-smokers.

AAF with Multiple Independent Variable. After the promising first re-
sults the user would like to check if it is possible to achieve better results by
simultaneous analysis of two or three compounds. For this the user just has to
set the maxIndependetVariables-input to 2 or 3 and rerun the AAF. The AAF
now shows that it is possible to classify smokers from non-smokers with (a) two
substances with 80.4%, and (b) with three substances with 82.2%.
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Fig. 8. Boxplot and histogram comparing acetonitrile concentrations in exhaled breath
of 105 smokers and non-smokers

Optimization of the Results. As a next step the user may have a closer look
at the original input data (CSV-file) and recognizes that some values are zero.
To improve the result of the AAF the researcher has to identify if the value is 0
or not available and rerun the AAF cycle again.

4.2 Manual vs. Automatic Analysis

In many cases it is better to use as few independent variables as possible to reduce
the likelihood of overfitting. In our test case we have 17 different independent
variables, which results in 17 calculations if only a single independent variable
is used at the same time. Let’s imagine that the user would additionally like
to analyse the models with all combinations of two independent variables. This
results in 153 independent calculations (17 for a single independent variable and
136 for all combinations of two independent variables). If three variables are used,
we have in total 833 independent calculations. The number of calculations is
growing exponentially if the researcher would like to try more or even all different
combinations. Without an automatic reduction of irrelevant combinations, a
user or even a system is not able to calculate this huge amount of analysis
in a reasonable time. If there is a low number of independent variables, e.g.
around 10, the AAF can easily calculate all possible combinations. Having 10
independent variables results in a total of 1023 different combinations, i.e. choose
1 from 10 + choose 2 from 10 + choose 3 from 10 + . . . + choose 10 from
10. With the AAF you can easily calculate the models for all 1023 different
classifications, which would hardly be possible when done manually by a scientist.
Scientists are further able to use the three different evaluation values, including
percentage of correctly classified samples, cross validation average, and cross
validation standard deviation to choose the best model of all.
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This automatic analysis increases the productivity by reducing the time and
the cost significantly. A person would need much longer for the manual configu-
ration and initialization of all different combinations of the independent variables
than tour AAF system.

5 Improvements and Future Work

There are many improvements and future research plans for this work. As a next
step will adopt our Code Execution Framework to deal with these big amount
of calculations. In particular we will combine several calculations to reduce the
data transfer overhead.

The AAF must skip not promising combinations of independent variables.
Without this improvement the required workflow execution time could be very
high, depending on the input data. We will define a model that deals with exactly
this problem.

We also will provide several different analytical methods including neural net-
work, principal component analysis, cluster analysis, and so on. For each ana-
lytical method we will create a new Taverna activity. Mathematical calculations
will be implemented in R to be executed with our CEF.

At the moment only classification can be done with the AAF, in the future
we will support prediction and clustering as well.

Last but not least we would like to provide the possibility to choose an already
trained model with new data for further usage of this model. Therefore we must
store some additional data at the CEF and define a way to download an already
trained model.

6 Conclusions

In this paper we have presented an Automatic Analysis Framework (AAF), which
enables the user to pre-analyse existing data automatically. The main contribu-
tion of the AAF are (a) provide cloud based Taverna activities for classification,
(b) define a Taverna workflow for the automatic analysis (can easily be extended
with already existing activities), and (c) use a generally usable evaluation pro-
cedure (k-fold cross validation) for detecting overfitting.

AAF contributes to the recent developments of productivity enhancement
frameworks in eScience applications.

The introduced Automatic Analysis Framework (AAF) is able to analyse in-
put data (CSV). As our next step we will extend the AAF to enable classification,
prediction, and clustering. At the moment it is possible to execute the linear re-
gression (classification). The AAF tries all different combinations of independent
variables to calculate the different models. Depending on the number of indepen-
dent variables, the large numbers of calculations can be very time consuming.
To deal with this calculation problem, we decided to use a cloud based Code
Execution Framework (CEF). At the current stage the AAF can be used within
the workflow engine Taverna. A user can easily define some boundaries for the
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classification. Our first prototype has been evaluated by scientific applications
from the breath research domain. Breath researchers are interested to receive
hints and recommendations on what they can further classify, however such rec-
ommendations need to be based on some evidence. This is challenged by our
AAF.

To test the AAF we used data from the breath gas community, but the whole
system can be used with every other domain. For example, you can try to clas-
sify text into different categories (e.g. sports, news) or every other classification
problem that can be solved with the provided algorithms.

The most important motivation for using the AAF is to improve the produc-
tivity. Therefore we must plan for all calculations to be able to (a) use unused
resources in the cloud, (b) start new instances if required dynamically, (c) reduce
the waiting time as far as possible, (d) generate a report, and (e) keep an eye
on the total costs.
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Abstract. The control and optimization of batch processes is a challeng-
ing problem faced by (bio)chemical industry. Traditionally, (full) factorial
tests are executed to investigate the effect of the manipulated variables
(MV) on the (quality of the) process. Due to their nature, these tests are
very time-consuming for batch processes. This paper investigates whether
suitable data-drivenmodels for batch optimization and control can be iden-
tified from a more limited set of tests.

Based on the results of two case studies, it is concluded that statis-
tical inference models can predict the final quality of batches where the
MV changes occur at time points not present in the training data, pro-
vided they fall inside of the time range used for training. Furthermore,
the models provide accurate predictions for batches with multiple MV
changes. This is a valuable result for industrial acceptance because it
implies that fewer experiments are required for model identification.

Keywords: Partial Least Squares, (bio)chemical batch processes, qual-
ity prediction, optimization, process control.

1 Introduction

In this paper, it is investigated whether statistical inference models can be em-
ployed to control and optimize the production of (bio)chemical products in the
chemicals and life sciences industry. The main challenge is the identification of
accurate data-driven inference models from a very limited set of training data.

Chemicals and life sciences industry manufactures numerous products with
a high added value (e.g., medicines, enzymes, performance polymers, additives,
etc.). These products are typically produced in batch reactors in order to reduce
capital investment costs and increase the flexibility of the manufacturing plant.
For some goods, continuous production is impossible due to chemical constraints.

One of the major challenges in operating a batch process is accurately con-
trolling the final quality. First of all, a batch process is dynamic by design. In
addition, measurements of the quality parameter are often simply not available
online: a sensor for the quality parameter might not exist (yet), it might be too
expensive, or the quality might not be present yet. Hence, feedback control is
not possible because the current quality of the batch cannot be easily assessed.

P. Perner (Ed.): ICDM 2013, LNAI 7987, pp. 40–54, 2013.
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An open-loop control is often followed in practice: a fixed operational recipe is
followed as closely as possible in an attempt to reduce variations in quality.

Statistical Process Control (SPC) provides an answer to this problem. SPC
mines the information from online measurements (temperatures, pressures, flow
rates, ...) to monitor the batch process. Deviations from the nominal batch be-
havior are used to detect abnormal quality without making actual quality pre-
dictions [1–6]. Data-driven inferential sensors have also been used to predict
the final quality of a batch. Successful statistical inference of the final quality
of batch processes has been reported both in simulation studies [7–11] and in
actual industrial installations [12, 13].

Most research effort has been directed towards process monitoring: the cur-
rent state of the batch is assessed and an alarm is raised when an abnormality
is detected. In contrast, data-driven models are seldom used for batch control or
optimization due to their computational complexity. In the few reported appli-
cations, disturbance rejection by close tracking of set point profiles is the main
goal [14–16]. This results in smaller deviations from the nominal trajectories
and, in turn, smaller variations of the batch-end quality.

Recently, McCready [17] optimized the yield of a batch process by adapting
the manipulated variables (MVs) at three distinct decision moments and pre-
dicting the resulting batch-end quality with a Partial Least Squares (PLS [18])
statistical inference model. For full (online) optimization and disturbance rejec-
tion, however, more decision moments are needed. In an ideal case, changes to
the MVs are made every few time points: frequently enough to tightly control the
final quality and negate the effect of process disturbances, but without upsetting
the batch with too frequent adjustments.

In the work of McCready, full factorial test runs were conducted for construct-
ing the statistical inference model. This is feasible for the case with a single MV
and three decision moments. For more frequent changes in the MV and/or more
than one MV, this requires a very large number of test runs to identify a suitable
process model. The time required for these tests is a major drawback because
fast implementation with as few tests as possible is one of the major criteria for
industrial acceptance.

In this paper, it is investigated whether accurate statistical inference models
for quality prediction can be identified from a training set built on a limited
number of MV changes. If so, not all possible decision moments and/or possible
combinations of MV changes need to be tested to identify a suitable model
for batch-end quality prediction, batch control, and quality optimization. This
would significantly reduce the required number of test runs, tackling one of the
major hurdles for industrial adoption of data-driven control strategies.

The structure of this paper is as follows. In Section 2, Multiway Partial Least
Squares is described. Section 3 details the methodology for determining the
system response to future set point changes. Section 4 discusses the expansion
from the work of McCready to full online batch control and optimization. The
case study used in this work is presented in Section 5. Results are presented and
discussed in Section 6, and final conclusions are drawn in Section 7.
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2 Multiway Partial Least Squares

In this paper, Multiway Partial Least Squares (MPLS [8]) is used to infer the final
batch quality from online measurements. MPLS deals with the three-dimensional
data structure specific to batch processes via unfolding. Next, a Partial Least
Squares (PLS [18]) model links the unfolded data to the quality measurements.

2.1 Data Unfolding

A historic data set of I batches, where J sensors are sampled at K time points
can be arranged in an I×J×K three-dimensional data tensorX. An I×L quality
matrix Y contains the measurements of the L quality parameters. However, PLS
requires a two-dimensional data matrix. Therefore, the measurement tensor is
first arranged in a two-dimensional matrix by unfolding.

When dealing with quality prediction, the entire batch history determines the
final quality. Therefore, batch-wise unfolding of the data tensorX is employed [7],
resulting in a I × JK data matrix X. Each row of X represents a single batch
(observation), linked with a single batch-end quality measurement. Hence, the
influence of the entire batch history on the final quality is captured.

2.2 Partial Least Squares

First, the main nonlinear and dynamic components are removed from the data by
mean-centering and scaling of batch-wise unfolded data [7]. This effectively lin-
earizes the measurements around their average trajectory, improving modelling
results because PLS is multi-linear [7, 8].

Next, a standard PLS model identifies the relation between online measure-
ments and final quality [18]. PLS is a multi-linear latent variable modelling
approach that decomposes the input matrix X and output (quality) matrix Y
into R uncorrelated latent variables (components).

{
X = TPT +EX

Y = TQT +EY
(1)

The scores matrix T (I ×R) contains the low-dimensional approximation of the
measurements X. The loading matrices P (JK × R) and Q (L × R) are the
model weights in in- and output space, respectively. The matrices EX (I × JK)
and EY (I × L) are the residuals.

Because P is not invertible, a weight matrix W (JK×R) is used to obtain the
regression matrix B (JK ×R) for estimating the scores T for a given X. W has

orthonormal columns and is determined so that
(
PTW

)−1
is upper triangular

with ones as diagonal elements.

T̂ = XW
(
PTW

)−1 �
= XB (2)
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In this work, the number of latent variables R is identified using the adjusted
Wold criterion [24]. It is chosen as the smallest value r for which the following
equation holds.

MSEloo(r + 1)

MSEloo(r)
> 0.9 (3)

MSEloo(r) is the mean squared error for the MPLS model with r components
obtained via leave-one-out crossvalidation on the training batches.

3 Trimmed Scores Regression

At given time k, the input matrix Xnew (1 × JK) of a running new batch is
only partially known because the future measurements (i.e., the measurements
at times k + 1, k + 2, ..., K) are not yet available. The PLS model requires
profiles from a completed batch and can, therefore, not be used for the predic-
tion of the final quality of Xnew. Trimmed Scores Regression (TSR) alleviates
this problem [19, 9]. It compensates for missing measurements without directly
estimating the future evolution of the different measurement profiles.

The data matrix Xnew and regression matrix B are divided in two parts.
The first part Xnew,k (1× Jk+) and Bk (Jk+ ×R) correspond with the known
measurements while the second partXnew,u (1×J(K−k)−) andBk (J(K−k)−×
R) contains the unknown future measurements. For batch control, the future
profiles of the manipulated variables can be imposed, and are (approximately)
known. Hence, the known measurements include (i) the past k values of all J
measurements, and (ii) the future K−k values of the manipulated variables. The
unknown measurements u are the future values of the non-manipulated variables.
Hence, at least Jk columns of Xnew are known, and at most J(K − k) columns
are unknown. This partitioning of Xnew and B is substituted in Equation (2)
for estimating the final scores of the new batch.

Tnew = XnewB

= [Xnew,k Xnew,u]

[
Bk

Bu

]
= Xnew,kBk +Xnew,uBu
�
= T∗

new,k +T∗
new,u

(4)

The scores of the new batch Tnew,k (1 × R) consist of an estimation based on
the known samples, T∗

new,k (1×R), and a correction of this first estimation due
to future measurements, T∗

new,u (1×R).
Because T∗

new,u is unknown, Equation (4) cannot predict the scores of a
running batch. The solution to this problem is found in the training batches
Xtrain (I × JK), for which the final scores Ttrain and trimmed scores T∗

train,k

are known.
Ttrain = XtrainB

T∗
train,k = Xtrain,kBk

(5)
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A simple least squares model between the final scores Ttrain and the trimmed
scores T∗

train,k is identified at each time point k. This time-varying model is used
to estimate the final scores of the new batch at time k.

T̂new,k = T∗
new,k

(
T∗T

train,kT
∗
train,k

)−1
T∗

train,kTtrain (6)

Exploiting Equations (1) and (2) yields the final equations for estimating the
final quality variables of the new batch online.

T̂TSR
new,k = Xnew,kBk

(
BT

kX
T
train,kXtrain,kBk

)−1

· ...
... ·BT

kX
T
train,kXtrainB

ŶTSR
new,k = T̂TSR

new,kQ
T

(7)

The advantage of TSR is that a single PLS model can be used to provide batch-
end quality estimates at all times of the operation. Hence, once the full PLS
model is identified, online estimates are available without much extra effort.

Other options for online batch-end quality estimation include the use of evolv-
ing models [20–22]. However, it has been shown that TSR provides accurate es-
timates of the batch-end quality even when few samples are available despite its
simple linear nature [19, 23].

4 Batch Control and Optimization

McCready optimized the yield of a batch process with an MPLS model by adapt-
ing manipulated variables (MVs) at three distinct decision moments [17]. For
model identification, McCready used factorial experiments on the MVs. Execut-
ing these tests is feasible for a single MV and three decision moments but full
online control and optimization of a batch process requires more frequent control
actions to reject process disturbances and/or optimize batch-end quality. Hence,
the need for factorial experiments quickly results in an unfeasibly large amount
of tests for the identification of the batch-end quality MPLS model.

For continuous processes, this problem is traditionally solved by applying
Pseudo-Random Binary Signal (PRBS) changes to the different MVs. These
PRBS tests can also be used for profile tracking in batch processes, where the aim
is to identify the influence of the MVs on other online process variables [14, 15].
In these two cases, the effect of each set of MV changes on the other online
measurements is observed quasi immediately.

Batch-end quality prediction faces a few extra problems. First of all, the in-
fluence of all changes in the MVs is combined in a single quality measurement
only available after batch completion. To obtain clear results, only a single com-
bination of MV changes should be tested in each batch. This is a big difference
with continuous processes, where different combinations of MV changes can be
tested in rapid succession. Hence, the required tests for model identification are
very time-consuming. Furthermore, the dynamics of a batch process and the
(magnitude of the) influence of the MVs on the final quality change over time.
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This implies that the exact decision time of each MV change is another degree
of freedom. Combinations of not only different MVs but also different decision
times must be tested, further increasing the number of test runs for model iden-
tification. For example, the effect of a +5% change in feed rate should be tested
after 10h, 20h, 30h,... of operation to correctly capture the process dynamics. Fi-
nally, identification tests might negatively impact the final quality of the batch.
For profile tracking, only a few test batches might be wasted; for quality control,
this number will be much higher.

In summary, batch control and optimization requires many more tests to
identify the correct MPLS model between MVs and online measurements on
the one hand, and final batch quality on the other hand. This presents a major
drawback for practical implementation.

This paper first investigates whether a set tests with MV changes at times
{k1, k2, . . . , kn} can be used to construct a batch-end quality MPLS model for
batches where the MV change occurs at a time not included in the training set.
Next, it is studied whether the training batches must include multiple changes
of each MV, or if batches with a single change in MVs suffice for model training.

5 Case Studies

This work employs the same benchmark batch process as McCready [17] for two
case studies. A brief description of the batch process is provided in Section 5.1.
Sections 5.2 and 5.3 describe the two case studies in more detail.

5.1 Benchmark Process: Pensim

The Pensim simulator of Birol et al. [10] is used in this paper. It simulates an
industrial-scale batch fermentative penicillin production, and is a widely-used
benchmark for (bio)chemical batch processes.

Initially, the fermentation is operated in batch mode at high initial substrate
concentration to stimulate biomass growth. After approximately 43 hours, the
substrate concentration in the reactor drops below 0.3 g/L and penicillin pro-
duction starts. In this phase, the operation is switched to fed-batch mode and
substrate is fed to the reactor. The fermentation is complete once 25 L of sub-
strate have been added. The entire process lasts approximately 460 hours. For
more details, the reader is referred to Birol et al. [10].

In the case studies, the substrate feed rate is the manipulated variable. The
quality variable is the penicillin concentration at batch completion.

A total of 11 online sensors record the variables presented in Table 1 during
the fermentation. Two phases are identified: (i) the batch phase and (ii) the fed-
batch phase. Due to differences in initial conditions and non-perfect controllers,
not all batches evolve identically. Therefore, synchronization is required to equal-
ize the length of each phase. The profiles are synchronized and resampled using
the indicator variables proposed by Birol et al.: culture volume is used for the
batch phase and substrate fed for the fed-batch phase [10]. To retain temporal
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Table 1. Measurements of Pensim

Online measurement σnoise Online measurement σnoise

Time [h] — Dissolved oxygen [mmol/L] 6.667 · 10−3

Reactor volume [L] 5.556 · 10−2 Aeration rate [L/h] 1.389 · 10−2

Feed rate [L/h] 1.389 · 10−4 Agitator power [W] 2.778 · 10−2

Feed temperature [K] 2.778 · 10−2 pH [-] 2.778 · 10−3

Reactor temperature [K] 3.333 · 10−1 Base flow [L/h] 5.556 · 10−7

Cooling water flow [L/h] 1.389 · 10−1 Acid flow [L/h] 5.556 · 10−8

Offline measurement σnoise

Penicillin concentration [g/L] 1.860 · 10−2

information after synchronization, time is added as a 12th measurement. After
synchronization, the batch phase has a length of 101 samples while the fed-batch
phase is 502 samples long.

Measurement noise on the online measurements and the penicillin concentra-
tion is simulated by Gaussian noise with zero mean and standard deviation as
listed in Table 1. The measurement error on the penicillin concentration corre-
sponds to an error of approximately 1%.

5.2 Study 1: Single Input Change

In a first case study, it is investigated how well the final quality of a batch with
one change in feed rate can be predicted from batches where the change in feed
rate occurs at another moment. If not all MV switch times must be included in
the training set, the number of test runs for identification can be reduced.

Batches with a single change in substrate feed rate are simulated. All batches
start at the nominal feed rate of 0.06 g/L at the start of the fed-batch phase.
The feed rate is adjusted upwards or downwards 5% to 0.057 g/L or 0.063 g/L
after 150h, 175h, 200h, 225h, 250h, 275h, 300h, 325h, 350h, 375h or 400h. The
simulation is run 20 times for each step direction and change time for a total of
440 batches with a single feed rate adjustment. In addition, 20 batches without
feed rate changes are simulated.

In case 1A, the model is trained on the 20 batches without feed rate changes
and the 40 batches with changes in feed rate occurring after 150h of operation. To
take the time-varying process dynamics into account, the training set is expanded
in cases 1B (150h, 200h), 1C (150h, 250h), 1D (150h, 300h), 1E (150h, 350h)
and 1F (150h, 400h). Cases 1D* (150h, 225h, 300h) and 1E* (150h, 250h, 350h)
include a third set of MV changes halfway the time range of cases 1D and 1E.

5.3 Study 2: Multiple Input Changes

The second case study investigates how well the batch-end quality of batches
with multiple changes in feed rate is predicted from batches with a single change
in feed rate occurring at different decision times. Using batches with only a single
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Table 2. Overview of available batches for study 2

Training Validation

Case 2A nominal ±5% @ 150h, ∓5% @ 250h
±5% @ 150h ±5% @ 150h, ±0% @ 250h
±5% @ 250h

Case 2B nominal ±5% @ 175h, ∓5% @ 275h
±5% @ 175h ±5% @ 175h, ±0% @ 275h
±5% @ 275h

Case 2C nominal ±5% @ 200h, ∓5% @ 300h
±5% @ 200h ±5% @ 200h, ±0% @ 300h
±5% @ 300h

Case 2D nominal ±5% @ 175h, ∓5% @ 200h
±5% @ 150h ±5% @ 175h, ∓5% @ 250h
±5% @ 300h ±5% @ 175h, ∓5% @ 275h

±5% @ 200h, ∓5% @ 250h
±5% @ 200h, ∓5% @ 275h
±5% @ 250h, ∓5% @ 275h

Case 2E nominal ±5% @ 175h, ±0% @ 200h
±5% @ 150h ±5% @ 175h, ±0% @ 250h
±5% @ 225h ±5% @ 175h, ±0% @ 275h
±5% @ 300h ±5% @ 200h, ±0% @ 250h

±5% @ 200h, ±0% @ 275h
±5% @ 250h, ±0% @ 275h

change in feed rate instead of testing (almost) all possible combinations of MV
changes greatly reduces the number of test runs needed for model identification.

Different combinations of training and validation patterns are investigated,
as listed in Table 2. The model for batch-end quality prediction is trained on
batches with a single change in feed rate each but occurring at different times for
different batches. The validation batches exhibit multiple changes in feed rate at
the moments also used for model training (cases 2A-2C) or at times inside the
time range used for training (cases 2D and 2E). All validation patterns have a
5% change up or down in the feed rate at the first switch time. The first type
of pattern (±5% ∓ 5%) switches from +5% (above nominal) to −5% (below
nominal) or from −5% to +5% at the second switch time (i.e., a total change
of 10% in feed rate at the second switch time). The second type of validation
pattern (±5% ± 0%) returns to the nominal feed rate (i.e., a 5% change in
feed rate). Each feed rate change pattern is simulated 20 times, resulting in 100
training and 80 validation batches in cases 2A-2C. Case 2D and 2E have 100
and 140 training batches, respectively, and 480 validation batches.

6 Results and Discussion

A model is suited for online batch optimization and control if it accurately pre-
dicts the final batch quality at an early stage of the batch. Therefore, the model
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Table 3. Final prediction accuracy for batches with a single change in the feed rate.
Crossvalidation results are listed between parentheses for the training batches.

MSE·104

1A 1B 1C 1D 1E 1F 1D* 1E*
Change time (R = 4) (R = 4) (R = 3) (R = 3) (R = 3) (R = 4) (R = 3) (R = 3)

nominal ( 5.99) ( 5.02) ( 4.65) ( 5.38) ( 9.40) ( 22.27) ( 5.16) ( 6.99)
±5% @ 150h ( 2.99) ( 2.58) ( 3.05) ( 3.31) ( 8.27) ( 22.99) ( 3.32) ( 6.07)
±5% @ 175h 6.93 4.87 4.79 5.72 9.26 31.73 4.47 6.31
±5% @ 200h 5.77 ( 3.82) 3.55 5.19 10.89 32.84 4.32 6.97
±5% @ 225h 6.10 3.65 3.23 3.99 7.94 25.77 ( 3.37) 3.96
±5% @ 250h 10.35 5.32 ( 3.67) 5.53 10.47 32.90 4.35 ( 5.07)
±5% @ 275h 8.13 6.20 5.31 4.45 7.75 23.76 4.38 5.84
±5% @ 300h 10.75 7.68 6.22 ( 4.97) 6.20 20.49 ( 4.93) 3.47
±5% @ 325h 13.92 14.66 14.40 10.08 5.70 12.31 10.93 7.21
±5% @ 350h 31.74 31.77 29.85 24.14 ( 13.73) 17.90 24.36 ( 16.67)
±5% @ 375h 69.87 74.39 76.17 67.70 47.24 31.70 69.30 54.66
±5% @ 400h 108.98 116.08 119.92 107.35 85.80 ( 46.28) 109.49 95.91

Training ( 3.99) ( 3.56) ( 3.62) ( 4.39) ( 10.68) ( 32.16) ( 4.06) ( 8.94)
Interpolation — 4.87 3.86 4.98 8.32 25.49 4.38 5.63

performance is evaluated via two indices in each case study. The first measure
is the accuracy of the offline prediction of the batch-end quality, i.e., the model
quality prediction after batch completion. If the model is unable to correctly
estimate the final quality based on measurements of the entire batch, it cannot
be used for online control and optimization. The second performance indicator
is the convergence of the online estimate to the batch-end quality measurement.
A model that only provides accurate estimates very late in the batch is again
not useful for online control.

6.1 Study 1: Single Input Change

Final Prediction Accuracy. Table 3 lists the crossvalidation MSE for the
training batches and validation MSE for the validation batches for different
combinations of MV change times. In case 1A, the average crossvalidation MSE
for the training batches is 3.99 · 10−4. The validation batches exhibit higher
MSE values. As the change in feed rate occurs later in the batch, the prediction
accuracy degrades. For the batches with change times between 175h and 325h,
the MSE gradually worsens. Once the MV change time reaches 350h, a very fast
increase in MSE is observed.

Figure 1 compares the predicted and measured penicillin concentrations for
the batches with a feed rate change after 400h; the crossvalidation results for
the training batches are added for reference. From this plot, it is clear there is a
systematic model mismatch: the process dynamics identified after 150h are not
valid at the later stages of the batch. This is corroborated in Figure 2, where
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Fig. 1. Predicted vs. measured final penicillin concentration for training batches and
batches with change in feed rate after 400h for case 1C

the average evolution of the penicillin concentration over time is depicted. (This
is available from the simulator, but not measurable.)

As can be seen in Figure 2(a), an increase in feed rate initially slows down the
production of penicillin because the extra available substrate inhibits production
and stimulates biomass growth. Once the substrate concentration is again low
enough, penicillin production resumes at an increased rate due to the higher
biomass concentration. By contrast, a feed rate decrease after 150h initially
speeds up penicillin production owing to the lower inhibition. The lower substrate
concentration also slows down biomass growth, eventually offsetting the initial
production increase. A decrease in feed rate increases production if the batch
were terminated between samples 225 and 425, while an increase in feed rate is
advantageous for batch durations longer than 425 samples.

This behavior is not observed for the batches with feed rate changes after 350h
in Figure 2(b): both an in- and decrease of the feed rate initially lead to a lower
penicillin concentration, clearly illustrating the change in process dynamics.

For cases 1B-1F, the average MSE for the validation batches where the change
in feed rate occurs inside the time range used for training is indicated in the
last row of Table 3 (“Interpolation”). The validation performance of the time-
interpolated batches is in line with the crossvalidation results for the training
batches. For the batches located outside of the training range, the prediction
performance gradually degrades as the change time of the feed rate is located
farther from the training time range.

The change in process dynamics for the batches where the feed rate is changed
after 350h or later is also seen in the higher crossvalidation MSE for cases 1E
and 1F compared to cases 1A-1D.

The dynamics of the batch process are better captured by including the inter-
mediate MV changes in the training set, as evidenced by the slighty lower MSEs
for cases 1D* and 1E* when compared to cases 1D and 1E.
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(a) (b)

Fig. 2. Evolution of the average penicillin concentration over time, for feed rate changes
after (a) 150h and (b) 350h

(a) (b)

Fig. 3. Deviation of the online prediction from the final quality for (a) the time-inter-
polating validation batches in case 1C, and (b) the ±5%± 0% batches in case 2D

These results imply that batch-end quality for the time-interpolating batches
in this study can be predicted accurately from the training batches. Time ex-
trapolation of the MV change is detrimental for prediction performance. It is
concluded that the amount of test batches for model identification can be re-
duced because not all MV switch times must be included in the training set.

Online Convergence. In each of the cases in this study, the final quality is
estimated online using TSR (Section 3) for all validation batches to assess the
quality of the online estimate. Figure 3(a) depicts the deviation of the online
batch-end quality prediction from the final quality measurement for the time-
interpolating validation batches in case 1C (i.e., with feed rate changes after
175h, 200h, or 225h). The solid black line indicates the median observed devia-
tion, the dashed black lines indicate the empiric 95% prediction interval. Similar
plots are obtained for the time-interpolating batches in the other cases.

From this plot, it is concluded that the online estimate quickly converges:
after less than 100 samples (i.e., before the start of the fed-batch phase), the
deviation of the estimate from the final lab measurement is typically not larger
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Table 4. Final prediction accuracy for batches with multiple changes in the feed rate
for. Crossvalidation results are listed between parentheses for the training batches.

MSE·104

2A 2B 2C
Pattern (R = 3) (R = 3) (R = 3)

nominal ( 4.65) ( 5.01) ( 5.38)
±5% @ t1 ( 3.05) ( 4.34) ( 4.72)
±5% @ t2 ( 3.67) ( 5.38) ( 5.13)

±5% @ t1, ∓5% @ t2 6.98 43.12 88.76
±5% @ t1, ±0% @ t2 6.04 4.05 5.41

2D 2E
Pattern (R = 3) (R = 3)

nominal ( 4.16) ( 5.16)
±5% @ 150h ( 3.32) ( 3.32)
±5% @ 225h — ( 3.37)
±5% @ 300h ( 4.93) ( 4.93)

±5% @ 175h, ∓5% @ 200h 5.79 5.08
±5% @ 175h, ∓5% @ 250h 5.58 5.38
±5% @ 175h, ∓5% @ 275h 24.84 27.51
±5% @ 200h, ∓5% @ 250h 4.67 4.45
±5% @ 200h, ∓5% @ 275h 14.27 16.12
±5% @ 250h, ∓5% @ 275h 3.31 3.40
±5% @ 175h, ±0% @ 200h 3.78 3.45
±5% @ 175h, ±0% @ 250h 6.00 5.71
±5% @ 175h, ±0% @ 275h 3.62 3.48
±5% @ 200h, ±0% @ 250h 4.26 3.83
±5% @ 200h, ±0% @ 275h 8.40 7.63
±5% @ 250h, ±0% @ 275h 4.91 4.55

than 0.05 g/L. This prediction accuracy is comparable to the accuracy of the
offline quality estimates. Furthermore, the deviation of any single batch only
changes slowly over time, resulting in a stable prediction. Hence, the batch-end
quality prediction is suited for online batch control and optimization.

Summary. MPLS models can be used to predict the final quality of time-
interpolating batches with the same accuracy as for the training batches. The
online estimate of the final quality for these batches quickly converges towards its
final value. It is, therefore, concluded that not all possible decision times for the
MV must be included in the training set. This substantially reduces the amount
of test runs and represents a major advantage for practical implementation.

6.2 Study 2: Multiple Input Changes

Final Prediction Accuracy. The (cross)validation MSE values for cases 2A-
2E are listed in Table 4. In most cases, the validation performance for the batches
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with a 10% change in feed rate at the second switch time (±5%∓ 5%) is worse
than that for the batches returning to the nominal feed rate (±5%± 0%). The
MSE for the ±5% ± 0% batches is in line with the training results, while the
MSE for the ±5% ∓ 5% batches is an order of magnitude higher in cases 2B
and 2C. These results are not unexpected because the training batches do not
exhibit 10% changes in feed rate.

It is concluded that an MPLS model trained on batches with a single change
in feed rate can accurately predict the final quality of batches with multiple
changes in feed rate, provided the changes in feed rate are not larger than those
used for model identification.

Online Convergence. Figure 3(b) displays the median deviation (solid line)
and 95% empiric prediction interval (dashed lines) of the online estimate of the
batch-end quality for the ±5% ± 0% batches in case 2D, computed with TSR.
The ±5%± 0% batches in the other cases yield similar plots.

As in the first study (Section 6.1), the online quality estimate converges to-
wards its final value in less than 100 samples. The online prediction accuracy is in
line with the offline accuracy. In cases 2D and 2E, a small bias of the estimates
exists. Nevertheless, the 95% prediction interval is approximately symmetric
around zero. No bias is observed in cases 2A-2C (results not shown).

It is concluded that the MPLS model identified on batches with a single change
in feed rate is suited for online batch control and optimization of batches with
multiple changes in feed rate.

Summary. In this case study, it was concluded that an MPLS model identified
on batches with a single change in feed rate can accurately predict the batch-end
quality of batches with multiple time-interpolating changes in feed rate both off-
and online. However, the magnitude of the feed rate changes in the new batches
should not be bigger than the magnitude of the feed rate jumps used for model
identification. Hence, not all possible combinations of MV changes must be tested
before training a suitable model for batch control and optimization.

7 Conclusions

Recently, a procedure for optimization of the final quality of a batch process
was proposed by McCready [17]. The methodology changes the manipulated
variables at three decision times during the batch. True online batch control and
optimization, however, requires control actions every few time points. While
forming an interesting starting point, McCready’s methodology is not directly
applicable for online optimization because it involves a full factorial design for
model identification. This very large number of tests poses a major problem for
practical implementation and industrial acceptance.

This paper investigated whether all possible decision times and/or combina-
tions of changes of the manipulated variables must be present in the training
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data. Accurate batch-end quality predictions for batches not present in the train-
ing tests greatly reduce the number of training tests by avoiding factorial design
for identification.

Two case studies were performed. The first study concluded that the final
quality of batches with manipulated variable switch times not present in the
training data could be accurately predicted if the switch time for the new batch
was located inside the time range used for training. The second case study showed
that predictive models trained on batches with a single change in feed rate can
also accurately predict the final quality of batches with multiple MV changes.

It is concluded that (i) not all possible control times and (ii) not all possible
combinations of changes in the manipulated variables must be included in the
training set. Instead, a limited set of test batches suffices for model training.
This is a valuable result for practical (industrial) implementation and acceptance
because the amount of test batches needed is reduced: a (full) factorial design
of training batches is not required.

Future work consists of (i) the extension of this study towards other magni-
tudes of the MV changes, (ii) the derivation of mathematical criteria for deter-
mining the optimal number of manipulated variable switch times in the training
set, and (iii) the validation of the results on more complicated MV patterns and
other processes.
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Abstract. We present a pattern-based solution risk model for assess-
ing risk of incurring a cost-overrun in Strategic IT Outsourcing (SO)
by the SO provider based on historical deals and their corresponding
cost overruns. The approach is based on finding co-occurring patterns of
solution elements and cost-overrun elements, i.e., elements that had to
be implemented as not foreseen in the project planning phase. In order
to find such co-occurring patterns we apply closed itemset-mining aug-
mented with item cost information and build corresponding association
rules with risk information. Such rules can be used by project managers
of SO contracts to minimize the gap between the proposed and imple-
mented solutions. In experiments, conducted on a sample of deals of a
multi-national SO provider, we show the applicability of the framework
for predicting significant cost-overruns. The introduced model is a gen-
eral solution risk model for service delivery, whose task is to minimize the
gap between proposed and implemented service elements by the provider
based on historical deals.

1 Introduction

The Strategic ITOutsourcing also just calledStrategic Outsourcing (SO) is broadly
defined as a process undertaken by an organization (SO client) to contract-out or to
sell the organizations IT assets, staff and/or activities to a third party supplier (SO
provider) who in exchange provides and manages IT assets and services for mon-
etary return over an agreed period of time [7]. In this contractual relationship the
SO provider assumes responsibility of one ormore IT functions [8]. An outsourcing
arrangement can be either tactical or strategic. An outsourcing is tactical when it is
focused on solving a particular problem. Strategic outsourcing, on the other hand,
emphasizes an alignment with the SO client’s long-term strategies.

The most common reasons for outsourcing IT are financial (reducing costs,
obtaining immediate cash, replacing capital outlays with periodic payments),
technical (improving the quality of IT, gaining access to new and/or proprietary
technology), strategic (focusing on core activities, facilitating mergers and acqui-
sitions, specialized firms can more easily attract highly skilled professionals that
are in short supply) and political motives (dissatisfaction with internal IT de-
partment, regarding IT as support function, desire to follow trends). Therefore,
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firms usually outsource their IT for achieving a combination of these benefits
[7,13,2]. Thus, for many organizations, the goal of SO is to obtain access to the
best possible technology at the lowest possible cost.

We now introduce fundamental concepts related to SO. A Project is a tem-
porary (short term) tactical endeavor undertaken to produce a unique objective
(product or service), within a specified scope. A SO contract usually involves
the following projects (phases):

1. Engagement, where the client is engaged in negotiations as part of which the
client gives some limited access to the existing infrastructure to the provider.
Based on pre-contract Due Diligence project (investigation of the client’s
business) the provider defines and creates the transition and transformation
solution and the corresponding cost case. The engagement ends with contract
signing.

2. Transition, where the provider is granted a full access to the existing client’s
infrastructure and based on the actual evidence defines a detailed set of so-
lution elements to transform the client’s IT infrastructure. Thus, the aim
of the transition project is to take over the clients service at the service
commencement date. Conducted activities include: transfer of in-scope staff,
validation of the services baseline environment, knowledge transfer from the
client, set-up of a management system, workplace logistics and implemen-
tation of any interim processes and tools necessary to enable the take-over.
The transition consists of a standard set of services that should typically be
completed within 3-4 months. During the transition period, the provider de-
livers the services on a Business as Usual (BAU) basis (the normal execution
of standard functional operations within an organization).

3. Transformation, where the actual transfer of client’s IT infrastructure to
the provider takes place. Thus, the transformation, implements the plans,
processes and tools necessary to transform the services to meet the steady
state service level agreements and productivity rates as committed in the
contract. A distinction is made between a standard and a special transfor-
mation that may include projects that were started and not-completed by
the client before the contract signing.

4. Steady State Delivery, where after the transformation the service level reaches
the contracted objectives and the role of the provider is to provide necessary
maintenance to the transferred infrastructure.

A Project Portfolio is a business view of projects either internal or external,
that share specific common characteristics and are viewed as a group for man-
agement purposes. Thus, portfolio is the set of hardware, software or services
offerings solutions or engagements within a business area that addresses a market
segment. Project Portfolio Management is an approach to managing a business
that groups projects based on their alignment and contribution to specific busi-
ness objectives. Project delivery organizations focus on achieving the objectives
of their particular projects within a portfolio. The portfolio manager focuses on
making decisions concerning the content and performance of the portfolio as the
whole.
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Fig. 1. Phases of the strategic IT outsourcing contract

Figure 1 shows a graphical representation of the SO contract life cycle. A
standard solution consists of the following service elements: (I) hardware; (II)
software; (III) customer service (e.g., a help desk) and (IV) labor (solution trans-
formation and standardization). An important term is Repeatable Model that is a
template from a repository related to labor (e.g., for a middleware installation).

While most of the previous research on risk modeling in SO focused on the
client’s side of the SO contract [14,9], we focus on the provider’s side and analyze
the problem of risk associated with cost-overruns, where in practice it turns
out that implemented (delivered) solutions differ from proposed (contracted)
solutions as a result of missing or under-costed solution elements in the contract.
In particular, the objective of our research is to design a system that minimizes
the gap between proposed and implemented solutions based on risk estimation
given lessons learned from previous deals.

From the point of view of analyzing cost-overruns mainly two types of doc-
uments are of interest: (I) Cost case, created during the engagement phase,
that provides a list of solution elements with cost information and (II) Project
change requests (PCRs) created during the transition and transformation (T&T)
phases, where a PCR is created whenever an update to the cost case in terms
of a solution element is needed to carry out the project. Thus, cost-overruns
are directly represented by PCRs and by comparing them with the cost case we
can asses how much a proposed solution missed the actual contractual require-
ments. Thus, from the data mining point of view we compare solution elements
with cost-overrun elements deal-wise by mining correlated itemsets and building
predictive rules with risk information.
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1.1 Overview of the Method

Table 1 presents a collection of deals with corresponding sets of solution elements
and Table 2 presents the same collection of deals with corresponding sets of cost-
overrun elements, where a 1/0 in a respective column means presence/absence of
the corresponding attribute respectively. Let Si denote the i-th solution element
and Ri the corresponding cost-overrun element. Thus, Si and Ri refer to the same
i-th service element in the same underlying service alphabet (catalog) offered by
the provider. For example, Si corresponds to a server in the solution and to
evidence a change in price at the time of the service delivery, Ri is created in
the T&T phase. Thus, a presence of a cost-overrun element Ri (e.g., referring
to a solution element “server”) may indicate the following two failures in the
contract depending on the presence of Si: (I) if Si is present in the cost case
then it means that the server was under-costed and (II) if Si is not present in
the cost case then it means that the server was missing but turned out to be
needed at the time of the implementation.

Table 1. A collection of proposed solu-
tion elements of the deals, where Si is a
solution element

Deal Id S1 S2 S3 . . . Sn

1 1 0 0 . . . 0
2 1 0 0 . . . 0
3 0 0 0 . . . 1
4 0 0 0 . . . 1
5 1 0 0 . . . 0

Table 2. A collection of cost-overrun el-
ements, where element Ri corresponds to
solution element Si

Deal Id R1 R2 R3 . . . Rn

1 0 1 1 . . . 0
2 0 1 1 . . . 0
3 1 0 0 . . . 1
4 1 0 0 . . . 1
5 0 1 1 . . . 0

By comparing Tables 1 and 2 deal-wise we can discover two patterns, where
items are positively correlated: (S1, R2, R3) that occurs in 3 out of 6 deals and
(Sn, R1, Rn) occurs in 2 out of 6 deals. Furthermore, the conditional proba-
bilities P (R2, R3|S1) = 1 and P (R1, Rn|Sn) = 1. Thus, we can construct two
positive association rules S1 ⇒ (R2, R3) and Sn ⇒ (R1, Rn) that can be used
for predicting cost-overrun elements given solution elements in future deals.

Rule S1 ⇒ (R2, R3) means that a presence of S1 in the proposed solutions
was frequently followed by cost-overruns on (R2, R3) in T&T phases, where S1

was not under-costed (no cost-overrun element R1) but (R2, R3) were missing in
the corresponding solutions (no solution elements S2 and S3). This rule suggests
that in future deals if S1 is part of a proposed solution then S2 and S3 should
be also included.

Rule Sn ⇒ (R1, Rn) means that a presence of Sn in proposed solutions was
followed by cost-overruns on (R1, Rn) in T&T phases, where Sn was under-
costed (has a corresponding cost-overrun element Rn) and R1 was missing in
the corresponding solutions. This rule suggests that in future deals if Sn is part
of a proposed solution then it should be higher costed and R1 should also be
part of the solution.
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There is also a negatively correlated pattern (S1,¬R1,¬Rn), where ¬Ri means
absence (not) Ri and P (¬R1,¬Rn|S1) = 1 leads to a negative association rule
S1 ⇒ (¬R1,¬Rn) [16]. Such negative rules can be useful for identifying sets of
solution elements that generate small cost-overruns.

Table 3 summarizes the cases of causal relationships between solution elements
and the corresponding cost-overrun elements. Clearly, the case Si = 0, Ri = 1,
means that Si was missing in the proposed solution. The case Si = 1, Ri = 0,
means that although the cost case for Si was done accurately, Si may be involved
in two sub-cases (I) it may cause cost-overruns on other components (e.g., data
center relocation usually involves overruns on network hardware) so it is useful
for prediction and (II) it does not cause overruns on other elements in which
case it may be used as a template of proper (minimal) costing/solution (e.g., a
significant pattern consisting of only solution elements).

Table 3. Possible deal-wise causal relationship between solution elements and corre-
sponding cost-overrun elements

Si Ri Description

0 1 Si was not proposed but Ri occurred during the T&T phase of the deal
1 0 Si was proposed but Ri did not occur during the T&T phase of the deal
1 1 Si was proposed and Ri occurred during the T&T phase of the deal

meaning Si was under-cost.

Consider again rule S1 ⇒ (R2, R3), where P (R2, R3|S1) = 1 and assume,
for simplicity, that every cost-overrun element has a unit cost 1 USD. Then on
average (R2, R3) in Table 2 costs 2 USD per deal. This leads to the average
risk of a cost-overrun as a result of proposing solution element S1 that equals to
P (R2, R3|S1)× 2 = 2 USD.

Thus, we are interested in rules of the form [(solution element X) ⇒ (overrun
element Y ),P (Y |X), Risk(Y |X)]. For example, given a rule

[DataCenterRelocation ⇒ LAN/WAN, 1, 6.3 · 106]
in historical data, we can predict that if DataCenterRelocation is part of solu-
tion in a new deal then it will incur an overrun on LAN/WAN with probability
1, leading to Risk = 6.3 million USD.

We build the pattern-based solution risk model as follows: (I) we discover sig-
nificant co-occurrence relationships between solution and cost-overrun elements
and (II) we build predictive risk models and templates of proper solutions (min-
imum risk). Once the model is built we can use it to learn significant rules from
the past deals and/or to filter rules relevant to solution elements of a new deal
in order to assess the risk implied by the proposed solution elements.

1.2 Related Work and Contributions

The most related work to ours is [3] that proposed a case study in IT-operational
risk measurement in the context of a network of Private Branch Exchanges
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(PBXs). The approach relies on preprocessing and data mining tasks for the
extraction of sequential patterns and their exploitation in the definition of a
measure called expected risk.

The contributions of our work are as follows: (I) it provides the first pattern-
based solution risk model for strategic IT outsourcing and (II) it introduces a
general solution risk model for service delivery, whose task is to minimize the
gap between the proposed and implemented service elements by the provider
based on historical deals.

The paper is organized as follows. Section 2 provides foundation of our work,
Section 3 presents details of the proposed pattern-based solution risk model
for strategic IT outsourcing, Section 4 presents experiments on SO data of a
multinational SO provider.

2 Foundations

In this section we review important concepts that the necessary to explain our
framework.

2.1 Itemset Mining

Let A = {a1, a2,. . . , a|A|} be a set of items (alphabet). A subset I ⊆ A,
where I = {a1, a2,. . . , a|I|} is called an itemset or element and is also de-
noted by (a1, a2,. . . , a|I|), where |I| denotes the size of the set. Thus, I is a
subitemset of A and A is the superitemset of I. Given a collection of itemsets
D = {I(1), I(2), . . . , I(|D|)} (a multiset of sequences) the support (frequency)
of an itemsets I, denoted by supD(I), is defined as the number of itemsets
I(i) ∈ D that contain I as a subset. The relative support (relative frequency)

rsupD(I) = supD(I)
|D| is the fraction of itemsets that contain I as a subset. Given

a relative support threshold minRelSup an itemset I is called a frequent itemset
if rsupD(I) ≥ minRelSup. The problem of frequent itemset mining is to find
all frequent itemsets in D given minRelSup. An itemset I is called a frequent
closed itemset if none of its frequent superitemsets has the same support. Thus,
mining closed itemset reduces the number of discovered patterns and provides a
more compact representation.

Table 4 presents an example collection of itemsets, where for minRelSup =
0.5, I = (a1, a2) is a frequent itemset, where supD(I) = 0.5 and it is contained
in itemsets: id = 0, 3. One of the most efficient algorithms for finding frequent
closed itemsets is [12].

Given an itemset I an itemset rule or itemset association rule is defined as
an implication of the form X ⇒ Y where X , Y ⊆ I and X ∩ Y = ∅. The sets of
itemsets X and Y are called antecedent (left-hand-side or LHS) and consequent
(right-hand-side or RHS) of the rule respectively. The confidence (conditional
probability) of a rule is defined as follows
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Table 4. A collection of itemsets

id itemsets

a1 a2 a3 a4

0 1 1 0 0
1 0 1 1 0
2 0 0 0 1
3 1 1 1 0

confD(X ⇒ Y ) =
supD(X ∪ Y )

supD(X)
= P (Y |X), (1)

whereX∪Y means that both X and Y are present, i.e., supD(X∪Y ) = supD(I).
For example, rule (a1, a2) ⇒ a3 has confidence equal to 0.25/0.5 = 0.5 in

Table 4.

2.2 Significance Measures

Although mining closed itemsets reduces the number of discovered patterns that
number may still be too large for appropriately low value of the minimum rela-
tive support threshold minRelSup. Therefore, different measures of significance
(strength of correlation between items) have been proposed for itemsets (see [15]
for a review). In [4] a maximum entropy model for itemsets was presented, that
does not suffer from the empty itemset phenomenon.

In general given two itemsetsX and Y there are the following three correlation
relationships between them

1. P (Y |X) = P (Y ), then Y and X are independent
2. P (Y |X) > P (Y ), then Y is positively dependent on X , and X ⇒ Y is a

positive association rule
3. P (Y |X) < P (Y ), then Y is negatively dependent on X and X ⇒ ¬Y is a

negative association rule (or ¬Y is positively dependent on X)

Using confidence P (Y |X) alone is not enough to determine significance of X ⇒
Y because of the following case. Consider Table 5, where even though P (Y |X) =
1 and P (Y ) = 3

4 the rule is not interesting. We can fix the problem by requiring
that P (X |Y ) is comparable to P (Y |X) as in Table 6. This observation leads to
all-confidence rule-wise significance measure [10] defined as follows

allConfidence(X ⇒ Y ) = min{P (Y |X), P (X |Y )}. (2)

Thus, (2) leverages the rank of rules where the antecedent and consequent occur
exclusively together.

All-confidence can be generalized to itemset-wise significance measure as fol-
lows

allConfidence(I) = min
ai∈I

{
sup(I)
sup(ai)

}
, (3)



62 R. Gwadera

Table 5. Even though the items are pos-
itively correlated, where P (Y |X) = 1,
P (Y ) = 3

4
the rule is not interesting since

P (X|Y ) = 1
3

X Y

0 0
1 1
0 1
0 1

Table 6. An interesting rule, where
P (Y |X) = 1, P (Y ) = 3

4
but P (X|Y ) = 1

X Y

0 0
1 1
1 1
1 1

where the right hand side of (3) computes the confidence of the least favorable
rule (when |X | = 1). Thus (3) leverages the rank of items that frequently co-
occur.

Once significant itemsets are found using (3) they are used for generating rules
for a given minimum confidence thresholdminConf . Such rules can be generated
level-wise using the fact that if for a rule X ⇒ Y , P (Y |X) < minConf then
clearly for any rule X ′ ⇒ Y , where X ′ ⊂ X P (Y |X ′) < P (Y |X) [1]. Another
condensed representation are mini-max association rules [11].

3 Pattern-Based Solution Risk Model

The problem of building the pattern-based solution risk model is defined as
follows.

Let AS be the alphabet of solution elements and AR the alphabet of cost-
overrun elements.

Let S = {S(1), S(2), . . . , S(n)} is a collection of tuples of size |S|, where each

S(i) has the following attributes: (I) deal id S
(i)
j .deal id = i; (II) set of solution

elements S(i) = {S(i)
1 , S

(i)
2 , . . . , S

(i)

n(i)}, where S(i)
j ∈ AS and (III) cost of the j-th

solution element S
(i)
j .cost.

Let R = {R(1), R(2), . . . , R(n)} is a collection of tuples of size |R|, where each

R(i) has the following attributes: (I) deal id R
(i)
j .deal id = i; (II) set of overrun

elements R(i) = {R(i)
1 , R

(i)
2 , . . . , R

(i)

m(i)}, where R
(i)
j ∈ AR and (III) cost of the

j-th overrun element R
(i)
j .cost.

Given:

– collection of deal-wise sets of solution elements of previous deals S
– collection of deal-wise sets of overrun elements of previous deals R
– set of solution elements S ′ ⊆ AS of the current deal.

Task: find a set of association rules

[X ⇒ Y,Risk(Y |X)],

where X ⊆ S ′.
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Note that AS and AR refer to the same underlying service alphabet but
we use the two alphabets to distinguish the service elements referring to solu-
tion elements from the cost-overrun elements for the purpose of itemset mining
framework that uses one underlying alphabet of items.

3.1 Deal-Wise Aggregation of Cost-Overrun Elements

Since the same service element may be a subject to several cost-overruns cor-
responding to multiple tuples (Ri, Ri.cost) in the same deal, we aggregate such
tuples deal-wise by creating a tuple (Ri,

∑
Ri∈R Ri.cost) for the corresponding

deal in R. The reason for the aggregation is to convert the data to the itemset
transaction model for itemset mining.

Table 7 presents an example of such an aggregated table R, where we also
show an industry attribute. Now in order to build a risk model it is useful to
compute an average cost per deal for an itemset of cost-overrun elements. Let
AvgCostD(I) be the average cost of an itemset in database D computed as
follows

AvgCostD(I) = 1

supD(I)
∑

I′∈S,I⊆I′

∑
i∈I,i∈I′

cost(i). (4)

As an example consider itemsets (R1, R5) and (R2, R3) in Table 7, where
AvgCostR(R1, R5) =16.3 and AvgCostR(R2, R3) = 5.

Table 7. An example of a table R where costs of multiple elements Ri are deal-wise
aggregated

Deal Id Industry R1 R2 R3 R4 R5

1 banking 10 0 0 0 7
2 health 0 3 2 0 0
3 banking 9 5 0 0 8
4 health 0 4 1 0 0
5 manufacturing 0 0 5 5 0
6 banking 8 0 0 0 7

Let V arCostD(I) be the variance of the cost of an itemset in database D
defined as follows:

V arCostD(I) = 1

supD(I)
∑

I′∈S,I⊆I′

∑
i∈I,i∈I′

(cost(i)−AvgCostD(I))2 . (5)

Given V arCostD(I) we can design a ranking function called normalized average
cost that ranks itemsets with respect to homogeneity of the average cost defined
as follows:

normAvgCostD(I) = AvgCostD(I)
1 +

√
V arCostD(I)

. (6)

Thus (6) leverages rank of itemsets that have homogeneous (small fluctuation)
average costs.
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3.2 Risk and Normalized Risk

Let P (Y |X) be a conditional probability, where X ⊆ I, Y ⊆ I and X ∩ Y = ∅.
Then clearly the risk Risk(Y |X) can be expressed as follows

Risk(Y |X) = P (Y |X) ·AvgCost(Y ). (7)

As a ranking method for selecting the most actionable rules we use normalized
risk defined as follows

normRisk(Y |X) = P (Y |X) · normAvgCost(Y ), (8)

where normalized risk leverages rank of rules involving small fluctuations (small
variance) of the cost values.

3.3 Pruning Redundant Patterns

We prune redundant patterns (patterns having the same semantic information
and similar significance rank) by removing a pattern s if there exits another
pattern s′ such that s ⊆ s′, allConfidence(s) > allConfidence(s′) and

allConfidence(s)− allConfidence(s′)
allConfidence(s′)

< pruningThreshold, (9)

where we set pruningThreshold = 0.05, meaning s is contained in s′ and the
rank of s is not significantly greater than the rank of s′ so s is redundant [6].

3.4 Algorithm for Building the Pattern-Based Risk Model

Input:

– minimum support threshold minRelSup
– minimum conditional probability threshold minConf and
– minimum all-confidence threshold minAllConf
– minimum risk threshold minRisk
– collection of deal-wise solution elements S and corresponding cost-overrun

elements R.

The algorithm proceeds as follows:

1. Join S and R on deal id attribute, i.e., C = S �deal id R
2. Obtain the set of frequent closed itemsets of C
3. Find all frequent patterns I ∈ F in C, such that X ∪ Y = I where:

(a) X is a subset of solution elements in S
(b) Y is a subset of overrun elements in R
(c) prune insignificant patterns allConfidence(I) ≥ minAllConf
(d) prune redundant patterns using Equation (9)

4. Generate actionable association rules, of the form: [X ⇒ Y,Risk(Y |X)],
where P (Y |X) ≥ minConf and Risk(Y |X) ≥ minRisk

5. Rank the rules with respect to normRisk(Y |X).



Pattern-Based Solution Risk Model for Strategic IT Outsourcing 65

4 Experiments

We conducted experiments on a collection of cost case and PCR data of a multi-
national SO provider.

The solution elements and cost-overrun elements in the data set are organized
into a Service Catalog (SC), that is the standard hierarchical list of services
provided by the provider to customers in SO. SC is represented with a tree of
height three, where every service element is characterized by three levels of nodes
starting from the most general to the most specific as follows: (I) Service: nodes
at level 1; (II) ServiceSegment: nodes at level 2 and (III) ServiceElement:
nodes at level 3. Figure 2 presents a fragment of the subtree, where Service is
equal to DataNetworkServices, ServiceSegment is equal to Installation and
SeriviceElement (leaf) is equal to Hardware and Software correspondingly.
In the experiments we used the ServiceSegment level with alphabet of size 50
as a trade-off between alphabet specificity and representation in the data set
in order to guarantee a formation of representative frequent patterns. Thus,
using Service would mean the smallest and the most general alphabet with
large representation while using ServiceElement would mean the largest and
the most specific alphabet with sparse representation.

Installation

Service

ServiceSegment

Hardware ServiceElement

DataNetworkServices

Software

Fig. 2. Example of a Service Catalog hierarchy (left) and the corresponding level names
(right)

The main purpose of the experiments was to demonstrate examples of action-
able association rules between solution elements and cost-overrun elements in
Section 4.2. However, since we had only 97 deals we also show some correlations
between the cost-overrun elements themselves in Section 4.1.

4.1 Correlated Cost-Overrun Elements

The purpose of finding correlations between cost-overrun elements was to dis-
cover potential patterns that my establish right hand sides in rules involving
solution elements. We start by presenting the top-10 most frequent cost-overrun
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Table 8. Top-10 most frequent cost-overrun elements with their frequency and risk

Element P (Y ) Risk(Y )$

1 TransitionManagementService 5.05e-01 2.82e+06
2 OverallTechnicalTransition 2.58e-01 1.53e+06
3 LAN/WAN 2.47e-01 6.96e+05
4 TransitionManagement 2.27e-01 2.11e+06
5 StandardTransformation 2.06e-01 1.57e+06
6 OtherProjects 2.06e-01 8.96e+05
7 HelpdeskTransition 1.75e-01 1.93e+05
8 TransitionManagerProjectSupportServices 1.65e-01 2.84e+05
9 CustomTransformation 1.44e-01 1.81e+06
10 ServerSecurityCompliance 1.34e-01 1.22e+06

elements with their frequency and risk in Table 8, where the most frequent pat-
tern corresponds to cost-overruns in labor.

Table 9 presents the top-10 most correlated overrun patterns, ranked with
respect to the all-confidence measure, that were discovered for minRelSup =
0.03. Thus, Table 9 suggests that since the most correlated patterns are of size
two we should not expect lengthy consequents of the rules in Section 4.2.

Table 9. Top-10 most correlated cost-overrun elements ranked with respect to the
all-confidence measure

Pattern P (Y ) Risk(Y )$ allConfidence

1 ServerNTIntelAdministration
SecurityMgtServerLogicalAccess 6.19e-02 5.33e+05 5.00e-01

2 GroupwareServicesTransition
SecurityMgtServerLogicalAccess 6.19e-02 7.44e+05 5.00e-01

3 ServerConsoleOperations
Security 3.09e-02 1.27e+05 4.29e-01

4 ProcessandProceduresManual
TransitionArchitect 3.09e-02 4.54e+04 4.29e-01

5 TransitionArchitect
LAN/WAN 1.03e-01 1.25e+06 4.17e-01

6 TransitionArchitect
TransitionManagement 9.28e-02 5.56e+05 4.09e-01

7 CustomTransformation
StandardTransformation 8.25e-02 9.16e+05 4.00e-01

8 SecurityServerLogicalAccess
AssetManagementAndTracking 5.15e-02 1.73e+05 3.85e-01

9 GroupwareServicesTransition
AssetManagementAndTracking 5.15e-02 9.74e+04 3.85e-01

10 TransitionManagerProjectSupportServices
LAN/WAN 9.28e-02 5.06e+05 3.75e-01
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4.2 Correlated Solution and Overrun Elements

We used the following parameters for building the pattern-based solution risk
model: minRelSup = 0.3, minConf = 0.75, minAllConf = 0.33, minRisk =
0.1e+06 and we ranked the rules with respect to the normalized risk value. Table
10 presents the resulting rules involving solution and cost-overrun elements.

Table 10. Example of discovered rules X ⇒ Y for minRelSup = 0.3, minConf =
0.75, minAllConf = 0.33, minRisk = 0.1e + 06 and ranked with respect to the
normalized risk, where X is a set of solution elements and Y is a set of cost-overrun
elements.

ID X (solution elements) Y (overrun elements) P (Y |X) Risk(Y |X) P (X,Y )

1 DataNetwork, OverallTechnical- 0.75 0.6e+06 0.3
EndUserServices, TransitionManager
ServiceSpecificInfrastructure,
Server

2 Transition, HelpdeskTransition, 0.75 0.57e+06 0.3
ServiceSpecificInfrastructure, TransitionManagement-
Server CrossService,

LAN/WAN

3 TransformationManagement, TransitionManagement- 0.75 0.56e+06 0.3
AccountManagement, GlobalServiceDelivery
AssetServices,
ServiceSpecificInfrastructure,
TransitionBase,
Server

4 EndUserHelpdesk, AssetManagementAnd- 0.75 0.3e+06 0.3
LeadAccountManagementDeal, TrackingHardware,
AccountManagement, HelpdeskTransition
AssetServices,
ServiceSpecificInfrastructure,
TransitionBase,
Server

5 Conclusions and Extensions

We presented a new pattern-based risk model for strategic IT outsourcing based
on frequent closed itemset mining and association rule mining. In experiments,
conducted on a sample of deals of a multinational SO provider we showed the
applicability of the framework for predicting significant cost overruns based on
solution elements.

The introduced pattern-based solution risk model is a general solution risk
model for service delivery, whose task is to minimize the gap between proposed
and implemented service elements by the provider based on historical deals. For
example, consider a construction company that performs building renovation
services in which case it is very important to design a realistic cost case that
takes into account possible risks.
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There are many extensions of the current framework including: (I) adding
multi-level association rules [5] of the service catalog in order to discover inter-
esting cross-level rules; (II) designing a relevant measure of interestingness for
cross-level rules; (III) adding negative association rules [16] to identify sets of so-
lution elements that generate the smallest overruns; (IV) quantizing/classifying
the cost values into a number of categories by relating them to the total contract
value, etc. and (V) adding client attributes (e.g., industry, number of employees,
location) together with solution elements.

We envision building a system to support project managers in SO contracts in
properly designing the cost case. Thus, given a set of proposed solution elements
as the input the system would find relevant rules. The appeal of the multi-
level association rules given the service catalog from Figure 2 would be to deal
with sparseness of the data. Thus, the system would start from the lowest level
(largest alphabet) and if no significant frequent itemsets were found because of
the sparse alphabet then the system would move to the next upper level in the
hope of finding frequent siginifcant itemsets.
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Abstract. The ongoing astounding growth of text data has created an enormous 
need for fast and efficient text mining algorithms. Traditional approaches for 
document representation are mostly based on the Bag of Words (BOW) model 
which takes a document as an unordered collection of words. However, when 
applied in fine-grained information discovery tasks, such as mining semantic re-
lationships between concepts, sorely relying on the BOW representation may 
not be sufficient to identify all potential relationships since the resulting associ-
ations based on the BOW approach are limited to the concepts that appear in the 
document collection literally. In this paper, we attempt to complement existing 
information in the corpus by proposing a new hybrid approach, which mines 
semantic associations between concepts across multiple text units through in-
corporating extensive knowledge from Wikipedia. The experimental evaluation 
demonstrates that search performance has been significantly enhanced in terms 
of accuracy and coverage compared with a purely BOW-based approach and  
alternative solutions where only the article contents of Wikipedia or category 
information are considered. 

Keywords: Knowledge Discovery, Semantic Relatedness, Cross-Document 
knowledge Discovery, Document Representation. 

1 Introduction 

With the explosive growth of text data and growing demand for high-quality text 
mining algorithms, document representation and semantic relatedness computation 
approaches are increasingly crucial. Traditionally text documents are represented as a 
Bag of Words (BOW) and relatedness between concepts are measured based on statis-
tical information from the corpus such as the widely used tf-idf weighting scheme 
[12, 14]. Recently, [5, 12] introduced an interesting text mining scenario focusing on 
detecting links between two concepts across multiple documents. Typically, the un-
covered links involving concepts A and B have the following meaning: find the most 
plausible relationship between concept A and concept B assuming that one or  
more instances of both concepts occur in the corpus, but not necessarily in the same 
document. For example, both may be football lovers, but maybe mentioned in differ-
ent documents. However, the techniques proposed in [5, 12] were all built under the 
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assumption of BOW-based representation, and thus demonstrating their inherent limi-
tations. For example, the detected links are limited to the associations occurring in the 
document collection; any potential relationships not appearing in the corpus cannot be 
discovered even though they are closely related to two concepts of interest. The se-
mantic relatedness computing methods used in [5, 12] were mainly based on statistic-
al information collected from the corpus and no background knowledge has been 
taken into account. 

To alleviate all such limitations, this work proposes Semantic Path Chaining 
(SPC), a new model to uncover semantic paths between concepts with a focus on 
taking background knowledge into consideration. The approach proposed here is 
based on the method proposed by Srinivasan’s closed text mining algorithm [13] in 
the biomedical domain, but we extend it to handle a more complicated query scenario 
where multiple-stage semantic paths are desired and also attempt to incorporate Wiki-
pedia knowledge to enrich document representation. Motivated by the Explicit Se-
mantic Analysis (ESA) technique introduced by Gabrilovich et al. [2], which was able 
to use the space of Wikipedia articles to measure the semantic relatedness between 
fragments of natural language text, we develop a hybrid approach and weighting 
scheme that combines the advantages of ESA and content based statistical analysis.  
Another distinct difference from the original ESA method is that [2] only focused on 
document-level textual analysis through mapping a given text fragment or term to a 
conceptual vector space spanned by all Wikipedia articles, whereas here we extend 
this technique by considering other valuable evidences from Wikipedia such as cate-
gories associated with each Wiki concept to further improve the semantic relatedness 
estimation between concepts. 

Our contribution of this paper can be summarized as follows. First, compared with 
traditional methods mostly based on the BOW representation, the proposed technique 
is able to provide a much more comprehensive knowledge repository to support vari-
ous queries and effectively complements existing knowledge contained in text corpus. 
Over 5,000,000 Wikipedia articles and more than 700,000 Wikipedia categories are 
considered to help measure the semantic relatedness between concepts. Therefore the 
relationships revealed are not limited to those appearing in the document collection 
literally. Also we observe for connections between rare concepts where we have little 
knowledge about them, the relationships discovered are often more than one level of 
transitivity and most of them cannot be uncovered unless integrating the knowledge 
from Wikipedia. Second, besides content analysis on Wikipedia articles, the new 
solution also integrates other valuable information, such as Wiki categories, as an 
effective aid in providing a better modeling of semantic relatedness estimation (based 
on the assumption that two concepts that share more common categories may have a 
closer relationship), and thus being able to boost linking concepts that are more close-
ly related to topics of interest to higher rankings. We envision this integration would 
also benefit other related tasks such as question answering and cross–document sum-
marization. Third, the discovered potential relationships have been greatly enriched 
by including intermediate concepts (linking terms) derived from Wikipedia, and for 
these newly identified connections not appearing in the text corpus, we further intro-
duce a pruning and validation step through an application of a sequence of devised 
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heuristics. Last, to demonstrate the effectiveness of our new model, a significant 
amount of queries covering various scenarios were conducted, evaluated, and  
compared against the BOW based baseline. We have also further evaluated the per-
formance of using our adapted ESA method, the approach only incorporating  
the Wikipedia category information, as well as the solution combining both of the 
above two resources, respectively. The experiments demonstrate the significant im-
provement achieved by our proposed method over the original ESA method and other 
alternative solutions. 

This paper is organized as follows: Section 2 describes related work. Section 3 in-
troduces our new semantic relatedness computation measures. In Section 4, we dis-
cuss the new model of mining semantic relationships between concepts incorporating 
Wikipedia knowledge in detail. Experimental results are presented and analyzed in 
Section 5. Section 6 concludes this work and describes future directions. 

2 Related Work 

Most of existing text mining algorithms for capturing relationships between concepts 
have built on the traditional Bag-of-Words representation and significant efforts have 
been paid to content analysis of document collections with no or little background 
knowledge being taken into account [12, 14, 15], thus resulting in a limited discovery 
scope. To alleviate such problems, there has been work recently reported on exploring 
methods of utilizing external knowledge to assist in the discovery tasks. Bollegara et 
al. [1] developed an approach for semantic relatedness calculation using returned page 
counts and text snippets produced by a Web search engine. Mehmet Ali Salahli [9] 
proposed another Web oriented method that calculated semantic relatedness between 
terms using a set of determiners (special words that are supposed to be highly related 
to terms of interest). However, the performance of these approaches highly relies on 
the generated outputs from search engines and has not reached the satisfying level. 
WordNet based approaches are another direction to approach this problem, especially 
in handling synonym, hyponymy/hypernymy relations. Hotho et al. [4] exploited 
WordNet to improve the BOW text representation and Martin [6] developed a method 
for transforming the noun-related portions of WordNet into a lexical ontology to en-
hance knowledge representation. Scott and Matwin [10] proposed a new representa-
tion of text based on WordNet hypernyms. These WordNet-based techniques have 
shown their advantages of improving the tradition BOW based representation to some 
degree but suffer from relatively limited coverage of Wordnet compared to Wikipe-
dia, the world’s largest knowledge base to date. Gabrilovich et al [3] applied machine 
learning techniques to Wikipedia and proposed a new method to enrich document 
representation from this huge knowledge repository. Specifically, they built a feature 
generator to identify most relevant Wikipedia articles for each document, and  
then used concepts corresponding to these articles to create new features. The experi-
mental evaluation showed great improvements across a diverse collection of datasets.  
However, with the process of feature generation so complicated, a considerable  
computational effort is required. 
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In terms of improving semantic relatedness computation using Wikipedia, Milne 
[7] proposed a Wikipedia Link Vector Model (WLVM) for this purpose. However, 
only the hyperlink structure of Wikipedia and article titles were extracted to compute 
semantic relatedness between query terms, without any analysis of textual contents of 
Wikipedia articles. Gabrilovich et al. [2] presented a novel method, Explicit Semantic 
Analysis (ESA), for fine-grained semantic representation of unrestricted natural lan-
guage texts. Using this approach, the meaning of any text can be represented as a 
weighted mixture of Wikipedia-based concepts (articles), called an interpretation 
vector [2]. [2] also discussed the problem of possibly containing noise concepts in the 
vector, especially for text fragments containing multi-word phrases (e.g., multi-word 
names like George Bush). Our proposed solution is motivated by [2, 7] and to tackle 
the above problems, we adapt the ESA technique to better suit our task and further 
develop a sequence of heuristic strategies to filter out irrelevant terms and retain  
only top-k most relevant concepts to the given topics. Moreover, other than content-
based statistical information of Wikipedia articles being incorporated, other valuable 
evidence sources provided by Wikipedia, such as categories associated with each 
concept, are also combined into our final concept ranking scheme. The detailed  
experimental results and comparisons will be presented in section 5. 

3 Semantic Path Chaining 

Semantic Path Chaining (SPC) is attempting to mine semantic paths between two 
concepts (e.g., two person names) across documents incorporating Wikipedia know-
ledge. We propose to use the features extracted from text corpus, as well as the rela-
tionships discovered from Wikipedia to construct semantic paths which stand for 
potential conceptual connections between them. 

3.1 Ontology Mapping and Semantic Profile Representation 

To detect semantic relationships between topics of interest, we first represent each 
topic as a semantic profile which is essentially a set of highly related concepts to the 
given topic in the corpus. To further differentiate between the concepts, semantic type 
(ontological information) is employed in profile generation. Table 1 illustrates part of 
semantic type - concept mappings. Thus each profile is defined as a vector composed 
of a number of semantic types. 

Table 1. Semantic Type - Concept Mapping 

Semantic Type Instances 
Human Action attack, killing, covert action, international terrorism 

Leader vice president, chief, governor 
Country Iraq, Afghanistan, Pakistan, Kuwait 

Diplomatic Building consulate, pentagon, UAE Embassy 

Government 
Bush administration, white house, national security 

council 

Person 
deputy national security adviser, chairman, execu-

tive director 
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1 2( ) { , ,..., }i nprofile T ST ST ST=  (1)

Where iST  represents a semantic type to which the concepts appearing in the topic-

related text snippets belong. We used sentence as window size to measure relevance 
of appearing concepts to the topic term. Under this representation each semantic type 
is again referred to as an additional level of vector composed of a number of terms 
that belong to this semantic type. 

,1 1 ,2 2 ,{ , ,..., }i i i i n nST w m w m w m=  (2)

Where jm  represents a concept belonging to semantic type iST , and ,i jw  represents 

its weight under the context of iST  and sentence level closeness. When generating 

the profile we replace each semantic type in (1) with (2). In (2), to compute the 
weight of each concept, we employ a variation of the TF*IDF weighting scheme and 
then normalize the weights: 

, , ,/ ( )i j i j i lw s highest s=  (3)

Where 1,2,...,l r=  and there are totally r concepts for iST , 

, , * ( / )i j i j js df Log N df= , where N  is the number of sentences in the collection, 

jdf is the number of sentences concept jm occurs, and ,i jdf  is the number of  

sentences in which topic T and concept jm  co-occur and jm  belongs to semantic 

type iST . By using the above three formulae we can build the corresponding profile 

representing any given topic. 
To summarize, the procedure of building semantic profiles for a given topic T of 

interest is composed of the following four steps: 

1. Concept Extraction: extract all potential concepts from the document collection 
which co-occur with the topic T in the sentence level. 

2. Semantic Type Employment: each concept will be associated with and grouped 
under one or more semantic types (e.g., Human Action, Country, Person) which it 
belongs to. 

3. Weight Calculation: for each concept, a variation of the TF*IDF scheme is used to 
calculate its weight (as shown in Formula 2). 

4. Weight Normalization: within each semantic type, the concept weights are further 
normalized by the highest concept weight observed for the semantic type as given 
in Formula 3, and then ranked according to the normalized weights.  

3.2 Chaining Semantic Paths 

In this step, we search potential conceptual connections in different levels, and  
use them to construct semantic paths linking two given topics (concepts). Suppose A 
and C are two given topics of interest, the algorithm of generating semantic paths 
connecting A to C from the text corpus is composed of the following sequential steps: 
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1. Conduct independent searches for A and C. Build the A and C profiles. Call these 
profiles AP and CP respectively. 

2. Compute a B profile (BP) composed of terms in common between AP and CP. The 
corpus-level weight of a concept in BP is the sum of its weights in AP and CP. 
This is the first level of intermediate potential concepts generated from the text 
corpus. 

3. Expand the semantic paths using the created BP profile together with the topics to 
build additional levels of intermediate concept lists DP and EP which (i) connect 
the topics to each concept in BP profile in the sentence level within each semantic 
type, and (ii) also normalize and rank them (as detailed in section 3.1). 

4 Mining Semantic Relationships between Concepts 
Incorporating Wikipedia Knowledge 

4.1 Wiki-article Content Based Measure 

To utilize Wikipedia knowledge to complement existing information in the document 
collection, we adapt the Explicit Semantic Analysis (ESA) technique proposed  
by Gabrilovich et al. [2] as our underlying content-based measure for analyzing  
Wikipedia articles relevant to the given topics of interest. Under this measure, each 
article in Wikipedia is treated as a concept, and each document is represented by an 
interpretation vector containing related Wikipedia concepts (articles) to the document. 

1( ) ( , ),..., ( , )nd as d a as d aφ =< >  (4)

Where ( , )ias d a  represents the association strength between document d  and Wi-

kipedia article ia . Suppose d  is spanned by all words appearing in it, i.e., 

1 2, ,..., jd w w w=< > , the association strength ( , )ias d a  is computed as follows: 

( , ) ( ) ( )
i

j

i d j a j
w d

as d a tf w tf idf w
∈

= ⋅  (5)

Where ( )d jtf w  is the frequency of word jw  in document d , and ( )
ia jtf idf w  is 

the tf idf  value of word jw  in Wikipedia article ia . As a result, the vector for a 

document is represented by a list of real values indicating the association strength of a 
given document with respect to Wikipedia articles. By using efficient indexing strate-
gies such as single-pass in memory indexing, the computational cost of building these 
vectors for a given term (or text fragments containing multiple terms) can be reduced 
to within 200-300 ms. 

As discussed above, the original ESA method [2] is subject to the noise concepts 
introduced, especially when dealing with multi-word phrases. For example, when the 
input is “George Bush”, the generated interpretation vector will contain a fair amount 
of noise concepts such as “That’s My Bush”, which is actually an American comedy 
television series. This Wikipedia concept (article) is selected and ranked in the second 
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place in the list because “Bush” occurs many times in the article “That’s My Bush”, 
but obviously this article is irrelevant to the given topic “George Bush”. In order to 
make the interpretation vector more precise and relevant to the topic, a sequence of 
heuristics is devised to clean the vector as shown in Figure 1. More specifically, a 
modified Levenshtein Distance algorithm is devised to measure the relevance of the 
given topic to each Wikipedia concept generated in the interpretation vector with a 
single word as a unit for allowable edit operations, which allows the adapted algo-
rithm to be used to compute the similarity between any two text snippets. If the topic 
contains only one word, then the number of its occurrences in the corresponding Wi-
kipedia article will be used for judgement. If it occurs more than three times, this 
article is viewed as relevant to the given topic and is kept in the interpretation vector. 
If the topic contains multiple words, we will view each word as if it were a character 
and employ our adapted version of the Levenshtein distance algorithm to evaluate the 
relevance of the topic to the article text. If their Levenshtein distance is under the 
defined threshold, the article is viewed as relevant. Otherwise, it will be removed 
from the interpretation vector. 

 

Fig. 1. Interpretation vector cleaning procedure 

After the cleaning step, we are able to use the resulting interpretation vectors  
for computing similarities between any two concepts. In our context of mining associ-
ations between two topics, say A and C, we compute the Cosine similarity between 
the interpretation vectors of topic A and each concept Vi in the intermediate BP  
profile, as well as between topic C and each concept Vi, and take the average of two 
Cosine similarities as the overall similarity for each concept Vi in BP profile. 

4.2 Wiki-Category Based Measure 

Human edited categories associated with each Wiki concept (article), another valuable 
resource provided by Wikipedia, have also been integrated to better serve this task. 
Based on the assumption that those concepts (articles) sharing similar categories  
may be closer to each other in terms of semantic relatedness, a Wikipedia category  
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Fig. 2. Category Overlaps of the Concepts in the Interpretation Vectors of “Distributed  
Computing,” “Cloud Computing” and “Software Engineering” 

interpretation vector has been built for each desired Wiki concept and the semantic 
relatedness between two concepts of interest is determined by the percentage of 
common categories shared by the two corresponding category interpretation vectors.  

Formally, suppose the interpretation vector for article ia  is 1 2, ,...,i mV p p p=< > , 

where ip in iV represents a Wiki page (or article) that is relevant to ia , then article 

ia  can be further represented as a Category Space Vector (CSV) as follows spanning 

the Wikipedia category space. 

,1,1 1,1 ,2,1 2,1 ,1, 1, ,2, 2,( ) , ,... ,..., , ,...i i i i m m i m mCSV a w c w c w c w c=<< > < >>  (6)

Where ,x yc  represents category xc  that yp  in iV  belongs to, and , ,i x yw  is the 

weight for ,x yc . To calculate , ,i x yw , we count the number of sub-vectors within 

( )iCSV a  in which ,x yc  appears, and then normalize it: 

, ,
, ,

, ,( )
i x y

i x y
i d y

w
w

highest w
=  (7)

Where 1,2,...,d r= and there are totally r  categories in Wikipedia. The semantic 
relatedness between two Wikipedia concepts (articles) can then be computed by the 
Cosine similarity between their corresponding CSVs. Figure 2 shows the categories 
built for three concepts: “Distributed Computing,” “Cloud Computing” and “Software 
Engineering.” The produced semantic relatedness between “Distributed Computing” 
and “Cloud Computing” is 0.715, 0.094 between “Distributed Computing” and  
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“Software Engineering”, and 0.151 between “Cloud Computing” and “Software  
Engineering”. This is consistent with our understanding that "Distributed Computing” 
and “Cloud Computing” are more semantically closely related while both further 
away from “Software Engineering. 

4.3 Final Weighting Scheme 

A final ranking for each concept generated in the intermediate profiles is calculated 
by linearly combining its TFIDF-based similarity, content-based similarity and cate-
gory-based similarity together as below: 

1 2 1 2(1 )overall TFIDF content categoryS S S Sλ λ λ λ= ⋅ + ⋅ + − − ⋅  (8)

Where 1λ  and 2λ  are two tuning parameters that can be adjusted based on the prefe-

rence on the two similarity schemes in the experiments. TFIDFS  refers to the similarity 

computed using the traditional BOW model, and contentS  and categoryS  refer to the simi-

larities computed using the content based measure and category based measure re-
spectively. 

4.4 The New Model of Mining Semantic Relationships 

After defining the semantic relatedness measures between concepts, we are presenting 
now the new solution for building semantic paths between concepts. Suppose A and C 
are two given topics of interest, with Wikipedia knowledge incorporated in our mod-
el, we are able to leverage Wiki concepts to enrich the relationships (i.e., not limited 
to those occurring in the document collection literally). Thus the generated links 
would be an integration of relationships identified from the text corpus as well as 
from Wikipedia knowledge. The process can be summarized as the following major 
steps and is further illustrated in Figure 3. 

1. Build ESA-based interpretation vectors for A and C. Employ the cleaning proce-
dure illustrated in Figure 1 to remove noise concepts in the generated interpretation 
vectors. The concepts that survived after cleaning are ordered according to their as-
sociation strength as described in Section 4.1, and will be serving as potentially 
novel connections between topics A and C. 

2. Enrich the generated BP profile with newly identified Wiki concepts (represented 
by the corresponding Wikipedia article titles) by merging the cleaned interpretation 
vectors for topics A and C. The weight of each newly identified Wiki concept in 
BP is the sum of its association strengths in the cleaned interpretation vectors for 
topics A and C. 

3. Go through the same procedures as in the above two steps to enrich DP and  
EP profiles that contain the intermediate concepts connecting the topics to each  
concept in BP profile. 
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Fig. 3. The new model of mining semantic relationships 

4. The BP profile is further enriched by considering relevant Wiki categories that  
the newly identified Wiki concepts (articles) belong to. The weight of each newly 
identified Wiki category in BP is the same as that of the corresponding Wiki  
concept. 

5. Go through the same procedure as in Step 4 to enrich DP and EP profiles with the 
newly identified relevant Wiki categories. 

5 Empirical Evaluation 

5.1 Processing Wikipedia Dumps 

Wikipedia offers free copies of the entire content in the form of XML files. It is an 
ever-updating knowledge base, and releases the latest dumps to interested users  
regularly. The version used in this work was released on April 05, 2011, which was 
separated into 15 compressed XML files and altogether occupied 29.5 GB after de-
compression. An open source tool MWDumper [8] was used to import the XML 
dumps into our MediaWiki database, and after the parsing process, we identified 
5,553,542 articles. 
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5.2 Evaluation Data 

An open source document collection pertaining to the 9/11 attack, including the pub-
licly available 9/11 commission report was used in our evaluation. The report consists 
of Executive Summary, Preface, 13 chapters, Appendix and Notes. Each of them was 
considered as a separate document resulting in 337 documents. The whole collection 
was processed using Semantex[11] and concepts were extracted and selected as 
shown in Table 1. A significant amount of query pairs selected by the assessors cover-
ing various scenarios [16] (e.g., ranging from popular entities to rare entities) were 
conducted and used as our evaluation data. 

5.3 Experimental Results 

Parameter Settings. As mentioned in Section 4.2, a combination of corpus-level 
TF*IDF-based similarity, Wiki-article content based similarity and category-based 
similarity is used to rank the intermediate concepts detected by the system. 

1λ  and 

2λ are two parameters that need to be tuned so that the similarities between concepts 

best match the judgements from our assessors. To accomplish this, we first built  
a set of training data composed of 10 query pairs randomly selected from the  
evaluation set, and then generated B profiles for each of them using our proposed 
method. Among each B profile, we selected the top 5 concepts (links) within  
each semantic type, and compared their rankings with the assessors’ judgements. The 
values of 1λ  and 2λ  were tuned in the range of [0.1, 1] and we observe the best per-

formance was achieved with 1 0.1λ =  and 2 0.3λ = . This setting was also used in our 

later experiments. 

Query Results. Tables 2 through 4 make a comparison between the search results of 
our baseline where the corpus-level TF-IDF based statistical information is used to gen-
erate chains without the involvement of Wikipedia and various Wiki-enabled models 
proposed in this work. Specifically, Table 2 shows the improvement achieved by  
integrating the Wiki-article content based measure over the baseline; Table 3 presents  
the result when the relevant Wiki categories are used to improve the discovery 
 
Table 2. The Effect of Integrating the Adapted ESA Technique (original ESA+  
Vector Cleaning) 

 
Baseline/Wiki-ESA 

S5 S10 S15 S20 S30 S40 

L1 
P 0.756/0.788 0.764/0.789 0.763/0.786 0.759/0.787 0.759/0.787 0.761/0.789 

R 0.440/0.618 0.538/0.721 0.576/0.763 0.593/0.793 0.624/0.826 0.644/0.849 

L2 
P 0.845/0.855 0.844/0.855 0.843/0.853 0.843/0.852 0.842/0.850 0.841/0.849 

R 0.528/0.575 0.573/0.622 0.608/0.659 0.633/0.683 0.657/0.706 0.676/0.723 

L3 
P 0.846/0.856 0.845/0.856 0.844/0.854 0.844/0.853 0.843/0.851 0.842/0.850 

R 0.530/0.575 0.573/0.620 0.608/0.658 0.634/0.681 0.657/0.705 0.676/0.722 

L4 
P 0.691/0.699 0.689/0.695 0.687/0.692 0.686/0.691 0.684/0.689 0.684/0.689 
R 0.392/0.413 0.513/0.534 0.587/0.610 0.638/0.661 0.690/0.713 0.720/0.744 
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Table 3. The Effect of Integrating Wikipedia Categories 

 
Baseline/Wiki-CSV 

S5 S10 S15 S20 S30 S40 

L1 
P 0.756/0.767 0.764/0.773 0.763/0.770 0.759/0.767 0.759/0.767 0.761/0.769 

R 0.440/0.589 0.538/0.694 0.576/0.738 0.593/0.759 0.624/0.793 0.644/0.816 

L2 
P 0.845/0.856 0.844/0.855 0.843/0.853 0.843/0.852 0.842/0.851 0.841/0.850 

R 0.528/0.580 0.573/0.628 0.608/0.663 0.633/0.687 0.657/0.710 0.676/0.728 

L3 
P 0.846/0.857 0.845/0.857 0.844/0.855 0.844/0.854 0.843/0.853 0.842/0.851 

R 0.530/0.580 0.573/0.627 0.608/0.662 0.634/0.686 0.657/0.709 0.676/0.727 

L4 
P 0.691/0.702 0.689/0.699 0.687/0.696 0.686/0.694 0.684/0.692 0.684/0.691 
R 0.392/0.422 0.513/0.547 0.587/0.622 0.638/0.673 0.690/0.725 0.720/0.755 

Table 4. The Effect of Integrating both ESA and Wikipedia Categories 

 
Baseline/Wiki-ESA-CSV 

S5 S10 S15 S20 S30 S40 

L1 
P 0.756/0.798 0.764/0.818 0.763/0.814 0.759/0.810 0.759/0.809 0.761/0.809 

R 0.440/0.648 0.538/0.840 0.576/0.880 0.593/0.898 0.624/0.929 0.644/0.949 

L2 
P 0.845/0.864 0.844/0.865 0.843/0.862 0.843/0.861 0.842/0.859 0.841/0.865 

R 0.528/0.625 0.573/0.679 0.608/0.713 0.633/0.736 0.657/0.758 0.676/0.727 

L3 
P 0.846/0.866 0.845/0.865 0.844/0.863 0.844/0.862 0.843/0.860 0.842/0.858 

R 0.530/0.625 0.573/0.676 0.608/0.710 0.634/0.734 0.657/0.756 0.676/0.772 

L4 
P 0.691/0.709 0.689/0.705 0.687/0.701 0.686/0.699 0.684/0.696 0.684/0.695 
R 0.392/0.443 0.513/0.570 0.587/0.645 0.638/0.696 0.690/0.748 0.720/0.778 

 
model; Table 4 demonstrates the overall benefit when both the Wiki article contents 
and Wiki categories are incorporated. The table entries can be read as follows: SN 
means we only keep the top N concepts within each semantic type in the searching 
results and LN indicates the resulting chains of length N. The entries in the three tables 
stand for the precision and recall values (P for precision and R for recall). It is easy to 
observe that the search performance has been significantly improved with the integra-
tion of Wikipedia knowledge, and the best performance is observed when both the 
Wiki article contents and categories are involved. 

We further use F measure−  to interpret the query results as a harmonic mean of 
the precision and recall. Figures 4 through 7 compare the search results graphically 
between the baseline and our new models in terms of F-scores for chains of different 
lengths. The X-axis indicates the number of concepts kept in each semantic type in 
the search results (

NS means the top N are kept), while the Y-axis indicates the F-
score. We can see that the achieved F-score continues to rise as we increase the num-
ber of top concepts kept in the search results, and the most significant upward trend 
was observed when the number of top concepts kept increased from 5 to 10. It is also 
obvious that our new model consistently achieves better performances for different 
lengths than the baseline solution, and the approach that integrates both the Wiki  
article contents and categories shows the most improvement. 
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Fig. 4. The result of length 1 Fig. 5. The result of length 2 
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Fig. 6. The result of length 3 Fig. 7. The result of length 4 

 

Table 5 shows newly discovered semantic relationships where linking concepts can 
only be acquired by integrating information from multiple documents or from  
Wikipedia knowledge (i.e., not contained in the existing document collection). For 
instance, for the query pair: “Atta :: dekkers,” two intermediate important persons 
connecting them were identified: “Mohammed_Atta_al_Sayed” was an Egyptian 
hijacker and one of the ringleaders of the September 11 attacks and “Marwan_al-
Shehhi” was the hijacker-pilot of United Airlines Flight 175, crashing the plane into 
the South Tower of the World Trade Center as part of the September 11 attacks. 
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Table 5. Instances of Enriched Semantic Relationships 

Query Pair Resulting Chain 

L2 (Length 2) 

abdel_rahman :: 

blind_sheikh 

abdel_rahman →ballistic_missile_threat_unite_state → blind_sheikh 

bush :: bin_ladin bush → east_africa_embassy_bombings →bin_ladin 

adel :: ffi adel → afghanistan → ffi 

marty_miller :: oakley marty_miller → unocal → oakley 

gore :: stephen_hadley gore → clarke → stephen_hadley 

alexis :: lloyd_salvetti alexis → janice_kephart_roberts → lloyd_salvetti 

donovan :: wall_street donovan → intelligence_group → wall_street 

L3 (Length 3) 

atta :: dekkers atta → mohammed_atta_al_sayed → marwan_al-shehhi → dekkers 

amal :: sudanese amal → bahrain → cia → sudanese 

karachi :: usama_asmurai karachi → june_14_terrorist_attack_outside_us_consulate_in_karachi → 

may_8_bus_attack_in_karachi → usama_asmurai 

binalshibh :: pistole binalshibh → fbi → minneapolis → pistole 

martha_stewart :: sau-

di_arabia 

martha_stewart → al-jawf,_saudi_arabia → khaled_of_saudi_arabia → 

saudi_arabia 

L4 (Length 4) 

kenya :: mohamed kenya → mihdhar_hazmi → afghanistan → shanksville → mohamed 

gore :: stephen_hadley gore → suicide_hijackings → white house → national_security_council 

→ stephen_hadley 

crawford :: khalilzad crawford → bill_clinton → afghan → depu-

ty_secretary_state_richard_armitage → khalilzad 

6 Conclusion and Future Work 

This paper proposes a new solution for mining semantic relationships between con-
cepts across multiple documents by taking extensive background knowledge from 
Wikipedia into consideration. Specifically, we focus on detecting cross-document 
semantic relationships between concepts where most of them cannot be uncovered by 
the traditional paradigm. We also go one step further by incorporating the knowledge 
from Wikipedia to help identify more potential relationships that do not occur literally 
in the existing document corpus. The experiments were conducted using a large set of 
queries covering various scenarios, and compared with a purely BOW-based repre-
sentation model, the original ESA method, and the approach only incorporating the 
Wikipedia category information. The results demonstrate the effectiveness of our 
proposed new hybrid solution combing all valuable resources and show the much 
broader and well-rounded coverage of significant relationships between concepts. 

Wikipedia provides some other valuable information resources which were not used in 
this study. For instance, each Wikipedia article contains plenty of anchor text links which 
may imply potential relationships between different articles. Also, the “redirect” links 
pointing to a specific article may indicate synonymy and be further helpful to semantic 
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relatedness computing. Moreover, the infobox templates provide a good chance to in-
crease the data quality using the ontology mapping technique. We will be exploring the 
usage of these resources and evaluating their performance in our future work. 
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Abstract. Independently from the nature of a project, process management 
variables like cost, quality, schedule, and scope are critical decision factors for a 
good and successful execution of a project. In software engineering, project 
planning and execution are highly influenced by the creative nature of all the 
individuals involved with the project. Thus, managing the risks of different 
project stages is a key task with extreme importance for project managers (and 
sponsors) that should be focused on control and monitoring effectively the 
referred variables, as well as all the others concerned with their context. In this 
work, we used a small “cocktail” of data mining techniques and methods to 
explore potential correlations and influences contained in some of the most 
relevant parameters related to experience, complexity, organization maturity 
and project innovation in Software Engineering, developing in a model that 
could be deployed in any project management process, assisting project 
managers in planning and monitoring the state of one project (or program) 
under its supervision. 

Keywords: Software Engineering, Project Management, Data Mining, Effort 
Estimation, Risk Management, and Project Success Classification. 

1 Introduction 

The lack of success has been a generic characteristic whenever they are related to new 
developments or just simple enhancements in information technology projects, 
particularly the ones related to software engineering. Is common in the majority of the 
projects, delivered all over the world, to closes affecting negatively one (or more) of 
the main project vectors: cost, duration, quality or scope. Several cases presented in 
studies and surveys, like the ones from KPMG in 1997 [1], the Standish Group in 
1995 [2], or more recently in 2009, the ratios in what we call unsuccessful are very 
high. In a 2009 published survey, the Standish Group concludes that just 32% of 
projects ended within costs, time and delivering all functionalities required. We can 
accept that this kind of surveys generates some controversy, but the overall 
conclusions are always the same: there are higher rates of cancelled projects, over 
budgeting, and schedule failover.  

The scope of this article is focused in project estimation process, since it yields 
some of the most important activities in project lifecycle, but normally, with low 
efficiency and highly neglected, being performed based on feeling, gusts or some 
other political factors. Since estimating should be based on a process, with quality 
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standards and a time consuming on benchmark analysis of the organization and 
market data, we easily understand why some project managers and there 
organizations neglected the process. Basically, this happens because the initial 
estimative represents one investment without consequent returns (e.g. proposals 
preparation), leading the organizations or IT departments to follow simplified 
procedures or eventually, skipped them, even when this is a subject highly referenced 
in project management methodologies, like Project Management Institute (PMI). PMI 
emphasizes this procedure as a main component to calculate cost, duration, and their 
relations to other components, like risk management [3]. It is important that the 
organizations introduce new procedures and models that are able to improve and 
facilitate the estimating process.  

This paper presents and discusses a data mining application process addressing the 
effort estimating activities on software engineering projects, with the objective to 
reach a project classification model and a project effort estimation model. This paper 
is organized into 3 more sections, namely: section 2 that exposes some relevant issues 
in project management activities; section 3 that presents and discusses the entire data 
mining process carried out; and finally, section 4 that presents some final remarks and 
conclusions, as well as a few future research lines. 

2 Augmenting Effectiveness on Project Management 

Having the ability to capture information, predict the uncertainty, estimate dimension 
and there eventual impacts, planning all activities, time and resources and then, 
monitoring and controlling accordingly, are the most important tasks to manage a 
project aiming its success. To accomplish this task, the manager should have practice 
and knowledge in several relevant domains like: planning, risk management, 
relationship management and communications, giving him the ability to plan in an 
accurate manner, capture the project situation and then acting proactively to take 
corrective actions and mitigation plans. In order to monitor and control the project it’s 
necessary to make some estimation. Usually, the first one happens at the planning 
stage, so during the execution phase it could be compared with reality and then, 
redoing or adjusting accordingly to the current situation of the project. This task is 
characterized by understanding and contextualizing the project scope and their 
characteristics as better as we can, producing a first estimation of effort, resources, 
duration, cost, defects, documents, and so on. Some other task that we highlight is the 
ability of the project manager and his team to capture and manage the scope.  

The scope volatility related to a software engineering project, follows contours of 
higher complexity than those characterized by a repetitive nature. Thus, their unique 
and non-repeatable nature, along with the team and the project sponsors creativity, are 
major challenges and a serious risk in the project execution, since incrementing the 
scope will directly impact the other project vectors: cost, quality and time. The risk of 
error in the estimation process, the risk management framework and its amendments, 
or the unpredictability of actions for each stakeholder, has a direct impact on the cost, 
on the quality and on the time of the project. So, during a software implementation 
with a high degree of risk regarding is intangible and creative nature, along the fact 
that good governance is characterized by a proper risk management, with a tight 
control of variables, it is important to use concepts and methods for data collection 
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and retention on analytical processing systems, making the data available to apply 
data mining techniques, designed to develop models for estimating and forecasting, 
assisting in the planning and in the risk assessment. Data mining allows us to deep our 
knowledge about project management, helping us to extract behavioural evidences 
from historical data, while understanding relations between them. It is recognized that 
some characteristics affects the team productivity, so new knowledge will bring direct 
benefits in the estimation process, assisting us on understanding the impacts on 
productivity as well in the detection and quantification of risks. The acquisition of 
new knowledge, or the simple confirmation of some ideas taken for granted, can bring 
to us clear benefits to improve estimates or predict future events, enhancing the 
management of the inherent risk and the uncertainty present on those type of projects. 

3 Mining Project Management Data 

3.1 Overview 

Project management is a highly complex activity that pushes several techniques and 
knowledge, focusing on extracting information from several objectives, deliverables 
and surrounded features, occurring on environments of constant uncertainty, being a 
continuous task of checking and acting. As already referred, this paper presents and 
discusses a data mining application process addressing the effort estimating on 
software engineering projects and also, methods to explore potential correlations and 
influences contained in some of the most relevant parameters related to experience, 
complexity, organization maturity or project innovation. Those methods could then be 
deployed in any project management process, assisting managers in planning and 
monitoring the state of one project or program under is supervision. Trying to assure a 
systematic approach for our work, we adopted and followed the CRISP-DM 
methodology [4]. First, we performed a research about the business related to the 
project management activities and to software engineering, attempting to understand 
the most important features, the environmental complexity and, trying to identify the 
most influencing characteristics on the project events and project risks across all 
phases, but specially, at planning and execution phases. 

3.2 Data Sets, Acquisition and Preparation 

We start data acquisition and preparation tasks extracting data from all the projects we 
considered with relevance to this study. Therefore, from 24000 projects available on 
our database, we selected only those whose purpose was related to application 
development or major enhancement applications development. It was further selected 
only those on a completed state, approved and available for metrics analysis. Thus, 
from the initial universe we extracted approximately 5000 projects. After this first 
step, we proceeded adding some more variables that arise from the junction with other 
tables presented in the database, such as type of industry, indicators of complexity, 
experience and project context, sizing, resources, etc. Later, other variables were 
incorporated, which resulted from the aggregation and transformation processes using 
some of the initial variables (totals for estimated values, indicators of failure, etc.). 
We explore the different variables, and by doing that, we detect that some of those 
(quantitative) variables did not show a normal distribution (figure 1). Thus, we opt for 
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the logarithm transformation. Three types of sizing were used on the projects, 
Function Points, that consists in a certified methodology for sizing application 
development, Lines of Code, representing the total number of lines coded to develop 
the application and “Others”. Since “Others” are very diffuse, not quite 
understandable and not comparable, we decided to discard all projects having size 
calculated only with this type, resulting in the final dataset with approximate 4000 
projects. We also detected missing values in several variables for some projects, what 
imposed several treatment acts.  
 

 
 

Fig. 1. Effort_Hours_Amount / Logarithm histogram 

The data set used contains a very broad representation in terms of geographic, 
technical and industry characterization. There are projects from more than 30 
different countries, with major focuses in North America, followed by Australia and 
Europe (figure 2). The data has a hide industry representation (figure 3), from 
manufacturing, transport, energy, finance and even government entities. However, we 
can assist to the prevalence of manufacturing and finance. We also noticed that most 
projects were managed using some project management methodology, however, 
almost 20% did not use any formal methodology. 

 

Fig. 2. Country Region frequency List 
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Fig. 3. Industry Type frequency List 

During the preparation phase, and to better understand our data, we also explore 
some correlations between different variables; however, we didn’t reach any significant 
correlation. We expected an immediate identification between sizing and effort, but 
ultimately the data showed very weak correlations, i.e., with Pearson correlation 
coefficient of 0.15 in relation to the functional size by ‘function points’ and 0.100 for 
the size in ‘lines of code’. A wide representation of different programming languages 
can explain this fact. As is known, the relationship between language and effort is large, 
so, it is difficult to find correlations standing before such representative data. This is 
indeed the problem associated to the estimation, i.e. the existence of large dispersion 
and great amplitude in the factors that affect the productivity. 

In a second attempt to demystify the foregoing, it was decided to perform an 
analysis on the correlation between effort and sizing for two types of programming 
language, having reached to values of significant Pearson correlations of 0,577 and 0, 
564. Notwithstanding the foregoing, there are some interesting correlations detected, 
but not surprising, such as:  strong correlation between the three variables of 
complexity classifiers - application innovation, technological innovation and BUS 
innovation; and also a strong correlation between some of the variables that classifies 
experience - computer experience, tools, language, methods and technology 
experience. There were a correlation of 0.988 between "FTE Amount" and "Effort 
Hours Amount". Being FTE (Full Time Equivalent) an expression used in business to 
summarize the total of man/months, then the correlation is completely acceptable. 
This conclusion allows us to reduce the dimensionality and complexity of the analysis 
by removing the variable "FTE Amount", not be considered in any following steps, in 
particular, at the mining tasks. It is more surprising to note the clear existence of a 
correlation between client complexity and the team complexity, holding a correlation 
of 0.388. This can show us that client as interference in how a manager constitutes his 
team, whether it is directly or inadvertently. Regardless the fact that we have not 
identified major surprises in the correlations, with the presence of very low rates, it is 
however possible to see differences in effort, for example, in the ratios between effort 
and sizing. To this end, we subdivide the data into three group types: 
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1) One group which sizing data was calculated according to FPA methodology. 
2) Another group which sizing data was calculated according to methodology of 

lines of code. 
3) A final group which sizing data was calculated using both methods. 
 
Thus, we proceeded for an average comparison, according to a diverse set of 
deterministic variables. The OneWay ANOVA [5] method was applied to compare 
the means, separating each sample according to the experience, the complexity, the 
innovation and the maturity classifiers (e.g. table 1). The different populations were 
then defined according to a pre-existing data characterizing the level of each project. 

Table 1. Populations characterized by experience in: project management, system, tools, 
programming language, methods, etc. 

Code Description 

1 Less Than 1 Year 

2 1 - 3 Years 

3 Greater Than 3 Years 

 
Before we go forward with the comparisons, there were some important 

preconditions to be verified for the feasibility of the chosen method. The first 
condition is to assure that the test variable is quantitative, which in our case the 
condition were guaranteed. Second, there must be a variable that defines the nominal 
groups. In our cases, all variables used are nominal and we can use the average 
function for each of its dimensions, thereby ensuring the suitability. In addition to the 
conditions set out above, it is still assumed that the variable under test follows a 
normal distribution, which was not the case. To be possible to go further, we decide to 
calculate a logarithm base 10 for both ratios, yielding so the tendency for the normal 
distribution, the desired condition for this test. Finally, to apply the OneWay ANOVA 
method is also assumed that there is an equality of variances in the different 
populations for the variable under study. For evaluating that condition we’ve 
performed a test of homogeneity of variances, which were defined by the following 
assumptions: 
 

- H0: Variances are equal. 
- H1: Some of the variance differs from other. 
- α = 0.05 (Alpha definition for the rejection of the null hypothesis). 

 
Looking at the Table 2 we reject the null hypothesis, i.e. that there isn’t equality of 
variances, since the value of Sigma is below the alpha (α). 

Table 2. Test for the Homogeneity of variance 

 Levene Statistic df1 df2 Sig. 

Ratio Effort by FP(LogB10) 9,894 6 2471 ,000 
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Given this situation, generally occurred in all tests with the populations used, we 
were forced to abandon the ANOVA test, being resorted to a more robust equality of 
means test, which is the test of Brown-Forsythe and Welch [6]. 

Table 3. Robust Tests of Equality of Meansb 

  Statistica df1 df2 Sig. 

Ratio Effort by  
FP(LogB10) 

Welch 36,078 6 313,308 ,000 

Brown-Forsythe 27,709 6 239,232 ,000 

a) Asymptotically F distributed. 

 
Since in all cases our sigma (which indicates the variability) was zero, then we 

reject the null hypothesis, i.e. there is no equality in the average ratios. Thus, in terms 
of overall conclusion, the presentation of different mean values between different 
populations, leads us to conclude that the variables under study interfere effectively in 
productivity, and in turn, the effort required to produce one function point or one line 
of code, so, they had been considered very important variables to use in testing 
techniques, which would lead to the classification and estimation. As an example, in 
Figure 4 we can see that the mean has a tendency to increase as the complexity of the 
team increases, so the more complex the team is, the lower the productivity index by 
lines of code or by Function Points.  

 

Fig. 4. Means comparison Chart: Team Complexity 

Looking the variables related to innovation, the findings are as expected, i.e., there is 
a clear increase in the ratios as there is a higher rate of innovation in the project. 
However, the variable related to the application innovation presented a quite interesting 
behaviour, since the tendency is reversed to the initial expected, which means that the 
ratio decreases when the application innovation increases, so, less effort is need to 
produce the same size in a more innovative application. However, it’s normally 
expected that teams struggle with some problems in innovative projects, negatively 
affecting their productivity. Perhaps this just occurs under the influence of programming 
languages, which modernization allows teams to deliver more functionality in less time! 
The trend found at the level of application innovation was also detected in the variables 
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characterizing the experience, no matter if occurs in the teams, about their system 
experience, language experience, or even in the project manager experience managing 
projects. Thus, this is a very important result, because it doesn’t confirms the general 
knowledge that the experience as a positive impact in the productivity. What is certain is 
the fact that this conclusion may be itself as one of the most important in this work, 
since the normal thought is contrary to the one found here. 

When we look to the ratios (Effort by FP or effort by LOC), separating the 
populations by organizational maturity (CMMI rating), we denote the benefit that a 
company can get by moving from a non-documented and possibly disorganized level 
(CMMI Level 1) to one with organizational evidences with use of standards. 
However, as the organization moves up the maturity, the impact in terms of 
productivity is achieved in a negative way. This may be caused by the existence of 
more bureaucracy, higher-level documentation. So, projects in organizations with 
higher maturity level turn out to be impacted by the amount and complexity of 
documents that have to bear, as well as the procedures for review and audit they are 
subjected.  

3.3 Classification and Estimation Efforts 

Considering that the target variable (Check_Sucess) was categorical binary and the 
fact that we are facing a world of mostly categorical or nominal data, we chose to 
apply two classification techniques: the C&RT classification and regression trees [7], 
and the C5.0 decision tree [8]. The initial universe of projects for the classification 
process integrated 3644 projects instances (after delete some cases to achieve 
balanced data set), containing a perfectly balanced data set of cases in which resulted 
in success or failure, remaining 1822 projects classified as failure instances. In order 
to ensure higher quality testing techniques, the data set was divided into three subsets, 
having respectively 35% for training data, 35% for test data, and 30% for validation 
data. Regarding the validation and for model quality evaluation purposes, we choose 
the misclassification error rate method [8]. In order to be able to perform the mining 
process, specifically the classification task, it was important to pre-characterize the 
target variable as to success or failure (see table 4). 

Table 4. Previously classification of: Success vs. Failure 

Pre-classify Value 
Success  1 
Failure 0 

 
With C&RT, the classification process was run in two modes: simple and 

advanced. In both cases, the results were the same, with a good ability to hit the 
projects targeted as success but with a high cost of misclassified cases for the ones 
considered with failure. Given the nature of the business, and expecting that this 
model help managers to anticipate risk situations in their projects, it is preferable a 
model that presents the best ability to classify failure to the detriment of those who 
had success. From the pre-classified cases of failure, the resulting output from this 
technique classified 1118 as success, corresponding to 61% of misclassification. 
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Regarding the poor results presented by this technique, it was no longer taken into 
account, not been used for any comparison step with other techniques. Next, we chose 
to train C5.0 decision tree using two modes, simple and advanced (as we did with 
C&RT). With this technique the situation was quite different, since there had been 
improvements in the classification rate, with the simple method achieving rates of 
58% in the classification of cases of failure and 70% of success, but we continue to 
consider ineffective and with unsatisfactory results for the most important cases, the 
ones classified as failure. Alternatively, and after several training sessions, the 
execution of the advanced mode were performed with the option of ‘pruning severity’ 
equal to 50, the ‘boosting’ option enabled for a number of five attempts and the 
‘cross-validation’ option also activated for a total of five folders with a minimum 
number of records by node of five. The advanced mode had a better ratio of good 
classifications, with a percentage of 65% accuracy on projects previously classified as 
failure, as we see on figure 5.  

 

Fig. 5. C5.0 Advance Mode: Classification Matrix 

For the estimating task, looking to estimate the project effort, we used multiple 
regression [9], neuronal networks [10] and CHAID decision trees [11]. In the first 
trainings performed we used the complete data set, having projects whose sizing was 
calculated in ‘functions points’ or ‘lines of code’. Since the results did not show a 
minimum quality required, we proceeded to split into two subsets, according to the 
method of sizing and due to time constraints it was decided to perform this task only 
for the universe of projects with the calculation of ‘function points’. By using as first 
method a multiple regression, we just intended to verify if we can achieve some 
improvements in the final results, comparing it to more advanced techniques, such as 
neuronal networks.  

 

Fig. 6. Multiple regression – evaluation 

To execute this technique, as the subsequent, the training was performed using the 
base variables, without any treatment, and then we always repeat the training using 
the size variables converted, in our case, to their logarithms or resulted from the min-
max standardization method intending to achieve a normal distribution (since all 
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quantitative variables had a left skewed distribution). The multiple regression 
technique demonstrated to be incapable to result in any model when executed with the 
variables converted. 

With neuronal networks we performed several training sessions, using several 
execution modes, several layers and neurons, presenting above the two with the best 
results obtained. In these two cases, the neuronal network was executed with the 
prune method [12], one with a simple mode and the other in advanced mode, using 
two layers, the first with three neurons and the second layer with seven neurons – Fig. 
7 presents the most important variables used to estimate the effort. This figure has 
been extracted from the one reached with prune advance mode and it result in a 
simple model, with less number of variables, which is quite important for 
implementation purposes. 

 

Fig. 7. Neuronal network with prune advanced mode - variable importance 

 

Fig. 8. CHAID decision tree - variable importance 

Finally, we generated a decision tree with CHAID. It is possible to see that the 
values of ‘sizing’ hold a central importance, with CHAID method capturing some of 
the project context variables, those that could cause some variability in the 
productivity rates (figure 8). 
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3.4 Results Evaluation 

Using the results obtained in each model, we done a small comparison process (Table 
5), which allows us to evaluate the results according three indicators: overall error 
rate (OER), false positive rate (FPR), and false negative rate (FNR). 

Table 5. Classification Task - results comparison 

  OER FPR FNR 

Decision Tree C5.0 – Simple 35,48% 29,75% 41,22% 

Decision Tree C5.0 – Advanced 35,02% 34,58% 35,46% 

 
We selected the most important variables in each model, and although there is a 

correspondence between models in order to the importance of the variables, we 
observe that: both models presented the ‘client_participation’, ‘fixed_staff’, and 
‘industry_id’ as variables with explanatory power for failure; and the two models 
agree on the importance of variables related to experience, complexity and constraints 
of the project (‘fixed team’, ‘fixed cost’, etc.).  

 

Fig. 9. C5.0 Simple - variable importance 

We also observed that the tree generated by the algorithm C5.0, in advanced mode, 
has not only a lower overall error rate (35.02%) as a lower rate of error in the 
prediction of false negatives, that is, projects with failure misclassified as a success. 
Although the results did not reach the expected values, a good classification rate 
around 65% will allow the model to be implemented as a risk management tool. 

In terms of the estimation tasks, we noticed the evident efficiency from all 
techniques comparing the results with the ones of multiple regression (Table 6) - all 
values were reached after applying the min-max normalization on the results extracted 
from the evaluative matrix. 
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Table 6. Estimation task - results comparison 

Minimum 

error 

Maximum 

error 
Average error 

Mean 

Absolute 

Error 

Standard 

Deviation 

Multiple regression -0,896* 0,670* -0,015* 0,045* 0,097* 

Neuronal Network – 

Prune Simple -0,327 0,641 0,011 0,044 0,074 

Neuronal Network– 

Prune Advanced -0,358 0,639 0,003 0,051 0,090 

Decision Tree – C&RT -0,391 0,661 0,001 0,057 0,103 

Decision Tree – CHAID -0,320 0,658 -0,001 0,055 0,098 

 
Looking at figures 7 and 8, we see that the different models agree about the 

variables regarded as the most explanatory. Multiple regression and C&RT decision 
tree are those with a simpler model, having concordance to the others in relation to 
the sizing variables, only. All models also feature that the sizing variables has high 
explanatory power for estimate effort, and there was agreement on the importance of 
the ‘Staff Turnover’ variable. There is also a widespread agreement among the 
various algorithms regarding the importance of variables related to experience, 
complexity and project constraints (team fixed and fixed cost, etc.). However, this 
agreement is substantially higher between the CHAID decision tree and neuronal 
network. 

Finally, we can verify that a multiple regression showed good results in the 
estimation. However, it does not contain the variability resulting from the context in 
which a project is related. The same goes for the C&RT decision tree. It should be 
noted that the challenge presented in the work intend to capture this variability and 
thus, adjusting the estimate to be more effective, since the 20% deviations normally 
assumed, contains a high impact on the project’s cost and the expected success. Thus, 
taking into account the variability of the above-mentioned issue and the results, we 
think that is appropriate to implement the model obtained by the decision tree 
CHAID.  

4 Conclusions and Future Work 

In this paper we presented two models that can be used in the software engineering 
projects management. The preliminary study of the source database and the data 
collection process resulted in one of the most challenging components and consuming 
effort of this work. The fact of having to use a relational database, with more than 200 
tables, over any data mart or pre-prepared file, cause that this task became very time 
and resource consuming. However, this was a very important phase, because it 
allowed us to delve a little deeper on the business of managing software engineering 
projects, but mainly, it makes possible the data understanding, enabling the choice of 
tasks to perform, launching new challenges to the future. 
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This work helped us to detect within the database some important information to 
use in a mining process, but it was also detected some gaps and needs that should be 
addressed in a near future. Considering the available data, the source contains relevant 
information for the execution of any data mining task, not meaning that the database 
can’t be further enriched, e.g., with detailed information about each stakeholder, like 
indicators of attitude, resistance to the project, level of communication, among others. 
The presence of many projects without the minimum quality for analysis was the 
major problem identified in the database, cases which have been considered by the 
database internal auditors. These situations were reflected in almost half of the initial 
data universe, and it is important to define actions aimed to improve the quality of the 
data. Another challenge that was put during the execution of the mining process, was 
due to the existence of a multitude of different programming languages, which direct 
influence the effort and cause data dispersion and a large deviation, so that, a 
segmentation task can bring clear benefits to future analytical works. It is important to 
note that was detected in the database some additional information related to 
documentation type and quantity produced, as well data about changes in the several 
project deliverables, which can make possible to conduct new mining processes, in 
particular, to estimate total number of pages of documentation or association tasks 
related to changes in the project. One of the most significant trends found, were, at the 
level of the innovation and the experience variables, for team and project manager. It 
was expected a trend towards an increase in productivity as well as experience 
increased, however this happens in reverse. We think that this occurs mainly because 
experience will make more positive impact in overall quality of the project (all 
deliverables: the software, the documentation, etc.) then it does to the productivity.  

The paper demonstrates the complexity that involves a software engineering 
project, and although from a long time the sizing values allow us to estimate effort 
with a certain degree of confidence, this is not enough. On the one hand, an 
overvalued estimate puts at risk the victory in a competition for a project, as an 
undervalued estimate, causing 10% or more deviations in costs; it will direct impact 
on the organizations and their viability. Looking to the resulting models achieved by 
the tasks performed in this work, we think that the estimation model created can be 
implemented in various software engineering projects as an alternative tool to the 
techniques and methods commonly used, which representative spectrum confers a 
generic capabilities, while the results given a confidence in their applicability. Despite 
the total error rate of 35%, we think that the resulting model from the classification 
task can be incorporated into risk management procedures of any software 
engineering project, since the early detection of a disaster will allow making on time 
decisions and the necessary corrective actions. So, implementing this model into risk 
analysis, at the planning stage as well during project execution phase, will enable 
"what if" scenarios execution and test, enabling the manager to measure and validate 
several alternatives for correction or improvement, understanding how we can 
increase the chances of success. Another interesting mining process that can be done 
should aim a model resulted from stakeholder’s segmentation or classification task. 
This could provide tools to the managers that allow him to manage each one at the 
most appropriate way, taking preventive actions that help to minimize impacts. This 
example is something that could be implemented in areas like communications 
management. 
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Abstract. Wastewater treatment plants are essential infrastructures to maintain 
the environmental balance of the regions where they were installed. The 
dynamic and complex wastewater treatment procedure must be handled 
efficiently to ensure good quality effluents. This paper presents a research and 
development work implemented to predict the performance of a wastewater 
treatment plant located in the northern Portugal, serving a population of about 
45,000 inhabitants. The data we used were recorded based on the daily 
averaged values of the measured parameters during the period of one year. The 
predictive models were developed supported by two implementations of 
Support Vector Machines methods for regression, due to the presence of two 
lines of treatment in the selected case of study, using two of the most relevant 
output parameters of a wastewater treatment plant: the biochemical oxygen 
demand and the total suspended solids. We describe here the wastewater 
treatment plant we studied as well the data sets used in the mining processes, 
analyzing and comparing the regression models for both predictive parameters 
that were selected. 

Keywords: Data Mining, Regression Techniques, Wastewater Treatment 
Plants, Support Vector Machines, Biochemical Oxygen Demand and Total 
Suspended Solids Analysis. 

1 Introduction 

Wastewater Treatment Plants (WWTPs) are infrastructures that treat domestic and 
industrial wastewater with the goal of protecting public health in a commensurate 
manner with environmental concerns [27]. It’s quite important that there exist a 
suitable treatment in order to avoid discharges highly polluting and therefore outside 
the limits regulated by law. Predicting the quality of treated water give us the 
possibility to measure the effectiveness of treatment and thereby obtain useful 
information for a better control of the entire infrastructure. However, WWTP are 
dynamic and complex systems, since they execute different types of treatments over 
wastewater, such as physical, biological and chemical. This suggests that advanced 
data mining (DM) techniques could be applied especially the ones related to non-
linear predictive models, in order to successfully model the behaviour of a WWTP. 
Usually, in this kind of studies, there are selected some outflow variables for 
prediction, such as: chemical oxygen demand (COD), biochemical oxygen demand 
(BOD), total suspended solids (TSS) and nutrients (e.g. phosphorus and nitrogen). 
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Since these systems presents a complex and very dynamic behaviour, it’s natural that 
non-linear prediction techniques such as neural networks (NN) be widely used on the 
field. Some other studies compared the efficacy of linear prediction models against 
NN models like the ones done by Gallop et al. (2004) [16], Hamed et al. (2004) [18] 
or Dixon et al. (2007) [13]. In its turn Belanche et al. (1999) [4] compared two NN 
types (classical, diffuse), while Luo et al. (2009) [26] compared the effectiveness of 
NN using different approaches of feature selection.  

The application of decision and regression trees in predictive modelling tasks was 
also investigated in this area, not only in the design and implementation of regression 
models [3], but also in classification problems like the ones done by Atanasova and 
Kompare (2002a) [2] or by Cărbureanu (2010) [7]. More recently, some other studies 
emerged approaching techniques based on support vector machines (SVM) with the 
purpose to predict the quality of the final effluent of a WWTP. As in the case used 
[37], where it was selected SVM for regression in order to predict COD and TSS. 
Additionally, Yang et al. (2011) [40] applied a variant of SVM, called Least Square 
Support Vector Machine (LS-SVM) in the prediction of COD, where the obtained 
results were compared with the NN performance. On the other hand, Huang et al. 
(2009) [21] also uses the LS-SVM method to predict multiple wastewater quality 
parameters, whereas Hong et al. (2008) [19] in their study investigates the predictive 
ability of LS-SVM in classification problems. 

In this study we explored several DM techniques, in particular predictive ones, in 
order to apply them modelling the behaviour of a WWTP. This work was based on a 
real case of a WWTP located in northern Portugal. In the modelling phase of the 
wastewater treatment system we used methods based on SVM, which were applied to 
predict the concentrations of two outflow parameters, namely BOD and TSS. It was 
intended to predict the concentrations values - knowing that these values are 
numerical we adopted regression methods particularly SVM for regression.  

The remainder of this paper is organized as follows. In section 2, we present a brief 
introduction to SVM, followed by a complete description of the WWTP under study 
and the respective measured data (section 3). Next, in section 4, is presented the entire 
mining process, including all the predictive models that were designed and 
implemented. The paper ends with results analysis (section 5), and with the usual 
section of conclusions and future work (section 6). 

2 Related Work 

SVMs are grounded on statistical learning theory, also known as VC theory, which 
began to be developed in the late 1960s to the 1990s by Vapnik and Chervonenkis 
(1974) [36] and Vapnik (1995) [34], as cited by Smola and Schölkopf  (2004) [33]. In 
the early 1990s, was proposed by Vapnik and its co-workers a new learning algorithm 
(SVM) based on VC theory. Initially, SVM emerged as a classification technique that 
was successfully applied in some research works, especially with special impact in 
pattern recognition e.g. [5, 9]. However, soon after SVM was also applied in 
regression problems, e.g. [14]. 

Basically the SVM idea consists of mapping an input vector x into a high 
dimensional feature space Z by a nonlinear mapping Φ [10]. In classification the 
problem lies in finding the best hyper-plane that separates the classes. A hyper-plane 
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is the optimal decision function that separates the two classes in order to maximize 
the margins between the support vectors, which are actually the classes on margins 
[9]. However when the training data are not separable, the rigid margins algorithm 
will find no feasible solution for the optimization problem. Therefore slack variables 
are introduced in the constraints allowing some classes to stay between the margins as 
well as some misclassifications, hence the name "the soft margin hyper-plane”. A 
more detailed explanation of SVM for classification, including some formulations and 
mathematical proofs, could be found in [34], [9] or [6]. 

In regression problems SVM are known as support vector regression (SVR), 
having the associated idea of imagining a tube around a function line [33]. The 
purpose of the ε-SVR function referred in that work is to find the function that has no 
more than ε as the deviation over all labels from the training data and, at the same 
time, to get a tube as thin as possible. Similarly to the "soft margins" on SVM 
classification, SVR introduced slack variables in constraints, allowing for some errors 
in order to make the optimization problem feasible. The penalty parameter C does the 
trade-off between the thickness of the function and the amount up to which deviations 
larger than ε are tolerated. In figure 1 we can observe that for values between –ε e +ε 
(tube) there is no penalty. Only values outside the tube are penalized through linear 
loss function ε-insensitive (|ξ|ε - equation 1). 

|ξ|ε ׷ൌ ൝  0 ݂݅ |ξ| ൑ ε  |ξ| െ ε (1) ݁ݏ݅ݓݎ݄݁ݐ݋

 

Fig. 1. Example of the ε-SVR function (left side) and the ε-insensitive loss function chart (right 
side) - adapted from [33] 

A SVM optimization problem can be presented in dual formulation, particularly 
through the Lagrange function, where certain characteristics of SVM are exposed. For 
instance, the so-called "Support Vector Expansion", which demonstrates that the 
complexity of the function is independent of the training dataset dimensionality but 
instead depends only on the number of support vectors. Another feature is the sparsity 
of the SVM. According to the Karush-Kuhn-Tucker (KKT) conditions, the Lagrange 
multipliers (αi , αi

*) are positive only when the examples are outside the tube. This 
implies that the samples within the tube vanish. Therefore, only non-vanishing cases 
are used in the optimization problem. In fact, these are called support vectors. Since 
the SVM optimization problem is convex implying a solution with a unique global 
minimum, hence SVM are absent of the problem of local minima that affects some 
algorithms such e.g. NN. Another important piece is that the algorithm is described in 
terms of dot product, which is important for the formulation of the non-linear SVM 



102 D. Ribeiro, A. Sanfin

extension. The nonlinear S
the feature space Z (figure
products we have that K(x ,
described as: 

f(x) 

The inclusion of the Kerne
by Cortes and Vapnik (19
functions can be used to 
Mercer’s condition. The ker
Radial Basis Function (RB
can be found in [33], whic
The SVM variation introd
Sequential Minimal Optim
quadratic programming (Q
of SMO for regression is al

3 The WWTP Cas

The plant that served as o
population of about 45,000
stages: 1) a preliminary t
coarse sand and fats; 2) the
secondary phase, where i
reduced suspended solids; 
removed and pathogenic or

Fig. 2. A sche

Figure 2 shows the trea
different treatment parame
water in the plant (SP1) 

ns, and O. Belo 

VR also use the concept of mapping Φ of an input x i
e 1). Since the SVM algorithm depends solely on the 
, x′) := ⟨Φ(x), Φ(x′)⟩, the function of nonlinear SVR is t

= ∑௟௜ୀଵ (αi−αi
∗)K(xi , x) + b 

el in SVM decision function provides a feature mentio
995) [9] as the "Universal Machine", once several ker

calculate the dot product provided that they satisfy 
rnel functions most commonly adopted are the polynom
F) and sigmoidal. More details about the SVR algorith

ch have been summarized here in a very superficial w
duced by Platt (1999) [29] is a learning algorithm cal
mization (SMO). Briefly SMO decomposes the ove
P) problem into fixed-size QP sub-problems. The vers
so presented in [33]. 

se Study 

our case study is located in northern Portugal servin
0 inhabitants. This plant performs the following process
treatment where solid particles are removed, essentia
 primary stage where suspended solids are removed; 3) 
t is treated mainly organic material, although are a
and, finally, 4) the tertiary stage where the nutrients 
ganisms disinfected. 

ematic diagram of the WWTP used as case study 

tment process carried out as well as the points where 
eters are measured and gathered. After the entry of r

coarser matter is treated. Next, the treatment proc

into 
dot 

thus 

(2)

ned 
rnel 
the 

mial, 
hms 

way. 
lled 

erall 
sion 

ng a 
sing 
ally 
the 

also 
are 

 

the 
raw 
cess 



 Wastewater Treatment Plant Performance Prediction 103 

continues to be executed in two treatment parallel lines. Both treatments lines are 
processed in three main tanks, namely the biological selector, the aerated lagoon and 
the secondary clarifier. At the end of each treatment were collected samplings of 
(SP2, SP2'), (SP3, SP3') and (SP5, SP5') sampling points, respectively. Moreover, the 
samples from both recirculation lines (SP4, SP4') are taken. After the secondary 
treatment, the treatment lines converge to the final stage of tertiary treatment. After 
this point the treated effluent (SP6) is then measured. Parallel to this process it is also 
performed the treatment of the solid line, i.e. the sludge treatment (SP7). 

Table 1. Treatment parameters and respective SPs gathered in the WWTP database 

Parameter Description Sample Points 

Qin Inflow rate SP1 

Qr Recirculation flow SP4; SP4’ 

Qp Purge Flow SP7 

pH Acidity or basicity of an aqueous solution 
SP1; SP2; SP2’; SP3; SP3’; 

SP5; SP5’; SP6 

Predox  Redox potential SP1; SP3; SP3’; SP4; SP4’ 

Predox_AZ Redox potential at aerobic zone SP2; SP2’ 

Predox_AXZ Redox potential at anoxic zone SP2; SP2’ 

O2 Dissolved Oxygen  SP3 

O2_AZ Dissolved Oxygen at aerobic zone SP2; SP2’ 

O2_AXZ Dissolved Oxygen at anoxic zone SP2; SP2’ 

COD Chemical oxygen demand  SP1; SP5; SP5’; SP6 

BOD Biological oxygen demand SP1; SP5; SP5’; SP6 

TSS Total solid suspended  All except SP7 

VSS Volatile solid suspended All except SP7 

PTotal Total phosphorous SP1; SP6 

NTotal Total Kjedldhal Nitrogen  SP1; SP6 

N-NH4 Ammonium SP1; SP6 

N-NO3- Nitrate SP6 

V30 Sludge volume after 30min of settling SP3 

ISS* Ratio VSS/TSS (%) SP4 

SAR* Sodium absorption ratio (Qr /Qin) SP4 

SVI* Sludge volume index  SP3; SP3’ 

SRT* Solids Retention Time (sludge age) SP4; SP4’ 

CBO/CQO* Biodegradability SP1 

FM* Food to microorganism ratio SP3; SP3’ 
* Generally, process treatment variables correspond to formulas that include some measured treatment 
parameters. 

The data we have access consist of daily averages of the measured parameters over 
the already referred sampling points (SP). The database contains a total of 92 
examples, which corresponds to a period of one year, shown high data dimensionality 
with about 120 attributes. However there are many attributes with high rates of 
missing values. Actually the total percentage of missing values in database is about 
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35%. Moreover two examples with missing values almost in all the attributes were 
discarded, and thereby remained 90 valid examples in database. Qualitative 
parameters (i.e. micro fauna) were also registered. However these records, in small 
number, were registered in different days of the registered quantitative data. The solid 
phase of treatment presents a high rate of missing values (80%), and the same applies 
to data from septic tanks. Thus we considered only parameters related to SP1, SP2, 
SP3, SP4, SP5, and SP6, including flow rates and process variables. External 
meteorological data, as the weather and average temperature, were still added, in 
order to enrich the information about the treatment processes. Table 1 shows the 
major treatment parameters and the respective sampling points, which were selected 
after a first analysis of the database. The number of attributes under consideration is 
high, since there are several parameters and some of them are measured at various 
points. Since there are data from two parallel treatment lines, this factor also increases 
the degree of data dimensionality. 

4 The Prediction Process 

4.1 Data Analysis and Preparation 

Before proceeding to the modeling phase, we will describe the processes of data 
preparation and analysis. As expected the data presented some curious aspects, some 
of them already reported above, as the high rate of missing values of the attributes. 
Treatment with two lines raised yet other issues. Sometimes one of the lines is 
inactive or simply no data is recorded, which in practice means more missing values. 
On the one hand, when considering attributes related to both treatment lines it 
increases the dimensionality and the missing values. On the other hand, when 
considering only one treatment line it reduces the dimensionality and missing values. 
That is, for the one line case the values are taken by the average of the two lines and 
in the case of inactivity of either is selected the data from the active one. However the 
average of the two treatment lines distorts data, even knowing that the effluent in SP6 
converges from the two treatment lines. Based on these facts two approaches have 
been adopted and therefore investigated in this study. The first approach considers 
only one line of treatment, whose values are the averages of the parameters that are 
treated in two parallel lines (WWTP_1L). Hamed et al. (2004) [18] reports in their 
work that the input parameters (with parallel processing) contain the average value of 
the various treatment lines, hence using the same approach. The second approach 
considers both treatment lines, thus comprising all the parameters of both lines 
(WWTP_2L). In one of his studies, Dürrenmatt (2011) [12] also used this. 

From all the parameters of this study (SP6), the nutrients were the only ones with 
about 45% of missing values. Our priority was given in the prediction of the 
parameters BOD, COD and TSS, which have limits defined by law, respectively 25, 
125 and 35 mg/l to regulate them. Of the three parameters, since only BOD and TSS 
have records with values above the limits required by law, these were the first choices 
to be selected as prediction parameters. It is further noted that the results of the BOD 
measurements take 5 days, which underlines the interest to predict this parameter. 
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The data preparation is very important to obtain a dataset that is more easily 
accessed by modeling algorithms. The modeling tools used in this study (SVR) 
requires a numeric input data. So it was necessary to map the nominal attributes to 
numeric. The data from the WWTP contains only two nominal attributes, season and 
weather, that both were converted to integers. The normalization of the data ranges, in 
addition of being a pre-processing technique necessary in some algorithms, can bring 
considerable advantages even in algorithms that not require it. Some tests were 
conducted in this study showing that the normalization positively affects the 
performance of SVR. Also the study of Ali and Smith-Miles (2006) [1] shows that 
normalization increases the predictive performance of the tested datasets. Then was 
applied the normalization MinMax (-1 & 1) for all attributes passing to have their 
range from -1 to 1. 

As we know, missing values usually represent a major problem in datasets. This 
case was no exception. Like most algorithms (including SVR) that cannot handle 
missing values, these have to be treated. In the study by Luengo et al. (2011) [25] is 
made an extensive series of tests with several missing values treatment techniques, 
and two interesting conclusions are drawn. The first says that the imputation methods 
that fill in missing values outperform the case deletion and the lack of imputation. The 
second is that no imputation method is best for all cases. With this in mind, in this 
study we tested some imputation methods. It was noted that few imputation methods 
outperformed the mean mode imputation (MMI), which is widely used. One of the 
exceptions was the imputation method with k-nearest neighbor (k-NN) that had 
slightly higher results and thus was chosen. 

Some of the recommendations for data preparation referred in [30] were followed 
in this work, including the elimination of redundant attributes. Based on the 
correlation matrix analysis of the dataset the attributes highly correlated (i.e. TSS and 
VSS are about 0,991 correlated in SP1) were discarded. So VSS can be also 
discarded. We toke into account that these attributes are discarded only if they are 
very weak correlated with the prediction parameter. At this point, after the described 
data preparation, it was considered that both datasets were ready for the next stage 
(modeling). 

4.2 Model Development 

After we applied several cleaning and enrichment processes, the dataset we used 
stayed only with 90 valid examples. This required appropriate evaluation methods for 
the dataset size to avoid overfitted models as well to capture as much examples as 
possible on the model development. Having this, we seek the best practices that are 
generally used in similar problems. For instance, in the work of Cortez et al. (2006) 
[11], which also relates to a small data set problem (80 examples) was performed the 
evaluation of models according to the method 10-CV (10-fold cross-validation). The 
10-CV evaluation is stated to be a good evaluation method by other several studies 
[23, 28], additionally repeating CV-10 reduces the variance and thus overcomes the 
normal evaluation 10-CV [22]. We adopted the evaluation method of 10 repeated 10-
CV (10r-10CV), which makes a total of 100 different sets of training + test evaluated. 
Regarding the performance measures, the main measure adopted was the root mean 
squared error (RMSE), but is also presented the correlation coefficient (R) [39]. 
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On modelling, feature selection brings many benefits. As we have a high 
dimensionality in our case, these techniques were used with two main objectives. The 
first one is to reduce the dimensionality in order to increase the predictive capability 
of the models. The second passes thereby to find the most important attributes in the 
prediction of BOD and TSS, thus facilitating the acquisition of knowledge about data.  

There are several techniques for selecting attributes. These can be divided into 
wrappers, filters and embedded methods. In addition may also be used some 
dimensionality reduction methods - i.e. Principal Component Analysis (PCA) [17]. 
We tested some of these methods and the wrappers methods clearly outperformed the 
others, including filters and PCA, as in the work of Kohavi and John (1997) [24]. 
Among the wrappers methods tried it was chosen the Optimize Evolutionary Selection 
of RapidMiner, which is based on genetic algorithms. 

 

           a)         b) 

            
 

      c)          d) 

            

Fig. 3. Scatter plots comparing measured (x-axis) and predicted (y-axis) concentration values 
on WWTP_1L models - a) SVR-BOD; b) SMO-BOD; c) SVR-TSS; and d) SMO-TSS 

Two implementations of SVM were investigated in this study, the SVR 
implementation of the LibSVM library [8] present in RapidMiner, and the SMOReg 
algorithm, which is an extension from WEKA, whose implementation is based on the 
work of Shevade et al. (2000) [32] and [33], as cited in the documentation [38]. In the 
case of SVR (LibSVM) there are two variants the ε-SVR and ν-SVR [31]. Here as ν-
SVR presented slightly better performance hence it was the adopted one. The kernel 
selected in both algorithms was the RBF, as it is recommended as a good first choice 
and also has fewer hyper parameters to set up than other kernels. In the parameter 
optimization we followed the Grid Search technique. With it we seek first the values 
in large ranges and after we refine the search at shorter ranges [20]. The described 
modeling process was executed in the development of booth predictive tasks for BOD 
and TSS, in each of the approaches (WWTP-1L and WWTP-2L). 
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5 Analysis and Results Evaluation 

After the modelling phase we evaluated the performance of the models produced. 
Similarly to previous results, we got four graphs showing the comparison between the 
measured and predicted concentrations (figure 6). This time the models respects to the 
two treatment lines approach (WWTP_2L). 

Table 2. WWTP_1L results 

Task 
SVR SMOReg 

RMSE R RMSE R 

BOD 4.16 0.88 4.02 0.88 

TSS 9.68 0.56 9.41 0.57 

 
      a)      b)     

             
     c)      d)     

             

Fig. 4. Scatter plots comparing measured (x-axis) and predicted (y-axis) concentration values 
on WWTP_2L models. a) SVR-BOD; b) SMO-BOD; c) SVR-TSS; and d) SMO-TSS 

As noted in the approach with one line, also in WWTP_2L the results of BOD 
models were higher than the TSS (table 3). In BOD prediction models the SVR and 
SMO methods had very similar performances. Although, SMO had better results than 
the SVR in the case of TSS prediction. Nevertheless, this last difference is not 
statistically significant, according to pairwise comparison of the statistical test 
(Student's t-test) with 95% confidence interval of the RMSE values [15]. Comparing 
the two approaches (WWTP_1L and WWTP_2L), it is clear that all the models of 
WWTP_2L were superior to WWTP_1L. In BOD prediction models the differences 
in results, between the two approaches, are statistically significant in both methods 
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(SVR and SMO). However in the prediction of TSS only in the results of SMO is that 
the difference is statistically significant between the two approaches. 

The visualization of the attributes that were frequently selected in modelling 
provides potentially useful information in the analysis of the behaviour of the WWTP. 
Table 4 describes the attributes with greater influence in the prediction task of each 
parameter. Some observations can be drawn based on the information revealed on 
Table 4. For instance, BOD has many attributes related to the initial stages of 
treatment, as well as three process variables features. 

Table 3. WWTP_2L results 

Task 
SVR SMOReg 

RMSE R RMSE R 

BOD 3.24* 0.94 3.22* 0.93 

TSS 8.67 0.65 7.79* 0.75 
* Statistically significant under pairwise comparison with the same model on WWTP_1L approach. 

 
In TSS the nutrients were shown to be relevant, besides their high rate of missing 

values. Yet, a final remark for the parameter O2_AXZ of SP2, which was been selected 
by all BOD and TSS models. However, it should be emphasized that this type of 
information should be analysed by an expert from the WWTP, whose knowledge  
of the platform determines effectively the utility and importance of this kind of 
information. 

Table 4. Main features selected in modelling of BOD and TSS 

Task Features 

BOD 

SP1_COD; SP1_ BOD; SP1_ TSS; SP2_O2_AXZ; 

SP3_V30; SP3_O2; SP4_ Predox; SP5_BOD; SP7_Qp; 

SP3_SVI; SP4_SRT 

TSS 

Season; SP1_ NTotal; SP1_N-NH4; SP2_O2_AXZ; 

SP2_Predox_AXZ; SP2_TSS; SP2_VSS; SP3_Predox; 

SP4_TSS; SP4_VSS; SP5_pH: SP5_TSS; SP5_COD; 

SP5_BOD; SP1_BOD/COD 

6 Conclusions and Future Work 

This study demonstrates that it is possible to apply predictive models successfully in 
the prediction of the behavior of a WWTP, especially when we are dealing with the 
quality parameter BOD. Despite the lowers TSS results, we found a good relationship 
between TSS and the other SP6 attributes, after obtaining a model that was able to 
predict efficiently the SP6 parameters (i.e. BOD or COD). The TSS parameter was 
also predicted too with accuracy. The two adopted algorithms (SVR and SMO) 
provided quite similar results, in spite of the models make use of different input 
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features. In both research approaches it was found that modeling with two WWTP 
lines provides superior results, which may indicate that the WWTP_1L approach 
distorts the data when makes the average of lines parameters. However WWTP_1L 
approach brings greater interpretation ease due to the lower dimensionality and 
consequent simplification of the problem. 

In spite of using techniques known by their good generalization, it is inevitable not 
to assume that, because we had a small dataset. Complete information captured on the 
real WWTP, integrating raw sampling data, was not possible to obtain. Hence, as 
future work should be further investigated this problem in the presence of more 
detailed data. The fact that records contain daily averaged values also affected the 
efficiency of models, once it does not capture all the dynamics of the treatment 
process. A collection of data with a finer grain measurement (i.e. every 2 hours) 
would probably increase the effectiveness in forecasting, as was described in the work 
of Atanasova and Kompare [3]. 

Based on this real case study, we can equate new prediction models of the outflow 
quality in a future implementation of a decision support system for WWTP analysts at 
the time they insert measured data from treatment processes. Clearly, more research 
on this treatment plant, and even about the issues mentioned above, must be made, in 
order to develop a useful and reliable system. 
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Abstract. In order to meet the mounting social and economic demands,
railway operators and manufacturers are striving for a longer availabil-
ity and a better reliability of railway transportation systems. Commer-
cial trains are being equipped with state-of-the-art onboard intelligent
sensors monitoring various subsystems all over the train. These sensors
provide real-time spatio-temporal data consisting of georeferenced times-
tamped events that tend sometimes to occur in bursts. Once ordered
with respect to time, these events can be considered as long temporal
sequences that can be mined for possible relationships leading to asso-
ciation rules. In this paper, we propose a methodology for discovering
association rules in very bursty and challenging floating train data se-
quences with multiple constraints. This methodology is based on using
null models to discover significant co-occurrences between pairs of events.
Once identified and scrutinized by various metrics, these co-occurrences
are then used to derive temporal association rules that can predict the
imminent arrival of severe failures. Experiments performed on Alstom’s

TrainTracer
TM

data show encouraging results.

Keywords: Association rules, Sequential data mining, Null models,
Significance testing.

1 Introduction

Similar to floating car data systems which are now broadly implemented in
road transportation networks [12,25], floating train data systems have also been
recently developed in the railway domain [21,23]. Intelligent sensors monitoring
various subsystems of the train provide a real-time flow of data consisting of
georeferenced events, along with their spatial and temporal coordinates. Once
ordered with respect to time, these events can be considered as one long temporal
sequence for each train unit. This has created a necessity for sequential data
mining techniques to be applied on such data in order to derive meaningful
associations rules. Once discovered, these rules can then be used to perform an
on-line analysis of the incoming event stream in order to predict the occurrence of
target events, i.e, severe failures that require immediate corrective maintenance
actions.
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In this paper, a new methodology for discovering association rules in bursty
temporal data sequences based on null models, a significance testing approach
for pairwise co-occurrences, is applied on temporal sequences extracted from a
floating train data system developed by Alstom Transport called TrainTracer

TM

.
The available TrainTracer

TM

dataset consists of a series of timestamped events
where each event is identified by a unique numerical code. This paper extends the
work of [9] by evaluating the performance of different null models on temporal
data sequences, as well as the introduction of a post-treatment and assessement
framework of the discovered couples in order to derive viable association rules.
The main difficulties confronting the mining process in our application lie in
the heavy presence of data bursts as well as the rareness of target events. Also,
the prediction is subject to two important constraints: target events should be
predicted early enough to allow logistic and preventive maintenance actions to
be taken properly. Secondly, prediction accuracy should be high enough to avoid
heavy intervention costs in case of false predictions.

This paper is structured as follows: In section 2, a survey of previous work
in relevant literature is presented. The problem of association rule mining in
temporal sequences is formulated and defined in 3 and the TrainTracer

TM

data
are briefly discussed. In section 4, the various null models and co-occurrence
scores used are explained. Experiments on synthetic data are presented in 5.1
followed by the metrics used to derive association rules from discovered event
couples in 5.2. Finally, the experimental results on real TrainTracer

TM

data are
discussed in 5.3 prior to concluding in 6.

2 Related Work

2.1 Association Rule Mining Algorithms

Association rule mining is an important data mining field that aims to discover
patterns of co-occurrences and affinities between items in a transaction database
or between events in a data sequence. Although the initial motivation behind
the first algorithms was to tackle market basket analysis problems [1], associa-
tion rule mining approaches have been extensively developed in the past years
and were applied in a wide range of domains such as environmental monitoring
[24], bioinformatics [9], recognition of human behavior [11,19], telecommunica-
tions [18], etc. The developed techniques are very diversified to comply with
different types of problems such as mining frequent or rare patterns in trans-
action databases or sequences of events that can be temporal or non-temporal
[18,2,26,27]. For example, an application closely related to ours is the analysis
of alarms in telecommunication and sensor networks [22].

The concept of association rules was first introduced in [1,2] through the Apri-
ori algorithm by proposing a frequency-based support-confidence statistical met-
rics framework. Most association rule mining techniques are variants of Apriori
and focus on finding frequent itemsets and patterns. However, the disadvantage
of relying strictly on frequency constraints is that it does not differentiate be-
tween significant and insignificant items or events and allows those fulfilling the
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frequency threshold to survive, regardless of their informative value, which re-
sults in the discovery of numerous spurious patterns. Significant patterns that
are not frequent enough can rarely be detected unless a low frequency threshold
is used which would imply in its turn a very heavy computational time.

To address this problem, recent years have witnessed the uprisal of other
algorithms focusing on mining significant and rare patterns such as constraint-
based data mining approaches which increase the level of user engagement in
the mining process [20,8] as well as weighted association rule mining techniques
which value the importance of items by assigning them weights either manually
(using expert knowledge) or automatically using models based on the quality of
interactions and connections between items [14]. Other interesting approaches
were proposed based on significance testing of pairwise co-occurrences such as
null models, randomization algorithms that are followed by the calculation of
different scores and a statistical hypothesis test to assess the significance of
data in [9,10,15,13] and the T-patterns algorithm, which exploits the temporal
dimension by investigating the statistical dependence of inter-arrival times of
couples of events in order to highlight possible relationships and then build trees
of hierarchical temporal dependencies [22,17].

2.2 Association Rule Mining in Railway Applications

Most of the data mining approaches applied in railway applications were based
on machine learning and classification techniques. It is not until recently that
association rule mining algorithms were used on railway data in an attempt to
discover significant relationships between data elements which might help predict
future incidents and open the doors wide for predictive maintenance strategies.
For example, in [4], a closed-episode mining algorithm, CLOSEPI, was applied
on a dataset containing the passage times of trains through characteristic points
in the Belgian railway networks. The aim was to detect interesting patterns
that will help improve the total punctuality of the trains and decrease train
delays. Similary, Flier et al [5] tried to discover dependencies between train
delays in the aim of supporting planners in improving timetables. The Apriori
algorithm was applied in [16] on railway tunnel lining condition monitoring data
in order to extract frequent association rules that might help enhance the tunnel’s
maintenance efforts. Various association rule mining approaches were used in [19]
to analyze accident data sets of a railway network.

3 Problem Setting

3.1 Objective

The main goal of this work is to mine temporal data sequences extracted from
the TrainTracer

TM

database for significant co-occurrences between couples of
events. These co-occurrencs will then be assessed to derive association rules. We
consider the input as a sequence of events, where each event is expressed by a
unique numerical code and an associated time of occurrence.
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Given a set E of event types, an event is defined by the pair (R,t) where R ∈ E
is the event type and t ∈ �+ its timestamp, i.e, associated time of occurrence. An
event sequence S is a triple (S, Ts, Te), where S is an ordered sequence of events
of the form 〈(R1, t1), (R2, t2), ..., (Rn, tn)〉 such that Ri ∈ E ∀i = 1, ..., n and
Ts ≤ t1 ≤ tn ≤ Te. We define an association rule as an implication of the form
A −→ B, where the antecedent and consequent are sets of events withA∩B = φ.

In the analysis of sequences we are interested in association rules that help
predict target events. This means that mining is oriented towards association
rules A −→ B where B is a target event. Due to the very complex nature
of the data with the heavy presence of bursts, noise as well as the rarity of
target events, we have decided as a primary approach to limit our search to
pairwise co-occurrences leading to length-2 association rules, where A and B
consist each of a single event. Once found, these rules can be extended to length-
3 and more. The null models algorithm is applied on the TrainTracer

TM

data
extracts in disposal in order to discover significant couples of events. Each couple
is then assessed in order to verify its abidance to the two constraints previously
explained in 1. Significant couples respecting both constraints are considered as
statistically significant association rules and are submitted to railway experts
for physical assessment prior to their integration in the TrainTracer

TM

software.
The real-time monitoring of arriving events would allow the online prediction of
target events, i.e failures, using these rules. Once a target event is predicted, the
maintenance teams are alerted to initiate preventive maintenance procedures.

3.2 TrainTracer
TM

Data

Thecurrentworkwasperformedona6-monthdata extract fromtheTrainTracer
TM

database. TrainTracer
TM

is a state-of-the-art software concieved by Alstom to col-
lect and process real-time data sent by a fleet of trains equipped with onboard
sensors monitoring 31 various subsystems such as the auxiliary converter, doors,
brakes, power circuit and Tilt. This data consists of series of timestamped events
where each event is identified by a numerical code in addition to context variables
providing physical, geographical and technical details of the train at its exact time
of occurrence. There are 1112 event types existing in the data with varying fre-
quencies and distributions. Approximately 9.1 million events have occurred in the
6-month period. Since events may vary between warnings, alarms and normative
events, they have been divided into 5 intervention categories describing how crit-
ical they are. These categories in an increasing order of importance are: Status
(category 1), Driver information (category 2), Driver Action Low (category 3),
Maintenance (category 4) and Driver Action High (category 5).

All ”Driver Action High” events require an immediate corrective maintenance
actions and are thus target events. Among them, we are particularly interested
in those related to tilt and traction. This is due to the fact that tilt and traction
failure events are highly probable to impose a mandatory stop. In total, there are
46 tilt and traction event types requiring high action from the driver existing
in the data extract within disposal, consisting 0.5% of all events. In the next
section, the null models algorithm will be explained.
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4 Null Models

A null model is a sequence-generating model that is based on the randomization
of data sequences while preserving their general statistical characteristics. Cer-
tain elements of the data are held constant while others are varied stochastically.
These models evaluate relationships between events by means of a statistical hy-
pothesis test, where the null hypothesis refers to the significance of a particular
relationship in the original data sequence. To solve this test, the initial data
sequence is randomized using null models and the co-occurrence scores of each
randomization are calculated. The significance of these scores is then evaluated
by means of an empirical p-value which is equal to the fraction of randomiza-
tions with higher co-occurrence scores than the initial data, and comparing it to
a pre-defined threshold. If it is inferior to the threshold, the event couple under
scrutiny is considered to be significant. Null models have been applied in various
domains such as ecology [7,6], physiology [3] and genetics [10,13].

4.1 Co-occurrence Scores

In order to quantify the degree of co-occurrence of an event couple, three different
scores are used and presented below:

Given a set E of event types and S = {(R1, t1), (R2, t2), ..., (Rn, tn)} is a
temporal sequence of length l time units, R ∈ E and ti ∈ �+. Consider the event
couple under scrutiny (A,B) where A ∈ E and B ∈ E, let N(A) be the number
of times an event type A occurs in the sequence S and denote f(A) = N(A)/n.
Divide the sequence into non-overlapping windows of width w. The total number
of windows is equal to �l/w�.

– The window count score W (A,B, S) for event couple (A,B) is the number
of windows in which at least one event of type A and one event of type B
occur. Thus, W (A,B, S) ∈ {0, ..., �l/w�}.

– The co-occurrence count score C(A,B, S) is the number of events of type
A that are succeeded or preceeded by at least one event of type B within
distance w. Thus, C(A,B, S) ∈ {0, ..., N(A)}.

– The directed co-occurrence count score D(A,B, S) is the number of events
of type A that are succeeded by at least one event of type B within distance
w. Thus, D(A,B, S) ∈ {0, ..., N(A)} as well.

Figure 1 is a graphical illustration of the W , C and D co-occurrence scores for
a given event sequence S of length l = 1000 hours with 4 event types A, B, C
and D and window width, i.e, maximum co-occurrence distance parameter w
= 250 hours. Consider the couple under scrutiny to be (A,B). In the original
sequence, events A and B occur together in only one of the adjacent windows,
thus W(A, B, S) = 1. The number of A events that are succeeded or preceeded
by a B event within a distance w is 3, C(A, B, S) = 3. The number of A events
that are succeeded by B event within a distance w is 2, hence D(A, B, S) = 2.
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Sequence S 
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Fig. 1. Graphical illustration of the W , C and D co-occurrence scores and the UL, FL
and FL(A) null models for an event sequence S of length l = 1000 hours with 4 event
types A, B, C and D and window width parameter w = 250 hours

4.2 Randomizing Data

In order to evaluate the significance of a co-occurrence score in the initial se-
quence, a null model is needed. In this paper, three different null models are used:
the uniform locations (UL) model [15], the fixed locations (FL) model [10,13]
and the fixed locations fixed event type (FL(R)) model [9]. The randomizations
are generated by the following procedure:

– The Uniform Locations UL null model consists of generating sequences re-
sulting from the randomization of both the timestamps and event codes in
the sequence. That is, for an event type R, N(R) events (R, t) are generated,
where N(R) is the number of occurrences of the event R in the original se-
quence. Each timestamp t is selected uniformly at random over the temporal
length l of the original sequence.

– The randomized sequence RFL(S) is obtained by the Fixed Locations FL
null model by keeping timestamps fixed, and assigning event types at random
on these locations according to their frequencies in the original sequence.

– The randomized sequence RFL(R)(S) for a sequence S and an event type R
is defined similarly to RFL(S), with the exception that the occurrences of
events of type R are kept unchanged.

Consider again Figure 1. For the RUL(S) randomized sequence where event
locations are completely randomized, events A and B occur together in 2 of the
adjacent windows thus W(A, B, RUL(S)) = 2, the number of events of type A
that are followed or preceeded by an event of type B within distance w is 3,
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hence C(A, B, RUL(S)) = 3. Since no events of type A are followed by events of
type B, D(A, B, RUL(S)) = 0. Similarly, the co-occurrence scores for the couple
(A,B) in the RFL(S) sequence (where timestamps of the initial sequence S are
fixed and event types randomized) are W(A, B, RFL(S)) = 2, C(A, B, RFL(S))
= 3, D(A, B, RFL(S)) = 1. In the RFL(A)(S) sequence generated similary to
RFL(A)(S), except that events of type A are left untouched, the scores are: W(A,
B, RFL(A)(S)) = 2, C(A, B, RFL(A)(S)) = 3, and D(A, B, RFL(A)(S)) = 2.

4.3 Calculating p-values

For a given sequence S and a null model M ∈ {UL, FL, FL(R)}, the empirical
p-value for an event couple (A,B) is the fraction of randomizations in which the
W (or C, D) score in the randomized sequences RM (S) is superior to the W (or
C, D) score of the original sequence S:

pW (A,B,M, S) =
#(W (A,B, S) ≤ W (A,B,RM (S)))

#(W (A,B,RM (S)))
(1)

5 Experimental Study

5.1 Synthetic Data

The aim of this study is to tune the window size parameter w to the value that
will most likely lead to optimal results on real data, as well as to assess the
performance of the null models on synthetic bursty and non bursty sequences. A
burst occurs when a large number of events of the same or of different types are
signalled in a very short period of time mainly due to a sensor or reception error.
The comparison is based on two diagnostics: (1) the efficiency to discover the
planted pattern and (2) the ability to discard non-existing ones (false positives).

Generation Protocol: The generative model of the data is as follows. The
timestamps of each event type are generated separately by means of a Poisson
process of parameter λj , where j ∈ {1, ...,m} over a period of l hours. λ values
are unique for each event type and are generated by means of a uniform distri-
bution on the interval [L1min;L1max] for sparse segments and [L2min;L2max]
for dense (burst) segments, such that L2max << L1min. Lapse times between
bursts (inter-burst times) and the length of each burst are generated randomly
by means of a uniform distribution. Generated sequences contain a directed co-
occurrence pattern between two event types A and B denoted (A,B) orA −→ B.
That is, whenever an A event occurs, a Bernoulli distribution of predefined suc-
cess probability p determines whether this event will be followed by a B-event
or not. If so, a B event is planted with a temporal delay TAB generated from
a uniform distribution on an interval [0, s]. The reason why we focused on di-
rected patterns is because our main goal with the real train data is to discover
association rules of the form A −→ B where B is a target event.
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Table 1. Results of the 3 null models (UL, FL, FL(R)) with 3 co-occurrence
scores (W, C, D) on sequences of length l = 4500 hours, p = 0.8 and varying
values of w.

I - Mean number of discovered event couples in 100 generations

UL FL FL(R)
w(h) W C D W C D W C D

0.5 4 3 2 2 2 2 3 3 2
1 2 4 2 2 2 1 3 3 3
5 2 3 3 2 3 2 3 3 2
10 2 2 2 2 2 2 3 2 2.5
20 0 0 1 0 0 1 0 0 1

II - Number of generations where (a,b) was found significant

UL FL FL(R)
w(h) W C D W C D W C D

0.5 100 100 100 100 100 100 100 100 100
1 100 100 100 100 100 100 100 100 100
5 96 88 100 96 89 100 99 83 100
10 56 12 100 64 15 100 88 9 99
20 2 0 14 2 0 15 2 0 9

In order to find the optimal value of the maximum co-occurrence window size
w, 100 sequences of length 4500 hours were generated (equivalent to 6 months, i.e,
the length of the data extracts under disposal). The number of randomizations
was fixed to 100 and the p-value threshold to 1%. All sequences consisted of
10 event types numbered from 1 to 10 with variable frequencies. The injected
pattern was 8 −→ 9 with T89 ∈ [0, 1] hours. Table 1 shows the results.

Experimental diagnostic I in table 1 represents the mean number of pairs
that were discovered by the models in the 100 generated sequences. Diagnostic
II represents the number of generations where the injected pattern 8 −→ 9 was
discovered. The best results were obtained for w = 30 minutes and 1 hours for
all models and scores except for the D score which yielded perfect results for w
= 5 and 10 hours as well. Out of 90 possible couples (N2−N for N = 10), only
one was expected to be discovered (8,9). The false positive rate did not exceed
3% for all algorithms. It is clear that the efficiency of the null models decreases
with larger values of w, which is due to the fact that it is more probable to have
randomizations with a score as high as the initial sequence when the value of w
is high, hence it is more probable to obtain a p-value higher than the threshold,
leading to the couple’s rejection. However, since a decrease in the value of w
would imply a decrease in the scanning distance (leading to the negligence of
couples with long inter-event times), a trade-off should be considered. In order to
test the efficiency of null models on data with bursts, sequences containing sparse
and dense segments were generated. The 100 generated sequences consisted of
12 event types numbered from 1 to 12. A directed relationship was established
between events 11. and 12 existing only in dense zones, that is, 11 −→ 12.
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The bernoulli success probability p was fixed to 0.8, w = 5 h, number of
randomizations = 100 and the inter-event time T11,12 ∈ [0, 1] hours.

Varying the number of bursts between 10 and 40 with burst size ∈ [1, 3] min-
utes, results in Table 2 show that the D score outperforms the C and
W scores.

Repeating the experiments with bursts of size ∈ [3, 6] minutes and with se-
quences of length 1000 hours reveals that the FL null model with the C and D
scores outperforms both the UL and the FL(R) null models in predicting the
injected pattern for all values of w, while FL(R) is more advantageous when it
comes to false positive rate (the expected number of couples to be discovered
was 1 out of 132 possible couples). The FL(R) model works best with the W and
D scores whereas both the UL and FL null models work best with the C and D
scores whether in bursty or non-bursty data sequences.

Table 2. Results of the 3 null models (UL, FL, FL(R)) with 3 different scores (W,
C, D) on bursty sequences of length l = 4500 hours, burst size ∈ [1, 3] minutes,
w = 5 hours, p = 0.8 and varying number of non-overlapping bursts.

I - Mean number of discovered event couples in 100 generations

UL FL FL(R)
# Bursts W C D W C D W C D

10 2 23 28 6 23 21 6 5 5
20 0 23 33 12 25 22 10 9 6
30 0 23 37 20 26 23 13.5 11 8
40 0 22 37 28 27 23 17.5 14.5 8

II - Number of generations where (a,b) was found significant

UL FL FL(R)
# Bursts W C D W C D W C D

10 68 100 100 24 100 100 89 84 100
20 11 100 100 1 100 100 84 68 100
30 1 100 100 1 100 100 60 30 100
40 0 100 100 0 100 100 28 4 100

Hence, in conclusion, experiments have shown that the D score outperforms
the W and C scores in bursty sequences with a clear advantage in prediction
rate and the directionality aspect. The FL null model slightly outperforms the
UL and FL(R) null models and maintains a high prediction rate over various
sequence lengths and types.

5.2 Deriving Association Rules from Discovered Significant Couples

In this section, we discuss the metrics used to analyze the significant couples
discovered by the null models in order to derive robust association rules. As
mentioned in section 1, rules in our application should respect two major con-
traints: a high global accuracy on one hand and a sufficiently large warning time
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on another. Prior to explaining the choice of metrics, it is important to define
formally the notion of a correct prediction. A prediction is correct if a target
event occurs within its prediction period [W, M], also called critical interval,
which is defined by a warning time, W , and a monitoring time, M . The warning
time is the time delay before a target event becomes highly probable to occur.
The monitoring time determines how far into the future the prediction extends.

Modeling Inter-event Times
Railway experts from Alstom have asked for an inter-event time of 30 minutes
and a prediction period extending to 24 hours. Thus, the critical interval was
fixed to [30 minutes , 24 hours]. The approach adopted in this work to evaluate
the inter-event time between events of discovered couples is the following: The
TAB vector of each (A, B) couple discovered by the null models is computed,
which is equivalent to the vector of the time distance between every occurrence of
an A-event and the first succeeding B-event. If the median of this vector is ≥ 30
minutes, the couple is considered to have a sufficiently acceptable inter-event
time and thus abides the inter-event time constraint.

Interestingness Measures
In order to scrutinize the robustness of the discovered couples, two interestingness
measures are computed: Recall and Precision. They are defined by:

Recall =
#Predicted target events

#Total target events
(2)

Precision =
#True predictions

#Total predictions
(3)

The recall represents the percentage of target events that were predicted while
the precision represents the percentage of correct predictions. Intuitively, a high
recall value implies a low rate of false negatives, i.e, only few target events
were missed and left unpredicted. A high precision value however reflects a high
predictive capability and indicates a low rate of false positives, i.e, wrong pre-
dictions. Due to the fact that some events have occured very frequently in a
limited number of trains only, the calculation of the recall/precision measures of
couples consisting of at least one of such events is effected negatively and leads
to erroneous high values. To overcome this inconvenience, a filter was introduced
prior to the calculation of interestingness measures of couples discovered by the
three null models. This filter identifies trains where the frequency of an event
is superior to x + 3σ, where x refers to the mean frequency of an event among
all trains and σ its standard deviation. For each (A, B) event couple, trains in
which the frequency of A or B events exceeds that threshold are neglected. This
procedure renders recall and precision values more robust. In the end, discovered
couples abiding the inter-event time constraint and having acceptable recall and
precision values are considered as significant association rules.
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5.3 Real Data

In this section, the results obtained by the UL, FL and FL(R) null models with
three different co-occurrence scores W, C and D will be presented and discussed.
Results on synthetic data have shown that the efficiency of null models decreases
with high values of w. However, knowing that a small value signifies a short co-
occurrence scanning distance, this would mean that all pairwise co-occurrences
with an inter-event time longer than w will be neglected. Thus, a trade-off was
considered and the null models were applied on the real TrainTracer

TM

data
sequences with w = 5 hours. Table 3 shows the number of significant couples
discovered by each null model.

Table 3. Number of significant event couples discovered by the UL, FL and FL(R) null

models (p-value threshold = 1%) respectively in the TrainTracer
TM

data sequences

UL FL FL(R)
W C D W C D W C D

879 2023 1760 629 1650 1454 1057 771 638

As explained in 5.2, all of the discovered couples were subjected to multiple
evaluation processes in order to determine those satistfying the two constraints
introduced in section 1 and thus might be considered as reliable association
rules. The above mentioned processes consisted of modeling inter-event times in
addition to the calculation of recall and precision measures. Since railway experts
from Alstom have asked for a critical interval of [30 min , 24 hours], mining was
focused on couples with inter-event times at least equal to 30 minutes. Table 4
shows the number of discovered couples abiding the inter-event time constraint.

Table 4. Number of significant event couples abiding the inter-event time constraint
discovered by the UL, FL and FL(R) null models (p-value threshold = 1%) respectively

in the TrainTracer
TM

data sequences

UL FL FL(R)
W C D W C D W C D

632 1468 1335 446 1180 1079 806 579 471

Since the results obtained in 5.1 have shown that the FL null model with the
C and D scores (FL-C and FL-D respectively) have preserved a high efficiency
with various sequence lengths and types of bursts better than the other models,
only the couples discovered by this model were further assessed and post-treated.
Figure 2 shows the Recall/Precision scatter plots for couples discovered by FL-C
and FL-D. Four zones can be defined according to 50% thresholds on both recall
and precision.
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(a) FL-C (b) FL-D

Fig. 2. Recall/Precision scatter plot of all couples with TAB median value ≥ 30 minutes
discovered by the FL null model with the C-score (FL-C) (a) and with the D-score (FL-
D) (b). Recall threshold = 50%, Precision threshold = 50%

Event couples belonging to zone 1 are statistically very relevant and hence
can be considered as plausible association rules with high interestingness. Zones
2 and 3 contain all couples with either a high recall or precision value. Couples
belonging to these two zones are considered to be possibly relevant enough to
be association rules because the weakness of one of the two measures might be
a result of the complexities occurring in the data such as redundancy or bursts.
Zone 4 contains couples that are considered insignificant due to their low recall
and precision values. The scatterplots show that FL-C and FL-D have discovered
the same interesting couples (977 common couples in total). Table 5 shows the
number of discovered couples per zone.

Table 5. Number of event couples per zone discovered by the FL null model with the
C-score (FL-C) and D-score (FL-D). Recall and Precision thresholds = 50%

Zone FL-C FL-D

1 0 0
2 8 10
3 143 115
4 1029 954

Due to the lack of the ground truth on the real existence of rules in the
TrainTracer

TM

data extract under disposal, the analysis of the discovered as-
sociation rules had to be both statistical and physical with the help of railway
maintenance experts in order to identify among them those having a real physical
meaning.



124 W. Sammouri et al.

Consider the following association rule as an example:

Tilting system isolated by permanent tilt isolation switch
−→ Train tilt system defect
Recall: 52.1%, Precision: 47.8%

The recall value indicates that 52.1% of the ”Train tilt system defect” events
(a category 5 failure event) have been predicted by ”Tilting system isolated by
permanent tilt isolation switch” events (category 3 event). However, only 47.8%
of the ”Tilting system isolated by permanent tilt isolation switch” events have
led to a ”Train tilt system defect” within a time window of [30 min , 24 h]. This
rule belongs to zone 3 with a high precision and low recall and has a real physical
meaning as both events are related to the tilt process.

Both recall and precision values may be negatively effected by data bursts in
a specific train or at a certain period of time where failures were frequent due
to infrastructure-related factors, hardware/software problems, etc. That is why,
prior to presenting the rule to technical experts, it is meaningful to consider
the recall and precision values of the association rule per train as well as the
distribution of the two events of the couple constituting the rule amongst trains
over the 6-month observation period (example Figure 3). The observation of
unusual distributions may decrease the chances of a rule to be credible.

In order to improve the robustness of the discovered rules, data should be
further cleaned from redundancy and bursts. Also, increasing the length of rules
to be discovered might reveal hidden valuable information. For instance, associa-
tion rules between events that seem physically irrelevant may be explained more
logically by extending to length-3 and more. For example, the two events in the
above rule might be the extremities of a longer and more physically relevant one.

Fig. 3. Example of the distribution of Recall/Precision values of an association rule A
−→ B per train as well as the distribution of both events per train and histograms of
TAB values of the rule visible within variable time scales
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6 Conclusion and Future Work

In this paper, a new methodology based on a significance testing approach for
pairwise co-occurrences in bursty temporal data sequences is presented and ap-
plied. Three different null models with three different co-occurrence scores were
discussed and confronted on both synthetic and real floating train data. The aim
is to discover association rules leading to rare target events requiring immediate
maintenance actions within very complex and challenging data sequences with
multiple constraints. These rules, once integrated in an online analysis process of
the incoming event stream will allow railway operators to predict severe failures
in the future. The choice of a significance testing algorithm to derive association
rules was mainly motivated by the rareness of temporal rules to be discovered
within a large temporal sequence of events with bursts. Experiments were carried
out on real floating train data extracts from Alstom’s TrainTracer

TM

software.
The obtained rules were evaluated using classical metrics such as recall and preci-
sion, as well as by railway maintenance experts in order to incorporate physical
expertise into the analysis process. The preliminary results show a promising
potential of null models to highlight rare but relevant co-occurrences between
couples of events leading to significant association rules.

This work can be extended in several directions. Future work will mainly in-
volve further investigations to render the null models more robust against bursty
data in order to minimize their high false positive rate. Finally, increasing the
length of discovered rules can be carried out to broaden the spectrum of results.
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Abstract. Data Mining is the process of exploration and analysis of large 
quantities of data in order to discover meaningful patterns and rules. Data 
mining is considered as the only solution towards efficient use of increasing 
amounts of data worldwide. The process of converting data into information is 
achieved by means of data mining. In this study, first the concept of data 
mining is presented, then CRISP-DM process are described. In this paper 

Cluster Analysis and Association Rules are used to analyze the data. -means 

Algorithm, Confidence and Support Ratios are theoretically explained and these 
techniques applied to a data set obtained from 314 customers from 7 regions of 
Turkey to identify their profile. 

Keywords: Data Mining, Cluster Analysis, Association Rules Analysis,  

-means, A priori Algorithm. 

1 Introduction 

Data mining is a rapidly growing interdisciplinary area of tools for extracting models 
from, and identifying patterns in data. These utilize aspects from statistics, machine 
learning, neural networks, plus many other emerging methodologies. In order to 
comprehend the complexities of data mining, having an understanding of both 
mathematical modeling and computational algorithms is very important. [1] Without 
computational algorithms it would be impossible to mine the huge quantities of data 
being generated today.  

Data Mining is the process of exploration and analysis of large quantities of data in 
order to discover meaningful patterns and rules. In the last few years Data Mining 
becomes widespread and recently, it has become more common and important. [2]. 

2 The Cross-Industry Standard Process for Data Mining 
(Crisp-Dm) 

Data mining is the process of selection, exploration and modeling of large databases 
in order to discover models and patterns that are unknown a priori. [3] 

A wide range of organizations in various industries are making use of data mining 
including manufacturing, marketing, chemical, aerospace to take advantages over 
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their competitors. The needs for a standard data mining process therefore increased 
dramatically. The data mining process must be reliable. In 1990, a Cross-Industry 
Standard Process for Data Mining (CRISP-DM) first published after going through a 
lot of workshops, and contributions from over 300 organizations.[4] 

CRISP-DM consists of 6 phases: 

1- Business Understanding 
2- Data Understanding 
3- Data Preparation 
4- Modeling 
5- Evaluation and 
6- Deployment 

 

Fig. 1. The CRISP-DM Process 

3 Association Rules Analysis 

This data mining technique is used to identify the behavior, specific events or 
processes. Association discovery links occurrences within a single event. For 
example; 

o Men who purchase premium brands of coffee are three times more likely to 
buy imported cigars than men who buy standard brands of coffee.  

Retail stores use this data mining technique to find buying patterns in grocery stores. 
Association discovery is sometimes called market basket analysis. 
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The strength of an association rules measure with Support and Confidence Ratios.  

Support and Confidence Ratios 

Support shows the frequency of the patterns in the rule; it is the percentage of 
transactions that contain both A and B. 

Support = Probability(A and B) 

Support = (Transactions involving A and B) / (Total number of transactions). 

Confidence is the strength of implication of a rule; it is the percentage of transactions 
that contain B if they contain A, 

Confidence = Probability (B if A) = P(B/A) 

Confidence = (Transactions involving A and B) / (Total number of 
transactions that have A). 

4 Cluster Analysis 

Clustering is the process of grouping the data into clusters, so that objects within a 
cluster have high similarity in comparison to one another but are very dissimilar to 
objects in other clusters.  

Dissimilarities are assessed based on the attribute values describing the objects. 
Often, distance measures are used. Cluster analysis has been extensively studied for 
many years, focusing mainly on distance- based cluster analysis.  

In data mining, efforts have focused on finding methods for efficient and effective 
cluster analysis in large databases. The most well-known and commonly used 
methods are k-means, k-medoids and their variations. In this paper k-means algorithm 
is used to analyze the data. [5]   

4.1 K-Means Algorithm 

The k-means algorithm takes the input parameter k, which is the number of clusters 
desired. 

First k initial centroids are chosen. Each point is then assigned to the closest 
centroid, and each collection of points assigned to a centroid is a cluster. The centroid 
of each cluster then updated based on the points assigned to the cluster. The 
assignment is repeated and updated until no point changes clusters, or until the 
centroids remain the same. [6]  

Basic k-means algorithm described below: 

1- Select k points as initial centroids 
2- Repeat 
3- Form k clusters by assigning each point to the closest centroid 
4- Recompute the centroid of each cluster 
5- Until Centroids do not change.    
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5 Application 

5.1 Problem Definition 

This study was carried out for identifying online shopping customer behaviors by 
using cluster and association rules analysis.  

5.2 Data Preparation 

The first step in the data preparation stage is collecting the data. The data collection 
process was conducted by survey. The survey form consists of 14 questions, 
conveyed to 400 customers in 7 regions of Turkey via cargo and e-mail between 
05.11.2012 and 23.11.2012. Due to different problems, 77 customers did not submit 
their Q&A forms. Hence, 323 customers have been analyzed in the study. 

The data collected from 323 customers was carefully coded on SPSS. As a result of 
data cleaning process, 9 samples were evaluated as invalid and 314 data were 
analyzed. 

The data set consists of 39 variables and 314 records. Data for 10 records is given 
in Table 1.  

Table 1. - Data Set 

 

5.3 Modeling 

The variables have been examined by using IBM Modeler.  

Gender: 57.01% of the customers are Female and 42.99% are Male. 

 

Fig. 2. Distribution of Gender 

Age:  
63.06% of the customers are between26-35.  
17.83% of the customers are between16-25. 
14.33% of the customers are between36-45. 
4.78% of the customers are 46 years old and above.  
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Marital Status: 
47.45% of the customers are single and 52.55% are married. 

Education:  
61.46% of the customers have a BA degree. 
18.15% of the customers are high school graduates. 
10.19% of the customers have a graduate degree. 
9.55% of the customers are two-year vocational school graduates. 
0.64% of the customers are doctoral graduates. 

Shopping Frequency:  
57.32% of the customers shop when they had the opportunity.  
22.93% of the customers shop once a week. 
12.10% of the customers shop once in fifteen days. 
7.64% of the customers shop once a month. 

Do you do your shopping online? 
87.12% of the customers shop online and 16.88% do not. 

16.88% of the customers answered the question “Do you shop online?” (6th 

question) as NO. Therefore; 261 customers data analyzed and evaluated. 

Is It safe to shop online? 

46.82% of the customers agree with this idea. 24.84% is uncertain. There is 
16.56% null value. Since it has been assumed that customers who do not shop 
online did not answer this question, it will not generate a problem during data 
analysis. There is an 8.6% of customers that find online shopping absolutely safe. 
2.87% find online shopping unsafe and 0.32% find it absolutely unsafe.  

Shopping Websites: 
154 customers shop from Markafoni.com, 
152 customers shop from Hepsiburada.com, 
106 customers shop from Trendyol.com, 
99 customers shop from Gittigidiyor.com, 
91 customers shop from Limango.com, 
68 customers shop from Sahibinden.com, 
43 customers shop from Morhipo.com, 
33 customers shop from Avon’s website and 
15 customers shop from Amway’s website.  
 

Among others, the websites with considerable customers are; 

Biletix.com with 18 customers, 
Mybilet.com with 6 customers, 
And VIPdukkan.com with 8 customers. 

What do you shop online for? 
179 customers shop for Clothing, 
139 customers shop for Electronics, 
127 customers shop for Social Activity Tickets, 
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84 customers shop for Cosmetics, 
56 customers shop for Other needs and 
27 customers shop for Food. 

Payment Method: 
229 customers make their payment Online by Credit Card, 
38 customers make their payment At the Door by Credit Card, 
19 customers make their payment Cash at the Door and 
14 customers make their payment by Money Order. 

Number of Installments: 
94 customers choose Single Payment, 
85 customers choose 4-6 Installments, 
82 customers choose 2-3 Installments, 
34 customers choose 10-12 Installments and 
10 customers choose 7-9 Installments. 

It can be seen that the installment options of customers vary between 1-6 
installments. Customers prefer to make short-term payments. 

Special Offers:  

75.48% of the customers choose online shopping due to prices being below the 
market.  

Problems after Shopping: 

144 customers have encountered Late Delivery problems, 
72 customers have encountered Missing Items, 
63 customers have not encountered any problems, 
42 customers have faced with Customer Service Negligence. 

It is apparent that shopping websites will have significantly overcome customer 
dissatisfaction by investing in the logistics area for solving the "Late Delivery" 
issue. 

Income:  
31.53% of the customers have an income over 2.401 TL, 
19.43% of the customers have an income below 1.300 TL, 
17.52% of the customers have an income between 1.301 – 1.800 TL, 
17.52% of the customers have an income between 1.801 – 2.400 TL and 
14.01% of the customers are not included in the income section. 

5.4 Modeling 

5.4.1   Cluster Analysis 
For cluster analysis, the most commonly used k-means algorithm was chosen. As a 
result of performed tests, the cluster number was approved as 4. The acquired output 
is given in Table 2.  
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Table 2. Cluster Analysis 

 

When Table 2 examined, cluster profiles can be identified as follows:  

Cluster 1: Single males with BA degrees, with an age range of 26-35 who have 
over 2401 TL income are included in this cluster.  The customers in this cluster 
tend to shop online when they have the opportunity.  
 
Cluster 2: High school graduate married males with an age range of 36-45 who 
have over 2401 TL income are included in this cluster.  The customers in this 
cluster tend to shop online when they have the opportunity.  
 
Cluster 3: Single females with BA degrees, with an age range of 26-35 who have 
an income below 1300 TL are included in this cluster.   The customers in this 
cluster also tend to shop online once a week.  
 
Cluster 4: Married females with BA degrees, with an age range of 26-35 who have 
over 2401 TL income are included in this cluster.   The customers in this cluster 
tend to shop online when they have the opportunity.  

 
5.4.2   Association Rules Analysis 
The data set collected via questionnaires coded as 0-1 for Association Rules Analysis. 
Data set can be seen in Table 3. 

Table 3. Data Set 

 

IBM Modeler program and Apriori algorithm was used to analyze the data.   
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Fig. 3. Model 

The validity of the rule sets obtained by Association Rules Analysis, evaluated by 
Support and Confidence Ratios. For this application Support ratio selected as 15% 
and Confidence ratio selected as 60%. 

Rule sets can be seen in Table 4.  

Table 4. Rule sets 

       

First rule set: 96,364% of the customers who shop on Limango and Trendyol 
website, also shop on Markafoni website. The support ratio for this rule is 17,516%.  

7th rule set: 79,798% of the customers who shop on Gittigidiyor website, also 
shop on hepsiburada website. The support ratio for this rule is 31,529%.  
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6 Conclusions 

In the last 10 years, markets have become more globalized due to improvements in 
the communication technologies. It is possible to say that retailers who intend to 
compete in the global markets have quickly become aware of the internet’s 
importance and begun operating in this area. Significant and continuing changes in 
technology have affected markets in the same direction and e-commerce has rapidly 
become popular. Its development over time shows that e-commerce has usually been 
included in an integrated channel strategy in both Turkish and global markets. 

Table 5. Internet Usage Rate in Turkey ( www.internetworldstats.com ) 

YEAR Users Population % Pop.
2000 2,000,000 70,140,900 2.9 % 

2004 5,500,000 73,556,173 7.5 % 

2006 10,220,000 74,709,412 13.9 % 

2010 35,000,000 77,804,122 45.0 % 

 
In spite of the e-commerce sector's rapid growth, there are still negative 

impressions by some customers concerning safety issues. The result of our study says 
that 46.82% of online shoppers agree with the internet’s safety and 8.60% strongly 
agrees with it. Therefore, when we adapt survey samples to the main mass, it appears 
that 55.42% of customers in Turkey find online shopping safe. Observations 
regarding world-wide safety are also included in the result of our study. Results show 
that 44.58% find internet usage unsafe. E-commerce companies should consider this 
44.58% group and search for answers. 

Results also show that marital status and gender variables have a significant effect 
on online shopping. 90 single female customers and 89 married female customers 
show that women have an important effect on online shopping. The study results 
prove that e-commerce companies have substantially expanded their range of 
products for women. It is recorded that the use of internet shopping increases after 
marriage among male customers. While the number of single male customers is 59, 
there are 76 married male customers.  

It is expected that male customers prefer websites which include both buying and 
selling. 49 male customers shop on Sahibinden.com; and 80 of them shop for 
electronics. There is not a big difference between female customers who shop for 
cosmetics and who do not. 

Another important result of the study is the social status of customers. Male 
customers shop online for event tickets and electronics needs. Female customers 
usually shop online for books and general needs. 

According to survey results, online shopping customers are usually married with a 
high level of income who work in the private sector. Businesses that have e-markets 
can develop their strategies based on this profile. Majority of customers also complain 



136 S. Güden and U.T. Gursoy 

about late delivery due to weak logistic networks of e-tailing companies. Companies 
can increase their revenues by minimizing this problem. Special offers for interest-
free payments on short-term (1-6 months) installment options for pos machines 
contracted to banks or special offers that will increase business profit in short-term 
installments will increase customer numbers as well. 
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Abstract. Multi-label classifications exist in many real world applications. This 
paper empirically studies the performance of a variety of multi-label 
classification algorithms. Some of them are developed based on problem 
transformation. Some of them are developed based on adaption. Our 
experimental results show that the adaptive Multi-Label K-Nearest Neighbor 
performs the best, followed by Random k-Label Set, followed by Classifier 
Chain and Binary Relevance. Adaboost.MH performs the worst, followed by 
Pruned Problem Transformation. Our experimental results also provide us the 
confidence of existing correlations among multi-labels. These insights shed 
light for future research directions on multi-label classifications. 

Keywords: multi-label classification, Multi-Label K-Nearest Neighbor, 
Random k-Label Set, Adaboost.MH, Classifier Chain, Binary Relevance, 
Pruned Problem Transformation. 

1 Introduction 

Multi-label classifications deal with multiple labels being assigned to every instance 
in a dataset. That is, an instance can be assigned more than one class simultaneously. 
It is concerned with learning a model that outputs a bipartition of a set of labels into 
relevant and irrelevant with respect to a query instance. This type of classification 
differs in some respect from traditional single label classifications in that one of 
multiple labels is allocated to an instance in the dataset. In single-label classifications 
each instance is associated with a single label and a classifier learns to associate each 
new test instance with one of these known labels [1, 4]. 

Multi-label classification tasks exist in many real-world applications, such as, gene 
classification in bioinformatics [8], medical diagnosis, document classification, music 
annotation, image recognition, and so on. All these applications require effective and 
efficient multi-label classification algorithms. There exist a variety of multi-label 
classification algorithms [10]. For data mining practitioners, it is very important for 
them to know the general knowledge on which algorithms perform the best, such that 
they can try to apply it first. For data mining researchers, it is important to investigate 
the performance of the existing algorithms to get insights, such that they can use the 
clue to guide their research on developing more effective multi-label classification 
algorithms.  
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Current existing multi-label classification algorithms are developed based on two 
basic approaches: algorithm adaptation and problem transformation. Problem 
transformation is easy to understand. We discuss it first.  

Before we discuss the procedure of problem transformation, let us review 
traditional classifications a bit. On the contrast, traditional classifications can be 
called single label classifications. Giving a set L of labels, traditional single label 
classifications choose one label from the set to assign to an instance. If |L| = 2, then 
the problem is binary classification. Otherwise, if |L| > 2, it becomes a multi-class 
classification problem. On the contrary, multi-label learning is to assign multiple 
different labels to a test instance simultaneously [9].  

Problem transformation is to transfer multi-label classifications into multiple 
traditional single label classifications, specifically, multiple binary classifications. 
Figure 1 shows an example of the process of transferring a multi-label classification 
(movie classification) into multiple binary classifications (yes or no).  

 

Fig. 1. An example of multi-label problem transformation 

After a multi-label classification problem is transferred into multiple binary 
classification ones. All the traditional classification algorithms can be applied directly 
to build a classifier for each binary dataset and make prediction for its correlated test 
instances. The prediction for a multi-label instance is made by aggregating outputs 
from autonomous binary classifiers. Binary Relevance (BR) [3, 11], Classifier Chain 
[3], Random k-Label Set [7], and Pruned Problem Transformation [12] are the 
examples of classifiers, which use problem transformation. We will briefly review 
these algorithms in the following section and make comparison among them in 
Section 4. 

Different algorithms have their method for classifying multi-label instances. For 
example a classifier which employs problem transformation for its classification may 
apply a probability distribution over the transformed dataset to rank and assign labels 
to the test instances. In ranking, the task is to order labels, so that the topmost labels 
have a greater probability to assign to the test instance. This way the class with the 
highest probability will be ranked first, the class with the second best probability will 
be ranked second, and so on.  
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The second method used in multi-label classifications is algorithm adaptation. It 
extends existing traditional classification algorithms to perform multi-label 
classifications directly, for example, Adaboost.MH [15] and Multi-label K-Nearest 
Neighbor (MLKNN) [5]. Adaboost.MH is an adaptation of Adaboost [13] for multi-
label classifications. MLKNN is an adaption of the traditional k-NN algorithm for 
multi-label classifications.  

Algorithm adaption completely differs from problem transformation in that no 
binary transformation made. Instead, the algorithm learns the structure and co-
relations that exist among labels to classify a test instance after being trained. Thus, it 
is very useful to investigate the performance of multi-label classification algorithms, 
which are developed based on the two approaches. The investigating results will 
guide data mining researchers in their future research on developing better multi-label 
classification algorithms. 

The rest of the paper is organized as follows. Section 2 introduces the popular 
multi-label classification algorithms which we will make comparison empirically. 
Section 3 introduces five popular performance metrics specifically designed for multi-
label classifications. In Section 4, we describe the experiments we have conducted. 
They consist of the setting of the experiments, the experimental results, and the 
analysis of the experimental results. Section 5 concludes with a summary of our work 
and a discussion of future work. 

2 Popular Multi-label Classification Algorithms 

We briefly review the six popular multi-label classification algorithms (i.e. Binary 
relevance [3, 11], Classifier Chain [3], Random K-Label Set [7], Pruned Problem 
Transformation [12], AdaBoost.MH [15], and Multi-label K-Nearest Neighbor [5]) in 
this section, which are used in our experiments in Section 4. 

2.1 Binary Relevance (BR) 

As we introduced before, Binary Relevance [3, 11] is one of the popular problem 
transformation approaches. It transfers a multi-label classification into multiple binary 
classifications (Figure 1). After the transformation, a traditional classification 
algorithm is applied to build multiple binary classifiers. Each classifier is responsible 
for predicting the presence or absence of each corresponding label which belongs to 
L. For example, if the total number of labels for a dataset is 70, then 70 binary 
classifiers would be trained for each label, with a 0 or 1 association. When classifying 
a new instance, this approach outputs the union of the labels that are predicted by all 
the binary classifiers. 

2.2 Classifier Chain (CC) 

Classifier Chain (CC in short) [3] is also a problem transformation method for multi-
label classifications. It combines the computational efficiency of binary relevance and 
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label dependency for classifications [3]. Classifiers are linked along a chain, where 
each classifier deals with the binary relevance problem associated with a label in |L|. 
This is how classifier chain works. When a training set is passed to the algorithm, it 
creates a chain of classifiers C1, C2, C3, ..., C|L|, where |L| is the total number of labels 
for the dataset. Each of the multi-labels of the dataset is transformed into a binary 
problem. Thus, each classifier (C1, ..., C|L|) is responsible for learning and predicting 
binary associations (0 or 1) for each label. If a test instance X is introduced to the 
trained model, the classification process for X starts from C1 and runs down along the 
chain of classifiers. Each classifier determines the probability of X to be classified 
into L1, L2, L3, ..., L|L|. It sort of builds a binary tree, where each link in the chain is 
extended with a 0 or 1 label association. This chaining method passes label 
information between classifiers, allowing CC to take into account label correlations 
and thus overcoming the label independence problem.  

2.3 Random k-Label Set (RAkEL) 

RAkEL [7] was proposed to solve performance issues of Label Powerset (LP). LP is a 
simple problem transformation method, but time consuming. It produces all subsets 
LP(L) of the multi-label set L, and treats each subset as a label. Then, it transforms the 
multi-label classification into traditional single label classification. Because LP 
produces a great number of labels, it could cause imbalanced issues, considering the 
number of labels versus the number of instances. In addition, the size of the generated 
labels incurs considerable computational costs [7]. RAkEL improves it by randomly 
selecting k-sized label sets from L, and then performing the typical LP approach on 
these generated subsets.  

2.4 Pruned Problem Transformation (PPT) 

Pruned Problem Transformation [12] is also an improvement of LP. The only 
improvement is that PPT prunes away the power subsets LP(L) that occur fewer times 
than a small user-defined threshold (usually 2 or 3). Removing certain information 
might skew or cause information to be lost. In order to avoid this issue, PPT 
optionally split each of the multi-label set into subsets. Thus, the subsets could occur 
more than the user-defined threshold.  

2.5 AdaBoost.MH (AD) 

Adaboost [13] is a short form of adaptive boosting. Boosting is a meta-algorithm, 
meaning it can be used in conjunction with other learning algorithms for improving 
their performance. It combines inaccurate and rough rules to produce accurate results. 
Given a base learning algorithm, Adaboost works by initially setting the weights of all 
training instances to be equal. Then it calls the base learning algorithm several times. 
For each call, the weight of incorrectly classified instances is increased. This is to 
help the base learning algorithm focus on the misclassified instance until it is 
correctly classified. AdaBoost.MH [15] is an adaptation of Adaboost for multi-label 
classifications. Adaboost.MH works similarly like the adaboost algorithm, except that 
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it breaks the multi-label classification down into a binary problem where each test 
instance is classified according to its label association (either 0 or 1).  

2.6 Multi-Label K-Nearest Neighbor (MLKNN) 

MLkNN [5] is an adaption of the traditional k-NN algorithm for multi-label 
classifications. It is one of lazy learning algorithms. The algorithm identifies, for each 
unseen test instance, the k nearest neighbors in the training set. It calculates prior 
probabilities from the k nearest training instances, and then finds the maximum 
posteriori probability to determine the label set for the test instance.  

3 Performance Metrics 

The performance evaluation of multi-label classification is much more complicated 
than traditional classification. In this Section, we introduce five popular performance 
metrics specifically designed for multi-label classifications [6, 15, 16], i.e., Hamming 
Loss, Average Precision, One-Error, Coverage, and Ranking Loss. Before describing 
their definitions, we explain the related notations first. Supposing there is a multi-
label dataset D = {(xi, Yi) | 1 ≤  i  ≤ p}, notations presented in the formulas below are: 
h(xi) represents a set of proper labels for xi ; ∆ represents symmetric difference; h(xi , 
y)  represents the value of confidence for y to be a label of xi; rankh(xi , y) returns the 

rank of y from  h(xi , y); and iy  represents the complementary of yi [14]. 

3.1 Hamming Loss (HL) 

Hamming Loss takes into account prediction errors, which labels are incorrectly 
predicted and which labels were not predicted at all [14]. It takes into account how 
many instance-label pairs are misclassified. The smaller the value, the better the 
performance is.  
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3.2 Average Precision (AP) 

Average Precision evaluates the average fraction of labels ranked above a particular 
label which belongs to L [14]. It is often used for the evaluation of information 
retrieval tasks. The bigger the value of Average Precision, the better the classification 
performance is. 

AP =
),(

11
1 yxrank

P

yp i
h

ip

i
i

• =
, where (2)

}),,(),(|{ i
i

i
hi

i
h

i yyyxrankyxrankyP ∈≤′=  



142 C.A. Tawiah and V.S. Sheng 

3.3 One-Error (OE) 

This measure calculates the number of times that the top-ranked label predicted is  
not in the original label set of an instance. So it checks whether the top-ranked label  
is relevant, and ignores the relevancy of all other labels. The smaller the value of  
One- Error, the better the performance is. 
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p 1
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3.4 Coverage (CV) 

Coverage measures how far we need, on average, to go down the list of labels in order 
to cover all the possible labels assigned to an instance [14]. The goal of coverage is to 
assess the performance of a classifier for all the possible labels of instances. The 
smaller the value of Coverage, the better the performance is. 
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3.5 Ranking Loss (RL) 

Ranking Loss computes the average fraction of label pairs which are not correctly 
ordered [14] for an instance. The smaller the value of Ranking Loss, the better the 
performance is. 
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4 Experiments 

In this section, we will make thorough comparisons among the six multi-label 
classification algorithms introduced in Section 2, by applying them on eleven 
datasets. We evaluate their performance using the five popular metrics described in 
Section 3.  

4.1 Experimental Setup 

In our experiments, we try to conduct experiments on all available datasets listed in 
MULAN [10] website1. We have not obtained experimental results for some datasets, 

                                                           
1 http://mulan.sourceforge.net/datasets.html 
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because of the limitation of our computer memory. The specifications of the computer 
used is a 64-bit Operating System, x64-based processor, Intel(R) Core(TM) i5-2467M 
with 8GB memory. We succeeded in the eleven multi-label datasets: Cal500 (human-
generated musical annotations), Corel5k (learning a lexicon for a fixed image 
recognition), Emotions (music emotion detection), Enron (email messages) [2], 
Genbase (classification of protein families), Medical (variables consisting of illnesses 
and treatments), Scene (semantic indexing of still images), Yeast (gene function 
classification), Bookmarks (text tagging suggestion), Mediamill (multimedia 
analysis), and Bibtex (text tagging suggestion). The detail characteristics of the eleven 
datasets are listed in Table 1.  

Table 1. Description of the datasets used in the experiments 

Name #Instances #Training Inst. #Test Inst. Nominal Numeric Labels 
Cal500 502   0 68 174 
Corel5k 5000 4501 499 499 0 374 
Emotions 593 391 202 0 72 6 
Enron 1702 1123 579 1001 0 53 
Genbase 662 463 199 1186 0 27 
Medical 978 333 645 1449 0 45 
Scene 2407 1211 1196 0 294 6 
Yeast 2417 1500 917 0 103 14 

Bookmarks 87856   2150 0 208 

Mediamill 43907   0 120 101 

Bibtex 7395 4880 2515 1836 0 159 
 
Each dataset comes along with an xml header file specifying the names of the 

labels and hierarchical relationships among them [10]. Except Cal500, Bookmarks, 
and Mediamill, eight datasets in Table 1 are already separated into training and test 
sets. For each of these datasets, we loaded two files, an XML file, and the ARFF files 
for the train and test set.  

We conduct experiments on the six classification algorithms described in Section 2 
for each dataset. If a dataset is separated into a training and test set already, we only 
run each classification algorithm once on its training set, and report its performance 
over its test set. We have to explain how we conduct experiments on Bibtex. Because 
of memory limitation, we could not obtain experimental results using its original 
training and test set directly. Thus, we have to sample our training set (2000 instances, 
the maximum number of instances our computer can handle) and testing set (1200 
instances) from its original training and test set respectively to conduct experiments.  

There are three datasets: Cal500, Bookmarks, and Mediamill, which are not 
separated into train and test sets. We resample them using randomization and repeat 
the process ten times. The average results are presented in the paper. For Cal500, we 
split its whole dataset into 70% for training and 30% for testing each time. For 
Bookmarks and Mediamill, we sample 2000 instances as the training set and 1200 
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instances as the test set each time. Again, the size 2000 is the proper number of 
instances that our computer can process.  

Notice that in our experiment the default base learner is used for the six multi-label 
classification algorithms. Specifically, J48 is used in conjunction with Binary 
Relevance and Classifier Chain. LabelPowerset, in conjunction with J48 is used as the 
base learner for RAkEL. J48 pruning tree is used for Pruned Problem Transformation. 
Adaboost.MH uses AdaBoostM1 as its base learner, which in turn uses decision 
stump as its base learner [17]. 

4.2 Experimental Results 

Tables 2 through 9 show the experimental results of all of the six multi-label 
classification algorithms on eight datasets, i.e., Emotions, Enron, Genbase, Medical, 
Scene, Yeast, Mediamill, and Bibtex. Tables 10 through 12 show the experimental 
results of some of the six multi-label classification algorithms on three datasets: i.e., 
Cal500, Corel5k, and Bookmarks. This is because some of the algorithms run out of 
memory. For Cal500, we will show the experimental results for the algorithms except 
PPT. For Corel5k, we will show the experimental results for the algorithms except 
Adaboost.MH. For Bookmarks, we will show the experimental results for the 
algorithms except PPT and RAkEL. Based on the experimental results, we highlight 
the best in bold, highlight the second in italic, and underline the worst, for each of the 
five performance metrics for each dataset. Again, only for Average Precision, a higher 
value is better. For the rest four metrics, a lower value is better.  

Table 2. Experimental results on Emotion 

 HL AP OE CV RL 
CC 0.2896 0.6726 0.4455 2.8267 0.3383 
RAKEL 0.2228 0.7841 0.2871 2.0545 0.1841 
AD 0.3160 0.5906 0.5248 3.0842 0.4295 
PPT 0.3127 0.6928 0.4208 2.6832 0.3135 
BR 0.2599 0.6959 0.3663 2.8069 0.3103 
MLKNN 0.2087 0.7965 0.2822 1.8762 0.1586 

Table 3. Experimental results on Enron 

 HL AP OE CV RL 

CC 0.0530 0.5722 0.4162 23.2919 0.1794 

RAKEL 0.0509 0.6051 0.2815 24.7841 0.2030 

AD 0.0619 0.4574 0.4594 27.7789 0.2370 

PPT 0.0727 0.4703 0.5043 27.8152 0.2613 

BR 0.0540 0.5746 0.4059 24.7997 0.1861 

MLKNN 0.0514 0.6345 0.2798 13.1813 0.0934 
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Table 4. Experimental results on Genbase 

 HL AP OE CV RL 
CC 0.0011 0.9918 0.0050 0.3166 0.0018 
RAKEL 0.0011 0.9900 0.0101 0.2965 0.0016 
AD 0.0456 0.3184 0.7286 14.0704 0.5281 
PPT 0.0026 0.9864 0.0000 0.5176 0.0063 
BR 0.0011 0.9918 0.0050 0.3166 0.0018 
MLKNN 0.0052 0.9931 0.0000 0.5779 0.0062 

Table 5. Experimental results on Medical 

 HL AP OE CV RL 
CC 0.0103 0.8268 0.1907 4.4341 0.0756 
RAKEL 0.0113 0.8126 0.2031 4.0946 0.0732 
AD 0.0276 0.3571 0.7395 13.8512 0.2858 
PPT 0.0173 0.7476 0.2713 5.9364 0.1051 
BR 0.0106 0.8226 0.1969 4.4450 0.0763 
MLKNN 0.0188 0.7266 0.3535 3.5442 0.0586 

Table 6. Experimental results on Scene 

 HL AP OE CV RL 

CC 0.1392 0.7295 0.3712 1.3094 0.2365 

RAKEL 0.1150 0.8150 0.2977 0.6873 0.1166 

AD 0.1810 0.4302 0.7860 2.5819 0.4898 

PPT 0.1623 0.7248 0.4130 1.1714 0.2134 

BR 0.1389 0.7115 0.4264 1.2809 0.2307 

MLKNN 0.0953 0.8513 0.2425 0.5652 0.0925 

Table 7. Experimental results on Yeast 

 HL AP OE CV RL 
CC 0.2638 0.6295 0.3490 9.0349 0.3286 
RAKEL 0.2328 0.7102 0.2901 7.6696 0.2240 
AD 0.2330 0.5930 0.2497 9.2454 0.3821 
PPT 0.2947 0.6470 0.3391 8.5627 0.3130 
BR 0.2588 0.6164 0.4024 9.2857 0.3206 
MLKNN 0.1980 0.7574 0.2421 6.3642 0.1707 
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Table 8. Experimental results (in average) on Mediamill 

 HL AP OE CV RL 
CC 0.0518 0.4324 0.5086 45.1207 0.1661 
RAKEL 0.0481 0.4969 0.3147 46.0259 0.1745 
AD 0.0382 0.4503 0.2543 59.2112 0.2395 
PPT 0.0448 0.4222 0.3362 54.9310 0.2380 
BR 0.0534 0.3757 0.6336 51.9397 0.2107 
MLKNN 0.0404 0.5682 0.2457 29.8017 0.1060 

Table 9. Experimental results on sampled Bibtex 

 HL AP OE CV RL 
CC 0.0145 0.3784 0.5415 66.2824 0.2496 
RAKEL 0.0136 0.3602 0.5183 72.6379 0.3097 
AD 0.0149 0.0859 0.8505 104.302 0.5181 
PPT 0.0196 0.2938 0.6445 76.4153 0.3393 
BR 0.0141 0.3781 0.5316 68.3189 0.2615 
MLKNN 0.0138 0.2753 0.6611 66.2425 0.2744 

Table 10. Experimental results (in average) on Cal500  

 HL AP OE CV RL 
CC 0.1789 0.3053 0.7616 169.8146 0.3746 
RAKEL 0.1700 0.3829 0.3709 166.3377 0.2983 
AD 0.1423 0.2319 0.0927 169.3974 0.5642 
BR 0.1659 0.3198 0.8013 170.1391 0.3466 
MLKNN 0.1375 0.4916 0.1060 128.9934 0.1823 

Table 11. Experimental results on Corel5k  

 HL AP OE CV RL 
CC 0.0101 0.2392 0.7240 161.74 0.1826 
RAKEL 0.0096 0.1296 0.7260 333.23 0.6381 

PPT 0.0163 0.1767 0.8040 268.01 0.4332 
BR 0.0098 0.2550 0.7080 124.91 0.1429 

MLKNN 0.0093 0.2656 0.7060 113.04 0.1297 

Table 12. Experimental results (in average) on bookmarks  

 HL AP OE CV RL 

CC 0.0112 0.2159 0.8168 84.1414 0.2834 

AD 0.0104 0.1166 0.9529 109.528 0.4230 

BR 0.0118 0.2299 0.7853 82.5759 0.2818 

MLKNN 0.0096 0.2423 0.7644 80.5183 0.2704 



 A Study on Multi-label Classification 147 

In order to see clearly and to show the general knowledge of the performance of 
the six multi-label classification algorithms, Table 13 shows the average values of the 
five performance metrics over the eight datasets (Emotions, Enron, Genbase, Medical, 
Scene, Yeast, Mediamill, and Bibtex), from Table 2 to 9. The experimental results of 
other three datasets (Cal500, Corel5k, and Bookmarks) are not included in Table 13, 
because we did not obtain results for some of the six multi-label classification 
algorithms, which ran out of memory. Partial experimental results for the three 
datasets are shown in Tables 10 through 12.  

We further summarize the comparisons among the six multi-label classification 
algorithms through ranking over the eight datasets. For each of the eight datasets, we 
ranked the performance of the six algorithms from 1 (best) to 6 (worst) on each 
metric. The average rank of the six algorithms on each metric is shown in Table 14. 
Further, we average the average ranks for each of the six algorithms across the five 
performance metrics in the last column of Table 14. Again, the experimental results of 
other three datasets (Cal500, Corel5k, and Bookmarks) are not included. 

In Table 13 and 14, we also highlight the best in bold, highlight the second in 
italic, and underline the worst for each of the five performance metrics and the overall 
average ranks (Table 14 only) for the six algorithms. 

Table 13. Average Results of the eight datasets for different algorithms 

 HL AP OE CV RL 
CC 0.1029 0.6541 0.3534 19.077 0.1969 
RAKEL 0.0869 0.6967 0.2753 19.781 0.1608 
AD 0.1147 0.4103 0.5741 29.265 0.3887 
PPT 0.1158 0.6231 0.3661 22.254 0.2237 
BR 0.0988 0.6458 0.3710 20.399 0.1997 
MLKNN 0.0789 0.7003 0.2883 15.269 0.1200 

Table 14. Average ranks of different algorithms on the eight datasets 

 HL AP OE CV RL Average 
CC 3.375 3.00 3.5 3.125 3.125 3.225 
RAKEL 2.0 2.625 2.375 2.375 2.5 2.375 
AD 4.5 4.5 4.625 5.75 5.75 5.025 
PPT 4.75 4.125 3.625 4.375 4.375 4.25 
BR 3.25 3.5 3.625 4.0 3.25 3.525 
MLKNN 2.0 2.0 2.0 1.5 1.5 1.8 

 
Table 14 shows that MLKNN performs the best. Its average ranks on all five 

performance metrics are the best (lowest values). Its overall rank value across the five 
performance metrics is 1.8, much lower than the second position RAkEL, whose 
overall rank value is 2.375. This is also supported by its ranks on each of the eight 
datasets, from Table 2 to 9. The average performance over the eight datasets shown in 
Table 13 also supports this. Table 13 shows that MLKNN achieves the lowest values 
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on the lowest-best metrics: Hamming Loss (HL), Coverage (CV), and Ranking Loss 
(RL), and achieves the highest value on the highest-best metric Average Precision 
(AP). Although we did not include the experimental results of three datasets (Cal500, 
Corel5k, and Bookmarks) into the summarization, their experimental results shown in 
Tables 10 through 12 completely support the conclusion. 

Table 14 shows that RAKEL occupies the second position on all performance 
metrics, including the tied best in Hamming Loss (HL). Its overall rank 2.375 is also 
in the second position. Thus, we can conclude that RAkEL is the second best among 
the six algorithms. This is supported by its ranks on each of the eight datasets, from 
Table 2 to 9. The average performance over the eight datasets shown in Table 13 also 
supports this. Table 13 shows that RAkEL achieves the lowest value on the lowest-
best metric One-Error (OE). It also achieves the second lowest in the lowest-best 
metrics: Hamming Loss (HL) and Ranking Loss (RL), and achieves the second 
highest value on the highest-best metric Average Precision (AP).  

Table 14 shows that Adaboost.MH (AD) performs the worst. Its average ranks on 
all five performance metrics are the worst (highest values). Its overall rank value 
across the five performance metrics is 5.025, close to the maximum value 6.0. This is 
supported by its ranks on each of the eight datasets, from Table 2 to 9. The average 
performance over the eight datasets shown in Table 13 also supports this. Table 13 
shows that AD achieves the highest values on the lowest-best metrics: One-Error 
(OE), Coverage (CV), and Ranking Loss (RL), and achieves the lowest value on the 
highest-best metric Average Precision (AP).  

Table 14 shows that Classifier Chain (CC), Binary Relevance (BR), and Pruned 
Problem Transformation (PPT) take the middle positions. We can see that CC is the 
best, followed by BR, followed by PPT, among the three algorithms. Table 13 also 
shows this relationship. CC combines the binary relevance and the multi-label 
dependency. The better performance from CC shows that the label dependency exists, 
and needs to be utilized in multi-label classifications. That RAkEL performs the 
second also supports this. The potential drawback of Binary Relevance is the multi-
label independency assumption. 

In general, MLKNN performs the best, followed by RAkEL, followed by Classifier 
Chain and Binary Relevance. Classifier Chain improves the performance of Binary 
Relevance. Adaboost.MH performs the worst, followed by Pruned Problem 
Transformation. Why does Adaboost.MH perform the worst? We conjecture that the 
possible reason is its default base learner, decision stump. In the future, we will 
further investigate this.  

5 Conclusion 

In this paper, we provide an empirical comparison on six multi-label classification 
algorithms using eleven datasets. Our experiments show that the adaptive multi-label 
learning algorithm MLKNN performs the best, followed by RAkEL, followed by 
Classifier Chain and Binary Relevance. Adaboost.MH performs the worst, followed 
by Pruned Problem Transformation. This provides the guide for multi-label 
classification practitioners and saves their time to try and to estimate the possible 
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achievement. This also stimulates us to study adapting traditional single label 
classification algorithms for multi-label problems. Our experimental results also 
provide us the confidence on the conjecture: there exist correlations among multi-
labels. The multi-label independency assumption is not succeeded in most of datasets. 
How to utilize the correlations among these labels will shed a light for our future 
research. 

We will continue to evaluate the performance of existing multi-label classification 
algorithms. In the same time, we are going to design novel algorithms for multi-
classifications with the insights found in the experiments.  
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Abstract. In this paper, we consider the problem of feature selection
and classification under uncertain data that is inherently prevalent in al-
most all datasets. Using principles of Robust Optimization, we propose a
robust scheme to handle data with ellipsoidal model uncertainty. The dif-
ficulty in treating zero-norm �0 in feature selection problem is overcome
by using an appropriate approximation and DC (Difference of Convex
functions) programming and DCA (DC Algorithm). The computational
results show that the proposed robust optimization approach is more
performant than a traditional approach in immunizing perturbation of
the data.

Keywords: Feature selection, SVM, Robust Optimization, DC
programming, DCA.

1 Introduction

Data uncertainty is common in real-world applications due to various causes,
including imprecise measurement, outdated sources and implementation errors.
These kinds of uncertainty must be handled cautiously, or else the results could
be highly unreliable even with very small perturbations of the nominal data.
Consequently, there exists a real need of a methodology capable to detect the
cases when data uncertainty can heavily effect the quality of the nominal so-
lution, and to generate a robust solution in such cases, one that is immunized
against the effect of data uncertainty. For this need, we address here the Robust
Optimization approach studied by Ben-Tal, El Ghaoui and Nemirovski [1].

1.1 A Robust Optimization Approach

A generic mathematical programming problem is of the form

min
x∈Rn

{f0(x, u) : fi(x, u) ≤ 0, i = 1, . . . ,m}, (P[u])

P. Perner (Ed.): ICDM 2013, LNAI 7987, pp. 151–165, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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where x ∈ R
n is a vector of decision variables, the function f0 (the objective

function) and f1, . . . , fm are structural elements of the problem, and u stands
for the data specifying a particular problem instance. Since the data u can not
be determined exactly, it is assumed to take arbitrary values in an uncertainty
set U in the space of data. Then, we have to deal with an uncertain optimization
problem defined as a collection of the usual (”certain”) optimization problems

{(P [u]) |u ∈ U}. (1)

For the purpose of immunizing against the effect of data uncertainty, a meaning-
ful candidate solution x of the uncertain problem (1) is required to be feasible
for all realizations of the disturbances u within U . That is, x is required to satisfy
the semi-infinite system of constraints

fi(x, u) ≤ 0, i = 1, . . . ,m ∀u ∈ U .

Moreover, to quantify robustly the quality of the uncertain problem, we minimize
the largest value f̂0(x) = supu∈U f0(x, u) – say robust value – of the ”true”
objective f0(x) over all realizations of the data from the uncertainty set. These
lead us to Robust Counterpart of the uncertain problem (1),

min
x∈Rn

{sup
u∈U

f0(x, u) : fi(x, u) ≤ 0, i = 1, . . . ,m ∀u ∈ U}. (2)

The feasible/optimal solutions to the Robust Counterpart are called robust fea-
sible/optimal solutions of the uncertain problem (1).

1.2 Robust Optimization for Feature Selection in SVMs

In this paper, we focus on feature selection in the context of Support Vector Ma-
chines (SVMs) learning with two-class linear models as well as presence of un-
certainty data. In traditional feature selection, the patterns (assumed as vectors
x ∈ R

n) belong to one of two classes (labeled by +1 or -1), and we seek to dis-
criminate them by a hyperplaneH = {x |x ∈ R

n, 〈w, x〉+b = 0}, (w ∈ R
n, b ∈ R)

which uses as few features as possible. This aims to select a subset of relevant fea-
tures while preserving the discriminative ability and improving the performance
of classifier. For this traditional approach, the input data (x, δ)–patterns with
corresponding labels–are given exactly. However, as mentioned above, this is un-
realistic because uncertainty data is ubiquitous in many real world applications.
In the context of this paper we will assume that the uncertainty is only in the
patterns x and the labels δ ∈ {+1,−1} are known precisely whenever given. Mo-
tivated by robust optimization approach by Ben-Tal, El Ghaoui and Nemirovski
[1], the notion of uncertainty is made explicit by specifying the allowable values
of a data point via an ellipsoid.

We take a look at existing works on classification under data uncertainty.
Bhattacharyya et al. [5] develops Second Order Cone Programming (SOCP)
SVM formulation to design a robust linear classifier when the uncertainty was
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described by multivariate normal distributions. This work has been generalized
in [23] by proposing a SOCP formulation for designing robust binary classifier
for arbitrary distributions having finite mean and covariance. The latter ap-
proach can be interpreted as ellipsoidal bounded uncertainty. Bi and Zang [6]
provided Total Support Vector Classification (TSVC) formulation for bounded
uncertainties. A similar work was developed in Trafalis et al. [24] for robust
SVM classification of imbalanced and noisy data. In the above works, the au-
thors use �2-norm for regularization. Works on the feature selection problem and
uncertainty are rarely encountered. In [5], the authors developed robust sparse
hyperplanes based on ellipsoidal data uncertainty model to uncertain molecular
profiling data using the sparsity-inducing regularizer �1.

In this work we consider the ellipsoidal data uncertainty model with �0 reg-
ularizer term representing the sparsity and investigate an efficient nonconvex
programming approach to tackle the robust feature selection SVM problem.
Our method is based on DC (Difference of Convex functions) programming and
DCA (DC Algorithms) that were introduced by Pham Dinh Tao in a preliminary
form in 1985. They have been extensively developed since 1994 by Le Thi Hoai
An and Pham Dinh Tao (see [12,25,26] and the references therein). Using an
appropriate approximation of �0-norm we reformulate the considered problem
as a DC program and then develop a DCA based algorithm for solving it.

We now describe the notations used in this paper. All vectors will be column
vectors unless transposed to a row vector by a superscript T . For a scalar s ∈ R,
s+ is defined by max{0, s}. For vectors x, y ∈ R

n and 1 ≤ p < ∞, the inner

product and �p-norm are 〈x, y〉 = ∑n
i=1 xiyi, ‖x‖p = (

∑n
i=1 |xi|p)

1
p respectively.

The rest of this paper is organized as follows. The next section states the prob-
lem of feature selection and classification with uncertain data, and the specific
ellipsoidal model. In section 3 we present DC programming and DCA for general
DC programs, and show how to apply DCA to solve our robust feature selection
and classification problem. Finally, the numerical experiments are presented in
section 4 and section 5 concludes the paper.

2 Feature Selection for SVMs under Uncertain Data

2.1 Feature Selection for Linear Two-Class SVM Models

Consider a two-class dataset consisting of N data points as well as labels,
{(xi, δi)}Ni=1 ⊂ R

n × {−1, 1}. We suppose that N = m + k, and the first m
data points belong to the class with label +1 while the last k data points belong
to the class −1. The feature selection for SVM problem is formulated in [2] as
follows:

min
w,b

(1− λ)

(
N∑
i=1

σi

[
1− δi(〈w, xi〉+ b)

]
+

)
+ λ‖w‖0, (3)

where σi =
1
m if δi = 1 and σi =

1
k if δi = −1, and the parameter λ ∈ [0, 1] is a

measure of trade-off between misclassification and sparsity, and the �0-norm of
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the vector w is defined as

‖w‖0 = cardinality{j |wj �= 0}.

2.2 Data Uncertainty Model and Robust Counterpart

Assume that each input data xi (i = 1, . . . , N) varies in a given uncertainty set
Ui. Then, uncertain problem corresponding to (3) is a collection of the form{

min
w,b

(1− λ)

(
N∑
i=1

σi

[
1− (〈w, xi〉+ b)

]
+

)
+ λ‖w‖0

}
xi∈Ui

i=1,...,N

. (4)

Since uncertainty on data points xi is separable, the Robust Counterpart of the
uncertain problem (4) is given by

min
w,b

{
(1− λ)

(
N∑
i=1

σi sup
xi∈Ui

[
1− (〈w, xi〉+ b)

]
+

)
+ λ‖w‖0

}
,

or equivalently,

min
w,b,ξ

(1 − λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λ‖w‖0

s.t ξi ≥ sup
xi∈Ui

(
1− δi(〈w, xi〉+ b)

)
, ξi ≥ 0 ∀i = 1, . . . , N.

(5)

2.3 Ellipsoidal Uncertainty Model

In this section, we consider a simple case when the input data uncertainty is
described by ellipsoidal sets, called the ellipsoidal uncertainty model. This means
that each input data xi (i = 1, . . . , N) varies in an ellipsoid defined by

Ei = Ei(xi, Pi) = {xi + P
1/2
i u : ‖u‖2 ≤ 1},

where xi represents the centre, and the symmetric positive semidefinite matrix
Pi represents the shape of the ellipsoid Ei. The centre xi is refereed as nominal

value of xi. Substituting xi = xi + P
1/2
i u, (‖u‖2 ≤ 1), we have

sup
xi∈Ei

(
1− δi(〈w, xi〉+ b)

)
= 1− δi(〈w, xi〉+ b) + sup

‖u‖2≤1

〈P 1/2
i w, u〉

= 1− δi(〈w, xi〉+ b) + ‖P 1/2
i w‖2.

Then, the robust feature selection problem takes the form

min

{
(1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λ‖w‖0 : (w, b, ξ) ∈ K

}
, (6)

whereK =
{
(w, b, ξ) : δi(〈w, xi〉+ b) ≥ 1− ξi + ‖P 1/2

i w‖2, ξi ≥ 0, i = 1, . . . , N
}

is a closed convex set.
Below, we give some geometric interpretations for the ellipsoidal uncertainty

model. The proofs are trivial, so we omit them.
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Proposition 1. The hyperplane H = {x ∈ R
n : 〈w, x〉+b = 0} and the ellipsoid

E = {x ∈ R
n : x = x0 + P 1/2u, ‖u‖2 ≤ 1} have a common point if and only if

|〈w, x0〉+ b| ≤ ‖P 1/2w‖2. (7)

Proposition 2. Suppose that (ŵ, b̂, ξ̂) is a solution to the problem (6) and ŵ �=
0. Then we have, for any i = 1, . . . , N ,

ξ̂i =

[
sup
xi∈Ei

{
1− δi(

〈
ŵ, xi

〉
+ b̂)

}]
+

=
[
1− δi(

〈
ŵ, x̂i

〉
+ b̂)

]
+
, (8)

where x̂i is determined by x̂i = xi − δi
Piw

‖P 1/2
i w‖2

∈ Ei.

It is easy to see that x̂i in Proposition 2 is on the boundary of the ellipsoid Ei.
With the robust formulation, the constraints δi(〈w, xi〉+ b)− 1 ≥ ‖P 1/2

i w‖2 − ξi
and ξi ≥ 0 mean that we try to find a hyperplane that separates not only xi but
also entirely corresponding uncertainty set. If separation constraints are violated,
a part or entire uncertainty set is on wrong side and x̂ is the ”worst-case” – that
is, x̂ is a point in uncertainty set which is most severely misclassified. Therefore,
the value of ξ̂i will measure misclassification in worst-case. By solving the robust
problem, we desire to reduce misclassification in worst-case.

Statistical Interpretation. Before the end of this section, we give another
interpretation that is meaningful.

For each i = 1, . . . , N , we assume that xi is a random vector with mean
E(xi) = xi and the varianceVar(xi) = Pi. Then, the quality ζi = 1−δi(〈w, xi〉+
b) is also a random variable with mean E(ζi) = 1− δi(〈w, xi〉+ b) and variance

Var(ζi) = Var(〈w, xi〉) = wTPiw = ‖P 1/2
i w‖22.

For any ρ > 0, by Chebyshev inequality, we have

Pr
(
ζi > E(ζi) + ρ

√
Var(ζi)

)
≤ Pr

(
|ζi −E(ζi)| > ρ

√
Var(ζi)

)
≤ 1

ρ2
.

Especially, if xi is normal distribution, then so is ζi. Hence,

Pr
(
ζi > E(ζi) + ρ

√
Var(ζi)

)
= 1− Φ(ρ) ≤ exp(−ρ2/2),

where Φ is the normal cumulative distribution function, that is

Φ(u) =
1√
2π

∫ u

−∞
exp

(
−s2

2

)
ds.

Therefore, for large enough ρ > 0, the probability that ζi > E(ζi) + ρ
√
Var(ζi)

is small. Let us choose a ”safety parameter” ρ > 0 and ignore the ”rare event”
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ζi > E(ζi) + ρ
√
Var(ζi), the robust value of

[
1− δi(〈w, xi〉+ b)

]
+

= (ζi)+ in

objective function of (3) can be taken at[
E(ζi) + ρ

√
Var(ζi)

]
+
=

[
1− δi(〈w, xi〉+ b) + ρ‖P 1/2

i w‖2
]
+
.

Then, a robust counterpart of (4) by this way is similar to (6).

3 DCA for Solving the Robust Feature Selection Problem
(6)

3.1 DC Programming and DCA

For a convex function θ, the subdifferential of θ at x0 ∈ domθ := {x ∈ R
n :

θ(x0) < +∞}, denoted by ∂θ(x0), is defined by

∂θ(x0) := {y ∈ R
n : θ(x) ≥ θ(x0) + 〈x− x0, y〉, ∀x ∈ R

n},
and the conjugate θ∗ of θ is

θ∗(y) := sup{〈x, y〉 − θ(x) : x ∈ R
n}, y ∈ R

n.

A general DC program is that of the form:

α = inf{F (x) := G(x) −H(x) |x ∈ R
n} (Pdc),

where G,H are lower semi-continuous proper convex functions on R
n. Such

a function F is called a DC function, and G − H a DC decomposition of F
while G and H are the DC components of F . Note that, the closed convex
constraint x ∈ C can be incorporated in the objective function of (Pdc) by using
the indicator function on C denoted by χC which is defined by χC(x) = 0 if
x ∈ C, and +∞ otherwise.

A point x∗ is called a critical point of G−H , or a generalized Karush-Kuhn-
Tucker point (KKT) of (Pdc)) if

∂H(x∗) ∩ ∂G(x∗) �= ∅. (9)

Based on local optimality conditions and duality in DC programming, the DCA
consists in constructing two sequences {xk} and {yk} (candidates to be solutions
of (Pdc) and its dual problem respectively). Each iteration k of DCA approxi-
mates the concave part−H by its affine majorization (that corresponds to taking
yk ∈ ∂H(xk)) and minimizes the resulting convex function (that is equivalent
to determining xk+1 ∈ ∂G∗(yk)).

Generic DCA scheme
Initialization: Let x0 ∈ R

n be an initial guess, 0 ← k.
Repeat
- Calculate yk ∈ ∂H(xk)
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- Calculate xk+1 ∈ arg min{G(x)− 〈x, yk〉 : x ∈ R
n} (Pk)

- k + 1 ← k
Until convergence of {xk}.

Convergences properties of DCA and its theoretical basic can be found in
[25,12]. It is worth mentioning that

– DCA is a descent method (without linesearch): the sequences {G(xk) −
H(xk)} and {H∗(yk)−G∗(yk)} are decreasing.

– If G(xk+1)−H(xk+1) = G(xk)−H(xk), then xk is a critical point of G−H
and yk is a critical point of H∗−G∗. In such a case, DCA terminates at k-th
iteration.

– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xk} and {yk} are bounded then every limit point x (resp. y) of the sequences
{xk} (resp. {xk}) is a critical point of G−H (resp. H∗ −G∗).

– DCA has a linear convergence for general DC programs, and has a finite
convergence for polyhedral DC programs.

A deeper insight into DCA has been described in [12]. For instant it is crucial to
note the main feature of DCA: DCA is constructed from DC components and
their conjugates but not the DC function f itself which has infinitely many DC
decompositions, and there are as many DCA as there are DC decompositions.
Such decompositions play a critical role in determining the speed of conver-
gence, stability, robustness, and globality of sought solutions. It is important
to study various equivalent DC forms of a DC problem. This flexibility of DC
programming and DCA is of particular interest from both a theoretical and an
algorithmic point of view.

For a complete study of DC programming and DCA the reader is referred
to [25,12,26] and the references therein. The solution of a nonconvex program
(Pdc) by DCA must be composed of two stages: the search of an appropriate DC
decomposition of f and that of a good initial point.

It should be noted that the convex concave procedure (CCCP) for construct-
ing discrete time dynamical systems mentioned in [27] is a special case of DCA
applied to smooth optimization. Likewise, the SLA (Successive Linear Approxi-
mation) algorithm developed in [2] is a version of DCA for concave minimization
program.

In the last decade, a variety of works in Machine Learning based on DCA have
been developed. The efficiency and the scalability of DCA have been proved in a
lot of works (see e.g. [7,10,13,14,15,16,18,19,22] and the list of reference in [17]).
These successes of DCA motivated us to investigate it for solving the robust
feature selection in SVM problem under uncertain data.

3.2 Approximation of the �0-Norm

The �0 norm results in a combinatorial optimization problem, and hence is not
practical for large scale problems. We consider a smooth approximation to the
�0 norm proposed in [2].
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For an α > 0, let η(x, α) be the function defined by

η(x, α) =

{
1− e−αx if x ≥ 0
1− eαx if x < 0.

(10)

Then, a good approximation of the zero norm ‖w‖0 is given by

‖w‖0 ≈
n∑

i=1

η(wi, α). (11)

In what follows, for a given α, we will use η(x) instead of η(x, α). Using the
approximation (11), we can formulate the robust feature selection problem (6)
in the form

min

{
F (w, b, ξ) := (1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λ

n∑
j=1

η(wj) : (w, b, ξ) ∈ K

}
.

(12)

3.3 A DC Formulation of Problem (12)

The approximation η(x) can be represented as a difference of convex functions
η(x) = g(x)− h(x) given by

g(x) =

{
αx if x ≥ 0

−αx if x < 0
and h(x) =

{
αx− 1 + e−αx if x ≥ 0

−αx− 1 + eαx if x < 0
. (13)

Consequently, the objective function of (12) can be expressed as

F (w, b, ξ) = G(w, b, ξ)−H(w, b, ξ),

where

G(w, b, ξ) := (1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λ

n∑
j=1

g(wj),

and

H(w, b, ξ) := λ
n∑

j=1

h(wj)

are clearly convex functions. Finally, the Robust Feature Selection DC program-
ming problem (RFSDC) can be written as follows

min{G(X)−H(X) : X = (w, b, ξ) ∈ K}. (14)
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3.4 DCA for Solving the RFSDC Problem (14)

According to the generic DCA scheme, at each iteration k, we have to compute a
subgradient Y k = (wk, b

k
, ξ

k
) of H at Xk = (wk, bk, ξk) and then solve the convex

program of the form (Pk)

min{G(X) − 〈Y k, X〉 : X = (w, b, ξ) ∈ K}. (15)

It is easy to see thatH is differentiable everywhere, so Y k = (wk, b
k
, ξ

k
) = ∇H(Xk)

is calculated by

b
k
=

∂H

∂bk
= 0; ξ

k

i =
∂H

∂ξki
= 0; i = 1, . . . , N, (16)

wk
j =

∂H

∂wk
j

=

{
λα(1− exp(−αwk

j )) if w
k
j ≥ 0

−λα(1− exp(αwk
j )) if w

k
j < 0.

, i = 1, . . . , n. (17)

For solving the problem (15), we have

min{G(X) − 〈Y k, X〉 : X = (w, b, ξ) ∈ K}

= min

{
(1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λ

n∑
j=1

α|wj | − 〈wk, w〉 : (w, b, ξ) ∈ K

}

⇔ min

{
(1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
i=m+1

ξi

)
+ λα

n∑
j=1

tj − 〈wk, w〉 : (w, b, ξ, t) ∈ Ω

}
,

(18)

where Ω is a closed convex set defined by

Ω :=
{
(w, b, ξ, t) ∈ R

n × R× R
N × R

n : (w, b, ξ) ∈ K, |wj | ≤ tj , j = 1, . . . , n
}
.

The problem (18) is an instance of Second Order Cone Programming (SOCP).
Our DCA applied to (14) can be described as follows.
Algorithm 1.

Initialization:

- Let ε be a tolerance sufficiently small, and set k = 0.
- Choose a starting point X0 = (w0, b0, ξ0) ∈ R

n × R× R
N .

- Compute F 0 = F (X0).
Repeat

- Compute Y k = (wk, b
k
, ξ

k
) = ∇H(Xk) via (16) and (17).

- Solve the convex problem (18) to obtain Xk+1 = (wk+1, bk+1, ξk+1).
- Compute F k+1 = F (Xk+1).
- k + 1 ← k.
Until

|F k+1 − F k| < ε.
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3.5 Robust Feature Selection Using �1-regularizer

We state here a formulation for the robust feature selection problem using �1-
regularizer.

min

{
(1− λ)

(
1

m

m∑
i=1

ξi +
1

k

N∑
j=m+1

ξj

)
+ λ‖w‖1 : (w, b, ξ) ∈ K

}
. (19)

This formulation is slightly different from formulation studied in [4] when we
put different weights on slack variables ξi. In the numerical experiments we will
compare the solution of this formulation with the one computed by our approach.

4 Numerical Experiments

The numerical experiments aim to evaluate the performance of nominal solutions
and robust solutions of the feature selection SVM problem under the impact
of data uncertainty. We consider two approaches: our Algorithm 1, say DCA
applied on (14), and a standard approach based on the �1-regularizer model
(19). Nominal classifiers and robust classifiers with different values of noise level
ρ (see definition below) were trained on training sets. The error rates (ordinary
and worst case) were computed for the test set, in which the uncertainty of data
of the test set is added by using shapes same as for the training set.

The algorithm has been coded in VC++ and implemented on a Intel Core i5
CPU 2×2.74 GHz, RAM 4GB. All convex problems (19) and (Pk) (18) are solved
by the commercial software CPLEX 11.2.

4.1 Error Measures

Consider separating hyperplaneH(w, b) = {x | 〈w, x〉+b = 0}, and data {(xi, δi)}Ni=1

or {E(xi, Pi), δi}Ni=1, where Ei = E(xi, Pi) are uncertainty sets.

Ordinary error. For a data point xi, an ordinary error occurs when xi is mis-
classified, i.e sign{〈w, xi〉+ b} differs from δi.

Worst case error. For a data point xi, a worst case error occurs when xi has an
ordinary error or H(w, b) intersects uncertainty set Ei.

4.2 Datasets

We use four real datasets from UCI repository [8] and two real microarray gene
expression datasets. Three datasets from UCI involves two variants of the Wis-
consin Prognostic Breast Cancer Database (WPBC 24 and 60), Spambase Data
Set (SPA), and Internet Advertisements (ADV). Two gene expression datasets
are Leukemia [9] and Lung Cancer (available at http://www.chestsurg.org/

publications/2002-microarray.aspx).
We will add an uncertainty to continuous data. Particularly, for the dataset

ADV, only first three attributes are real continuous (present size of an image)
and the others is binary. And, we only add uncertainty to these attributes.

http://www.chestsurg.org/publications/2002-microarray.aspx
http://www.chestsurg.org/publications/2002-microarray.aspx
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Table 1. Datasets used in experiments. The numbers in bracket present class distri-
bution +1/-1.

Name Number of features Number of points Number of points
in training set in testing set

WPBC(24 mo) 32 133 (101/32) 65 (50/15)

WPBC(60 mo) 32 380 (142/238) 189 (70/119)

SPA 57 1725(1046/679) 576(348/228)

ADV 1558 2458 (344/2114) 821 (115/706)

Leukemina 7129 38 (27/11) 34 (20/14)

Lung Cancer 12533 32 (16/16) 149 (15/134)

The information about the datasets is summarized in Table 1. Below, we
present the way to create uncertainty sets.

The Centre and Shapes of Uncertainty Sets. The centers of ellipsoids
are equated with observed data points, say xi ≡ xi. We set Pi = P+ if the label
δi = +1, and Pi = P− if the label δi = −1, where P± = diag(P±

1 , . . . , P±
n ) is

determined by

P+
j =

1

m

m∑
i=1

(xi
j)

2 −
(

1

m

m∑
i=1

xi
j

)2

, and P−
j =

1

k

N∑
i=m+1

(xi
j)

2 −
(
1

k

N∑
i=m+1

xi
j

)2

.

The Noise Level Parameter ρ. To investigate the effect of different amounts
of data uncertainty, we use a noise level parameter ρ ≥ 0 to scale uncertainty
sets. That is, we replace P by ρ2P . By this way, we can control the degree of the
perturbation. When ρ = 0, there is no pertubation in data points.

4.3 Experimental Setup

In experiments, we set α = 5 and stop tolerance ε = 10−6 for DCA. The non-zero
elements of w are determined according to whether |wj | exceeds a small threshold.
In this experiment, we use the threshold 10−6. The value of λ is chosen through a
10-fold cross validation procedure on training set from a set of candidates given
by Λ = {0.001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5}.

4.4 Experimental Results

The computational results given by Algorithm 1 (�0(DCA)) and the l1-regularizer
(�1) are reported in tables 2, 3 and figure 1. We are interested in the efficiency
(the sparsity and the classification error) as well as the rapidity of the algorithms.

Sparsity. When the noise level is increasing, the number of selected features
of robust classifier has tendency to increase: on Leukemina dataset, increase
averagely is 4 times, and on Lung-Cancer dataset increase averagely is 11 times.
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Fig. 1. The percentage of selected features versus noise level

ADV dataset is particular case since it has only three features considered as
uncertain quantities. And robust model suppresses these features while nominal
solution always uses them. These facts imply that the feature selection is not
sensitive to the effect of noise.

In all cases, the classifiers obtained by Algorithm 1 (�0(DCA)) are sparser
than those obtained by the regularizer �1 approach. For sparse datasets, such as
Leukemina and Lung-Cancer, the two approaches give very similar results and
the difference is only considerable when the noise level is high.

Classification Error. Except Leukemina and SPA datasets, nominal clas-
sifiers have less ordinary errors than robust classifiers. However, they are still
comparable. Whereas the worst case error brings out the advantage of robust
classifiers over nominal classifiers.

Table 2. The percentage of selected features and the training time in second. For
robust solutions, the results are the average on all considered values of the noise level.

percentage of selected features running time (second)
Dataset Nominal sol. Robust sol. Nominal sol. Robust sol.

�1 �0(DCA) �1 �0(DCA) �1 �0(DCA) �1 �0(DCA)

WPBC (24mo) 15.62 9.37 23.93 16.65 0.03 0.09 0.23 0.72

WPBC (60mo) 13.33 6.67 23.33 13.33 0.07 0.19 1.36 4.31

SPA 24.56 14.03 38.94 20 0.61 4.57 7.86 57.24

ADV 0.32 0.25 0.2 0.17 16.23 19.49 39.61 68.18

Leukemina 0.19 0.19 0.8 0.77 5.28 10.29 12.75 49.33

Lung Cancer 0.07 0.07 0.88 0.85 7.6 14.9 23.33 79.15
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Table 3. The average error (percentage) of the nominal solution and robust solution
on all considered values of the noise level. For each dataset, the upper row represents
the ordinary error and the under row represents the worst case error. The number in
bracket is the standard deviation.

Dataset Nominal solution Robust solution
�1 �0(DCA) �1 �0(DCA)

WPBC 15.4 16.9 17.9(1.4) 18.4(1.9)
(24 mo) 37.7 34.8 20.7(1.5) 20.7(2.1)

WPBC 8.5 11.6 10.1(1.7) 13.1(1)
(60 mo) 40.7 31.6 17.2(5.2) 20.9(3.5)

SPA 15.5 12.5 15.6(0.3) 11.4(0.8)
39.1 41.6 22.4(5.6) 19.3(5.4)

ADV 6.5 5.7 6.7(0.07) 6.2(0.8)
17.6 13.2 7.1(0.6) 6.3(0.6)

Leukemina 2.9 2.9 1.2(1.5) 1.2(1.5)
17.6 17.6 11.6(7.4) 10.4(5.8)

Lung 1.3 1.3 1.5(0.7) 1.6(0.8)
Cancer 33.8 33.8 5.8(1.7) 5.2(1.5)

The classification errors of the nominal solutions given by the two approaches
�0(DCA) and �1 are comparable on ordinary errors: the same results in the
last two datasets (Leukemina, Lung cancer), and �0(DCA) is better than �1 in
ADV and SPA datasets while �1 is better in WPBC datasets. As for worst case
errors of nominal solutions, the two approaches give the same results in two
datasets (Leukemina, Lung cancer), and �0(DCA) is better in three datasets
(ADV, WPBCs), while �1 is better in SPA dataset.

Concerning the robust solutions, the worst case classification errors given
by �0(DCA) are smaller than that performed by �1 approach in ADV, SPA,
Leukemina, and Lung cancer datasets. The two approaches give the same
result on WPBC(24mo) and �1 approach is slightly better on WPBC(60mo).
Moreover, except for WPBC(24mo) the standard deviation of �0(DCA) is
smaller than that of �1 approach. It means that �0(DCA) is less sensitivitive
than �1 on the noise level.

Implementation and Training Time. The training time is given in Ta-
ble 2. We observe that the training time to get nominal solution is less than
that to robust solution. This is reasonable because robust formulations are
SOCP programs, while nominal formulations are LP programs that require less
time to the resolution. The training time of �1 approach is shorter than that of
�0(DCA). This is not surprising because the former is a single convex problem,
while the latter requires the resolution of some convex programs.

5 Conclusion

We have investigated a DC programming approach for the feature selection SVM
problem under data uncertainty. Using robust optimization technique, we have
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proposed a robust formulation that handle input uncertainty in ellipsoidal sets.
Based on DC programming and DCA, we have developed an efficient algorithm
to solve the resulting optimization problem. The computational results show that
the proposed robust formulation is more resilient than the nominal formulation
because the robust solutions are able to immunize against the effect of uncer-
tainty. Comparative numerical results also show that the �0(DCA) approach is
more robust than �1 approach in this robust feature selection SVM problem on
both generalization and sparsity.

In this paper, we consider the ellipsoidal model for uncertain data in which
features are interdependent but the uncertainty of each data point is indepen-
dent. This model is reasonable in most practical data. However, other models
of uncertainty should be studied in future, such as interval uncertainty models,
where each feature is estimated independently, or uncertainty models on overall
data {xi}Ni=1. These types of uncertainty are on data points xi. In addition, the
corruption on labels δi is also interesting.

References

1. Ben-Tal, A., El Ghaoui, L., Nemirovski, A.: Robust Optimization. Princeton Uni-
versity Press (2009)

2. Bradley, P.S., Magasarian, O.L., Street, W.N.: Feature Selection via mathematical
Programming. INFORMS Journal on Computing 10(2), 209–217 (1998)

3. Bennett, K.P., Mangasarian, O.L.: Robust linear programming discrimination of
two linearly inseparable sets. Optimization Methods and Software 1(1), 23–34
(1992)

4. Bhattacharyya, C., Grate, L.R., Jordan, M.I., El Ghaoui, L., Mian, I.S.: Robust
sparse hyperplane classifier: application to uncertain molecular profiling data. Jour-
nal of Computational Biology 11(6), 1073–1089 (2004)

5. Bhattacharyya, C., Pannagadatta, K.S., Smola, A.J.: A second order cone program-
ming formulation for classifying missing data. In: Advances in Neural Information
Processing Systems, NIPS 17 (2004)

6. Bi, J., Zhang, T.: Support vector classification with input data uncertainty. Ad-
vances in Neural Information Processing Systems 17 (2004)

7. Collobert, R., Sinz, F., Weston, J., Bottou, L.: Large scale transductive SVMs. J.
Machine Learn. 7, 1687–1712 (2006)

8. Frank, A., Asuncion, A.: UCI Machine Learning Repository. University of Califor-
nia, School of Information and Computer Science, Irvine (2010),
http://archive.ics.uci.edu/ml

9. Golub, T.R., Slonim, D.K., Tamayo, P., Huard, C., Gaasenbeek, M., Mesirov, J.P.,
Coller, H., Loh, M.L., Downing, J.R., Caligiuri, M.A., Bloomfield, C.D., Lander,
E.S.: Molecular Classifcation of Cancer: Class Discovery and Class Prediction by
Gene Ex-pression Monitoring. Science 286, 531–537 (1999)

10. Krause, N., Singer, Y.: Leveraging the margin more carefully. In: International
Conference on Machine Learning ICML (2004)

11. Le Thi, H.A., Pham Dinh, T.: Solving a class of linearly constrained indefinite
quadratic problems by DC algorithms. Journal of Global Optimization 11(3), 253–
285 (1997)

http://archive.ics.uci.edu/ml


Robust Feature Selection for SVMs under Uncertain Data 165

12. Le Thi, H.A., Pham Dinh, T.: The DC (difference of convex functions) Program-
ming and DCA revisited with DC models of real world nonconvex optimization
problems. Annals of Operations Research 133, 23–46 (2005)

13. Le Thi, H.A., Belghiti, T., Pham Dinh, T.: A new efficient algorithm based on DC
programming and DCA for Clustering. Journal of Global Optimization 37, 593–608
(2006)

14. Le Thi, H.A., Le Hoai, M., Pham Dinh, T.: Optimization based DC program-
ming and DCA for Hierarchical Clustering. European Journal of Operational Re-
search 183, 1067–1085 (2007)

15. Le Thi, H.A., Le Hoai, M., Nguyen, N.V., Pham Dinh, T.: A DC Programming
approach for Feature Selection in Support Vector Machines learning. Journal of
Advances in Data Analysis and Classification 2(3), 259–278 (2008)

16. Thiao, M., Pham Dinh, T., Le Thi, H.A.: DC programming approach for a class of
nonconvex programs involving l0 norm. In: Le Thi, H.A., Bouvry, P., Pham Dinh,
T. (eds.) MCO 2008. CCIS, vol. 14, pp. 348–357. Springer, Heidelberg (2008)

17. Le Thi, H.A.: DC Programming and DCA.,
http://lita.sciences.univ-metz.fr/~lethi/DCA.html

18. Liu, Y., Shen, X., Doss, H.: Multicategory ψ-Learning and Support Vector Machine:
Computational Tools. Journal of Computational and Graphical Statistics 14, 219–
236 (2005)

19. Liu, Y., Shen, X.: Multicategory ψ-Learning. Journal of the American Statistical
Association 101, 500–509 (2006)
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Abstract. Prediction methods combining clustering and classification 
techniques have the potential of creating more accurate results than the 
individual techniques, particularly for large datasets. In this paper, a hybrid 
prediction method is proposed from combining weighted k-means clustering 
and linear regression. Weighted k-means is used to cluster the dataset. Then, 
linear regression is performed on each cluster to build the final predictors. The 
proposed method has been applied to the problem of municipal waste prediction 
and evaluated with a dataset including 63,000 records. The results showed that 
it outperforms the single application of linear regression and k-means clustering 
in terms of prediction accuracy and robustness. The prediction model is 
integrated into a decision support system for strategic and operational planning 
of waste and recycling services at the City of Calgary in Canada. The potential 
usage of the prediction model is to improve the resource utilization, like 
personnel and vehicles. 

Keywords: Knowledge engineering, Machine learning, Prediction method, 
Sustainability and environment, Municipal waste prediction. 

1 Introduction 

With the increasing rate of information stored in databases, the development of 
efficient and effective tools for extracting the knowledge from these data has become 
an increasingly important task for researchers in the areas of databases, statistics, 
machine learning, and data visualization [ 1]. Usually the volume of such databases 
makes manual analysis very difficult. Data mining addresses this problem by 
extracting implicit, previously unknown, and potentially useful information from data 
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using a set of processes performed automatically [ 2]. Research fields such as statistics 
and machine learning contributed greatly to the development of various data mining 
and knowledge discovery algorithms. The objectives of these algorithms include 
pattern recognition, prediction, association, and clustering [ 3, 4]. 

One of the challenges that every machine learning algorithm is faced with is the 
scalability to large datasets. Hybrid data mining methods, which combine clustering 
and classification techniques, can improve the performance of single clustering or 
classification when running on large datasets [ 5]. Usually, they are composed of two 
learning stages, in which the first one is used for processing the data and the second 
one for making the final prediction [ 6, 7]. Lenard et al. [ 6] consider two types of 
combination: clustering as the processing step (or outlier detection) and then 
classification for prediction; or in the opposite order, using classification to classify 
the training set and then cluster each set for future predictions. Choosing the right 
learner and combination depends on the type of the application and needs to be 
examined in practice.  

Municipal waste management is an important area to apply predictive models [ 8-
 10]. However, few attempts have been made to reach a high accuracy level with a 
high volume of data. In this paper, we propose a hybrid prediction method that 
addresses the above gap by combining k-means clustering and linear regression 
methods. K-means clustering is used for creating clusters, each one containing the 
instances that are most similar to each other. The k-means clustering in this paper 
differs from the standard k-means since it applies a weighted similarity measure to 
calculate the distance between the data points. Linear regression is used to acquire the 
weights of the attributes for the similarity in k-means. After creating the clusters, 
linear regression is applied to create the final predictor for each cluster.  

The proposed method has been evaluated through a case study with the Waste and 
Recycling Services (WRS) of the City of Calgary in Canada. The history data on the 
produced waste is a dataset of 63,000 records from the past few years. The results 
showed that the proposed prediction model outperforms the k-means clustering or 
linear regression in isolation.  

The rest of the paper is organized as follows. Existing hybrid prediction methods 
are discussed in the next section. In Section  3, background and problem formulation 
are discussed. The proposed solution and methodology are explained in Section  4. 
Section  5 and  6 analyze the application of the prediction model in a case study. 
Finally, Section  7 provides a summary and an outlook at future research. 

2 Related Work 

Our work falls in the area of hybrid prediction, and hybrid data mining (or machine 
learning). Also, the current waste prediction models are briefly explained. 

A hybrid prediction model for detecting Type-2 diabetic patients is proposed in  [ 4]. 
Simple k-means clustering is used to validate chosen class labels of given data and 
then the C4.5 algorithm to build the final classifier model. The Pima Indians diabetes 
dataset from the University of California Irvine’s machine learning repository was 
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used by the authors. They reached up to a maximum accuracy of 92%. The main 
difference between this work and ours is that this model is dedicated to classification 
based on nominal values while our model is to predict actual amounts. 

In [ 5] s hybrid data mining technique is proposed for telecom churn prediction 
using neural networks. Self-organizing maps (SOM) and back-propagation artificial 
neural networks (ANN) are combined to filter out outliers and create the prediction 
model. The hybrid technique is shown to outperform a single neural network in terms 
of prediction accuracy. The difference of our work is that the both steps (k-means and 
linear regression) are used in creating the prediction model and the outlier detection is 
a separate step. 

A hybrid prediction method is presented in [ 11] for prediction of physicochemical 
parameters. K-means clustering and principal component analysis (PCA) are 
integrated to reduce the number of network inputs in the next level, called multi-level 
perceptron (MLP) learning. The result of the MLP phase is the final prediction output. 
Accuracies ranging from 80% to 85% are reported in the paper. The attributes are not 
weighted in their approach, as opposed to ours.  

A hybrid method based on k-means clustering and functional data analysis is 
proposed in [ 12] for short-term forecasting in a district-heating system. A two level 
clustering-based method for power prediction is presented in [ 13] for short-term 
prediction of power produced by a wind turbine at low wind speeds. In both methods, 
unweighted attributes are used while we use weighted attributes.  

A strategy of household waste data analysis is proposed in [ 14]. A cluster analysis 
and a tree classifier constructed using the clustered data were presented. An analysis 
of the decision tree allowed translating the resulting tree in a set of production rules. 
After the interpretation of these rules, they were able to predict an environmental 
behavior, based on the information about waste generation and the questionnaire 
answers. Their approach is useful for classification (nominal values not numerical) 
while in this paper a predicting model for numerical values is proposed.  

Prediction of municipal waste was studied in [ 8- 10]. Using artificial neural 
network was studied in [ 15- 17] to build a prediction model for solid waste production. 
Some common deficiencies in the previous works are the small size of the data, low 
accuracy of the prediction model, and lack of a systematic way for attribute selection. 
All of these problems are addressed by our proposed prediction model.  

3 Background and Problem Statement 

In this paper two machine learning methods, k-means clustering and linear regression, 
are used to create a hybrid model which encompasses them. K-means has been chosen 
because of its simplicity and efficiency in finding the different behaviors (clusters) in 
a dataset. Linear regression is widely used as a prediction technique as well. 
Naturally, there are other algorithms and techniques to consider, but simplicity and 
reliability make these algorithms a viable choice for our problem. In this section these 
two methods are briefly discussed and then the research questions which this paper 
means to answer will be stated. 
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3.1 K-means Clustering 

K-means clustering is an unsupervised machine learning algorithm for partitioning a 
dataset into k separate clusters where instances (of the dataset) in each cluster are 
similar to each other [ 18]. The similarity is defined as the Euclidean distance between 
two instances. The k-means clustering is defined formally in Definition 1. 

Definition 1. Given a set of observations {x1, x2, …, xn}, where each observation is a 
d-dimensional real-valued vector ([a1, …, ad]), k-means clustering aims to partition the 
n observations into k clusters (k < n and is given) C = {C1, C2, …, Ck}. The goal is to 
minimize the within-cluster sum of squares of distances to means, defined as Formula 
(1), where μi is the mean of cluster Ci. ܧ ൌ ෍ ෍ ሺݔ௝ െ ஼೔א௜ሻଶ௫ೕߤ

௞
௜ୀଵ  (1) 

One of the most used clustering algorithms was first described by [ 19]. The algorithm 
starts with a given (random) assignment of the instances to the clusters and proceeds 
to assign an instance to the cluster whose mean is closest. The process is repeated 
until the assignments do not change. K-means is used for two purposes: clustering 
only and as a prediction model. 

3.2 Linear Regression 

Regression analysis is a well-known technique used for modeling and analyzing of 
data, using several variables to build a mathematical model that can explain the 
variation of a dependent variable. Linear regression was the first type of regression 
analysis to be studied rigorously and to be used extensively in practical applications 
[ 20, 21]. Linear regression is formally defined in Definition 2. 

Definition 2. Given a set of observations {x1, x2, …, xn}, where each observation is a 
d-dimensional real-valued vector ([a1, …, ad]), linear regression finds the coefficients 
[w1…wd-1] to calculate the value of the predicted attribute ad from the predictive 
attributes [a1…ad-1], as Formula (2).  ܽௗ ൌ ଵܽଵݓ ൅ ଶܽଶݓ ൅ ଷܽଷݓ ൅ ڮ ൅  ௗିଵܽௗିଵ   (2)ݓ

3.3 Problem Statement 

The two prediction methods discussed previously in this section are well known in the 
area of machine learning and are often used in isolation for making predictions. 
However, there are some characteristics in both models which limit their applicability. 
In k-means clustering, after having all the instances clustered, when a new instance 
comes in, it will be assigned to a cluster, based on its distance to the cluster means. 
Then the target attribute (the attribute which is to be predicted) of the cluster mean 
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will be considered as the prediction output for the new instance. This approximation 
pattern occurs for all the new instances, causing the overall accuracy to drop. The 
question here becomes what would be a better value of the target attribute to be 
considered for the new instance, after determining the cluster? Another assumption of 
the simple k-means clustering is that all the attributes have equal weight in the 
distance function. As it will be shown further in the paper, the accuracy of the 
prediction increases with a weighted distance. Finally, the clustering in k-means is 
performed on the dataset without using any external knowledge. However, when there 
is domain knowledge on a problem, an additional partitioning of the dataset could 
improve the prediction accuracies by creating more compact clusters. 

There is also a problem with linear regression because the instances are forced into 
being represented by a line. As a result, when the deviation in the dataset becomes 
larger, this approximation will not be so accurate. We introduce our hybrid prediction 
method to address the above problems by investigating the following research 
questions: 

• Analyzing of the impact of partitioning using domain knowledge on the accuracy 
of the predictions 

• Analyzing the impact of weighted attributes on the accuracy of the predictions  
• Analyzing the impact of number of clusters on the accuracy of the predictions  
• Comparing the accuracy of the hybrid method with k-means clustering and linear 

regression 

Also, the challenges and issues of using the prediction model in a real world problem 
will be addressed and explained. 

4 Hybrid Prediction Method 

The proposed hybrid prediction method includes two main processes: building the 
prediction models, and making the predictions, which are explained in this section. 
Also, the cross-validation for the prediction method will be addressed. 

4.1 Building the Prediction Models 

Fig. 1 illustrates the process of building the prediction models. The process starts with 
the attribute selection and weighting, which is applied to the whole dataset using the 
linear regression method. This will result in a linear function, like Formula 2, which 
determines the value of the predicted attribute (or target attribute) ad based on the 
predictive attributes [a1...ad-1]. 

We consider the coefficient vector [w1…wd], from Formula (2), as the weights 
related to the attributes [a1…ad], respectively. The attributes whose coefficients are 
more than a predefined threshold will be chosen for building the prediction model. 
We use the Greedy technique to build the regression model, as it is more efficient 
than other alternatives such as M5 [  21]. It creates a smaller sets of attributes 
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Fig. 1. Hybrid prediction: building the prediction models 

compared to M5, while the accuracy of the predictions do not drop. This has been 
measured by creating two hybrid prediction models, one with Greedy and one with 
M5, and comparing their prediction accuracy. 

After the unselected attributes have been removed from the dataset, the dataset is 
divided into two partitions, A and B, based on information from the domain expert. 
This knowledge is assumed to be not recognizable by the machine learning algorithm. 
The partitioning makes more compact clusters and produces a set of records which 
have better predictive abilities and are of higher reliability in terms of behavior. For 
an example of a human-induced partitioning, see [  22] and Section  5. Partition A is fed 
into linear regression directly resulting in prediction model A.  
Partition B contains the rest of the records which will be clustered in the next step by 
the k-means clustering. Weighted Euclidian distance is used as the similarity function, 
as in Formula (3). In this formula, xi and xj are two data points whose distance is to be 
measured, xi

t (t = 1…d) is the value of the attribute t in the instance xi, and wt (t = 
1…d) is the weight of the attribute t. ݀݅݁ܿ݊ܽݐݏ ൫ݔ௜, ௝൯ݔ ൌ  ටݓଵ൫ݔ௜ଵ െ ௝ଵ൯ଶݔ ൅ ௜ଶݔଶ൫ݓ െ ௝ଶ൯ଶݔ ൅ … ൅ ௜ௗݔௗ൫ݓ െ ௝ௗ൯ଶݔ

 (3) 

The results of this step are k clusters; each containing very similar records. Finally, 
the linear regression is performed on each cluster resulting in the prediction models 
[B1…Bk], where each Bi (i = 1 … k) is a linear formula as in Formula (2). Fig. 2 
illustrates our hybrid method, where the dataset is divided to k (here 3) clusters and 
then linear regression is applied to each cluster. The lines are the final predictors. 

… …… 
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Fig. 2. Visualization of the hybrid prediction model 

4.2 Making the Predictions 

When a new record comes for prediction, it contains the value for all the attributes, 
except the target attribute. The following is the algorithm for making the prediction 
for each new instance: 

1. Determine the partition of the new instance based on the domain knowledge 
2. If it falls in Partition A, use Prediction Model A as the final predictor FP 
3. Else if it falls in Partition B, do the following 

i. Calculate the distance of the new instance to each cluster mean B1…Bk using 
the similarity function of Formula (3) 

ii. Say Bi is the cluster whose mean is the closest to the new instance  
iii. Select the Prediction Model Bi as the final predictor FP 

4. Use FP, which is a linear regression as in Formula (2), to calculate the value of the 
target attribute for the new instance 

4.3 Cross-Validation 

To cross-validate [ 23] the model, the dataset is randomly split into training and testing 
sets. The training set is used as the input data set in Fig. 1. The results are a set of 
clusters, each one having a unique predictor. 

The records in the test set are entered into the prediction process, and the predicted 
value of the target attribute is compared to the actual value, to measure the prediction 
accuracy. For each instance xi in the test set, the prediction error Ei is calculated as 
Formula (4), where Vi is the actual value of the target attribute of instance xi and Pi (i 
= 1 ….Nt) is the predicted value. Nt is the number of instances in test set T. ܧ௜ ൌ | ௜ܸ െ ௜ܲ|/ ௜ܸ  (4) 

The overall accuracy, ܣ௧௢௧௔௟, of the prediction model is calculated as Formula (5). ܣ௧௢௧௔௟ ൌ 1 െ ሺ 1ܰ௧ሻ ෍ ்א௜୶౟ܧ  (5) 

Another criterion was used to evaluate the compactness of the clusters: within-cluster 
sum of squared error (WCSS), as defined in Formula (1). This will be calculated for 
the training set (WCSStraining) and also for the whole dataset (WCSStotal) in the 
clustering step. 
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5 Case Study 

The motivation to this research comes from a collaboration project with the City of 
Calgary’s Waste and Recycling Services (WRS). The overall goal of the project is to 
develop a decision support system for strategic and operational planning of the 
services offered to the households. The services today include residential waste, 
recycling, and organics collection. There are costs and qualities associated with each 
type of service. The decisions made by the WRS managers are aimed to optimize the 
cost of the services and at the same time keep the quality of the services acceptable to 
the customers. Several attributes are considered in the decision making process, such 
as budget, technology, environment, waste amount, participation of people in the 
recycling programs etc.  

An important cost factor in WRS is the operational cost of the collection process. 
In order to optimize the resources, the resource planner at WRS needs to pick a 
certain area of the city, based on the estimated workload, and assign it to a collection 
vehicle. Each area is called a ‘beat’. There are 110 beats in the City of Calgary. The 
amount of waste is an important factor when estimating the workload of the beats. So, 
improved estimations on waste amounts, will lead to improved resource utilization, 
and saving in time and fuel. 

The beats are re-designed when new neighborhoods are added to the city or 
improvements are made to the current designs. The prediction model would help 
designing more efficient beats which would ultimately reduce the operational cost. 

5.1 Dataset and Attribute Selection and Weighting 

The dataset contains records on residential waste with 101 attributes. The attributes 
represent two types of information for each record. First, information regarding the 
collection, which includes 21 attributes on the waste volume, date, travelled distance 
of the collection trucks etc. This information is updated on a daily basis. Second, 
information regarding the collection area (beat), including 80 attributes, which are 
mainly about the number of different types of housing, e.g. number of duplexes, 
number of apartments less than 4 units etc. This information is updated on a yearly 
basis. The dataset used in this study includes 63,000 records for a period of two and a 
half years.  

The attribute selection, by using Weka [ 24], recognized 37 attributes as the most 
important from the original 101. A large portion of the selected attributes describe the 
type of housing within a beat. Examples are the number of town houses with 8 or 
more units, the number of mobile homes, and beat design unit. The latter is a 
measurement, used by the city to determine the size of the beats. The weights of the 
attributes vary from 0.25 to 38, with most falling in the range of 1 to 5. For a list of 
attributes, their definitions, and weights, see [ 25].  
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5.2 Partitioning Using Domain Knowledge 

Using the domain knowledge of the WRS managers, we decided that a feature that 
could be used for partitioning is holidays. It is natural to assume that there will be 
varying amounts of garbage produced during special occasions. For instance, during 
the Christmas holidays, more garbage should accumulate in households from the 
packaging of the gifts. During a long weekend over the summer, there should be less 
garbage since many families take vacations and leave the house.  

The partitioning was done by separating the data for the week after Christmas and 
New Year from the original dataset. The Christmas records included 788 records. The 
average waste amount for these records was 8325 kg/beat compared to 11452 kg/beat 
for the whole dataset. For the week following the New Year, 1565 records were 
filtered out with the average waste amount of 12408 kg/beat.  

A linear regression model has been created for each of the Christmas and New 
Year clusters. 10-fold cross validation of the models showed an average accuracy of 
79% and 86% for the Christmas and New Year clusters, respectively.  

5.3 Creating the Clusters and the Final Predictors 

The next step in the process is creating the clusters. The number of the clusters (k) is 
an input to k-mean clustering and normally is determined by examining different 
numbers. We study the impact of varying the number of clusters from 5 to 30, each 
time increasing by 5. In each configuration, the final predictors were created for each 
cluster using linear regression. So, six experiments were conducted and the accuracy 
and standard deviation of the predictions was measured for each configuration.  

As shown in Fig. 3 and Fig. 4, the highest accuracy was achieved when using 25 
clusters, reaching to 83%. It should be noted that 3-fold cross validation on a 
randomized dataset has been used to measure the accuracy of the hybrid method. 
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5.4 Comparison and Analysis 

The comparison of the results obtained from the application of the hybrid method 
with the results from k-means clustering is shown in Fig. 3 and Fig. 4. It shows that in 
all cases our hybrid method makes more accurate predictions than a single k-means 
clustering. Also it has a lower standard deviation, which means that the predictions 
are more robust. 

The accuracy of the linear regression method has been calculated using 10-fold 
cross validation [ 23] by randomizing the dataset into 10 folds. So, 10 runs have been 
performed, and in each one 9 folds were considered as training set and 1 fold as the 
test set. The results showed an average accuracy of 80.4% and standard deviation of 
0.58 for the 10 runs. This shows that the accuracy of the hybrid method is higher that 
linear regression as well.  

Another observation is made by comparing the linear regression with the 
Christmas and New Year records. While the prediction accuracy for the Christmas 
records (79%) is very close to the linear regression (80.4%), the New Year records are 
predicted more accurately (86%). This shows that the partitioning of the special 
records does improve the predictions for the New Year cluster and slightly for 
Christmas records. 

Fig. 5 shows the comparison of weighted and unweighted clustering with respect to 
the prediction accuracy. In all cases the weighted clustering made more accurate 
predictions than the unweighted one. This shows that the complexity of adding the 
attribute weighting at the beginning of the method pays off with making more 
accurate predictions. Fig. 6 compares the within-cluster sum of squared errors, 
calculated as Formula (1), for the training set and the whole dataset, for the weighted 
k-means clustering. Comparing Fig. 5 and Fig. 6 shows that although the clusters are 
getting more compact, as getting smaller, the accuracy does not increase necessarily 
after a certain point (25 clusters). This is because of the instances being over-fitted in 
the clusters. 
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In summary, the following answers are given to the research questions raised 
earlier in Section  3.3: 

• Partitioning using domain knowledge increases the accuracy of the predictions, e.g. 
by 6% for the New Year records when using linear regression 

• Using weighted attributes increases the accuracy of the predictions, e.g. by 10% 
when using 25 clusters 

• Increasing the number of clusters improves the accuracy of the predictions until a 
certain point (here 25 clusters) and will reduce the accuracy afterward 

• The hybrid method outperforms k-means clustering and linear regression in terms 
of accuracy (83% comparing to 77.6% and 80.4%) and standard deviation (0.39 
comparing to 0.73 and 0.58) of the predictions 

6 Discussion on Applicability 

There are more factors which need to be considered, in addition to the accuracy of the 
predictions analyzed so far. The implementation of the prediction method and its 
performance, validity, and integration influence the applicability of a machine 
learning method. These factors are explained in this section. 

Implementation and Performance. Implementation of the prediction method and its 
tool support plays an important role in the applicability of it. Automating the 
computations and providing a user friendly interface for the solution facilitate 
deploying the methodology. We used the Java libraries from the open source tool 
Weka [ 24] to build the prediction model. The code is easily transferable across 
different machines and can serve as a software service for prediction purposes.  

The performance of our prediction method in terms of the computation time was 
acceptable to the industry. Building the prediction model from the dataset of 63,000 
records takes 20 minutes on a PC machine with 4 GB RAM. This step happens once 
in a while depending on the problem domain. For example, in our case study the new 
data records are added every month to the dataset, when the model is updated and 
new clusters are formed. Then, the new projections are made for the future months, 
which depending on the prediction period take 1-3 minutes. Although there is not a 
graphical user interface for the prediction method, it can be easily done as the existing 
code runs as a standalone component. 

Threats to Validity. Four types of validity threats are explained here: internal, 
construct, conclusion, and external.  

There are some threats to the internal validity of the results, such as quality of the 
data and reliability of the utilized methods. There are always noises and incomplete 
data, which need to be removed before performing the computations. Also, when  
the data is integrated with other factors such as environment, or demographic factors, 
the time period of those factors need to be aligned. For example, in our case study, the 
designs of the beats change every few months. So, when integrating that information 
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with the waste records, the time period of each beat design must match with the 
timestamp on the waste records. In terms of the utilized methods, k-means clustering 
and linear regression, their underlying implementation impacts the prediction 
accuracies. We used Weka, which is a well-known tool in this context, to generate 
reliable results.  

The construct validity of the prediction model depends on the measurements used 
for comparing and evaluating different techniques. Prediction accuracy, standard 
deviation, and clustering robustness are used in the literature for this purpose. Those 
measurements were used in this paper as well and seem to be enough for the 
evaluation purposes. 

There is a threat to the validity of the stated conclusions. Several experiments have 
been performed to measure the correlation of the prediction accuracy with number of 
clusters. Other conclusions were made by comparing weighted and unweighted 
attributes, and also using isolated techniques. In all cases, the number of experiments 
is rather low (6-10), although the observations were always consistent among them. 
Further experiments with more data points (e.g. trying 100 different numbers of 
clusters) would provide more reliable conclusions. 

Finally, the external validity of the prediction model is influenced by its 
reproducibility and applicability to other domains. The proposed prediction model and 
its steps are totally replicable exactly as stated in Section  4. The methodology does 
not depend on the underlying dataset or domain. So, though has not done yet, we 
believe that the methodology is transferable across various domains. 

There are some factors that can limit the application of the hybrid prediction 
method, such as scale of the problem and insufficient information. Although the 
dataset used in the case study contained 63,000 records, evaluating with larger 
datasets (in the order of millions of records) would show its scalability better. 
Insufficient or inaccurate information can also limit the applicability of the prediction 
method by reducing the prediction accuracy.  

The data attributes, their type, and storage method always change in industry. So 
the question is how the methodology, and even the software solution, accommodates 
those changes? This prompts for removing any dependency of the underlying 
methodology to the attributes and their characteristics.  

Integration. Finally, how the machine learning method is integrated into the target 
application may be the most important factor in the applicability of it. Only making 
some predictions and providing numbers are not enough for the industry. The domain 
expert needs to know how he can make use of the prediction results, how the results 
are justified, and what can be learnt from them.  

In our case study, several patterns have been extracted from the data, such as 
seasonal patterns e.g. production of more waste over the summer. Predicting this 
amount and, potentially new patterns, for the future helps the domain expert in the 
planning process. 

The clustering is another example where new knowledge has been extracted. The 
clusters represent the beats with similar behavior in terms of generating waste. 
Although the domain expert does not need to know how they are generated, 
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representing the clusters and illustrating the differences among them helps him when 
making decision on the beats. For example, when a strategy is going to be applied to a 
certain part of the city, similar beats are expected to respond similarly.  

Another potential benefit comes from the improved predictions of waste amounts. 
This would help the decision maker design more efficient beats, regarding the 
collection time and fuel consumption. For example, consider the following 
hypothetical scenario: 

1. New beats are designed to improve the collection efficiency 
2. The decision maker uses the hybrid prediction method to project the waste 

amount for the upcoming year 
3. They find that in 20 beats, out of 110, the trucks will not be fully loaded on their 

second trip to the beats.  
4. They re-design those beats and their neighbor beats in order to utilize the truck 

capacities more efficiently 
5. They repeat steps 2-4 until an acceptable design is achieved 
6. The city saves 5 extra trips by the vehicles per day because of this pro-active 

planning 

Although the above scenario is hypothetical, currently research is undergoing to prove 
its usage, and evaluate that usage with real data. The proposed prediction method in 
this paper will be integrated into a decision support system for strategic and 
operational planning of waste and recycling services [ 26]. The system analyses 
strategic and operational decisions on the services and provides the estimated cost, 
quality, and risk associated with them. The prediction model will improve the 
reliability of the system by estimating the amount of waste and performing the 
computations on the projected amount. The details of this integration are beyond  
the scope of this paper and are currently under evaluation.  

7 Conclusion 

Hybrid prediction methods that integrate clustering and classification techniques have 
been applied to many prediction problems, especially for large datasets. In this paper 
a particular hybrid prediction method is proposed by integrating k-means clustering 
and linear regression. Firstly, using linear regression, a set of attributes is selected 
from the whole attribute set to reduce the computational complexity. Also, weights 
are assigned to the attributes by the Greedy method in linear regression. Then, using 
domain knowledge, some special records are separated from the main dataset forming 
their own partitions. Next, weighted k-means clustering is applied to the rest of the 
dataset to create clusters of similar records. Then, a linear regression model is created 
for each cluster and serves as the final predictor.  

The proposed hybrid prediction method was applied to the problem of municipal 
waste prediction, through a collaboration project with the City of Calgary’s Waste and 
Recycling Services (WRS). The history data of the household waste included 63,000 
records and the need for an efficient prediction model deemed to be necessary. 
Domain knowledge has been extracted through meetings with WRS managers.  
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The experimental results showed that the proposed hybrid prediction method 
outperforms a single k-means clustering or linear regression model in terms of 
prediction accuracy. Also, using the weighted attributes and partitioning based on 
domain knowledge improves the accuracy of the predictions. The performance of the 
proposed solution and its dynamic design made it easier to use by the domain experts. 
This was part of the integration method considered to transfer the methodology to the 
target industry.  

The prediction method will be integrated into a decision support system for waste 
and recycling services. The goal of the decision support system is to help the domain 
expert when evaluating the strategies on the services, and allocating the operational 
resources. Improved predictions will potentially increase the efficiency of collections 
by saving time and fuel, which will eventually reduce the operational cost. Evaluating 
this with real data is a part of our future work. 

Machine learning methods have been studied for long time and applied to many 
domains. However, the actual usage of them in industry and their real impact are 
affected by factors such as performance, reliability, and openness to change. These 
challenges have been addressed in this research. Future research can be performed on 
applying the prediction method to other types of waste such as recyclables and 
organics. So, more accurate estimations can be made on the cost of these services and 
the potential income from them. Also, more research can be done on applying the 
hybrid prediction method, integrated into a decision support system, to other logistics 
domains such as postal services, snow removals, and delivery services. 
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Experiments have shown that the proposed method provides superior
bi-clusters than the existing bi-clustering solutions most of the times.
Bi-clustering problem has many applications including analysis of gene
expression data.
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1 Introduction

To identify genes involved in a particular biological activity one needs to analyse
large amount of gene expression data [1–5]. However, most of the genes respon-
sible for one biological activity are responsive only to a small subset of samples
rather than the entire set of conditions. Traditional clustering algorithms fair
poorly in identifying such clusters of genes. Bi-clustering refers to simultaneous
clustering of genes and samples, where-in bi-clusters may overlap on genes or
samples or both. Thus bi-clustering the gene expression data where-in genes and
samples may be responsible for more than one biological activity and hence may
belong to more than one bi-cluster, turns out to be a better tool to identify such
groups of genes.

Various approaches used to design algorithms for identifying bi-clusters lack
robustness and stability with respect to the random initialization. Also, these
algorithms aim to optimize different objective functions leading to different so-
lutions. To an end user having no clue about which objective function is most
suitable for the application, the choice of a particular algorithm becomes diffi-
cult. Ensemble methods aims to provide solutions which are more robust toward
random seeds. In this paper, we present the bi-clustering ensemble problem as
an optimization problem and show the performance of the approach on gene
expression data.
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Combining bi-clustering solutions is a more challenging task than the com-
bining unsupervised clusterings or supervised classifications, as the bi-clusters
from two input schemes may involve different sets of samples. To be able to
align bi-clusters one needs to factor in the similarity of the two bi-clusters on
the conditions as well. In the absence of labeled training data, different labels are
assigned to the bi-clusters by different schemes. To establish a correspondence
between them one needs to solve a problem of k dimensional matching which is
known to be NP-hard for k ≥ 3. To make the problem more tractable one of the
bi-clustering scheme is fixed as a reference and other bi-clusters are aligned with
it. Hungarian method [6] can be used to compute the minimum weight bi-partite
matching for label correspondence. However, accuracy of the established corre-
spondence depends on the manner in which weights are assigned to the edges.
[7] defined a probabilistic model to assign the edge-weights for clusters. We use
a modified version of their model to suit the need of bi-clusters. After the align-
ment, we formalize the problem of generating the consensus as an optimization
problem that simultaneously takes gene-wise as well as sample-wise perspective
of the problem into consideration. This is the first time that optimization tech-
niques have been used for bi-cluster ensemble wherein bi-clusters may overlap
both on genes and conditions simultaneously and, a gene and a condition may
belong to more than one bi-cluster.

We have used multiple runs of Iterative Signature Algorithm [1] to generate
different input bi-clustering schemes. ISA works on the hypothesis that although
the set of possible input seeds is huge, usually there are only a limited number of
fixed points for a given set of thresholds. They run the algorithm for a large num-
ber of input seeds and reconstruct the modules from the recurring fixed points
by fusing the solutions that were distinct but very similar, using a procedure
that resembles agglomerative clustering.

Experimental studies were performed on the benchmark datasets of Prelic
et al. [4] and the expression data of human Diffuse Large B-cell Lymphoma
(DLBCL). BiET outperforms the input schemes most of the times for both the
synthetic data sets. On DLBCL also, most of the bi-clusters show remarkable
improvement over the input schemes. To study the statistical significance of the
bi-clusters Average Rand Index (AvRI) was used on the synthetic data sets. In
the absence of ground truth GO terms and motif analysis were used to compare
the performance on the real datasets.

Remaining paper is organized as follows: the problem is defined in section 2.
Section 3 discusses the related work. Our approach is presented in section 4. The
experimental results are presented in section 5. The paper is concluded with the
future work in section 6.

2 Problem Definition

Let G be a set of N genes and C be a set of d samples/conditions. Let E be an
N × d expression matrix where each row represents the expression of a gene
under d samples.
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Definition 1. (Biclustering Solution) A biclustering solution π defined over
E is a triplet (k,X, Y ):

1. {1 . . . k} denote the set of bicluster labels.
2. X : G × {1 . . . k} → {0, 1} is a function where X(g, l) represents whether a

gene g belongs to the bicluster labeled l such that
∑k

l=1 X(g, l) ≥ 1.
3. Y : C × {1 . . . k} → {0, 1} is a function where Y (c, l) represents whether a

condition c belongs to the bicluster labeled l such that
∑k

l=1 Y (c, l) ≥ 1.

For the ease of presentation we’ll use xgl to denote X(g, l) and ycl to denote
Y (c, l).

Definition 2. (Input Schemes) is a collection Π = {π1 . . . πH}, where each
of πi = (ki, X

i, Y i) is a biclustering solution.

Definition 3. (Global Label Set) is a set L of labels {1 . . .∑H
i=1 ki}.

In general, different bi-clustering schemes may contain different number of bi-
clusters. However, in this paper we have considered schemes with equal number
of biclusters i.e. ki = k ∀ i. Since the bi-clusters may overlap both on genes
and conditions, a gene (/ condition) may be assigned more than one label. Also,
there may be a gene (/ condition) which does not belong to any bi-cluster, such a
gene (/ condition) is assigned a special label 0. Hence, without loss of generality,
we assume that in each scheme, each gene belongs to at least one bicluster and
each sample belongs to at least one bicluster.

Definition 4. Bicluster Collection Representations
∀h ∈ L, let i = h/(k+1)+1, r = h mod (k+1), the gene-wise representation
of the collection of input schemes is given by the vectors

λh =< xi
g1r, x

i
g2r, . . . x

i
gN r >

and the condition-wise representation is given by the vectors
μh =< yic1r, y

i
c2r, . . . y

i
cdr

>

The problem of bicluster ensemble is to derive a consensus that combines the
H biclustering solutions and delivers a biclustering solution π̂ = (k,X, Y ) that
achieves one or more of the following aims:

1. It improves the quality of the bi-clusters.
2. It is more robust and stable than its constituent schemes.

3 Related Work

Bagging and boosting [8–11] are standard techniques to obtain ensembles for
the classification problem. Two approaches are largely used to design consensus
functions in clustering. One that establishes label correspondence between the
various partitions and then uses a consensus function; second that eliminates the
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need of label correspondence and computes the consensus function directly. Most
of the work [12–17] fall in the second category. [7, 18] fall in the first category.
Several approaches have been used in literature to design consensus functions:
majority voting, co-association, fusion using procedure similar to agglomerative
clustering, graph partitioning, statistical and information theoretic methods. A
detailed survey of consensus functions can be found in [19].The adaptive clus-
tering ensemble technique proposed in [18] uses sampling techniques to generate
individual partitions of the ensemble. Krumpleman and Ghosh [7] are the first
ones to define a statistical measure (p-value) to capture the overlap between two
clusters, wherein a clusterer may produce non-disjoint clusterings, to establish
cluster correspondence before applying majority voting to design the consensus
function for the ensemble. Optimization techniques [20, 21] have also been used
to generate ensembles for clustering and projective clustering.

Wang et al. [22] and Gullo et al. [20] have proposed ensemble techniques
for the related problems of co-clustering and projective clustering respectively.
Though researchers sometimes claim that co-clustering, projective clustering and
bi-clustering are all same but generally solutions for co-clustering do not allow
clusters to overlap on objects and features whereas solutions for projective clus-
tering allows overlapping of features but not of objects. Wang et al. presented
an ensemble solution for co-clustering wherein they extract block-constant bi-
clusters generalizing the grid-style partitions to allow different resolutions in
different parts of the data matrix. A pair of bi-clusters may overlap on objects
or on features but not on both at the same time. Gullo et al. presented an ensem-
ble solution for projective clustering where in an object may belong to more than
one bi-clusters but the total sum of the membership is one thereby meaning that
if an object completely belongs to one bi-cluster it does not belong to any other.
They project the clusters on one dimension in a fuzzy way. Thus bi-clustering
is different from these problems/solutions wherein an object/feature may have
a total membership more than one and a bi-cluster is defined by more than one
feature. Also, bi-cluster may overlap both on objects and features simultane-
ously. Hanczar and Nadif [10] have proposed the use of bagging to improve the
performance of bi-clustering schemes.

4 Our Approach

Our algorithm works in two phases. In phase-I we align two binary membership
matrices using Hungarian method to compute the minimum weight bipartite
matching. The p-measure defined by Krumpleman and Ghosh, to compute the
weights on the edges, takes into account the non-disjointness of bi-clusters but
it looks at the overlapping only amongst the genes. Modified p-measure to suit
the definition of bi-clusters is used for the purpose. The consensus is generated
using optimization in phase-II.
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4.1 Phase I: Label Correspondence

In this phase we wish to align bi-clusters having maximum overlap with each
other. In the absence of labeled data, one of the schemes is used as a reference and
bi-clusters of other schemes are relabeled so that bi-clusters of the two schemes
having maximum overlap are aligned with each other. This is the intuition un-
derlying the probability based alignment function proposed in [7]. Borrowing the
notation from them, we modify the definition of binary membership matrix to
take into account the joint overlapping of bi-clusters on genes and conditions. A
binary membership matrix M is a three dimensional matrix with genes, condi-
tions and labels on the three dimensions. Hence each membership matrix is of
size N · d · k for an input scheme with k bi-clusters. Using the notation of a 3D
matrix, mijk denotes whether the gene gi and the condition cjbelong to the kth

bi-cluster or not.
Let Mref and Ml be two binary membership matrices for the input schemes

πref and πl (l = 1 . . .H). The objective is to align the third dimension of Ml with
that of Mref such that they have maximum match. Hamming distance appears
to be the most reasonable choice. However, it does not account for the different
densities of 1’s in different columns. Thus Krumpleman and Ghosh suggested a
probabilistic model (p-value) to capture the probability of an observed overlap.
We use the following modified definition of the p-value:

Let BCi and BCj be the two bi-clusters, whose overlap is to be computed,

of πref and πl respectively . Let N
′
be the total number of (g,c) pairs. Let d1

and d2 be the number of (g,c) pairs in BCi and BCj respectively, i.e. d1 =
(
∑

g xgi

∑
c yci) and d2 = (

∑
g xgj

∑
c ycj). Let s be the number of (g,c) pairs

common between BCi and BCj . This can be obtained by taking a scalar product
of the corresponding columns (third dimension) of the two matrices.

The probability of the observed overlap being s is then given by

Pij(s) =

(
N

′

d1

)(
d1

s

)(
N

′−d1

d2−s

)
(
N ′

d1

)(
N ′

d2

)
=

(
d1

s

)(
N

′−d1

d2−s

)
(
N ′

d2

)
The above expression is the hyper-geometric distribution evaluated at s. Total
probability of seeing at least s overlapping (g,c) pairs is then

pij =

min(d1,d2)∑
t=s

Pij(t)

Clearly, higher is the overlap, lower is the p-value. We compute the pairwise
pij-values for all the pairs of bi-clusters with one bi-cluster taken from πref and
the other from πl and, look for minimum weight bipartite matching with pij
values as the edge weights to obtain the new labels (X

′
Y

′
) for the bi-clusters of
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πl. This is done by Hungarian method. The corresponding representation of the
input collection after the alignment would be given by

λ
′
h =< xi′

g1r, x
i′
g2r, . . . x

i′
gN r >

μ
′
h =< yi

′
c1r, y

i′
c2r, . . . y

i′
cdr >

The algorithm for label correspondence is given in Algorithm 1.

Input: Membership matrices M1,M2 . . .MH of H input schemes
Output: (X1′Y 1′), (X2′Y 2′), . . . , (XH′

Y H′
) : new labels of H input

schemes
/* without loss of generality assume πref is π1. */

for l = 2 to H do
for i = 1 to k do

for j = 1 to k do
calculate pij between the ith and the jth bi-clusters of πref and
πl bi-clustering schemes respectively;

end

end
use Hungarian algorithm with pij-values as the edge weights and
relabel the bi-clusters of πl;

end

Algorithm 1. Label Correspondence

4.2 Phase II: Generating Consensus

In this section we present our main contribution. We formulate the problem of
generating a consensus from the input solution schemes as an optimization prob-
lem. Let xgr be an indicator variable that is 1 if the gene g gets label r and 0
other wise. For a fixed label r and a gene g, λhg denotes whether g belongs to
the rth aligned bicluster. Similarly, let ycr be an indicator variable that is 1 if
the condition c gets label r and 0 otherwise. For a fixed label r and a condition
c, μhc denotes whether c belongs to the rth aligned bicluster. Different values
of h for which h mod (k + 1) = r holds represent aligned biclusters of different
input schemes. The objective is to assign labels to genes and conditions so as
to minimize the dissimilarity of the obtained bicluster from the corresponding
aligned biclusters. First term of the objective function represents the dissimilar-
ity over genes and the second term represents the dissimilarity over conditions.

Minimize∑k
r=0

∑
h:hmod(k+1)=r

∑gN
g=g1

|xgr − λhg|+
∑k

r=0

∑
h:hmod(k+1)=r

∑cd
c=c1

|ycr − μhc|

subject to ∑gN
g=g1

xgr ≥ 1∀0 ≤ r ≤ k (1)∑cd
c=c1

ycr ≥ 1∀0 ≤ r ≤ k (2)
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∑k
r=1 xgr ≥ 1 ∀g ∈ G (3)∑k
r=1 ycr ≥ 1 ∀c ∈ C (4)

The constraints (1) and (2) make sure that each bi-cluster has atleast 1 gene
and 1 condition. The constraints (3) and (4) make sure that each gene and
condition will belongs to at least one bi-cluster. The coefficient matrix of our
optimization problem has a nice property of being unimodular. We used the non-
linear programming solution in LINGO to solve the problem and the solution
obtained was always integral.

5 Experimental Results

5.1 Datasets

We performed experimental studies on two benchmark synthetic datasets pre-
sented in Prelic et al. and the real dataset of DLBCL. The first synthetic dataset
(DS1) was of size 110×110 consisting of 11 overlapping bi-clusters. To study the
effect of noise, they created another synthetic dataset (DS2) of size 100×50 con-
sisting of 10 non-overlapping bi-clusters. DLBCL dataset consists of 661 genes
and 180 conditions.

5.2 Methodology

We implemented our algorithm BiETopti in Extended LINGO/Win32 13.0.2.16
on Intel Core i5-2430M CPU @2.40 Ghz with 4GB RAM using Windows 7 Home
Basic Operating System. Input schemes were generated by running ISA on the
expression data five times, each time with 100 gene seed vectors. The schemes
were preprocessed to remove the bi-clusters with high overlap (> 80%). This was
done to remove the redundancy. Further genes and conditions not assigned to
any bi-cluster by any of the input schemes are also removed. This was done to
ensure the feasibility of the input. BiETopti code was then executed to get the
final ensemble. Two sets of experiments were conducted on synthetic datasets of
Prelic et al. In the first set, the thresholds (tg, tc) were fixed and the schemes
were generated by running ISA with different gene seed vectors. In the second
set of experiments, tg was varied keeping both the gene seed vector and tc fixed.

5.3 Performance Evaluation of Bi-clusters

Synthetic Datasets. Rand Index (RI) is a measure of similarity between two
clusterings. Value of RI ranges between 0 and 1, with 0 indicating that the two
data clusterings do not agree on any pair of points and 1 indicating that the
data clusterings are exactly the same. We define AvRI, the measure of similar-
ity between two bi-clustering schemes as an average Rand Index between the
pairwise aligned bi-clusters of the two schemes. Let AvRIimpl(j) denote AvRI
between the input schemes πj and the implanted bi-clusters πimpl.
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Real Dataset. On real datasets, in the absence of ground truth, we cannot
use AvRI to validate our bi-clusters. Hence, we use the domain knowledge to
determine the biological significance of the bi-clusters. We validate our bi-clusters
using functional annotation GO (Gene Ontology) and common patterns (motifs)
in the promoter regions of the genes of a bi-cluster with the help of biological tools
DAVID and RSAT available on line. p-value is used to determine the biological
significance of the annotated GO term and the motifs. p-value represents the
probability of seeing x or more genes from the input list of n genes annotated
to a particular GO term, given the proportion of genes in the whole genome
annotated to that GO Term is f out of m.

p− value =

n∑
j=x

(
f
j

)(
m−f
n−j

)
(
m
n

)

Smaller the p − value, more significant is the association of the particular GO
term with the group of genes (i.e. it is less likely that the observed annotation
of the particular GO term to a group of genes occurs by chance). There may be
several GO terms with different p− values associated with an input set of genes
belonging to a bi-cluster. The best p− value is used to compare the bi-clusters.

5.4 Results on Synthetic Data Sets

Table 1 compares the AvRIimpl of the input schemes and that of the bi-clusters
produced by BiETopti on DS1. The table shows the results for the first set of
experiments i.e when the schemes are generated by varying seed vectors for fixed
(tg, tc) values. We chose the scheme with maximum number of bi-clusters as a
reference scheme.

Table 2 compares the AvRIimpl of the input schemes and that of the bi-
clusters produced by BiETopti on DS1 for the second set of experiments i.e
when the schemes are generated by varying tg for a fixed seed vector and tc.
The value of tg was varied from [−2.4,+2.0] in steps of 0.2. It was observed
that for tg values ranging from [0.6, 1.6] schemes with bi-clusters identical to
the implanted bi-clusters were obtained whereas schemes obtained for tg varying
from [−2.4,−0.8] bi-clusters consisted essentially of all the genes and all the
bi-clusters eventually reduced to a single bi-cluster after preprocessing. Thus we
focused our study on tg varying from [−0.6, 0.4] and [1.8, 2.0].

Both Tables 1- 2 show that BiETopti improves upon the performance of the
individual input schemes.

Effect of noise: Noisy dataset (DS2) of Prelic et al. was used to study the
impact of noise on the performance of BiETopti . Table 3 shows the results for
the first set of experiments i.e when the schemes are generated by varying seed
vectors for fixed (tg, tc) values and Table 4 gives the results for the second set of
experiments i.e when the schemes are generated by varying tg for a fixed seed
vector and tc. The tables show that BiETopti is able to improve the performance
of the individual input schemes even in presence of noise.
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Table 1. Comparison of AvRIimpl(input schemes) and that of BiETopti on DS1 when
schemes are generated by varying seed vectors for fixed (tg, tc) values

Schemes π1 π2 π3 π4 π5 BiETopti
→

tg, tc ↓
-0.50 , 2 81.9 82 71.5 66.6 73.4 81.4
-0.40 , 2 77.7 77.9 77.6 63.2 70.7 78.2
-0.35 , 2 89.4 89.4 89.4 89.4 73.4 90.1
1 , 1 68.4 61.5 53.3 69.3 63.4 69.5
0 , 1 53.8 47.7 55.5 36.7 50.4 55.5

Table 2. Comparison of AvRIimpl(input schemes) and that of BiETopti on DS1 when
schemes are generated by varying tg for a fixed gene seed vector and fixed tc

Schemesπ1π2π3π4π5π6π7 π8BiETopti
→

AvRI 80 83 48 80 65 56 45 25 80

Table 3. Comparison of AvRIimpl(input schemes) and that of BiETopti on DS2 when
schemes are generated by varying seed vectors for fixed (tg, tc) values

Schemes π1 π2 π3 π4 π5 BiETopti
→

tg, tc ↓
.90, 1 87.8 76.8 86.8 65.9 85 88
1, .5 74.7 54.8 66.1 65.9 77.8 78.1
-.35, 2 50.9 50.8 50.9 50.9 50.5 50.9

Table 4. Comparison of AvRIimpl(input schemes) and that of BiETopti on DS2 when
schemes are generated by varying tg for a fixed gene seed vector and fixed tc.

Schemesπ1 π2 π3 π4 π5 π6 BiETopti
→

AvRI 89 87 74 92 87 79 89.2

Effect of Changing the reference scheme: We also studied the impact of chang-
ing the reference scheme on the performance. It was observed that there was no
significant change in the accuracy of the bi-clusters on changing the reference
scheme. As there was no effect of changing the reference scheme, we decided to
choose the scheme with maximum number of bi-clusters as the reference scheme.
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5.5 Results on Real Datasets

Experimental studies were performed on the expression dataset of DLBCL. We
generated five input schemes by running ISA five times, each time with hundred
different gene seed vectors. Sizes of the bi-clusters were kept to be comparable
to eliminate the effect of size of bi-clusters on the p − values. The bi-clusters
produced by BiETopti were evaluated using DAVID and RSAT tool. Table 5
shows the top bi-clusters of DLBCL obtained from BiETopti along with their

Table 5. Comparison of top bi-clusters of BiETopti with their aligned bi-clusters of
the input schemes. ’-’ indicates that no bi-cluster of the scheme is aligned with the
reference scheme.

DLBCL : − log p value of GO terms

π1 π2 π3 π4 π5 BiETopti

13 12 16 17 16 16

6 6 6 5 4 6

5 7 13 7 7 7

16 16 11 19 6 19

5 7 7 8 8 9

2 2 17 16 16 16

2 3 2 3 3 3

2 6 9 5 5 6

5 3 8 22 6 8

5 5 5 2 3 5

8 8 8 - 6 8

- 2 2 14 2 13

5 4 3 - 5 5

16 - 22 2 5 20

DLBCL : − log p value of motifs

π1 π2 π3 π4 π5 BiETopti

8 10 8 10 8 11

9 15 6 6 8 9

9 7 7 8 7 9

8 8 9 9 8 9

8 6 10 7 16 15

7 10 5 10 6 10

9 29 20 20 29 21

11 6 10 10 5 11

5 10 5 7 6 11

22 15 23 22 26 23

13 10 16 - 18 18

- 7 7 9 7 10

6 7 7 - 6 8

6 - 7 7 5 8

Fig. 1. Comparison of − log p values of BiETopti with that of OPSM, CC, BIMAX



BiETopti 191

aligned input bi-clusters which clearly shows that the quality of the bi-clusters
obtained is better than maximum number of the input bi-clusters.

Comparison of BiETopti with other bi-clustering algorithms: Figure 1 shows
the comparison of the bi-clusters produced by BiETopti with the bi-clusters
produced by other bi-clustering algorithms like order-preserving sub matrix
(OPSM) [23], Cheng and Church(CC) [2], BIMAX [4]. For these algorithms,
bi-clusters were generated by executing these algorithms in BICAT tool. The
figure shows that BiETopti outperforms all these algorithms.

6 Conclusion and Future Work

In this paper, we presented an ensemble method for the bi-clustering problem
that uses optimization techniques to generate the consensus. In future, we would
like to see how the algorithm performs on more data sets. We would also like to
formulate the problem as a multi-objective problem and apply genetic algorithms
like Particle Swarm Optimization and compare the performance.

References

1. Bergmann, S., Ihmels, J., Barkai, N.: Iterative signature algorithm for the analysis
of large-scale gene expression data. In: Physical Review. E, Statistical, Nonlinear,
and Soft Matter Physics, Department of Molecular Genetics, Weizmann Institute
of Science, Rehovot 76100, Israel. Sven.Bergmann@weizmann.ac.il, vol. 67 (March
2003)

2. Cheng, Y., Church, G.M.: Biclustering of expression data. In: International Con-
ference of Intelligent Systems Molecular Biology, pp. 93–103 (2000)

3. Gupta, N., Aggarwal, S.: Mib: Using mutual information for biclustering gene
expression data. Elsevier Journal of Pattern Recognition 43, 2692–2697 (2010)

4. Prelic, A., Bleuler, S., Zimmermann, P., Wille, A., Buhlmann, P., Gruissem, W.,
Hennig, L., Thiele, L., Zitzler, E.: A systematic comparison and evaluation of
biclustering methods for gene expression data. Bioinformatics 22, 1122–1129 (2006)

5. Tanay, A., Sharan, R., Shamir, R.: Discovering statistically significant biclusters
in gene expression data. In: Proceedings of ISMB 2002, pp. 136–144 (2002)

6. Srinivasan, G.: Operations Research: Principles and Applications. Prentice-Hall of
India (2002)

7. Krumpelman, C., Ghosh, J.: Matching and visualization of multiple overlapping
clusterings of microarray data. In: CIBCB 2007, pp. 121–126 (2007)

8. Dudoit, S., Fridlyand, J.: Bagging to improve the accuracy of a clustering proce-
dure. Bioinformatics 19, 1090–1099 (2003)

9. Fischer, B., Buhmann, J.M.: Bagging for path-based clustering. In: IEEE Trans.
Pattern Anal. Mach. Intell., vol. 25, pp. 1411–1415. IEEE Computer Society, Wash-
ington, DC (2003)

10. Hanczar, B., Nadif, M.: Using the bagging approach for biclustering of gene ex-
pression data, vol. 74, pp. 1595–1605. Elsevier Science Publishers B.V, Amsterdam
(2011)

11. Moreau, J.V., Jain, A.K.: The bootstrap approach to clustering. In: Proc. of the
NATOAdvanced Study Institute on Pattern Recognition Theory and Applications,
pp. 63–71. Springer, London (1987)



192 G. Aggarwal and N. Gupta

12. Fred, A.: Finding consistent clusters in data partitions. In: Kittler, J., Roli, F.
(eds.) MCS 2001. LNCS, vol. 2096, pp. 309–318. Springer, Heidelberg (2001)

13. Fred, A.L.N.: Data Clustering Using Evidence Accumulation. In: Proc. of the 16th
Int’l Conference on Pattern Recognition, pp. 276–280 (2002)

14. Hu, X., Yoo, I.: Cluster ensemble and its applications in gene expression analysis.
In: Proceedings of the Second Conference on Asia-Pacific Bioinformatics, APBC
2004, vol. 29, pp. 297–302. Australian Computer Society, Inc., Darlinghurst (2004)

15. Karypis, G., Kumar, V.: A fast and high quality multilevel scheme for partitioning
irregular graphs. SIAM J. Sci. Comput. 20, 359–392 (1998)

16. Strehl, A., Ghosh, J.: Cluster ensembles – A knowledge reuse framework for com-
bining multiple partitions. Journal on Machine Learning Research (JMLR) 3, 583–
617 (2002)

17. Topchy, A., Jain, A.K., Punch, W.: Combining multiple weak clusterings. In:
ICDM, pp. 331–338 (2003)

18. Topchy, A.P., Bidgoli, B.M., Jain, A.K., Punch, W.F.: Adaptive clustering ensem-
bles. In: ICPR, pp. 272–275 (2004)

19. Ghaemi, R., Sulaiman, N., Ibrahim, H., Mustapha, N.: A survey: Clustering en-
sembles techniques. In: World Academy of Science, Engineering and Technology,
vol. 38 (2009)

20. Gullo, F., Domeniconi, C., Tagarelli, A.: Projective clustering ensembles. In: Pro-
ceedings of the 2009 Ninth IEEE International Conference on Data Mining, ICDM
2009, pp. 794–799. IEEE Computer Society, Washington, DC (2009)

21. Singh, V., Mukherjee, L., Peng, J., Xu, J.: Ensemble clustering using semidefinite
programming with applications. Mach. Learn. 79(1-2), 177–200 (2010)

22. Wang, P., Laskey, K.B., Domeniconi, C., Jordan, M.: Nonparametric bayesian co-
clustering ensembles. In: Proceedings of the Eleventh SIAM International Confer-
ence on Data Mining, SDM 2011, April 28-30, pp. 331–342. SIAM / Omnipress,
Mesa (2011)

23. Ben-Dor, A., Chor, B., Karp, R.M., Yakhini, Z.: Discovering local structure in
gene expression data: The order-preserving submatrix problem. Journal of Com-
putational Biology 10(3/4), 373–384 (2003)



P. Perner (Ed.): ICDM 2013, LNAI 7987, pp. 193–204, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Multiple Buying Behavior as an Indicator of Brand 
Loyalty: An Association Rule Application 

Diren Bulut1, Umman Tuğba Gursoy1, and Kemal Kurtulus2 

1 School of Business, Istanbul University, Istanbul, Turkey 
{Dbulut,tugbasim}@istanbul.edu.tr 

2 Faculty of Economics & Administrative Sciences, Zirve University 
profdrkurtulus@gmail.com 

Abstract. Brands are working hard to build a brand equity which hope to lead 
the companies to have more loyal customers. Loyal customers are more cost 
efficient and have the intention to make multiple buying. The aim of this paper 
to track multiple buying behavior among customers with high brand loyalty. In 
order to see the relations between products chosen and preferences, data mining 
technique was used. Associations between products and future buying 
intentions were examined. High degrees of associations between products are 
presented. The future intentions were parallel to loyalty and satisfaction levels. 

Keywords: Marketing, Data Mining, Associations Rules, Brand Loyalty. 

1 Introduction 

Brands aim to have loyal customers, not just because it is cheaper to satisfy the 
existing customer but also it requires less marketing activity to create awareness, high 
brand image and trust with these customers. Even though it is desired to have loyal 
customers, brand loyalty has different dimensions to be evaluated. 

In the most general approach, brand loyalty could be grouped under four different 
dimensions: cognitive, affective, conative and behavioral [1]. Continues buying and 
or rebuying intentions are usually asked to customers to understand the loyalty level. 
Brand switching intentions are also examined to understand the behavioral 
dimension [2].  

Applying association rules in order to see together, multiple (continues, increased 
and repetitive) buying behavior in a consumer group is a simple, yet a clever way to 
understand the consumer buying intentions. The same customers’ buying behavior 
could be measured and product link could be mapped.  

2 Brand Loyalty 

Loyalty could be defined as the attachment to a certain thing, person or idea [3]. 
Brand loyalty on the other hand generally defines as consumers’ willingness to 
continue their relationship with the brand [4].  
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Within the business perspective brand loyalty is the long-term, profitable process 
which reduces the corporate marketing cost [5]. Brands would like to continue their 
relationship with their customers and lower their costs of creating awareness and 
positive image. To be able to create this long relationship with the customers, it is 
crucial to build brand equity for the customers and give them reason to continue their 
relationship with the brand [6, 7]. 

Aspects of the brand loyalty may not be very easy to measure. Loyalty to a brand 
may not always have a cognitive level or a rational reason for the customer. Some 
brands offer an emotional level of attachment to their customers [1, 8].  

Even in most of the practitioners and academicians would not measure all of them, 
four different levels of brand loyalty could be a base to define the approaches. 
Cognitive stage is usually link to positive experience with the brand. Affective level 
comes with brand/product satisfaction after accumulation of positive experiences. 
Conative stage is more personal and can be defined as the attitude development stage 
with the input data. Action stage is the reaction stage with the attitude. If the 
consumer combines positive attitudes, it may lead to multiple buying behavior like; 
rebuying, increased amount of buying, repetitive buying and buying and trying the 
new products of the brand [1, 9, 10]. 

Action level is usually not very easy to measure. Most of the times observation or 
database research is necessary to really understand the buying behavior. In this 
process researchers usually try to measure “buying intentions”. Rebuying [9, 11,12], 
increased buying or amount of money spend [11], repetitive purchase [10], or 
searching for the brand/product when not available  [9, 12], brand switching 
intentions [2] or buying a new product of the brand [2, 12] are usually ask as intention 
to be able to understand the attitude.  

Therefore multiple/repetitive buying behavior and/or intention are usually used to 
measure brand loyalty. When a data set of consumers available to measure the 
repetitive and multiple buying behavior, it may give the company an idea about their 
loyal customer profile and their needs. For this purpose it is possible to use many 
different analyses as well as relations rule in data mining. 

3 Data Mining 

Across a wide variety of fields, data are being collected and accumulated at a 
dramatic pace. There is an urgent need for a new generation of computational 
techniques and tools to assist humans in extracting useful information (knowledge) 
from the rapidly growing volumes of data. These techniques and tools are the subject 
of the emerging field of knowledge discovery in databases.(KDD). 

KDD refers to the overall process of discovering useful knowledge from data while 
data mining refers to a particular step in this process. Data mining is the application of 
specific algorithms for extracting patterns from data. [13]  

Data mining is the process of searching and analyzing data in order to find implicit, 
but potentially useful, information. It involves selecting, exploring and modeling large 
amounts of data to uncover previously unknown patterns, and ultimately 
comprehensible information, from large databases.  
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Data mining uses a broad family of computational methods that include statistical 
analysis, decision trees, neural networks, rule induction and refinement, and graphic 
visualization. Although, data mining tools have been available for a long time, the 
advances in computer hardware and software, particularly exploratory tools like data 
visualization and neural networks, have made data mining more attractive and 
practical[14]. 

4 The Data Mining Process 

The Cross Industry Standard Process for Data Mining (CRISP-DM) project has 
developed an industry- and tool-neutral Data Mining process model. This project 
defined and validated a data mining process that is applicable in diverse industry 
sectors. This will make large data mining projects faster, cheaper, more reliable and 
more manageable. The CRISP-DM process consists of six stages. (www.crisp-
dm.org, 12.07.2006)  

Data mining process focuses on understanding the project objectives and 
requirements from a business perspective, and then converting this knowledge into a 
problem definition.  

The data understanding phase starts with an initial data collection and proceeds 
with activities in order to get familiar with the data, to identify data quality problems, 
to discover first insights into the data, or to detect interesting subsets to form 
hypotheses for hidden information.  
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The data preparation phase covers all activities to construct the final dataset from 
the initial raw data. Data preparation tasks are likely to be performed multiple times, 
and not in any prescribed order. Tasks include table, record, and attribute selection as 
well as transformation and cleaning of data for modeling tools.  

In modeling phase, various modeling techniques are selected and applied, and their 
parameters are calibrated to optimal values. Typically, there are several techniques for 
the same data mining problem type. Some techniques have specific requirements on 
the form of data. Therefore, stepping back to the data preparation phase is often 
needed.  

At evaluation stage in the project you have built a model (or models) that appears 
to have high quality, from a data analysis perspective. Before proceeding to final 
deployment of the model, it is important to more thoroughly evaluate the model, and 
review the steps executed to construct the model, to be certain it properly achieves the 
business objectives.  

Deployment: Creation of the model is generally not the end of the project. Even if 
the purpose of the model is to increase knowledge of the data, the knowledge gained 
will need to be organized and presented in a way that the customer can use it.  

5 Association Rules Analysis 

Data mining techniques are specific implementations of algorithms used in data 
mining operations. Association Rules are described briefly below [15] . 

Progress in bar-code technology has made it possible for retail organizations to 
collect and store massive amounts of sales data, referred to as the basket data. A 
record in such data typically consists of the transaction date and the items bought in 
the transaction. Successful organizations view such databases as important pieces of 
the marketing infrastructure [16]. 

Mining of association rules is a fundamental data mining task. Its objective is to 
find all co-occurrence relationships, called associations, among data sets. The classic 
application of association rule mining is the market basket data analysis [17] . 

Market Basket Analysis process analyzes customer buying habits by finding 
associations between the different items that customers place in their shopping 
baskets. The discovery of such associations can help retailers develop marketing 
strategies by gaining insight into which items are frequently purchased together by 
customers [18]. 

Such valuable information can be used to support a variety of business-related 
applications such as marketing promotions, inventory management, and customer 
relationship management [19]. 

Market basket data consists of a set of binary attributes called items. Each data 
instance represents a customer transaction, and each item of that transaction can take 
on the value “true or false”, indicating whether or not the corresponding customer 
bought that item in that transaction.    

An association rule is an implication expression of the form X            Y, where X 
and Y are disjoint item sets. Each association rule is usually evaluated by a support 
and a confidence measure. They represent the strength of the rule [20]. 
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The support of an association rule is the ratio of the number of transactions 
(instances) having the value true for all items in both the set X and the set Y divided 
by the total number transactions.  

Support (X             Y)=P(X U Y) / N 

The confidence of an association rule is the ratio of the number of transactions 
having the value true for all items in both the set X and the set Y divided by the 
number of transactions having the value true for all items in the set X. 

Confidence   (X             Y)= P(X U Y)/ P(X) 

The association rule discovery task consists of extracting from the data being 
mined all rules with support and confidence greater than or equal to user-specified 
thresholds called minimum support.  

6 Application 

Data Set  
The research was conducted to an electronic device company’s customers, who 
declare that they have at least one product from this brand. These consumers were 
reached through internet (company’s website, consumer data base, internet blogs and 
chat rooms related with the technology and the brand) and total number of 1359 
consumer’s had participated to the online survey. After eliminating the missing data, 
non-owners of the brand and under 18 customers we have 1178 participants. 

The electronic/technology device company has different group of products which 
most of them are easily related with the umbrella brand name. For the ethical reasons 
the name of the products or the company will not be declared. The product group 
names and numbering will be used (e.g. tablet computer1,2, or smartphone 1,2,3,4). 

 

 
 
The demographic profile of the participants, the owned products, the first owned 

product, related software they are using and their brand loyalty, brand satisfaction 
levels and their future purchase intentions were asked. Also the reasons are asked for 
choosing this brand. 

The majority of the participants are male (78.8%) and the average age is 29.6 
(st.dev. 9.961).  49.6% of the participants are married and the education mode is 
University graduates with 56.8%. The participants are asked about their family sizes 
(including themselves) and the majority of the group declared that they have the 
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family sizes of 3-4 (30.9%-31.8%). The mode group of income is 1000-1500€ 
(approximately) with 13.2%. Even though the occupation groups vary, designer/artist 
attracts attention with the highest level with 22%. 

Brand satisfaction and loyalty levels were measured and compared with the 
average. Both brand loyalty and brand satisfaction scores are significantly high 
compared to the scale average (sig.=0.000/ 90.1 0ver 95 total score.). For the future 
buying intentions participants are asked to name products but also given the chance to 
choose the alternative to say that “I am  not going to buy any other product from this 
company” and “I am  not planning to buy any other product till the company develops 
a new one”. Only 7 participants answered that they are not planning to buy any other 
product from this company, while 145 declares that they are waiting for a new 
product to be developed by the company. 

To be able to see the multiple buying behavior and continues trends of buying 
companies products association rules were applied to products own, first product 
owned, future buying plans and software used.  

Association Rules Analysis 

IBM Modeler program and Apriori algorithm was used to analyze the data.  
Rule sets can be seen in Table . 

             Table  – Rule Sets 

 



 Multiple Buying Behavior as an Indicator of Brand Loyalty 199 

• First rule set: 59.13% of the customers who buy Tablet Computer 2, also buy 
Smartphone 4. Support ratio is 19.525%. 
• 59.055% of the customers who buy Mp3 player/Data storage 2 and Smartphone 4, 
also buy Laptop 2. Support ratio is 10.781%. 
• 58.333% of the customers who buy Tablet Computer1, also buy Smartphone 4. 
Support ratio is 19.355%. 
• 57.143% of the customers who buy Computer3 and Laptop 2, also buy Smartphone 
4. Support ratio is 10.102%. 
• 55.738% of the customers who buy Computer3 and Smartphone 4, also buy Laptop 
2. Support ratio is 10.357%. 
• 51.542% of the customers who buy Mp3 player/Data storage 1, also buy 
Smartphone 4. Support ratio is 19.27%. 
• 50.598% of the customers who buy Mp3 player/Data storage 2, also buy 
Smartphone 4. Support ratio is 21.307%. 
• 50.117% of the customers who buy Laptop 2, also buy Smartphone 4. Support ratio 
is 36.248%. 

 
There is a very high level of preference Smart Phone 4 with other product groups 

like; tablet computer, laptop and Mp3 player Data storage. 
 
            Which Software do you use with the products? 
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• First rule set: 96.487% of the customers who buy Laptop 2, also buy Basic 
operating system. Support ratio is 36.248%. 
• 95.625% of the customers who buy Computer 3, also buy Basic operating system. 
Support ratio is 27.165%. 
• 95.625% of the customers who buy Computer 3, also buy Music pro. Support ratio 
is 27.165%. 
• 95.316% of the customers who buy Laptop 2, also buy Music pro. Support ratio is 
36.248%. 
• 94.841% of the customers who buy Smartphone 4, also buy internet. Support ratio 
is 42.784%. 
• 94.841% of the customers who buy Smartphone 4. also buy internet. Support ratio 
is 42.784%. 
• 83.138% of the customers who buy Laptop 2, also buy Music pro. Support ratio is 
36.248%. 
• 82.738% of the customers who buy Smartphone 4, also buy Music pro. Support 
ratio is 36.248%. 
• 81.562% of the customers who buy Laptop 3, also buy internet. Support ratio is 
27.165%. 
• 73.016% of the customers who buy Smartphone 4, also buy basic operating 
system. Support ratio is 42.784%. 
• 58.73% of the customers who buy Smartphone 4, also buy smartphone 
applications. Support ratio is 42.784%. 

 
The basic operation system is free and specific for the brand with the technology 

required to use it. For more professional versions consumers need to buy the program. 
Internet and music program are also free and downloadable. Some smart phone 
applications are free and some could be purchased online. Most of the professional 
programs which consumers need to pay for are not listed in high association. 

 
         What is the first Product you have? 
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• 52.482% of the customers who have Mp3 player 1, also have Smartphone 4. 
Support ratio is 11.969%. 
• 38.298% of the customers who have Mp3 player 1first, also have Laptop 2. 
Support ratio is 11.969%. 
• 30.496% of the customers who have Mp3 player 1first, also have Tablet Computer 
1. Support ratio is 11.969%. 

 
The first products are usually Mp3 players, which is very understandable considering 
the product development stage of the company. Computer, mp3 player and laptops are 
followed by smart phones and tablet computers. There has been advances in older 
classes but this association relations fits with the continues and loyal consumer 
profile, who has been a fan of the company products over decades.  

 
             What is the first product you intend to buy? 
 

 
 

• 55.985% of the customers -who have Smartphone 3- are intend to buy Smartphone 
5. 
• 50.985% of the customers -who have Mp3 player- are intend to buy Smartphone 4. 
•  50.171% of the customers -who have Laptop 2- are intend to buy Smartphone 4. 

 
The Smartphone users, mp3 player owners and laptop owners are all interested in the 
Smartphone technology. It would be a good assumption that the Smart Phone is one 
of the most popular products of the company. 
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                Why do you choose these products?  
 

 
 

• 72.024% of the customers buy Smartphone 4 because of its design.  
• 69.555% of the customers buy Laptop 2 because of its design.  
• 66.511% of the customers buy Laptop 2 because it is appropriate for their business. 
• 65.476% of the customers buy Smartphone 4 because it is easy to use its software. 

 
When we aim to understand why the consumers choose their products from this 
company, for laptop and smartphone “design” appears to be the most important 
reason. “Appropriate for the business” is one of the other most important reasons for 
buying Laptop2 with 66.511% association. Smartphones are associated with easy to 
use software. 

7 Conclusions 

Brand loyalty is always desirable for a more profitable business. To be able to gain 
brand loyalty marketers are working hard to create an attachment. For predicting the 
future of the brand and plan the marketing efforts it is also important to measure the 
brand loyalty. 
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One of the most preferred level of brand loyalty measurement is multiple 
(continues, increased and repetitive) buying behavior. Even it might be difficult to 
measure the action, researchers still can use the intention measurements. When the 
researcher could reach to an actual sales data or customer product lists, it is more 
possible to measure the action. 

With this research, it is aimed to see the consumer’s multiple buying behavior in a 
very high brand satisfaction and brand loyalty group. (Total score of 90.1 over 95).  

Smartphone 4 is one of the most popular products. The costumer who own it 
usually own Tablet computer 1 or 2 and an Mp3 player. Another group combination is 
Computer 3 owners also have laptop2 and smartphone 4. The association percentages 
are considerably high.  

For the consumers demanding for high technological products, it is very important 
to have complementary products such as the software. It is asked which software the 
customers are using, the main operating system software and internet program and 
music program in considerably high ratios. The important part is all of these programs 
are free, either coming with the device or open source to be downloaded. Some other 
professional product for movie making, or music recording are not really high. This 
brand is usually associated with designers and artist which is also a big proportion of 
the sample, but these programs are not in high demand.  

The first product of the large portion of the sample is one of the models of the Mp3 
player/data storage devices which has been long on the market and developed in time. 
The following or combined products are usually the more recent products like tablet 
computers, smartphone or laptop 2. This also shows old and loyal customers starting 
with the original computer products are no longer the majority and new generation 
product users are a big portion of the group. Mp3 player/data storage device users 
usually have the tendency to buy and/or try different products of the brand. 

Design of the product is one of the most important differentiation point of the 
brand.  The reason for choosing this brand is highly related with the design. For 
product groups such as technologic devices, phones  etc. usually the most important 
reasons tend to be more rational, related with performance, quality or quality/ price 
ratio. But design appears to be highly important for Smartphone 4 and Laptop 2 
owners. “Appropriate for the business” is one of the other most important reasons for 
owning laptop 2. Brand could focus on design and art oriented target group to 
increase the sales of this product. Smartphones are associated with easy to use 
software. This might be one of the advantages that brand could promote on. 

The study was conducted only with the owners of the brand products. So as a 
starting point they all have at least one product. This is required to evaluate the 
satisfaction and the brand loyalty levels, as it wouldn’t be healthy to evaluate a non-
owner’s brand loyalty. For the future studies, same or similar brand could be 
evaluated among non-users also. Sales data base could lead to a time line of the 
purchase and could indicate the starting point more efficiently. Different cultures and 
markets are recommended for future studies. 
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Abstract. The present work briefly describes a novel approach for categorizing 
semi-structure documents by using fuzzy rule-based system. We propose fuzzy 
logic representation for semi-structured documents and then by proposing new 
metric, categorize documents into different classes. The idea behind of our 
approach is to divide web pages into different semantic sections and by using 
fuzzy logic system extract features and weight harvested terms to represent 
semi-structure documents.  A set of metrics are also used to measure similarity 
between documents based on the weight of each region in the text. A clustering 
algorithm is also explained that categorized documents into several categories. 
This idea is inspired as a subfield of the area of Matchmaking that tries to match 
document creators and users in order to find the best similarities between them 
and connect them for further collaborations. 

Keywords: Data mining, Information extraction, Document categorization, 
Fuzzy system. 

1 Introduction 

Tremendous amounts of information are freely accessible to everyone through digital 
networks especially the Internet. The access and finding interests among this massive 
amount of information is not possible unless they are suitably categorized and 
organized. One of the most important tasks for text document organization is feature 
extraction from text. It refers to the task of extracting some features, in the form of 
single words or phrases, which can represent semantics of documents. The reason for 
the feature extraction is to reduce the dimension of documents, which are processed, 
and also remove noisy data that can affect the result of text processing. In order to 
classify web pages in HTML format, we can utilize the characteristics of web pages 
which are represented in HTML language. HTML markup can provide the ability of 
using some important parts of documents with the purpose of feature selection. We 
take advantage of fuzzy logic to take in to account human expert' decision that guides 
us to weight and select terms form HTML pages. We also discuss a K-Nearest-
Neighbor (KNN) categorization method that uses a new metric for evaluating 
similarity based on particular weights achieved from the procedure of feature 
selection. 
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In our work, we take benefits from the fuzzy logic representation by means of 
heuristic combinations of criteria [1] and categorization for web page representation 
with four contributions: 

1. The method used in [1] assumes that three different sections (introduction, body, 
and conclusion) of each web page come out based on a stochastic assumption. For 
example, introduction of each text usually appears in the first 10% lines of 
document. This assumption is not accurate and cannot be the basis of the position-
based text analyzing because of different structure of HTML documents with 
other text formats. In order to overcome this shortcome, we propose a novel 
approach to divide web pages in different semantic sections. Regarding the 
amount of relevance of each term to the each section, its importance for the 
document is evaluated.  

2. The second contribution is the defining new fuzzy rules and a sub fuzzy system 
with its corresponding rule, which is able to compute the weight assigned to each 
selected term. This new knowledge base system is designed to utilize semantic 
sections in the document. 

3. Contrasting the proposed approach used in [1] that notices to term frequency in 
one document, we bring the idea of term frequency in a set of document to filter 
the output weights of harvested terms. We also rank outputs based on a ranking 
algorithm 

4. We propose a clustering algorithm that uses weighted terms in different sections 
of each web document to compute semantic distance among documents. 

In the rest of this paper, in section 2 we review state of art in the area of term 
weighting and feature selection and similarity measurement. Then in section 3, we 
explain our proposed approach. Finally, we conclude this paper with the future word 
and conclusion. 

2 Background 

A substantial amount of research has been done in the area of document organization 
[2]. In every text processing task, a method for feature extraction or term selecting is a 
challenging problem. There are many attempts which have been done to discuss 
different approaches of feature selection and term weighting in text [3]. The most 
popular approach for the feature extraction is Vector Space Model (VSM) [4] that 
aims to represent documents based on the bag of words as a vector. There are many 
extensions for VSM such as Latent Semantic Analysis or Probabilistic Latent 
Semantic Analysis that unlike other VSM methods generate a set of concepts related 
to both documents and terms with. The main idea of these methods is that closer 
similar terms are more possible to occur in the same document [5]. Several 
researchers have categorized the area of feature extraction from different point of 
views. It can be divided in two major categories: a) supervised and b) unsupervised 
[6]. Both supervised and unsupervised feature extraction methods make use of each 
term as a dimension of a space model defined to represent a particular document in a 
particular corpus. For example, TF-IDF (Term Frequency- Inverse Document 
Frequency) is one the most common unsupervised ways to weight terms in documents 
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[6]. There are also some supervised approaches that utilize trained dataset to reduce 
dimensionality of model’s space such as chi-squared, information gain, mutual 
information, and odds ratio [6]. With the intention of web pages categorization, 
hierarchal structure of HTML documents helps us to rank sections in documents 
based on their importance. HTML markup can provide the ability of using some 
important parts of documents with the purpose of feature selection [7]. A human rule-
based system can help to consider the importance of each section in a document in the 
procedure of feature selection and term weighting.  Fuzzy rule-based system can 
employ human expert’s knowledge to build a rule-based system that determines 
semantically important terms based on their positions in the text.  Extended Fuzzy 
Combination of Criteria (EFCC) [1] is a fuzzy rule-based system that determines the 
importance of each harvested term based on its position in the web page. Some fuzzy 
rules are also employed to perform inference in the knowledge base. We aim to 
sophisticate the idea of fuzzy logic representation with semantic sections extraction. 
Moreover, we define a new fuzzy rule-based system to support our knowledge base. 
After performing the idea of document representation, we discuss document similarity 
measuring and categorizing issue. Semantic similarity approaches mainly focus on the 
semantic distances between different objects in order to find proper matches between 
those objects. Many attempts have been performed to measure the similarity between 
documents based on Vector Space Model (VSM) such as cosine similarity, and Dice 
coefficient [8]. Our proposed method uses the idea of vector of terms; In addition, our 
proposal employs an extended version of a similarity measuring method basing on 
cosine similarity metric. It employs a set of weights for each semantic section in the 
text which achieved from the output of fuzzy rule-based system. 

3 Fuzzy Rule-Base System for Document Representation 

In order to categorize semi-structure document (aka web page), in the first place we 
explain fuzzy rule-base system for document representation, and then in the next 
section, we discuss how this representation assists us to categorize documents. 

We first divide the document to different semantic section based on the decision of 
human expert. Then, an information extraction method is performed to put 
information in certain semantic sections. After that, a fuzzy rule system models the 
importance of positions in web pages (e.g., title, keywords, tags, etc...). Finally, fuzzy 
system defines importance level for each semantic sections based on the preference of 
human expert. For instance, a domain expert recognizes that for a job finding website, 
the job experience is the most descriptive section of each job application. The 
algorithm is based on fuzzy logic representation of document comprises of subsequent 
steps as follows. 

Step 1: Semantic sections extraction. We perform the inspiration of Information 
extraction from HTML document and its re-formatting into an XML document which 
is semantically more organized. We exploit the idea of position-based information 
extraction from CODE method discussed in [9]. A semantic annotation process parses 
a semi-structure document to create a Data Object Model (DOM) tree [9]. This tree 
would be converted to structured documents (XML) with certain sections in next 
steps. The human expert generates a template that assists the system to extract 
information, which is an XML template file that contains tags without any data. 
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Step 2: Fuzzy system design. In this step we design a fuzzy system for implementing 
inference on fuzzy rules. Each fuzzy system includes fuzzy variables, inference rules, 
output fuzzy set, and defuzzification process [10]. Below we explain each part of our 
fuzzy system. In the first place we define linguistic variables as inputs for the fuzzy 
rule system as follows. 

Keywords: In most of web documents, some keywords or tags are provided to 
represent the meaning of documents; these keywords are also used for search engines. 
Certainly, these words are the most descriptive words in each web page.  This section 
usually determines some HTML tags such as <Keywords> …</Keywords>, 
<tag>…</tag>, and etc. Figure 1 illustrates the membership function for this 
linguistic variable. 

 

 ௜௝ሻݓሺߤ             

݂൫ݓ௜௝൯ 

Fig. 1. Membership function for the linguistic variable Keyword 

In Fig.1, ߤሺݓ௜௝ሻ is the value of membership function for the word ݓ௜௝  that is the ith 

word in the jth document. Moreover, ݂൫ݓ௜௝൯ is normalized by the occurrence of a 
term in the section of keywords, and defined as:  ݂൫ݓ௜௝൯ ൌ  ஼௢௨௡௧಼೐೤ೢ೐೚ೝ೏ ሺ௪೔ೕሻ୫ୟ୶ౡ೎೚ೠ೙೟ሼೢೖೕሻ ,    (1) 

where, ݐ݊ݑ݋ܥ௄௘௬௪௘௢௥ௗ ሺݓ௜௝ሻ is the number of occurrences of a word in the keywords 

section, and max୩௖௢௨௡௧ሼ௪ೖೕሻ is the maximum number of occurrence of a keyword in 
this section. 

Title: Another important part of each document, which can be very descriptive, is 
title. The words that occur between title tags are important and descriptive.  The 
membership function can be defined as in Fig. 2. 
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 ݂൫ݓ௜௝൯௧௜௧௟௘  

Fig. 2. Membership function for the linguistic variable Title 

In this membership function: 

  ݂൫ݓ௜௝൯௧௜௧௟௘  = 
஼௢௨௡௧೟೔೟೗೐ ሺ௪೔ೕሻ୫ୟ୶ౡ೎೚ೠ೙೟ሼೢೖೕሻ   ,    (2) 

where ݐ݊ݑ݋ܥ௧௜௧௟௘ ሺݓ௜௝ሻ denotes to the number of occurrences of a word in the title 

sections, and max୩௖௢௨௡௧ሼ௪ೖೕሻ is the maximum number of occurrencies of a word in this 
section. 

Term Frequency: This linguistic variable defines low or high frequency of a word in 
whole of the text. Similar to the previous linguistic variables, we normalize the 
number of occurrences of a word in whole of text by the following formula (and as in 
Fig. 3):  ݂൫ݓ௜௝൯ௗ௢௖௨௠௘௡௧ = 

஼௢௨௡௧೏೚೎ೠ೘೐೙೟ ሺ௪೔ೕሻ୫ୟ୶ౡ೎೚ೠ೙೟ሼೢೖೕሻ ,   (3) 

 

 ݂൫ݓ௜௝൯ௗ௢௖௨௠௘௡௧ 

Fig. 3. Membership function for the linguistic variable Term frequency 
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Semantic Tags: We have explained that we extract information from an HTML 
document and put information between semantic tags. Each section is named a 
semantic section and we characterize another membership function that illustrates the 
dependency of each word in each semantic section (Fig. 4).  

 

݂ሺݓ௜௝ሻ௦௘௖௧௜௢௡ೖ  

Fig. 4. Membership function for the linguistic variable Semantic tag 

In each semantic section, we define a normalization factor similar which is to 
previous linguistic variables. Here: fሺw୧୨ሻୱୣୡ୲୧୭୬ౡ=

C୭୳୬୲౩౛ౙ౪౟౥౤ౡ ሺ୵౟ౠሻ୫ୟ୶ౙౣ౥౫౤౪ሼ౭ౣౠሻ ,     (4) 

where, Countୱୣୡ୲୧୭୬ౡ ሺw୧୨ሻ is the occurrence number of a word in the k-th section of 

document j and max୫ୡ୭୳୬୲ሼ୵ౣౠሻ
 is the maximum number of occurrence of a word in the 

semantic section k.  

Step 3: Creation of Sub-Fuzzy System. In order to build a knowledge base with the 
capability of inference on predefined rules, we generate a sub fuzzy system that 
aggregates all semantic sections variables in one fuzzy variable. To achieve this goal, 
we define a variable which is named Semantic Section Preference. This variable can 
take the value of Preferred and Not preferred. These values can be assigned by human 
expert who recognizes that which semantic section is preferred or not preferred. 

Then we define another fuzzy variable that represents the importance of each word 
belonging to semantic sections regarding its frequency and the human expert’s 
preference. The membership function for this variable which is named Importance 
level is presented in Fig. 5. In this definition,0 ൑ Γሺw୧୨ሻ ൑ 0, is a coefficient that 
determine the importance of each word regarding its relatedness to a particular 
semantic section. This variable is considered as the antecedent of rules in the sub-
fuzzy system.  A set of IF-Then rules are defined for this sub system which is listed in 
table 1.  
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Table 1. IF-THEN rules for the sub-fuzzy system 

IF-THEN RULES 
              IF THEN 

 
Semantic Section  
Preference 

Term dependency to Semantic 
tags 

 
Importance Level 

Preferred High  or  Medium High 
Preferred Low Low 
Not Preferred High High 
Not Preferred Low   or  Medium Low 

 
A defuzzification process is based on the Center of M ass (COM) algorithm [10] 

that returns the amount of importance level after inference process. This fuzzy 
variable is set as the input of the main fuzzy system. 
 

Γሺݓ௜௝ሻ 

Fig. 5. Membership function for the linguistic variable Importance Level 

 
Step 4: Building knowledge base for Fuzzy System. e define a fuzzy variable that is 
considered as the antecedent of IF-THEN rules for the main fuzzy rule system. This 
linguistic variable is called Relevance that illustrates the relevance of each word to 
documents. Relevance’s membership function is shown in Fig. 6. 

The amount of relevance of a word to the whole of a text is defined by the TF-IDF 
formula. This variable is determined by 5 different fuzzy values including: Not 
Relevant (NR), Low Relevant (LR), Medium Relevant (MR), High Relevant (HR), 
and Very Relevant (VR). Now we define a knowledgebase that determines 
importance of each word that belongs to each semantic section which is shown in 
Table 2. The output of the inference in this fuzzy rule system is used as input for the 
main fuzzy system. For the main fuzzy system, we define fuzzy variables that 
represent relevance of each word in the document. The idea behind defining these 
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relevance of a word in the document. In order to avoid consideration of terms that 
occur many times in a document and appear in many documents of a document 
corpus, such as some verbs, articles, etc., we bring the idea of corpus-based term 
weighting TF-IDF to filter the result as: 

 weight ൫w୧୨൯ ൌ Ψ൫w୧୨൯ ൈ tf െ idrfሺw୧୨ሻ               (5) 
 

Here, we want to rank our weighted terms in documents. These terms are weighted 
based on their importance and semantic position in the document and also decision of 
domain expert to prioritize some semantic sections rather others. We use an algorithm 
as follows: 

1. First order terms with regard to their weights; 
2. Select terms with higher rank in the first category of relevance to a document(e.g., 

very relevant); 
3. If the desired number (α) of terms are not achieved, go to the next category of 

relevance to seek more terms; 
4. Put all selected terms in a vector VD  with the length α. 

This algorithm selects most related and also most important terms in the document in 
order to further processing tasks. 

4 Document Categorization 

In this section, we first proposed semantic similarity measurement metric which uses 
weighted regions in the text. Then we use this metric to categorize documents in a 
collection. Our new metric takes in to account the result of defuzzification from the 
previous section to compute the similarity. It extends the idea of cosine similarity [8] 
and considers fuzzy variables to compute similarity between documents. We represent 
each document with a set of weighted words in a vector ஽ܸ which are attained from 
the section 3.12.4. In the first place, we measure the similarity between two sections 
of documents: 

 
where, ܾ is the number of similar words between documents ܦଵ and ܦଶ , that are 
identified in the ith section (including semantic sections, title, and keywords) of each 
document. In addition, ܿݐ݊ݑ݋௜௝ଵand ܿݐ݊ݑ݋௜௝ଶ denote to the frequency of each word in 
the section i of documentsܦଵ and ܦଶ. Moreover, ௜ܹ  is the weight of ith section of 
each document which is computed as follows: 
 

 ௜ܹ ൌ ∑ ௜௞ሻఈ௞ୀଵݓሺݐ݄ܹ݃݅݁ ,    (7) 
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In this formula, ߙ is the length of Vector ஽ܸ which the number of weighted words 
for the document representation. Weight for a section i is aggregation of weights of all 
words that belong to ஽ܸ and belong to the section i in the document. 

The similarity between whole of two documents is computed as the aggregation of 
similarity between different sections as subsequent formula: 
 ܵ݅݉ ሺܦଵ, ଶሻܦ ൌ ∑ ܵ݅݉௦௘௖௧௜௢௡೔ሺܦଵ, ଶሻఉ௜ୀଵܦ ,   (8) 

 
where ߚ is the number of existing sections in each document that denote to the 
number of semantic sections, title section, and keywords section in each document. 

In order to categorize documents in different classes, we first use KNN algorithm 
[11] to classify documents in different classes using the semantic metric proposed in 
the formula 8. Then we search among all ஽ܸ vectors in one category; such term that 
has the most weight is selected as the name of the category. The algorithm follows 
these steps: 

1. Implement KNN algorithm to classify documents. The formula 8 is used to 
evaluate semantic distance between documents. When the amount of similarity is 
increased in this formula, semantic distance between those documents decreases; 

2.  Continue until K cluster of documents are achieved 
3.  Generate a collection of all terms belong to all documents in a cluster  
4.  Select term with the highest weight as the representative name for that cluster. 

This algorithm classifies documents in different classes with proposed name for each 
class.    

5 Evaluation 

A collection of 500 research papers available on the internet were gathered in order to 
generate sample proposals, though the proof of effectiveness of this approach is done 
heuristically.  These research papers are selected from four different categories in the 
context of Computer Science including: Natural Language Processing (NLP), 
Software Product Line, Semantic Web, and Software Testing. The documents have 
been divided into sections (or regions) and converted to the HTML. This allows 
building the DOM, so perform the first step of information extraction. The DOM 
allowed to automatically converting the document into XML, where XML tags 
represent the document’s sections (or regions).  

The evaluation of the Fuzzy system is performed when this system works as a 
component of another system. As a result, the idea for evaluation was to build a text 
classifier and use the Fuzzy-based system for term weighting and term selection; then 
compare the performances of the text classifier using traditional term selection and 
using the Fuzzy-based system. The question is how to select an appropriate text 
classifier that can reflect the effects of the Fuzzy system. In the most important survey 
for the text classifiers, Sebastiani and his colleagues divided text classifiers in two 
major categories including: a) Parametric classifiers, where training data is used to 
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approximate the parameters of a text classifier such as Naïve Bayes, which is a 
probabilistic approach for text classification, and b) Non-parametric classifiers, which 
can employ VSM for document representation such as K- Nearest- Neighbor (KNN) 
[7]. 

Since, the proposed Fuzzy system uses VSM for document representation, Non-
parametric classifiers are able to classify the performance of a Fuzzy system. For the 
current work, the KNN classifier, one of the most known classifiers, is used for 
evaluating the document in the Fuzzy system. The basic idea behind the KNN is to 
first label a set of training data with different categories; afterward for each new 
document, K, which is a constant; documents which have the most similarity  (by 
using cosine similarity metric [13] ) with the query documents are selected. The 
majority category among K documents is assigned as the category of the query 
document. By using the training set, a classifier is built and the test set is used to 
evaluate the performance of the classifier. Text classifiers are usually evaluated by the 
following criteria: 

݊݋݅ݏ݅ܿ݁ݎܲ  ൌ ∑ ்௉೔೘೔సభ∑ ்௉೔೘೔సభ ା∑ ி௉೔೘೔సభ , (9)

 ܴ݈݈݁ܿܽ ൌ ∑ ∑௜௠௜ୀଵ݌ܶ ௜௠௜ୀଵ݌ܶ ൅ ∑ ܨ ௜ܰ௠௜ୀଵ , (10)

ܨ  െ ݁ݎݑݏܽ݁ܯ ൌ 2 ൈ ݊݋݅ݏ݅ܿ݁ݎܲ ൈ ݊݋݅ݏ݅ܿ݁ݎ݈݈ܴܲܽܿ݁ ൅ ܴ݈݈݁ܿܽ , (11)

 
where, in a given test set, ܶ ௜ܲ (true positive under the category of ܿ௜ ) is the number of 
correct results. In other words, a correct result refers to the document if the test set is 
correctly categorized by the classifier. ܨ ௜ܲ  (False positive under the category of ܿ௜) 
denotes the number of documents in the test set that the classifier has wrongly 
predicted in the category of ܿ௜. Also, ܨ ௜ܰ (false negative under the category ofܿ௜) is 
the number of missing true results, and ݉ is the number of existing categories in the 
training set. ܶ ௜ܰ  (true negative under the category ofܿ௜) is the number of correctly 
identified wrong results.Precision demonstrates how many false positive documents 
are considered by the text classifier. Moreover, Recall represents the sensitivity of a 
text classifier and shows how many true results are missed by the classifier. 
Furthermore, F-measure demonstrates the performance of a text classifier, and is 
widely used in order to evaluate text classifiers.  

In the present work, 80 percent of documents are allocated for the training set and 
20 percent are considered the test set. In order to build the KNN classifier, Weka, 
which is a popular tool to implement machine learning algorithms, is used [14]. 
Working with Weka and the way that data is used to evaluate the classifier are 
explained in detail in Appendix A.  Before the assessment of the Fuzzy system, the 
Summary section in the proposals is assumed as the Preferred Section. It denotes the 
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compare it with traditional approaches of document representation. In order to 
evaluate the second part, we can use the human correlation metric which is proposed 
in [12]. We aim to use these metrics and evaluations methods to illustrate how 
effective our approach is.  
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Abstract. Since the evolution of the internet, many small and large companies 
have moved their businesses to the internet to provide services to customers 
worldwide. Cyber credit‐card  fraud  or no card present fraud is increasingly 
rampant in the recent years for the reason that the credit‐card i s majorly used to 
request payments by these companies on the internet. Therefore the need to 
ensure secured transactions for credit-card owners when consuming their credit 
cards to make electronic payments for goods and services provided on the 
internet is a criterion. Data mining has popularly gained recognition in 
combating cyber credit-card fraud because of its effective artificial intelligence 
(AI) techniques and algorithms that can be implemented to detect or predict 
fraud through Knowledge Discovery from unusual patterns derived from 
gathered data. In this study, a system’s model for cyber credit card fraud 
detection is discussed and designed. This system implements the supervised 
anomaly detection algorithm of Data mining to detect fraud in a real time 
transaction on the internet, and thereby classifying the transaction as legitimate, 
suspicious fraud and illegitimate transaction.  The anomaly detection algorithm 
is designed on the Neural Networks which implements the working principal  of 
the human brain (as we humans learns from past experience and then make our 
present day decisions on what we have learned from our past experience). To 
understand how cyber credit card fraud are being committed, in this study the 
different types of cyber fraudsters that commit cyber credit card fraud and the 
techniques used by these cyber fraudsters to commit fraud on the internet is 
discussed. 

Keywords: Cyber credit card fraud, cyber credit‐card fraudsters, black‐hat 
hackers, neural networks, data mining. 

1 Introduction  

Imagine a scenario at the end of the month where you as a credit-card owner received 
your credit-card statement; you noticed on your credit-card statement that a purchase 
was made on your credit-card for a blackberry phone you never bought nor made an 
order for. You called your credit card company to explain to them that you never 
made this purchase but you were told that you did made that order since it was 
recorded on their system the purchase made with your legitimate information. Then 
they went ahead to tell you that from their logged file, you actually made that 
purchase for a blackberry on “www.ebay.com” and the monetary transaction was 
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successfully made to EBay. Now afterwards your credit-card company decided to 
investigate further and they called the internet company EBay. EBay checking their 
logged file for the transaction told your credit-card company that the blackberry 
phone was delivered to a shipping address in Turkey while you the actual credit-card 
owner lived in the USA. Obviously in a case like this, you are a victim of an internet 
credit-card fraud or no card present fraud. When your credit card or credit card 
information is stolen and used to make unauthorized purchases on e-commercial 
systems on the internet, you become a victim of internet credit card fraud or no card 
present fraud. This is nothing new and there is nothing unusual about this because 
identity theft and credit-card fraud are present-day happenings affecting many people 
and involving substantial monetary losses. Fraud is a million dollar business and it’s 
increasing every year. The PwC global economic crime survey of 2011 suggests that 
34% of companies worldwide have reported being victim of fraud in the past year and 
increasing from 30% as reported in the year 2009[9]. Fraud is as old as humanity 
itself and can take an unlimited variety of different forms. However, in recent years, 
the development of new technologies like the internet has provided further ways in 
which fraudsters can commit fraud. Fraud is a very skilled crime; therefore a special 
method of intelligent data analysis to detect and prevent it is necessary[11]. These 
methods exist in the areas of Knowledge Discovery in Database, Data Mining, 
Machine Learning and Statistics. They offer applicable and successful solutions in 
different areas of fraud crime. The aim of this study is actually focused on modeling 
an applicable system for detecting fraud in a real-time transaction on the internet. This 
model implements the anomaly detection algorithm of Data Mining, using Neural 
Networks to learn patterns used by a particular credit-card owner and then match the 
patterns learned with the pattern of the current transaction to detect anomalies. 

2 What Is Cyber Credit-Card Fraud or No Card Present 
Fraud? 

Recent and current scholars investigating credit-card fraud have divided credit-card 
fraud into two types; the online credit card fraud (or no card present fraud) and the 
offline credit card fraud (card present fraud)[1]. The online credit-card fraud (in this 
paper is cyber credit card fraud) is committed with no presence of a credit-card but 
instead, the use of a credit-card information to make electronic purchase for goods 
and services on the internet. The offline credit-card fraud is committed with the 
presence of a credit-card which in most cases have been stolen or counterfeited and 
thereby used at a local store or a physical location for the purchase or some goods or 
services. However, to define cyber credit-card fraud, it is a scenario where the credit-
card information of a credit-card owner has been stolen, or in some cases valid credit-
card information has been uniquely generated (just like credit-card companies or 
issuers do) and thereby used for electronic payment on the internet or via the 
telephone. In most cases, no I.T or computer skill may be required to commit online 
credit-card fraud because of the different techniques in which credit-card information 
can be stolen by cyber fraudsters. 
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3 Who Are the Cyber Credit-Card Fraudsters? 

3.1 Credit-Card Information Buyers 

They are fraudsters with little or no professional computer skills (e.g. Computer 
Programming, Networking, etc.) who buy hacked (or stolen) credit-card information 
on an illegal “credit-card sales” website. They buy this credit-card information with 
the intention of making electronic payment for some good and services on the 
internet.  

3.2 Black Hat Hackers 

Recent research on Hackers in terms of Computer Security defined a "black hat 
hacker" (also known as a cracker) as a hacker who violates computer security with 
malicious intent or for personal gain[8]. They choose their targets using a two-
pronged process known as the "pre-hacking stage"; Targeting, Research and 
Information Gathering, and Finishing the Attack. These types of hackers are highly 
skilled in Computer Programming and Computer Networking and with such skills can 
intrude a network of computers. The main purpose of their act of intrusion or hacking 
is to steal personal or private information (such as credit-card information, bank-
account information, etc.) for their own personal gain (for instance creating a “credit-
card sales” website where other cyber credit-card fraudsters with little or no computer 
skills can buy credit-card information).  

3.3 Physical Credit-Card Stealer 

They are the type of fraudsters who physically steal credit-cards and write out the 
information on them. They physically steal these plastic credit-cards (maybe by pick-
pocketing in a crowded place) and write out the credit-card’s information with the 
intention of using this credit-card information to make electronic payment for some 
good and services on the internet.  

4 Different Techniques for Credit-Card Information Theft by 
Cyber Credit-Card Fraudsters: 

In other to detect cyber credit-card fraud activities on the internet, a study conducted 
on how credit-card information is stolen is a good approach. Listed below are studied 
different techniques which are used for credit-card fraud information theft. 

4.1 Credit-Card Fraud Generator Software 

These are software written to generate valid credit-card numbers and expiry dates. 
Some of these software are capable in generating valid credit-card numbers like 
credit-card companies or issuers because it uses the mathematical Luhn algorithm that 
credit-card companies or issuers use in generating credit-card numbers to their credit-
card consumers or users. In other cases, this software is written by black-hat hackers 
with hacked credit-card information stored on a database file from which the software 
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can display valid credit-card information to other type of cyber credit-card fraudsters 
who have bought the software to use. This technique is some cases used by black-hat 
hackers to sell their hacked credit-card information to other online credit-card 
fraudsters with little or no computer skills. 

4.2 Key-Logger and Sniffers 

Black-hat hackers with professional Programming or computer skills are able to infect 
a computer by installing and automatically running sniffers or key-logger computer 
programs to log all keyboard inputs made into the computer on a file with the 
intention of retrieving personal information (like credit-card information, etc.). These 
black-hat hackers or fraudsters are able to infect users’ computers by sending spam 
emails to computer-users requesting them to download free software or games, or 
sometimes they create some porn-sites so that when these computer-users browse 
these porn sites or download those free software or games, the sniffers or key-loggers 
are automatically downloaded, installed and ran on the users’ computers. While the 
sniffer or key-logger is running under the users’ computer, they sniff and log all the 
keyboard-input made by the user over a connected network. Therefore, any computer-
user can unknowingly share their private information (credit-card information, etc.) 
through viral-infecting software such as these. In some cases, no Programming or 
computer skill is required to sniff a computer-user’s key-board input because this 
software are also being shared or sold to other cyber credit-card fraudsters with little 
or no computer skills. 

4.3 Spyware, Site-Cloning and False Merchant Sites 

They are software created by black-hat hackers, installed and ran on users’ computer 
to keep track of all their website activities. From knowing the website activities of the 
victimized computer-user on the internet, electronic or banking websites regularly 
visited by the computer-user can be cloned and sent to the user for usage with the 
intention of retrieving personal or private information ( like bank log-in’s). In the case 
of false merchant sites, fake websites can be created to advertise and sell cheap 
products to computer-users, and thereby asking for payment via credit-card. If a 
credit-card payment is made on any of these fake merchant sites, the user’s credit-card 
information is therefore stolen.  

4.4 CC/CVV2 Shopping Websites 

Cyber credit-card fraudsters with no professional computer skills can buy hacked 
credit-card information on these websites to use for fraudulent electronic payment for 
some goods and services on the internet. 

4.5 Physical Stolen Credit-Card Information 

Fraudsters can physically steal the credit-card of a user to write out the credit-card 
information and then use for fraudulent electronic payment on the internet.  
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5 Methodology 

5.1 Implementing Data Mining Techniques for Credit Card Fraud Detection 
System 

Data mining is popularly used to effectively detect fraud because of its efficiency in 
discovering or recognizing unusual or unknown patterns in a collected dataset. Data 
mining is simply a technology that allows the discovery of knowledge in a dataset. In 
other words, with Data mining knowledge can be discovered in a dataset. Data is 
collected from different sources into a dataset and then with Data mining, we can 
discover patterns in the way all data in the dataset relates with another and then make 
predictions based on the patterns discovered. Data mining takes a dataset as an input 
and produces models or patterns as output. One of the popular effective Data mining 
techniques used in data security is the Neural Networks. The concept of the Neural 
Networks is designed on the functionality of the human brain. From kindergarten until 
college, we are developed from an infantry stage of life unto the adult stage through 
different experiences or a set of data through how we’re schooled. And we use this 
past experience or training we have acquired to make present day decisions. This is 
the Neural Networks. The Neural Networks makes predictions and classifications 
from what it has learned. The Anomaly detection algorithm is an implementation of 
the Neural Networks. Anomaly detection (sometimes called deviation detection) is an 
algorithm implemented to detect patterns in a given data set that do not conform to an 
established normal behavior[10]. The patterns thus detected are called anomalies and 
often translate to critical and actionable information in several application domains. 
The Anomaly detection is categorized into three; Unsupervised anomaly, Semi-
supervised and Supervised anomaly detection. Unsupervised anomaly detection 
techniques detect anomalies in an unlabeled test data set under the assumption that the 
majority of the instances in the data set are normal by looking for instances that seem 
to fit least to the remainder of the data set. Supervised anomaly detection techniques 
require a data set that has been labeled as "normal" and "abnormal" and involves 
training a classifier (the key difference to many other statistical classification 
problems is the inherent unbalanced nature of outlier detection). Semi-supervised 
anomaly detection techniques construct a model representing normal behavior from a 
given normal training data set, and then testing the likelihood of a test instance to be 
generated by the learnt model[10]. As seen in the diagram on fig. 1, this data mining 
application uses Supervised Anomaly detection to detect credit card fraud in a 
transaction and thereby classifies a transaction as Ok, suspicious fraud or illegitimate 
transaction. 
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Fig. 1.   The Learning and Classification of Neural Networks in the system 

5.2 Credit Card Fraud Detection Model 

This Data mining application applies the anomaly detection algorithm to detect cyber 
credit card fraud in an online credit-card transaction implementing Pattern recognition 
with Neural Networks. Anomaly detection algorithm is a technique used in Data 
mining applications to detect specific patterns or relations within the data provided for 
Fraud detection process. There is a fixed pattern to how credit-card owners consume 
their credit-card on the internet. This fixed pattern can be drawn from legitimate 
regular activities of the credit-card owner for the past one or two years on its credit-
card; the regular merchant websites the credit-card owner regularly makes electronic 
payment for goods and services, the geographical location where past legitimate 
transactions have been made, the geographical location where goods have been 
shipped to by the credit-card owner, the email-address and phone number regularly 
used by the credit card owner for notification. Using the Neural Network technology, 
the computer-program or software can be trained with this fixed pattern to use it as 
knowledge in classifying a real-time transaction as fraudulent or legitimate 
transaction. In this Data mining application for credit-card fraud detection, the 
anomaly detection algorithm is  implemented for cyber credit-card fraud detection 
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process. Once the data to be analyzed is selected, the anomaly detection algorithms 
will be applied to perform a data mining process for matching the behavior of the 
current transaction if it differs in behavior with the owner’s past transactions on its 
credit-card. If the behavioral pattern in the current transaction differs with the learned 
pattern of the original credit-card owner, the system will continue to match the pattern 
of the current transaction if it’s similar with past cyber credit-card fraud transactions. 
If the system returns false (of mismatch patterns between the current transaction and 
past fraud transactions) then the system classifies the transaction as suspicious fraud 
but if true, then the system will classify the transaction as illegal fraud transaction. 

 

Fig. 2. Shows the system’s model for credit card fraud detection process in a transaction 
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5.3 Pattern Recognition to Train Neural Networks : 

Geolocation of Real-Time Transaction. The geolocation technology provides the 
absolute geographical location of an internet-connected computer by its IP address. 
An IP address is a unique network identifier issued by an Internet Service Provider to 
a computer-user every time they are logged on to the Internet[12]. This Data mining 
application is trained with IP-addresses (City and Country location being formatted 
from the IP-addresses) of internet-connected-computers the credit-card owner has 
used in the past one or two years legitimate transaction on its credit-card. This is a 
good mechanism to train Neural Networks for cyber credit-card fraud detection 
because in training Neural Networks with the City and Country locations formatted 
from IP-addresses where the credit-card owner has regularly made legitimate 
transactions from for the past one or two years, Neural Networks can know if the 
internet-connected-computer of the current transaction behaves in pattern like the 
internet-connected computers the credit-card owner has regularly made his past one or 
two years legitimate credit-card transactions. While this is a very good anti-fraud 
mechanism and useful for tracking fraudsters, the IP addresses can also be changed 
using Proxy servers. Anonymous proxy servers allow Internet users to hide their 
actual IP address and run their computers behind a fake IP address of their desired 
region[13]. The main purpose using a proxy server is to remain anonymous or to 
avoid being detected. Fraudsters hide themselves behind anonymous proxy servers to 
commit credit-card fraud on the internet. This Data mining application automatically 
flags for suspicious fraud if a proxy-server is detected in a transaction.  

 
Email Address and Phone Number. When a credit-card is issued to an individual by a 
credit-card issuer or company, an email address or phone number from the individual 
is registered with the credit card so that the individual can receive notification via 
telephone or email of any transaction that’s been made on their credit-card. For this 
reason, fraudsters do use different email-addresses and phone numbers when 
committing cyber fraud on credit cards. Although, It is important to take note that the 
cyber fraudsters do not only use email-addresses registered with free domains (like 
Yahoo, Google or Hotmail), but also they do pay to get registered email-addresses 
with non-free domains. Therefore, in this data mining application, Neural Networks 
will be trained with the email addresses and phone number the credit-card owner has 
used in past one or two years internet credit-card transactions.  

 
Shipping Address. Although it is not uncommon for people sending gifts to others to 
request different shipping address. It is very difficult to retrieve goods or apprehend 
fraudsters once the goods have left the country of residence of the original credit-card 
owner. Fraudsters will possibly not send goods to the legitimate cardholder’s billing-
address. But it is possible that credit-card owners will send goods to legitimate 
shipping address different to their billing address. Therefore, in this data mining 
application, Neural Networks will be trained with Shipping addresses and oversea 
orders used by the credit-card owner in past one or two years transactions.  
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Merchants’ Websites, Regular Good and Services Purchased in Past Credit 
Cardholder’s Transactions. Neural Networks will be trained with the merchant 
websites the credit-card owner has regularly visited and the type of goods and 
services they have regularly purchased on its credit-card for the past one or two years. 
Neural Networks will be trained with the cost range of goods and services purchased 
in the past one or two years transactions of the credit cardholder’s credit card. 

 

Fig. 3. Shows a  form used to purchase order by a cyber credit-card fraudster and an actual 
credit card owner 

6 Conclusion 

Efficient and well organized credit-card fraud detection system is a crucial 
requirement for credit card issuing companies to run their business well. This is 
because of the increase in the credit card fraud activities in the present day 
happenings. But the internet related credit card fraud and as sometimes known as no-
card present fraud seems to be rampant increasing in the recent years more than the 
card-is-present fraud. It is easier and safer to commit online credit fraud because of its 
anonymousity and the fact that in most cases, no engineering or computing skill 
maybe required. As seen in this paper, there are fraudsters who just buy credit-card 
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information from other fraudsters and then commit fraud. For this reason, the internet 
credit card fraud is increasing over the years and has made credit card issuing 
companies lost millions of dollars. Credit card fraud detection has drawn quite a lot of 
interest from research community and a number of techniques have been proposed to 
counter fraud. In this paper, a data mining application has been modeled as a 
subsystem which can be used with software systems and applications in financial 
institutions to detect credit-fraud in a transaction on the internet. This Data mining 
application accepts input formatted on a pattern on which a transaction is being 
executed and matches it with the credit-card holder’s patterns of its credit-card online 
consumptions it’s been trained with to classify a real-time transaction as legit, 
suspicious fraud or illegitimate transaction. The data mining application modeled in 
this paper uses the anomaly detection algorithm of the Neural Networks to detect 
fraud in a real-time transactions and it not prone to errors because of its classification 
of Transactions (legitimate, Suspicious Fraud and illegitimate). In the case of the 
suspicious fraud classification, the financial institution using the system can 
investigate further by calling the credit-card owner regarding the suspicious 
fraudulent transaction. 

7 Future Work 

More studies would be conducted on patterns upon which credit card owners consume 
their credit-cards on the internet after which the new gathered information from the 
undertaken studies is updated on the system's model for training Neural Networks. 
This system would be developed and then tested using real world transaction data. On 
this paper, a system's model which implements the Classification and Prediction 
technique of Data Mining is discussed and designed for cyber credit-card fraud 
detection. However, there is need for the development and testing of the system from 
the discussed model described on this paper.  
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Abstract. Nowadays, customer attrition is increasingly serious in commercial 
banks, particularly with respect to middle- and high-valued customers in retail 
banking. To combat this attrition it is incumbent for banks to develop a 
prediction mechanism so as to identify customers who might be at risk of 
attrition. This prediction mechanism can be considered to be a classifier. In 
particular, the problem of predicting risk of customer attrition can be prototyped 
as a binary classification task in data mining. In this paper we identify a set of 
features, for customer “attrition vs. non-attrition” classification, based on the 
RFM (Recency, Frequency and Monetary) model. The reported evaluation 
indicates that proposed set of features produces a much more effective classifier 
than that generated using previously suggested features. 

Keywords: Classification, Customer Attrition Risk, Feature Representation, 
Retail Banking, RFM Model. 

1 Introduction 

With increased competition within the banking industry, customer attrition/churn is of 
increasingly serious concern in commercial banking, particularly with respect to 
middle- and high-valued customers in retail banking. More and more commercial 
banks are turning to Customer Relationship Management (CRM) so as to retain their 
existing customers. In [8], the author clearly states that “retaining customers is more 
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profitable than building new relationships”. In [5], the authors even attempt to clarify 
that attracting a new customer is about five times more costly than retaining an 
existing customer. Hence, “the retention of existing customers has become a priority 
for businesses to survive and prosper” [8]. Consequently, accurately identifying those 
customers who might be at risk of attrition has become an essential problem to be 
solved. For commercial banks in general, a prediction mechanism that can be used to 
classify whether an existing customer will churn (or not) in the near future (in the next 
business/observation period, e.g. a month or a quarter) is desirable. This prediction 
mechanism can be considered to be a classifier. In particular, the problem of 
predicting risk of customer attrition can be prototyped as a binary classification task 
in the context of data mining. 

A number of techniques exist to support binary classification such as Support 
Vector Machine (SVM), Logistic Regression (LR), Decision Tree (DT), Rule 
Generation (RG), and so on. With respect to the prediction of customer attrition risk 
for retail banking previous work has suggested a set of 22 features that can be used 
for the desired prediction. In this paper we propose an alternative set of 7 features, for 
customer “attrition vs. non-attrition” classification, based on the RFM (Recency, 
Frequency and Monetary) model. To support our study, a set of experiments was run, 
using four real customer datasets (2 balanced plus 2 unbalanced) within the retail 
banking sector. Using a variety of classification techniques, the results presented in 
this paper demonstrate that our proposed 7 feature representation outperforms the 
previously proposed 22 feature representation. 

The rest of this paper is organised as follows. The following section describes the 
data mining classification task and the related work in feature representation. Section 
3 presents our proposed (RFM based) feature representation approach for banking 
customer “attrition vs. non-attrition” classification. Experimental results, based on the 
collected customer data from a real retail banking environment are shown in Section 
4. Finally, conclusions and direction for future work are given at the end of this paper. 

2 Classification and Feature Representation 

2.1 Classification in Data Mining 

Data Mining, also referred to as “Data Science”, is “the science of extracting useful 
information from large data sets or databases” [3]. The domain of data mining is 
positioned at the intersection of data management, statistics, machine learning, pattern 
recognition, and other related areas. Classification is “one of the most important and 
widely used data mining techniques, especially in the area of marketing and Customer 
Relationship Management (CRM)” [15]. 

The aim of the classification process is to build a knowledge model that allows the 
value associated with one variable (the target attribute) to be predicted from the given 
values of the other variables (the descriptive attributes/features). In classification, the 
target attribute values are typically categorical values (such as “Colour: red, yellow, 
green, blue”, “Level: high, middle, low”, etc.), while the descriptive attribute/feature 
values can be categorical or numerical (for example “Age: 25, 28, 41”, “Price: 9.99, 
15.00, 1380.60”, etc.). 
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In our study of retail banking customer attrition risk prediction, since the target 
attribute binary valued (“attrition” or “non-attrition”), we prototype our data mining 
task to be a binary classification task. The binary classification, also referred to as 2-
class classification, “learns from both positive and negative data samples, and assigns 
either a predefined category (class-label) or the complement of this category to each 
‘unseen’ instance” [12]. 

In previous work, a number of techniques/approaches have been proposed for the 
purpose of binary classification study, these include: Support Vector Machine (SVM), 
Logistic Regression (LR), Decision Tree (DT) and Rule Generation (RG). Each is 
briefly considered below: 

 SVM. The SVM approach [1] aims to find a hypothesis ĥ which minimizes the 
true error defined as the probability that ĥ produces an erroneous result. SVM 
makes use of linear functions of the form: f (x) = w T x + b, where w is the weight 
vector, x is the input vector, and w T x is the inner product between w and x. The 
main concept of SVM is to select a hyper-plane that separates the positive and 
negative examples while maximizing the smallest margin. Standard SVM 
techniques produce binary classifiers as opposed to multi-classifiers. Two 
common approaches to support the application of SVM techniques to the multi-
class problem are “One Against All” (OAA) and “One Against One” (OAO). 

 LR. The LR approach was first introduced in the 1970s; “it became available in 
statistical packages in the early 1980s” [9]. LR is a type of regression analysis 
used for predicting the outcome of categorical dependent variables (i.e. “yes” vs. 
“no”, or “high” vs. “low”, etc.), based on independent variables (descriptive 
features). This technique attempts to model the probability of a “class/¬class” 
outcome using a linear function of the descriptive features, and then applying the 
log-odds of “class” (the logit of the probability) to fit the regression. 

 DT. In the case of the DT approach this was first introduced in the mid 1980s 
[10]. The approach solves the classification problem using a “greedy” strategy. 
C4.5 [11] is the best known DT classification algorithm which operates by 
recursively splitting the training data-instances on the data-attribute that 
produces the maximum information gain to generate the tree. This tree is then 
pruned according to an error estimate. Finally the result from the training, a tree 
classifier, is used to classify “unseen” data-instances. 

 RG. The RG approach aims to solve the classification problem by generating a 
set of “IF–THEN” patterns/rules, whereby each rule is expressed in the form of 
“feature(s)  category”. The generated set of (human readable and 
understandable) rules represents the (built) classifier and presents to the end 
users why and how the classification predictions have been made. A well known 
RG algorithm is RIPPER [2] which operates using a rule-induction process. 

2.2 Target Attribute Representation 

The target attribute of our classification task is whether an existing customer will 
churn/attrite (or not) in the near future. Based on the suggestions given by domain 
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experts (professional financial/customer managers from retail banking sector), our 
study simply follows the idea presented in [13] and defines customer attrition as the 
situation where “the reduction of a customer asset quarter-average-balance is higher 
than 70% during the last three months”. 

2.3 Descriptive Feature Representation 

In previous studies on retail banking customer attrition prediction [6] [7], 22 
descriptive attributes/features were used to predict whether existing customers were 
likely to churn or not. These 22 attributes were grouped into the following five 
categories as follows: 

 Demographical information, where typical features are “customer age” and 
“customer gender”; 

 Account/Transaction information, for example “number of years since 
account opening”; 

 Financial information, which include “customer deposits’ month-average-balance 
for each of the last six months” and “the customer deposits’ balance divided by the 
customer assets’ balance at the end of each of the last six months”; 

 Product information, where typical features are the “number of product 
holdings”, “whether a foreign-exchange customer or not”, “whether a net-
banking customer or not”, “whether a tripartite depository customer or not”, and 
“whether the customer is using account information messenger”; and 

 Loan information, where typical features are “whether a loan customer or 
not” and “whether holding a loan currently”. 

With respect to the work described in this paper these 22 descriptive features were 
adopted as a benchmark. In addition, as will become clear in the following sub-
section, seven further features were derived. 

3 Proposed Feature Representation Approach 

In this section, we introduce our proposed feature representation approach for retail 
banking customer “attrition vs. non-attrition” classification using the RFM model. 
The RFM model is first introduced in Sub-section 3.1 and the representation in Sub-
section 3.2. 

3.1 The RFM Model 

The well-known RFM (Recency, Frequency and Monetary) model was first 
introduced by Hughes in 1994 [4]. In a marketing context, this model considers the 
following three concepts: 
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 Recency, how long ago a customer last made a purchase; 

 Frequency, how many purchases the customer makes in a given time period; and 

 Monetary, the total amount of money spent by the customer in a given time period. 

In [14], the authors summarise the RFM model as “a behavior-based model used to 
analyze the behavior of a customer and then make predictions based on the behavior 
in the database”. 

3.2 The Proposed Approach 

In our banking context, we only consider the Monetary element of the RFM model 
and note that it can be substituted for by the customer’s deposit balance or the 
customer’s asset balance. For the time being we also chose to ignore the Frequency 
concept. We also considered that the Recency concept can be presented in the context 
of the concept of Monetary element, thus the month-average-balance value in the last 
month, the last two months, the last three months, and so on. 

3.2.1   Derived Descriptive Features 
The seven new descriptive features derived, augmenting those presented above, may 
be categorized as follows: 

 Deposits’ balance. Two descriptive features: “the ratio between the deposits’ 
average-balance in the most recent month and the average-balance over the last 
three most recent months” and “the ratio between the deposits’ average-balance 
in the most recent month and the average-balance over the last six most recent 
months”. These two features serve to capture customer behaviour with respect to 
the changing/moving of deposit balances over the past six months. 

 Assets’ balance. Five descriptive features generated using the same philosophy 
as for the Deposits’ balance category, but considering “the ratio between the 
assets’ average-balance in the most recent month (recent most two months, 
three months, four months and five months) and this average-balance in the 
most recent six months”. These five features serve to demonstrate customer 
behaviour with respect to changing/moving asset balances in the past six months. 
The main reason for having five features instead of two features in this category 
is that some of the financial planning products (counted as being part of 
customer assets) are short-term products, i.e. 30 days or 60 days. 

3.2.2   Mixed Descriptive Features 
As already noted, in our retail banking application, the newly derived 7 features were 
mixed with the 22 previously identified features. The assumption was that an 
improved result would be produced. 

4 Experimental Results 

In this section, we present two groups of evaluations for our proposed feature 
representation approach, one that considers (class) balanced data and one that 
considers unbalanced data, using the customer data obtained from a real retail 
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banking environment. All the evaluations were conducted using the WEKA data 
mining workbench 1  [16] [17] [18]. The experiments were run on a 3.00 GHz 
Pentium(R) Dual-Core CPU with 1.96 GB of RAM running under the x86 Windows 
Operating System. For the experiments we compared the classification effectiveness 
with respect to the Benchmark 22 features used in [6] [7], and the 7 features derived 
using the RFM model and a combination of the two (RFM mixed). 

4.1 Description of Data 

From a real commercial bank’s EDW (Enterprise Data Warehouse), we collected 
(and anonymised) the retail banking VIP customer (attrition) data over a nine month 
period. The class-labels (target attribute values) of this dataset are “attrition” vs. “non-
attrition”, in other words the churn status of each customer between the seventh and 
ninth month. The 29 extracted features (descriptive attributes) may be grouped into 
the six categories identified above (“demographical”, “account/transaction”, 
“financial”, “product”, “loan”, and “RFM” information). 

After the data cleansing process where data-instances with missing and/or noisy 
values were eliminated, we: 

 Creating two balanced datasets: by randomly selecting 2000 “attrition” plus 
2000 “non-attrition” data-instances from the cleaned data collection; 

 Creating two unbalanced datasets: by randomly selecting 1200 “attrition” 
plus 2800 “non-attrition” data-instances from the cleaned data collection. 

The reason we included unbalanced datasets in our experiments was that the number of 
“attrition” customers is always less than the number of “non-attrition” customers, and 
usually we say that about 15% to 35% of customers churn each year in retail banking. 

4.2 Description of Classification Approaches 

In WEKA version 3.6.4, the implementation of SVM is SMO; the implementation of 
LR is called Logistic; the implementation of C4.5/C5.0 DT classification is J48; and 
the RIPPER RG classification is JRip. In our experiments, we ran these implemented 
methods using our prepared data and the WEKA platform. Note that for both J48 and JRip the parameter “minNumObj” was chosen to be 20. 

4.3 Description of Results 

4.3.1   Using Balanced Data 
In Table 1 (see as follows), we show the comparison between our proposed 7 feature 
representation approach and the benchmark (with 22 descriptive features) by using two 
balanced datasets. Table 1 (a) demonstrates the comparison using the overall accuracy 
of classification; Table 1 (b) shows the comparison based on the recall of attrition; and 
Table 1 (c) uses the precision of attrition. 
                                                           
1 The well-known WEKA software, a Data Mining and Machine Learning Software in Java, may be 

obtained from http://www.cs.waikato.ac.nz/~ml/weka/ 
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Table 1. Comparison of Feature Representation Approaches based on Four Different 
Classifiers (using 2 Balanced Datasets) 

1 (a) 

Dataset A Dataset B 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 62.00 79.94 81.00 61.88 79.70 80.74 

Logistic 67.20 79.54 80.22 66.80 80.06 80.18 

J48 74.00 83.48 84.46 75.08 84.44 85.62 

JRIP 74.24 82.96 84.94 75.02 84.40 85.84 

Average 69.36 81.48 82.66 69.70 82.15 83.10 

# Bests  0 0 4 0 0 4 
 

1 (b) 

Dataset A Dataset B 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 63.40 71.20 73.40 60.60 70.60 72.90 

Logistic 63.70 72.90 75.30 63.30 73.10 75.30 

J48 71.70 82.20 80.90 71.80 80.90 82.60 

JRIP 70.00 80.90 83.00 70.20 81.80 82.60 

Average 67.20 76.80 78.15 66.48 76.60 78.35 

# Bests  0 1 3 0 0 4 
 

1 (c) 

Dataset A Dataset B 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 61.70 86.20 86.60 62.20 86.30 86.40 

Logistic 68.50 84.00 83.50 68.10 84.90 83.40 

J48 75.10 84.40 87.10 76.80 87.10 87.90 

JRIP 76.50 84.40 86.30 77.70 86.30 88.30 

Average 70.45 84.75 85.88 71.20 86.15 86.50 

# Bests  0 1 3 0 1 3 

From Table 1 (a, b and c), it can be observed that when using the 7 RFM-derived 
features instead of the 22 benchmark features the overall accuracy, recall of attrition 
and the precision of attrition of our customer “attrition vs. non-attrition” classification 
study were all increased significantly; when using the 29 mixed features rather than 
the 7 derived features, the performance of classification reached even better results 
with respect to the average overall accuracy, average recall of attrition, average 
precision of attrition, and the number of best cases. 

4.3.2   Using Unbalanced Data 
In Table 2 the results obtained from the experiments to compare the operation of our 
proposed classification process when applied to unbalanced datasets is presented. 
Table 2 (a) demonstrates the comparison using the overall accuracy of classification; 
Table 2 (b) shows the comparison based on the recall of attrition; and Table 2 (c) uses 
the precision of attrition. 
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Table 2. Comparison of Feature Representation Approaches based on Four Different 
Classifiers (using 2 Unbalanced Datasets) 

2 (a) 

Dataset C Dataset D 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 69.90 83.40 84.18 70.04 84.54 85.22 

Logistic 75.02 82.60 83.50 74.18 83.88 84.42 

J48 78.92 86.78 87.96 79.04 86.80 88.44 

JRIP 79.74 86.86 87.96 79.82 86.36 88.50 

Average 75.90 84.91 85.90 75.77 85.40 86.65 

# Bests  0 0 4 0 0 4 

 

2 (b) 

Dataset C Dataset D 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 2.40 67.00 68.70 12.90 66.50 68.00 

Logistic 25.30 61.10 63.70 24.30 60.60 63.30 

J48 50.00 73.80 77.40 50.10 72.60 75.90 

JRIP 51.20 74.50 75.70 54.90 72.90 75.50 

Average 32.23 69.10 71.38 35.55 68.15 70.68 

# Bests  0 0 4 0 0 4 

 

2 (c) 

Dataset C Dataset D 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM- 
Mixed 

(29) 

Bench-
mark 
(22) 

RFM-
Derived 

(7) 

RFM-
Mixed 

(29) 

SMO 46.80 75.00 76.20 50.30 78.70 79.70 

Logistic 74.80 76.20 77.30 70.10 80.90 80.60 

J48 71.20 80.50 81.50 71.50 81.40 84.00 

JRIP 73.20 80.30 82.70 71.30 79.90 84.50 

Average 66.50 78.00 79.43 65.80 80.23 82.20 

# Bests  0 0 4 0 1 3 

From Table 2 (a, b and c), it can be observed that when applying the original 22 
features (as the benchmark), the recall of attrition was unacceptably low. When 
substituting the 7 RFM-derived descriptive features for the 22 benchmark features, 
the overall accuracy, recall of attrition and the precision of attrition of our customer 
“attrition vs. non-attrition” classification study were all increased significantly; when 
using the 29 mixed features rather than the 7 derived features, even better results were 
produced with respect to the average overall accuracy, average recall of attrition, 
average precision of attrition, and the number of best cases. 

5 Conclusions 

Customer attrition, especially for middle- and high-valued customers in retail 
banking, has become a more and more serious concern for commercial banks. To 
combat this attrition it is incumbent on banks to develop a prediction mechanism 
(such as a binary classifier) so as to identify customers who might be at risk of 
attrition. Based on this background, in this paper the features that are best suited to the 
identification of churn were considered. In earlier studies the use of 22 features was 
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proposed. In this paper an alternative set of 7 features is considered, derived using the 
RFM model. The classification effectiveness using the previously proposed 22 
“benchmark” features, the proposed seven RFM features and a mixture of the two was 
compared using four different data sets (two balanced and two unbalanced) generated 
from a collection of real retail banking customer records. With respect to the reported 
comparison four different classifiers were considered. Regardless of which 
classification algorithm is adopted the results clearly demonstrate that our proposed 
seven feature representation significantly improves on the classification performance 
(with respect to the overall accuracy, recall of attrition and the precision of attrition) 
using the previously proposed 22 features. Even better results were produced when 
both sets of features were combined. Further research is suggested to produce an 
improved feature representation approach for our retail banking customer 
classification application. 
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Abstract. A method for rule mining for continuous value prediction
has been proposed using a graph structure based evolutionary compu-
tation technique. The method extracts the rules named associative local
distribution rule whose consequent part has a narrow distribution of con-
tinuous value. A set of associative local distribution rules is applied to the
continuous value prediction. The experimental results showed that the
method can bring us useful rules for the continuous value prediction. In
addition, two cases of contrast rules are defined based on the associative
local distribution rules. The performances of the contrast rule extraction
were evaluated and the results showed that the proposed method has a
potential to realize contrast analysis between two datasets.

Keywords: association rule, contrast rule, evolutionary computation,
pattern recognition, regression.

1 Introduction

Association rule mining is the discovery of association relationships or corre-
lations among a set of attributes in a database. Association rule in the form
of ‘X → Y (if X then Y )’ is interpreted as ‘the set of attributes X are likely
to satisfy the set of attributes Y ’. The main advantage of the association rules
is their interpretable form. When Y in the association rule is the class label,
association rules are used to classification problems. Many techniques for as-
sociative classification techniques based on association rule mining have been
proposed, which achieve quite effective performance [1,2,3]. Nowadays, interest
for rule-based regression has increased, however, there is not much literature on
the subject [4].

Recently, class association rule mining tools using a graph based evolution-
ary computation technique have been proposed and reported their applications
[5,6]. The tools have been developed using a basic structure of Genetic Net-
work Programming (GNP) and adopting a new evolutionary strategy to execute
tasks accumulatively through generations. One of the advantages of GNP-based
methods is flexible design of rule forms [7].

In this paper, we introduce an interesting rule named associative local distri-
bution rule. In the form of associative local distribution rule, X is a combination
of attributes and Y is the small localized distribution of continuous value. We
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propose an extended GNP-based rule mining method for associative local distri-
bution rules. The method discovers relations on the restricted local distribution
and conditions given by combinations of attributes. An associative local distri-
bution rule can work as a filter. Therefore, using a set of the rules, continuous
value prediction can be executed. In this paper, a rule based prediction method
for the continuous value is demonstrated. In addition, the rule mining method
is extended to contrast rule mining to find interesting differences between two
datasets [7,8].

Conventional Genetic Algorithm (GA) based methods extract a small num-
ber of rules optimizing a given fitness function [9]. On the other hand, in the
proposed method, rules satisfying the given conditions are accumulated in a rule
pool through GNP generations. GNP population evolves in order to store new
interesting rules into the pool as many as possible, not to obtain the individ-
ual with highest fitness value. Therefore, the method is fundamentally different
from the other evolutionary algorithms in its evolutionary way. The GNP-based
method can quit the rule extraction anytime when enough number of rules, for
example, for building a predictor are obtained.

This paper is organized as follows: In the next section, definitions on the
associative local distribution rule and prediction methods using the rules are
presented. In Section 3, an algorithm capable of finding local distribution rules
is proposed. Experimental results for performance evaluations are presented in
Section 4, and conclusions are given in Section 5.

2 Rules and Prediction Method

2.1 Associative Local Distribution Rule

Let Ak be an attribute in a database and its value be 1 or 0, and Y be the
attribute with continuous values. Table 1 is an example of the database. In this
paper, associative local distribution rule is defined as follows.
[Associative local distribution rule]

(Aj = 1) ∧ · · · ∧ (Ak = 1) → (m, s) (1)

where, m and s is the mean value and standard deviation of Y of instances
satisfying antecedent part of the rule, respectively. The rule is represented X →
(m, s) in short, where, X = (Aj=1) ∧ · · · ∧ (Ak=1). X is represented briefly as
Aj ∧ · · · ∧Ak.

If s is a small value satisfying given condition by users, the combination of
attributes in the consequent part brings narrow distribution of the continuous
value. For example, (A1 = 1) ∧ (A2 = 1) → (1995.73, 2.56) can be interpreted
as “If A1 and A2 occur now, then the value of Y will be 1995.73 with standard
deviation 2.56”.

In this paper, frequency measurements of the associative local distribution
rule r in the database is defined by

support(r) =
NX(r)

N
, (2)



A Method for Associative Local Distribution Rule Mining 241

Table 1. An example of database

ID A1 A2 A3 A4 . . . AM Y

1 1 1 0 1 1 1995
2 0 0 1 0 1 2010
3 0 1 0 0 0 1982
. . . . . . . . . . . . . . . . . . . . . . . .
N 1 1 0 1 1 1996

where, N : total number of instances in the database,
NX(r): the number of instances satisfying the antecedent X of r,
m(r): mean value of Y of the instances satisfying the antecedent of r,
s(r): standard deviation of Y of the instances satisfying the antecedent of r.

Interestingness condition of rule r is defined using support and s as follows:

support(r) ≥ supmin, (3)

s(r) ≤ smax, (4)

where, supmin and smax are the threshold values of support and s given by users
in advance, respectively.

2.2 Continuous Value Prediction

This subsection presents methods for building a predictor using a set of asso-
ciative local distribution rules. Suppose that a test instance for prediction has
the same data form as the training data. The followings are two methods for
building the predictor using extracted rules.

[Input] A set of associative local distribution rules,
An instance to be predicted

[Output] ŷ: Predicted value for the instance

[First matched rule based method]
In this method, ŷ is the mean value of the first matched rule in the predictor.
If there is no rule that applies to the instance, no prediction of ŷ is returned.
Rules are sorted by following definition of precedence (�).
Given two rules, ri and rj , ri � rj (also called ri precedes rj or ri has a
higher precedence than rj) if
1) the s(ri) is smaller than s(rj), or
2) their s are the same, but the support(ri) is greater than support(rj), or
3) both the s and support of ri and rj are the same, but ri is extracted
earlier than rj ;

[Matched rule set based method]
1) Calculate the set R of suffixes of the rule whose antecedent part matches
the new data.
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2) When |R| �= 0, compute ŷ using all the rules in R as follows:

ŷ =

∑
r∈R m(r)

|R| (5)

where, m(r) is the mean value of the consequent part of r.
When |R| = 0, no prediction of ŷ is returned.
3) In order to build a strict predictor, no prediction for ŷ can be set in the
case of |R| ≤ Rmin. Rmin is the threshold number of rules given in advance.
The method is an extension of the classification method described in [6].

2.3 Contrast Rules

In the case of data mining from the dense database, the contrasts between two
data sets gathered by different conditions are interesting [7]. In this paper, the
following combination of attributes (X) showing a contrast between two datasets
are considered.

[Contrast rules]
Although rA : X → (mA, sA) satisfies given importance conditions in Database
A, however, the rule having the same antecedent part rB : X → (mB, sB) does
not satisfy the same conditions in Database B.

In this paper, following two cases of conditions are considered as definition of
contrast rules.

[Case I: Difference between mean values is interesting]

|mA −mB| ≥ dmin, (6)

sA ≤ smax, sB ≤ smax (7)

where, dmin and smax are the threshold values given by users in advance.
[Case II: Difference of distribution is interesting]

sA ≤ smax, sB ≥ smin (8)

where, smax and smin (smin > smax) are the threshold values given by users. In
the both cases, the following conditions for support are also satisfied.

support(X → (mA, sA)) ≥ supmin, support(X → (mB , sB)) ≥ supmin (9)

3 Associative Local Distribution Rule Mining Method

In this section, methods for associative local distribution rule mining and con-
trast rule mining are proposed. In the proposed methods, the rules are extracted
using evolutionary rule accumulation mechanism [6,7]. Candidate rules are sym-
bolized by evolving network structure. Interpretation of rule representations and
fitness function of GNP individual are designed based on the user’s objects. Con-
ditions of threshold values for interestingness are given by users in advance.



A Method for Associative Local Distribution Rule Mining 243

Fig. 1. Basic structure of Genetic Network Programming individual for rule extraction

3.1 Candidate Rule Representation

Fig.1 shows a basic structure and genotype expression of GNP individual for rule
mining. GNP is composed of two kinds of nodes: judgment node and pointing
node (renamed processing node in [6,7]). Judgment nodes work as if-then type
decision making functions and are the set of J1, J2, . . . , Jp. Each judgment
node has Yes-side connection and No-side connection. In Fig.1(a), connections
for judgment nodes are simplified. On the other hand, pointing nodes are the
set of P1, P2, . . . , Pq. Each pointing node has an inherent numeric order and
is connected to a judgment node. The practical roles of judgment nodes are
predefined and stored in the library by supervisors. Once GNP is booted up,
firstly the execution starts from P1, secondly the next node to be executed is
determined according to the connection from the current activated node. In
Fig.1(b), NTi describes the node type and IDi is an identification number of
judgment. Ci denote the node ID which are connected from node i.

Associative local distribution rules are represented as the connections of nodes
in GNP individuals. Attributes and their values correspond to the functions of
judgment nodes in GNP. Fig.2 shows a sample of the connection of nodes in
GNP. ‘A1 = 1’, ‘A2 = 1’, ‘A3 = 1’ and ‘A4 = 1’ in Fig.2 denote the functions of
judgment nodes. The connections of these nodes represent rules, for example,
(A1 =1) ∧ (A2 =1) ∧ (A3 =1) ∧ (A4 =1) → (m4, s4). If this rule is interesting,
then the rules symbolized by after changing the connections or functions of
GNP nodes could be candidates of interesting ones. We can obtain these rule
candidates effectively by GNP genetic operations, because mutation or crossover
change the connections or contents of the nodes. In the next GNP generation
after the operations, the candidates will be examined.

In the proposed method, combinations of judgment nodes work as filters and
isolate the small distribution of the continuous values. In Fig.2, each judgment
node separates the distribution of Y into two distributions. If the separated
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Fig. 2. Basic idea of associative local distribution rule extraction

Fig. 3. An example of node connection in a GNP individual

distribution of Y satisfies the conditions of interesting local distribution rules,
then the rule represented by the node connection is extracted.

The connections of nodes are represented as the antecedent part of associative
local distribution rules. Fig.3 shows a sample of the connections of nodes in a
GNP individual. P1 is a pointing node and is a starting point of the antecedent
part of rules. The connections of these nodes represent association rules, for
example, (A1=1) → (m1, s1), (A1 =1) ∧ (A2 =1) → (m2, s2), (A1=1) ∧ (A2=
1)∧ (A3=1) → (m3, s3) and (A1=1)∧ (A2=1)∧ (A3=1)∧ (A4=1) → (m4, s4).

Thus, node connections from the pointing node P1 to each judgment node
represent antecedent part of the rules. In this paper, we consider only the Yes-
side connections of judgment nodes as rules. Yes-side of the judgment node
is connected to another judgment node. Judgment nodes can be reused and
shared with different rule representations because of GNP’s features. No-side
of the judgment node is connected to the next numbered pointing node. GNP
individual generates many rule candidates using its graph structure. The kinds
of the judgment node functions equal the number of attributes in the database.
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Table 2. Measurements of associative local distribution rules

Associative local distribution rules support m s2

A1 → (m1, s1)
C1
N

S1(Y )
C1

S1(Y
2)

C1
−m2

1

A1 ∧ A2 → (m2, s2)
C2
N

S2(Y )
C2

S2(Y
2)

C2
−m2

2

A1 ∧ A2 ∧A3 → (m3, s3)
C3
N

S3(Y )
C3

S3(Y
2)

C3
−m2

3

A1 ∧ A2 ∧A3 ∧ A4 → (m4, s4)
C4
N

S4(Y )
C4

S4(Y
2)

C4
−m2

4

3.2 Calculation of Rule Measurements

GNP examines the attribute values of instances using judgment nodes. Judgment
node determines the next node by a judgment result of Yes or No corresponding
to Yes-side or No-side. For example, in Table 1, the instance 1 ∈ ID satisfies
A1=1, A2=1 and A3 �= 1, therefore, the node transition from P1 to P2 occurs
in Fig.3.

The total number of instances moving to Yes-side at each judgment node is
calculated for every pointing node. The numbers are denoted as Cx in Fig.3 and
these values are used as NX(r). In addition, when moving to Yes-side, the value
of Y is examined in order to calculate m and s in the consequent of the rule.
The sum of Y (Sx(Y )) and Y 2 (Sx(Y

2)) for the rules are stored and updated
when the judgment result of instance moves to Yes-side.

Examinations of attribute values start from each pointing node. If the transi-
tion to Yes-side connection of judgment nodes continues and the number of the
judgment nodes from the pointing node becomes a cutoff value (Maxlength: the
maximum number of attributes in rules), then Yes-side connection is transferred
to the next pointing node obligatorily.

When the examination of attribute values from the starting point Ps ends,
then GNP examines the instance 2 ∈ ID from P1 likewise. Thus, all the instances
in the database are examined. In Fig.2, a sample distribution of Y of the instances
moving to Yes-side at each judgment node is described.

When the examination of instances ends, then m and s of the candidate rules
are calculated using the sum of Y and Y 2. The support is also calculated using
Cx, that is, the total number of instances moving to Yes-side at each judgment
node. Table 2 shows an example of the measurements of the rules obtained by
the node connections in Fig.3.

3.3 Rule Extraction and Accumulation

In every GNP generation, the examinations are done from 1 ∈ ID and P1 node.
Examinations of attribute values start from each pointing node as described
above. After all the instances in the database are examined, measurements of
candidate rules of every pointing nodes are calculated and the interestingness
of the rules are judged by given conditions like (3) and (4). The extracted in-
teresting rules are stored in a rule pool all together through GNP generations.
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When an associative local rule satisfying the conditions is extracted by GNP,
the overlap of the attributes in the antecedent is checked and it is also checked
whether the rule is new or not, i.e., whether it is in the pool or not.

3.4 Evolution of GNP

GNP individuals evolve in order to store new rules in the rule pool. Therefore,
the fitness of GNP is set to express the potentiality for new rule extraction [6,7].
As the aim of the evolution of GNP is not to find an elite individual, the way of
setting fitness functions is different from the case of conventional GA problems.
In the experiments in the next section, the following fitness functions are used.

Fd =
∑
r∈Rd

{a× support(r) + b/(s(r) + 1) + nX(r) + cnew(r)} (10)

The terms in (10) are as follows:
Rd: set of suffixes of extracted associative local distribution rules satisfying (3)
and (4) in the GNP individual. nX(r): the number of attributes in the antecedent
of rule r. a, b: constant. cnew(r): additional constant defined by

cnew(r) =

{
cnew (rule r is new)

0 (otherwise)
(11)

Constants in (10) and (11) are set up empirically. support(r), s(r), nX(r) and
cnew(r) are concerned with the importance, complexity and novelty of rule r,
respectively. nX(r) is also concerned with the evaluation of the good judgment
node connections in the GNP individual.

All individuals in a population have the same number of nodes. The number
of pointing nodes and judgment nodes in each GNP individual are determined
by users. The connections of the nodes and the functions of the judgment nodes
at an initial generation are determined randomly for each GNP individual. GNP
individual needs not to include all the functions of judgment nodes and the
number of each function is not fixed.

We use three kinds of genetic operators; crossover, mutation-1 (change the
connection of nodes) and mutation-2 (change the function of judgment nodes)
[6,7]. At each generation, individuals are replaced with new ones by a selection
rule. The individuals are ranked by their fitnesses and upper 1/3 individuals are
selected. After that, they are reproduced three times for the next generation,
then three kinds of genetic operators are executed to them. These operators are
executed for the gene of judgment nodes of GNP. All the connections of the
pointing nodes are changed randomly in order to extract rules efficiently. The
above number 1/3 is determined experimentally, which is not so sensitive to
the results. Crossover operator affects two parent individuals. All the connec-
tions or contents of the uniformly selected corresponding nodes in two parents
are swapped each other by crossover rate Pc. Mutation operator affects one in-
dividual. All the connections of each node are changed randomly by mutation
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rate of Pm. Pc = 1/5, Pm1 = 1/6 and Pm2 = 1/6 is an effectual setting and
was used in the experiments in Section 4. Information of the extracted rules like
frequency of the appearances of attributes in the rules can be used for genetic
operations to extract rules effectively [7,8].

3.5 Contrast Rule Mining

In Fig.3, Cx, Sx(Y ) and Sx(Y
2) are the number of instances and sum of Y

and Y 2 at each Yes-side of judgment node, respectively. When the database has
a label for instance groups, we can calculate these values group by group at
the same time. For example, when the database has two groups A and B, we
can obtain values CA

1 , SA
1 (Y ), SA

1 (Y
2), CB

1 , SB
1 (Y ) and SB

1 (Y 2) at the same
examination as in Table 2. Superscripts represent the two groups. Using these
values, for example, measurements for contrast of A1 → (m1, s1) between group
groups A (ra: A1 → (m1A, s1A)) and B (rb: A1 → (m1B , s1B)) are obtained as
follows:

supportA(A1 → (m1A, s1A)) =
CA

1

NA
, supportB(A1 → (m1B , s1B)) =

CB
1

NB

m1A =
SA
1 (Y )

NA
, s21A =

SA
1 (Y

2)

CA
1

−m2
1A

m1B =
SB
1 (Y )

NB
, s21B =

SB
1 (Y 2)

CB
1

−m2
1B

where, NA and NB are the number of instances of group A and B, respectively.
When the candidate rule satisfy the conditions of contrast rules, the rule is
accumulated in the contrast rule pool. The flow of contrast rule extraction is
almost the same as associative local distribution rule mining.

GNP population evolves to discover contrast rules as many as possible. The
fitnesses of GNP individual for contrast rule Case I and Case II described in 2.3
are defined as follows:

F I
c =

∑
r∈Rc

{a× (supportA(rA) + supportB(rB)) + b/(sA(rA) + 1)

+b/(sB(rB) + 1) + nX(rA) + cnew(rA)} (12)

where, Rc is the set of suffixes of extracted contrast rules satisfying (6), (7) and
(9) in the GNP individual.

F II
c =

∑
r∈Rc

{a× supportA(rA) + b/(sA(rA) + 1) + nX(rA) + cnew(rA)} (13)

where, Rc is the set of suffixes of extracted contrast rules satisfying (8) and (9)
in the GNP individual.
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4 Experimental Results

4.1 Experimental Setting

The data set YearPredictMSD from UCI ML Repository [10,11] was used for the
evaluation. The following is the abstract of the data set:
· Prediction of the release year of a song from audio features.
· 90 attributes (T (j), (j = 0, . . . , 89)) (12: timbre average, 78: timbre covariance)
· Target value (Y ) is the year, ranging from 1922 to 2011.
· The instances are divided into 463715 instances for training and 51630 instances
for testing.

Evaluations of the proposed methods were done on the following three points:

• Performance study of associative local distribution rule mining
• Evaluation of continuous value prediction using extracted rules
• Contrast rule mining between training data and testing data

The continuous attribute values (T (j)) are transformed to a set of attributes,
whose value is 1 or 0. Discretization of the values is done as follows:
1) calculate the averaged value mj and standard deviation sj of T (j) (j =
0, . . . , 89), respectively.
2) discretize the value tj of T (j) using mj and sj and define attributes A3j ,
A3j+1, A3j+2 and their values as follows:

A3j =

{
1 (tj > mj + sj)

0 (otherwise)
, A3j+1 =

{
1 (mj − sj

2 < tj < mj +
sj
2 )

0 (otherwise)

A3j+2 =

{
1 (tj < mj − sj)

0 (otherwise)

The transformed YearPredictMSD dataset is complete and consists of 270 at-
tributes and 1 continuous attribute for prediction. This transformation using
above threshold has no scientific meaning, only intention was to make a dataset
for the estimation use.

The GNP population size is 120. The number of pointing nodes and judgment
nodes in each GNP individual are 10 and 100, respectively. The condition of
termination is 100 generations. One trial of rule extraction by 100 generation
is defined as 1 round. Extracted rules were stored in a pool for each round.
After 500 (or 100 or 300) rounds trials, overlap of rules were checked and finally
identified rules were obtained. a= 20000 and b= 20 in (10), cnew = 30 in (11),
a=10000 and b=10 in (12) and (13) were used, respectively. These values were
chosen by preliminary examination. The aim of the evolution is not to find an
elite GNP individual. Therefore, settings of above constants for fitness function
is not so strict for rule extractions. All algorithms were coded in C. Experiments
were done on a 1.80GHz Intel(R) Core2 Duo CPU with 2GB RAM.
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Table 3. Number of extracted associative local distribution rules. (90 Attributes,
supmin = 0.0002, smax = 4.0)

Method Identified rules (500 rounds) Averaged value per round
Total support ≥ 0.0003 s ≤ 3 Total support ≥ 0.0003 s ≤ 3

Proposed Method 40828 16598 3170 4985.9 2726.4 585.3

Ring structure 39364 14798 2747 5000.0 2727.8 555.4

Random 19961 8700 829 156.7 90.2 4.3
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Fig. 4. Number of rounds for rule extraction vs. the number of extracted rules

The predictor was built up using the extracted rules. The predictor calculates
ŷ described in 2.2. The prediction result J was defined as follows:

J =

{
success (|y − ŷ| ≤ dpr)

failure ( otherwise )
(14)

where, y is the real value. dpr is the permissible range given in advance for the
prediction. Therefore, dpr is related to the accuracy of the prediction.

In this paper, accuracy (%) of the predictor is defined as

Number of instances judged ”J = success”

Number of predicted instances
∗ 100.

Cover rate (%) for the prediction is defined as

Number of predicted instances

Number of instances for the test
∗ 100.

4.2 Performance Study of Rule Mining

First of all, completeness of associative local distribution rule extraction was es-
timated. As the GNP-based method cannot guarantee the extraction of all rules
by the nature of evolutionary discovering policy, cover rate is an important fac-
tor of performance study. In addition, comparison of performance the proposed
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Fig. 5. An example of the number of extracted rules vs. GNP generation in one round.

method and the method without evolutionary mechanism by random generated
GNP individuals. In this experiment, a part of the training dataset, that is,
90 transformed attributes (A1, . . . , A90), attribute Y and 463715 instances was
used. As the condition of rules, supmin = 0.0002 in (3), smax = 4 in (4) and
nX(r) ≤ 6 were used. The condition supmin=0.0002 means that more than 93
instances in the training data should satisfy the rule. In each round, 5000 rules
are the maximum number for rule accumulation. This means that the methods
quit the rule extraction of one round when 5000 rules are extracted. Cover rate
of rule extraction is estimated using the total number of identified extracted
rules of independent 500 rounds.

Table 3 shows that the number of identified extracted associative local dis-
tribution rules of 500 rounds and the averaged value of extracted rules per
round. Ring structure is the result using the same settings except the judgment
node connection is restricted to make ring structure, that is, one ring form is
composed using all the judgment nodes. Random is the result using the same
settings except evolutionary mechanism of the proposed method. The connec-
tions and functions of judgment nodes were initialized every generation of GNP.
Fig.4 shows that the number of identified accumulated rules versus the number
of rounds for rule extraction. Interesting 1 and Interesting 2 in the Fig.4 are de-
fined as the rules satisfying following additional conditions within the rule pool:
support ≥ 0.0003 and s ≤ 3, respectively.

In the Random method, very small number of rules were extracted in each
round. On the other hand, the proposed method extracted rules effectively by
evolutionary mechanism. The ring structure method is behind the proposed
method in total number of extracted rules. In the most of the rounds, 5000
rules were extracted around 70 generations in GNP evolution. It is found that
almost the interesting rules can be extracted in a small number of combination
of rounds. The results show that the rules with high measurement values tend to
be extracted easily by the proposed method. Fig.5(a) shows a typical example of
the rule extraction through GNP generation as one round. In the early genera-
tion, number of the extracted rule is very small. However, gradually the number
of extracted rules increase by the evolutionary mechanism. Fig.5(b) shows the
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Table 4. Prediction accuracy by First matched rule based method (270 Attributes)

smax for Cover Accuracy (%)
used rules rate Permissible ranges (≤ dpr)

(#rule) (%) ≤ 2.5 ≤ 3.0 ≤ 3.5 ≤ 4.0

2.5 (1351) 2.37 60.07 70.29 77.33 80.69

3.0 (32253) 8.30 53.95 62.33 70.19 74.50

3.5 (188999) 21.68 47.79 56.03 63.61 69.69

4.0 (485159) 36.80 43.87 51.73 58.90 65.17

Table 5. Prediction accuracy by Matched rule set based method (270 Attributes)

(a) Number of Matched Rules ≥ 1 (Rmin = 0)

smax for Cover Accuracy (%)
used rules rate Permissible ranges (≤ dpr)

(%) ≤ 2.5 ≤ 3.0 ≤ 3.5 ≤ 4.0

2.5 2.37 59.82 69.15 77.58 80.85

3.0 8.30 52.93 61.56 70.05 75.39

3.5 21.68 46.62 55.36 62.93 70.03

4.0 36.80 42.44 50.29 57.65 64.45

(b) Number of Matched Rules ≥ 10 (Rmin = 9)

smax for Cover Accuracy (%)
used rules rate Permissible ranges (≤ dpr)

(%) ≤ 2.5 ≤ 3.0 ≤ 3.5 ≤ 4.0

2.5 0.65 66.17 73.95 82.34 84.43

3.0 3.88 57.36 66.83 75.71 80.20

3.5 9.13 51.45 60.19 68.04 75.33

4.0 22.06 45.63 54.00 61.59 68.54

run-time in the same experiment as Fig.5(a). Although the proposed method
cannot extract all the rules meeting the given definition of importance, each tri-
als extracts important rules from the large dataset. Run time of the GNP-based
rule mining depends on the number of nodes in GNP individual and the number
of extracted rules in the rule pool. Generally, the number of attributes in the
data set is independent of calculation time of GNP-based method.

4.3 Evaluation of Continuous Value Prediction

Continuous value prediction using the extracted associative local distribution
rules was evaluated. In this experiment, 270 transformed attributes, attribute
Y and 463715 instances were used as training data. supmin = 0.0002 in (3),
smax = 4 in (4) and nX(r) ≤ 6 were used. 51630 instances were used as test
data for the evaluation. In each round, 5000 rules were the maximum number
for rule accumulation. Evaluation was done using the total number of identified
extracted rules of independent 300 rounds. Four predictors were built using the
rules satisfying 2.5 ≤ smax, 3.0 ≤ smax, 3.5 ≤ smax and 4.0 ≤ smax, respectively.
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Table 6. Number of extracted contrast rules (Case I). (supmin = 0.0001)

Identified rules (100 rounds) Averaged value per round
dmin Total mA > mB (supA > 2 ∗ supB) Total mA > mB (supA > 2 ∗ supB)

or (2 ∗ supA < supB) or (2 ∗ supA < supB)

0.5 66372 24727 1908 830.5 308.1 22.2

1.0 7309 2433 183 78.1 25.9 1.9

1.5 2120 697 38 21.8 7.1 0.4

2.0 843 326 17 8.6 3.3 0.2

Table 7. Number of extracted contrast rules (Case II). (supmin = 0.0001)

Identified rules (100 rounds) Averaged value per round
Total |mA −mB| ≤ 4 sB ≥ 12 Total |mA −mB| ≤ 4 sB ≥ 12

sA ≤ 4, sB ≥ 4 127997 118409 859 2134.8 1991.0 9.9

sA ≤ 4, sB ≥ 6 13739 10619 550 172.3 133.5 5.9

sA ≤ 4, sB ≥ 8 2357 1231 429 25.4 13.4 4.4

The total number of extracted associative local distribution rules was 485159
at 300 rounds. Table 4 shows that the prediction accuracy by First matched rule
based method. It was found that the set of associative local distribution rules
can predict continuous value. The number of rules satisfying strict condition like
2.5 ≤ smax was very small and cover rate for prediction was a low level. The
trade-off for more cover rate is lower accuracy. Permissible range for prediction
can be set as the same level as smax in the rule extraction. Table 5 shows that
the accuracy by Matched rule set based method. The condition |R| ≤ Rmin

improved the accuracy, however, the threshold Rmin depends on problems.

4.4 Contrast Rule Mining between Two Labeled Data

In the evaluation of prediction, the cover rate and accuracy were not so high level.
In order to analyze the difference between training data (Database A) and testing
data (Database B), contrast rule extractions were done. In this experiment, more
sensitive settings supmin = 0.0001, smax = 4 and nX(r) ≤ 6 were used. As the
parameter for contrast rule Case I, dmin = 0.5, 1.0, 1.5 and 2.0 were used. As
the parameter for Case II, (smax, smin) = (4, 4), (4, 6) and (4, 8) were used.

Table 6 shows that the number of contrast rules for Case I. Total shows the
number of identified rules at 100 rounds. ”mA ≥ mB” and ”supA > 2 ∗ supB
or 2 ∗ supA < supB” in Table 6 are defined as the rules satisfying additional
conditions within the rule pool, respectively. Table 7 shows that the number of
contrast rules for Case II. ”|mA−mB| ≤ 4” and ”sB > 12” in Table 7 are defined
as the rules satisfying additional conditions within the rule pool, respectively.
It was found that the many contrast rules exist between the training data and
test data. This is one of the reason that using the strict condition |R| ≤ Rmin is
better in the prediction experiment.
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5 Conclusions

A new rule mining method for continuous value prediction has been proposed
using a graph structure based evolutionary method. The method extracts asso-
ciative local distribution rules whose consequent parts have narrow distributions
of continuous values. A set of associative local distribution rules is applied to
the continuous value prediction. The performances of the rule extraction of the
proposed method were evaluated using a large data set. The experimental results
showed that the proposed method can bring us useful rules for the continuous
value prediction. Users can define the conditions of rules for prediction flexibly.
In addition, two cases of contrast rules are defined based on the associative lo-
cal distribution rules. The performances of the contrast rule mining have been
evaluated using a large number of instances. The results showed that the pro-
posed method has a potential to realize contrast analysis for the datasets. We
are studying applications of the proposed methods to the medical datasets.
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Abstract. Gait analysis provides a very large data volume coming 
from kinematic, kinetic, electromyographic (EMG) registers and 
physical examinations. The analysis and treatment of these data is 
difficult and time consuming. This work applies and explores 
exhaustively different analysis methods from data mining on these gait 
data. This study aims to provide a classification system based in gait 
patterns obtained from EMG records in children with spastic 
hemiplegia. The methods studied from data mining specifically for the 
classification task include SVM, neural networks, decision trees, 
regression logistic models and others. Different techniques of feature 
extraction and selection have been also employed and combined with 
classifications methods. The LMT algorithm provides the best result 
with 97% of instances classified correctly taking into account the 
indicators for 2 legs. A qualitative and quantitative validation were 
performed on the data. 

Keywords: Gait Classifications, Data mining, EMG, Spastic Hemiplegia. 

1 Introduction  

Cerebral palsy is the result of a lesion or anomaly of the brain. Hemiplegia is the 
outcome of a lesion in or near the motor zone of the cerebral cortex. Spastic 
hemiplegia (SH) is a type of cerebral palsy characterized by muscular rigidity 
(paralysis) on one side of the body affecting the motor functions of the upper and 
lower limbs. SH  produces neuron muscular communication failures that affect the 
efficient displacement of the person. In consequence, people affected by SH walk 
with a particular gait in which “the legs are held together and move in a stiff manner 
where the toes seem to drag and catch” [1]. This style of walking is due to a 
prolonged unilateral muscular contraction.  

The loss of displacement efficiency produced by SH can be quantified by studying 
the energy consumption of the individual’s gait seen through the electrical activity of 
the muscles. The Hospital Ortopédico Infantil (Orthopedic Children Hospital) in 
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Caracas (Venezuela), since 1977 has been conducting clinical analysis of gaits. This 
organization, within its Servicio de Diagnóstico Auxiliar (Diagnostic Auxiliary 
Services) and, at the only laboratory of its kind in the entire country, takes care of 
patients with walking difficulties as a result of SH, cerebral palsy, spina bifida, or 
some other related medical conditions.   The lab uses a diagnostic tool that determines 
the physiological conditions of the patients who need rehabilitation to improve their 
walking. The main objective of gait analysis is to aid the clinicians in not only making 
the correct diagnosis but also choosing the most appropriate treatment strategy [2]. 
Gait analysis is now recognized as an useful clinical tool for the diagnosis and 
treatment of different types of cerebral palsy. However, in spite of its usefulness, gait 
analysis may be hampered by several factors such as large volume of data, the time 
and cost associated with the studies and their interpretations [3]. Gait analysis 
generates large volume of data because studying how the body moves while walking 
is a complex task which requires input from different nature and sources. Gait 
analysis can be considered a dynamical process that intends to discern a pattern from 
the continuous interaction of body and limbs while conducting a forward movement 
toward the center of gravity with minimal energy consumption. People affected by 
hemiplegia, while walking, have higher energy consumption than people with normal 
gait. The data used in this work was collected by clinicians of the Gait Laboratory of 
the Orthopedic Children Hospital between the years 1998 and 2004. 

Several artificial intelligence and statistical approaches and techniques for the data 
evaluation of gait analysis have been used in recent years. A review of the former 
includes fuzzy systems, multivariate statistical techniques and fractal dynamics [4]. 
An additional analysis system, called adaptive neuro-fuzzy inference system, which 
combines neural network capabilities and fuzzy logic qualitative approaches was used 
to address the clinical problem of pes cavus and pes planus according to Xu [5]. 
Vector machines (SVM) have been used also to explore automated detection and 
classification of children with cerebral palsy using, as input features, two basic 
temporal-spatial gait parameters (stride length and cadence) as indicated by 
Kamruzzaman [6]. Statistical techniques such as the ANOVA test has been used in 
gait analysis and surface electromyograms of seven major lower limb muscles which 
were assessed for 5 years following multilevel surgery. A two-way ANOVA has 
considered the effect of the following factors: DIAGNOSIS (levels: diplegia and 
hemiplegia), TIME for repeated measurements (levels: examination before and after 
the surgery) and, the interaction between these factors for the norm-distance of the 
spatiotemporal, kinematic, kinetic and EMG parameters [7].  

Works focusing on the discriminant feature extraction of gait parameters include  
principal component analysis (PCA) and hybrid feature reduction method based on 
the combination of feature ranking with PCA as described by Ming-Jing [8]. In this 
latter case, two gait analysis problems were considered using three feature reduction 
methods, namely, feature ranking based the value of signal to noise ratio (MSNR), 
PCA, and the proposed hybrid approach (MSNR & PCA). The first gait analysis 
problem was to differentiate the patients with neurodegenerative disease from the 
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controls based on the gait data collected by footswitches. The second gait analysis 
problem was to discriminate the patients with complex regional pain syndrome 
(CRPS) from controls based on the gait data collected by an accelerometer. An 
additional work used a kernel principal component analysis algorithm to extract gait 
features for initiating the training set of SVM via pre-processing [9]. A Bayesian 
classifier model was used to investigate the significance of two basic temporal-spatial 
gait parameters (stride length and cadence) using a normal and healthy group of 68 
individuals versus a group of 88 individuals with spastic diplegia form of cerebral 
palsy [10]. Wolf [11] proposed the use of a methodological modular framework for 
automated assessment of gait patterns using different mathematical methods. Their 
application was based on the clinical problem of Botulinum Toxin A treatment of the 
spastic equinus foot. A set of 3670 parameters was ranked by relevance for 
classification of a group of 42 diplegic cerebral palsy patients.  

Although there are plethora of useful and significant approaches for gait analysis, 
in this paper, the authors will concentrate in the use of several data mining techniques 
for the classification task. What makes data mining useful for gait analysis is its 
applicability for the extraction of hidden predictive information from large databases 
[3]. Gait analysis generates large volume of data because, as it was indicated before, 
gathers data of different natures and sources such as kinematic and kinetic through the 
readings of electromyographic (EMG) registers, heart’s electrical activity through a 
EKGs, and corporal information through physical examinations and direct 
observations by clinicians. These tests allow the physicians to evaluate the function of 
the muscles and the position of the joints during gait while providing a more 
extensive and objective assessment of the neural deficit in patients who have spastic 
disorders [12].   

Though different data mining techniques have been applied to extract information 
from each of these sources, in this paper, the authors, for simplicity and conciseness, 
have focused only on the study of data obtained through EMG registers.  

2 Material and Methods 

2.1 Subjects 

The data corresponding to the records used in this work were collected by Gait 
Laboratory of Orthopedic Children´s Hospital [13] between 1998 and 2004. The data 
was acquired using a VICON © acquisition system (with twelve-bit transmission and 
a sampling frequency of 1.5 kHz. Signals were converted into an analog signals in the 
range of ± 10V). These data correspond to thirty SH patients with 99 EMG signals 
normalized and delimited to a gait cycle were considered in C3D format. These data 
contain registers with a diagnosis from medical staff of the laboratory according to the 
Gage’s classification [12]. The distribution of cases is 51 for Group I, 16 for the 
Group II, 6 for the group III, 23 for the Group IV and 3 without classification. 
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2.2 Methods  

Gage and his team have suggested that SH could be classified into at least four 
groups: group I, group II, group III and group IV taking into account the kinematic 
pattern of cerebral palsy patients [12], [14]. This classification for the four Groups of 
SH and the normal pattern was done in the sagittal plane kinematic patterns (Fig. 1). 
The kinematic classification goes to involve progressively the other joints such as the 
ankle (group I), knee (group II), hip (group III) and pelvis (group IV).  The groups 
were characterized as follow: group I) drop foot, plantar flexion of the ankle in the 
swing phase, hip into increased flexion and lordosis; group II) group I characteristics 
and also plantar flexion of the ankle during the stance and swing phases, 
hyperextension of knee; group III) group II characteristics and also decreased knee 
movement; group IV) group III characteristics and also decreased hip movement and 
increased lordosis [12], [15].   

 

Fig. 1. Spastic Hemiplegia Clasiffication (Source : Winters, 1987) 

Twenty-tree indicators were obtained from studying EMG records using Viloria's 
contributions [16] (Table 1). This study was conducted following the kinematcis 
classification from an electromyographical point of view, based on time and 
frequency domains. The twenty-tree indicators are : 2 indicators of instant energy, 3 
obtained by fast Fourier transform (FFT), 16 from the computation of mean power 
frequency (MPF) and, others resulting from the energy spectrum of each component 
derived from the wavelet decomposition of the normalized EMG. The statistic 
behaviors for each indicator were determined computing the mean and standard 
deviation. The orders of magnitude from these indicators in time and frequency 
domain were obtained using computation of instant energy, significant frequencies 
and spectrum power [16]. The computed indicators for EMG including the two legs 
were considered. A total of 277 attributes have been selected and they correspond to 
23 indicators x 6 muscle x 2 legs plus 1 for group type. 
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Table 1. Indicators to EMG signal (Source: Viloria, 2003) 

INDICATOR DESCRIPTION 
BW Bandwidth 
MPF Mean power frequency 
ET Spectrum power 

MPFF 
MPF from IDWT reconstruction (Inverse Discrete 
Wavelet Transform) 

MPF1 MPF first component 
MPF2 MPF second component 
MPF3 MPF third  component 
MPF4 MPF fourth  component 
MPF5 MPF fifth component 
MPF6 MPF sixth component 
MPFLP MPF lower pass component  
PSD Energy PSD 
E1 Energy first component 
E2 Energy second component 
E3 Energy third component 
E4 Energy fourth component 
E5 Energy fifth component 
E6 Energy sixth component 
ELP Energy lower pass component  
ANL Energy nonlinear 
ANE Accumulated energy nonlinear 
EF Spectrum power from IDWT reconstruction 

Table 2.   Different classifiers used to EMG signal 

 
 

Classifier 
Number of 

Correctly Classified 
Instances 

Number of 
Incorrectly 

Classified Instances 

% 
Correctly 
Classified 

LMT 69 2 97,18% 
FT 68 3 95,77% 
RF 64 7 90,14% 
NBTree 63 8 88,73% 
LADTree 57 14 80,28% 
BFTree 56 15 78,87% 
SC 56 15 78,87% 
J48 55 16 77,46% 
REPTree 52 19 73,24% 
J48graf 50 21 70,42% 
RT 48 23 67,61% 
DS 46 25 64,79% 
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Different data mining algorithms were used for classification purposes. The 
following classifiers were used for testing purposes: a best-first decision tree classifier 
(BFTree), DecisionStump, functional trees (FT), J48, a grafted (pruned or unpruned) 
C4.5 decision tree (J48graft), a multi-class alternating decision tree (LADTree), 
Logistic Model Tree (LMT), A Naïve Bayes/Decision tree (NBTree), RandomForest, 
RandomTree, Fast decision tree learner (REPTree) and SimpleCart. Table 2 shows the 
results of classification for 71 instances studied. Percentages represent the correctly 
classified the instances for each algorithm. 

 
LMT =  logistic model tree (LMT) [17] is an algorithm for supervised learning tasks that is 
combined with linear logistic regression and tree induction. 
FT = functional trees is a tree learner of Jaoa Gama [18] that incorporates oblique splits and 
functions at the leaves. 
RF = Random forest (or random forests) are a combination of tree predictors such that each tree 
depends on the values of a random vector sampled independently and with the same 
distribution for all trees in the forest [19]. The algorithm for inducing a random forest was 
developed by Leo Breiman. It is able to classify big quantities of data with great accuracy. 
NBTree = A Naïve Bayes/Decision tree. It is a decision tree with naive Bayes classifiers at the 
leaves. 
LADTree = a multi-class alternating decision tree using the LogitBoost strategy [20]. 
BFTree = a best-first decision tree classifier [21]. This algorithm uses binary split for both 
nominal and numeric attributes. For missing values, the method of fractional'instances is used. 
SC = SimpleCart is a decision tree learner that implements minimal cost-complexity pruning 
[22]. 
J48 = J48 algorithm is the Weka implementation of the C4.5 top-down decision tree learner 
proposed by Quinlan [23]. The algorithm uses the greedy technique and is a variant of ID3, 
which determines at each step the most predictive attribute, and splits a node based on this 
attribute. Each node represents a decision point over the value of some attribute. J48 attempts to 
account for noise and missing data. It also deals with numeric attributes by determining where 
thresholds for decision splits should be placed. The main parameters that can be set for this 
algorithm are the confidence threshold, the minimum number of instances per leaf and the 
number of folds for reduced error pruning. 
REPTree = Fast decision tree learner. Builds a decision/regression tree using information 
gain/variance and prunes it using reduced-error pruning (with backfitting). Only sorts values for 
numeric attributes once. Missing values are dealt with by splitting the corresponding instances 
into pieces (i.e. as in C4.5). 
J48graf = a grafted (pruned or unpruned) C4.5 decision tree [24]. 
RT = RandomTree builds a tree that considers K randomly chosen attributes at each node. 
Performs no pruning. 
DS = DecisionStump [25] is a single-level decision tree with a categorical or numeric  
class label. 

3 Results 

The LMT algorithm [17] provides the best result with 97% of instances classified 
correctly taking into account the indicators for 2 legs. This algorithm was able to 
successfully classify a total of 96 instances with only three failures representing 
96.96% of success. Of the 96 instances classified, 51 were classified as Group 1, 16 as 
Group 2, 6 as Group 3 and 23 instances as Group 4. It was also found that the 71 trial 
cases for the training model are well adjusted to the classification obtained from 
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kinematics. The feature selection for EMG has not improved the classification results. 
The LMT corresponds to a tree with only one leave as follows:  

 
Number of Leaves :  1 Size of the Tree :  1 
 
LM_1: 
 
Group 1 : 2.9  + [MPFLP_RA_DE] * 0.12 + [MPF3_RA_DE] * 0.03 + 

[EF_RA_DE] * 0.17 + [E5_VL_DE] * -56.14 + [E4_VL_DE] * -12.82 + 
[E4_MH_DE] * 1.02 + [MPFF_S_DE] * 0 + [EF_S_DE] * 0.07 + [EPCF_RA_IZ] * -
0.79 +[PSD_VL_IZ] * -0.17 + [E4_VL_IZ] * -2.82 + [EF_VL_IZ] * -0.35 + 
[ET_TA_IZ] * -0.08 + [AE_TA_IZ] * -0.11 + [ANE_TA_IZ] * -0.06 + [E3_G_IZ] * 
0.04 + [MPF6_S_IZ] * -0.08 + [E4_S_IZ] * -0.3 

 
Group 2 : 12.28 + [MPF3_RA_DE] * -0.04 + [BW_MH_DE] * -0.08 + 

[EF_MH_DE] * -0.07 + [ET_TA_DE] * -0.29 + [E3_RA_IZ] * 2.69 + [EF_RA_IZ] * 
0.75 + [MPF_VL_IZ] * -0.01 + [E2_VL_IZ] * 2.07 + [EF_VL_IZ] * 0.79 + 
[BW_MH_IZ] * -0.01 + [ELP_MH_IZ] * 399.16 + [MPF_TA_IZ] * -0.02 + 
[E1_G_IZ] * -0.14 + [MPFF_S_IZ] * -0.01 + [E4_S_IZ] * 0.57 

 
Group 3: -22.15 + [MPFF_RA_DE] * 0.01 + [BW_MH_DE] * -0.19 + 

[MPFF_S_DE] * 0.01 + [BW_RA_IZ] * 0.04 + [BW_TA_IZ] * -0.08 + [MPF_G_IZ] 
* 0.05 + [MPFF_G_IZ] * 0.03 

 
Group 4: -18.35 + [MPFLP_RA_DE] * -0.78 + [MPF2_RA_DE] * 0.03 + 

[PSD_VL_DE] * 0.39 + [E5_VL_DE] * 153.29 + [E4_VL_DE] * 5.52 + 
[E3_VL_DE] * 3.07 + [E5_TA_DE] * 39.4 + [ET_TA_DE] * 0.4  + 
[MPFLP_VL_IZ] * 0.14 +[BW_TA_IZ] * 0.02 + [E6_G_IZ] * 1.32 + 
[MPFLP_S_IZ] * -0.29 + [MPF4_S_IZ] * 0.07 

 
In this work the authors used two types of validation for evaluating the effectiveness 
of the models: a) A qualitative validation and verification directly from the experts 
and b) other quantitative validation using  measures of validity and reliability 
described before. 

3.1 Qualitative Validation 

A group of patients with pathology of SH treated in hospital were selected randomly. 
Two-dimensional videos in two planes (sagittal and frontal) of each one of these 
patients and their respective EMGs were presented to specialist physicians. 
Afterwards, the results issued by each automatic classifier were compared with those 
diagnoses generated by physicians. A total of 3 physicians were consulted, 5 patients 
were selected, each one with 3 or 4 Trials. Table 3 shows the trials of patients which 
were selected with the results issued by classifier and their physicians’ diagnosis.  
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Table 3. Comparison between automatic classification and expert classification 

 
         
 
   Trials  

Medical 
diagnosis 

Aprox. EMG (%) 
Group of SH (%) Classif 
I II III IV 

50404, 50405, 
50406, 50408 

Group 4 17,5 0,03 0 100 Group 4 

62008, 62010, 
62015 

Group 4 3,92 0 2,4
6 

54,43 Group 4 

53407, 53408 Group 3 95,67 2,5 100 53,51 Group 3 

51403, 51407, 
51408 

Group 1 99.89 0.01 0 0,09 Group 1 

38605 Group 2 0,03 99,96 0 96,81 Group 2 
 
The column for the automatic classifiers has been divided into two sub-columns. 

One of them shows the percentages obtained by each type of SH, and the other 
subcolumn shows the final classification of each classifier by patient. These results 
have been also compared with the results of kinetics and kinematics classifiers. The 
results obtained with EMG records have a success of 100%.   

3.2 Quantitative Validation 

The validity and accuracy of a model is determined, first by the degree in which the 
model classifies what it has to classify and, second by the   absence of systematic 
errors [26]. Reliability is the degree of stability achieved when the test is repeated 
under similar conditions. The measures commonly used to measure the reliability are: 
the global concordance index, the Kappa concordance index, coefficient of variation 
and interclass correlation coefficient. The validity of the model is also calculated 
using sensitivity and specificity measures. These measures involve combinations of 
variables such as true positive, true negatives, false positives and false negatives. 
Also, the positive verisimilitude rate (LR+) and negative verisimilitude rate (LR-) are 
other measures used for determining validity of the model. ROC curves (Receiver 
Operating Characteristic) are a very useful visual tools when comparing two models 
of classification. They show the comparison between the true positive rate and false 
positive rate for a model. Perfect accuracy will have an area of 1.0. 

Table 4 shows the numerical results of the LMT algorithm. 71 instances of the total 
(99) were used for training of model. This model classified 69 instances correctly. 
Test mode used was the Cross-Validation with 10 Folds. From the confusion matrix  
it is possible to observe that only for group 1 and 4, 1 instance was classified 
incorrectly in each group (Table 5). The table 6 presents the measures of sensitivity 
(S), specificity (E), positive verisimilitude (LR+), negative verisimilitude (LR-) and  
ROC curves.  
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Table 4. LMT algorithm results 

Total Number of Instances 71 EMG Percentage 
Correctly Classified Instances 69 97.1831 % 
Incorrectly Classified Instances 2 2.8169 % 
Kappa statistic 0.9569  
Mean absolute error 0.0459 
Root mean squared error 0.1468 
Relative absolute error 13.8763 % 
Root relative squared error 36.1886 % 

Table 5. Confusion Matrix 

 

Table 6. Quantitative measures for LMT 

CLASS Group 1 Group 2 Group 3 Group 4 
 

Classifier 
LMT-
277 

 

S 0.971 1 1 0.944 
E 0.971 0.941 1 1 
LR+ 0.971 1 1 0.944 
LR- 0.027 0.018 0 0 
ROC 0.982 0.988 1 0.996 

4 Application to Aid Decision 

The LMT was implemented and integrated in a computer stand- alone application 
made in java The purpose of this application is to aid physicians in making their 
diagnosis. The application used the patterns learned from data analysis studies to 
approximate a classification of patients into the four group of SH. Figure 1 shows the 
basic data of patient and his/her video and at the bottom the classification using the 
patterns. At the left, the application shows classifications based on kinetic and 
kinematics signals and at the right, classifications based on EMG signals. Figure 3 
presents a view of EMG signal for the twelve muscle studied.  

a  b  c  d   <-- classified as 
 33  1  0  0 |  a = Group 1 
  0 16  0  0 |  b = Group 2 
  0   0  3  0 |  c = Group 3 
  1  0  0 17 |  d = Group 4 



 Ap

Fig. 2. Applica

Fig. 3. V
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different natures and sources such as kinematic , kinetic and electromyographic 
(EMG) registers, heart’s electrical activity through a EKGs, and corporal information 
through physical examinations and direct observations by clinicians. This data is 
difficult to treat directly or manually to obtain useful patterns of data behavior to aid 
physicians in their habitual task. For this reason, the authors have explored a variety 
of data mining techniques, particularly, the classification task, to extract useful 
knowledge about spastic hemiplegia diagnosis. In this work, the authors have focused 
on EMG records analysis with Twenty-tree indicators as defined by Viloria's 
contribution. Two legs were considered for the study. It is assumed that the unaffected 
side limb (known as contralateral limb) compensates gait deviations due to the 
abnormal pattern of the ipsilateral limb. But when considering human gait the 
behavior of both limbs is highly correlated so analysis of the contralateral side should 
prove useful [27]. 

The LMT algorithm provided the best result with 97% of instances classified 
correctly taking into account the indicators for the 2 legs. This algorithm was able to 
successfully classify a total of 96 instances with only three failures representing 
96.96% of success. These results were validated from a qualitative and quantitative 
point of view; the obtained results are very promising and worth pursuing in a future 
study. The LMT algorithm was also included in a user-end application with the results 
of kinetics and kinematics analysis, similar to the present work. 

In the future, the authors will consider other pathologies which will be analyzed 
also using other data mining techniques with a particular interest in the clustering 
analysis with unsupervised methods [28].    
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Abstract. This is an exploratory study to see if configurations that were 
coupled to an output variable could be found in data. The focus in this study 
was on the modal configurations, which are profiles of best fit for clusters, and 
their average cluster scores for an output variable. A multistage procedure 
explained in the paper below was applied to a crime dataset to identify the 
modal configurations for a sample of cities and towns of the USA and their 
links to the incidence of violent crime. Three coupled configurations were 
found including one that was indicative of an African American Configuration 
having the highest rate of violent crime followed by one indicative of a High 
Divorce Configuration and one indicative of an Economic Hardship 
Configuration. The results indicated that using this multistage procedure is 
feasible for finding modal configurations and their couplings in data. The 
advantages of this approach are discussed and future directions with the 
research are outlined. 

1 Introduction  

Different patterns can be found in data. Affinities [1] are one example. These are 
associations, sequences, episodes and other arrangements in data. Images, motifs, 
mosaics, drawings and similar are also examples of patterns [2]. Another example is 
score configurations.  These are sets of scores such as the sets of physical and 
psychological attribute scores of athletes. They can be represented as rows in a table 
or alternatively as profiles in terms of graphs [2]. In this paper the terms 
‘configurations’ and ‘profiles’ are used interchangeably.  

A coupling is a pattern that is linked to an output measure such as a performance 
score, classification or rating. An example is an athlete’s physical and psychological 
profile and the time taken to run 1500 meters.  

There are different ways of showing the relationships between configurations and 
output measures. This is illustrated with relationships between height and weight of 
people and their performance in various events. One way of doing this is to calculate 
the correlations between these variables. Another is to partition a population of people 
into body types or morphologies of tall and heavy build, tall and medium build and 
tall and light build and similar and to link these morphologies to performance in 
various athletic events such as high jumping, sprinting and long distance running. For 
example, athletes who are small, wiry and have short legs tend to do well in long 
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distance events while those who are tall, heavy and have long arms tend do well in 
throwing events [4] & [5]. Here different body morphologies are coupled to different 
athletic performances. That is, different body morphologies predispose athletes to 
perform well in certain athletic events. 

The couplings between configurations and output measures are not likely to show 
perfect relationships. That is, people with identical profiles are not likely to have the 
same output score. There will be differences between profile scores and output 
measures but the variations are expected to be small if there are casual links between 
the input scores in the profiles and the corresponding output measures. 

In this paper we report an exploratory study to see if this multistage procedure 
identifies modal configurations and their couplings in data and what changes and 
refinements that should be made to improve its effectiveness in the future. This is 
another way of saying this is a proof-of-concept study to show that this approach works. 

First, we describe the background and the aim of our research study in Section 2. T 
The dataset employed for our study is presented in Section 3. In Section 4 we explain 
the methods used to identify configurations and couplings, while the results obtained 
and their implications are described in Section 5. In Section 6 we discuss our results 
and draw conclusions. Finally some future directions with the research are outlined in 
Section 7.    

2 Background and Aim 

The couplings of score configurations to an output measure are not a recent 
development. Meehl [6] provided an example of two binary variables that were 
uncorrelated with an output measure but a high score on one and a low score on the 
other predicted the output perfectly.  

Configural Frequency Analysis [7] is a method used to identify configurations and 
their couplings. The aims of this method are firstly, to find the most frequent patterns 
of binary scores coupled with a binary output in data and secondly, to determine if the 
frequent patterns are statistically significant in that they occur with a frequency 
greater than chance. Various statistical tests such as the Chi Square test, the binomial 
test or the hyper geometric test of Lehmacher can be applied to see which 
configurations are statistically significant. 

An example is the different combinations of symptoms that are associated with flu. 
Some combinations are more frequent and significant than others. Those that occur 
with the highest frequencies are expected to indicate the symptoms of this disease.   

Configural Frequency Analysis was originally developed to measure the couplings 
involving binary variables such as having or not having the various symptoms that are 
judged to be indicative of flu. It has subsequently been applied to configurations 
involving continuous variables [7].  

Another approach to identifying configurations and their couplings is clustering 
where a dataset is clustered so that the configurations with similar score patterns are 
placed in the same cluster. Their couplings with output measures can also be included 
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in the clustering [3]. The profile of best fit can be found for each cluster. This is the 
modal profile of scores linked to the modal output score.  

For example, the psychological profiles of policemen and women and ratings of 
their effectiveness as detectives can be clustered and the modal profile of each cluster 
can be identified. The modal profiles of interest will be those that have high modal 
effectiveness ratings as these indicate the attributes of good detectives.  

More than one modal profile maybe linked to an output measure. The authors 
introduce the term ‘tassel’. This can be used to indicate where two or more modal 
profiles are linked to the same output. They are called this because the different modal 
patterns are ‘knotted’ to the same output measure. Each configuration is a string of 
input variable scores. The advantage of tassels is they reveal where more than one 
pattern has a relationship with the same output such as say the different combinations 
of economic and social conditions that are coupled with economic growth. This 
occurrence can have multiple combinations of causes.   

Clustering algorithms are normally applied to all variables (i.e. columns) in a 
dataset. Not all variables assist with finding clusters. Irrelevant variables mask the 
clusters by hiding them in noisy data. Feature selection methods can be used to 
identify variables that discriminate clusters. By doing this they help to remove 
irrelevant and redundant variables from the analysis. 

These distinguishing variables enable the identification of subspaces in the data. A 
subspace is defined by the distinguishing variables (i.e. the columns of the dataset) 
and the cases (i.e. rows that have similar profiles) for these variables.  

There are various ways [8] to identify subspaces in a dataset. One strategy is to 
first distinguish the variables which describe the same class in data. For example, 
apples, oranges and pears are classes of fruit. They each have certain distinguishing 
characteristics. These characteristics are found in the columns of datasets. Techniques 
which can discriminate the defining variables of classes are called ‘taxometric’ or 
‘taxonic methods’. Meehl and associates [9] have developed a number of techniques 
to do this task. The term ‘taxonic’ is used hereafter in this paper.   

Once the distinguishing variables of a class are identified, the rows defined by the 
class variables can be clustered. For example, apples can be placed in different 
buckets (i.e. clusters) based on attributes such as size, color, texture and taste. 
Furthermore, apples in the different buckets can be coupled to the average price they 
would fetch in the marketplace.  

This is the approach pursued in the research reported in this paper. A multistage 
procedure is employed. In the first step a taxonic method is applied to a dataset to 
identify the classes and their defining variables. An output variable is also included in 
the taxonic analysis to see which class (or classes) includes this variable. In the 
second step, principal component analysis [10] is applied to the classes that have 
many defining variables to identify which ones load on the same component. This 
includes the output variable. In the third step the resulting components that include 
the coupled variable are clustered to see which clusters have modal profiles with high 
scores on the output variable. 
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The aim is to identify configurations of modal variable scores in the crime dataset 
that are coupled to high levels of per capita crime variable. It is expected that these 
modal configurations will help reveal the defining attributes of US cities and towns 
that have high levels of violent crime. 

3 The Data 

A community and crime dataset was used in this study. It was chosen from the 
Machine Learning Repository at the University of California Irvine (UCI) [11]. It was 
selected because it had 128 attributes and 1994 instances to do the analysis reported 
here. The dataset includes socio-economic data from the 1990 US Census [12], law 
enforcement data from the 1990 US Law Enforcement Management and 
Administrative Statistics (LEMAS) Survey [13] and crime data from the 1995 FBI 
Uniform Crime Report [14].  

The instances were selected cities and towns in the USA. The input variables 
includes community ones  such as the percent of the population considered urban and 
the median family income and law-enforcement ones such as per capita number of 
police officers, and percent of officers assigned to drug units. Details of the input 
variables and their basic statistics can be at the UCI website [11]. There are too many to 
list in this paper. These variables were selected to see how well they predict the level of 
violent crime in each city or town. This was the per capita violent crimes variable.   

Violent crimes include murder, rape, robbery and assault. There were discrepancies 
counting of rapes in some states and in turn resulted in incorrect values for per capita 
violent crime variable. These cities are not included in the dataset. Many of these 
omitted communities were from the Middle Western USA. 

All numeric data was normalized into the decimal range 0.00-1.00 using an 
unsupervised, equal-interval binning method. Attributes retain their distribution and 
skew (hence for example the population attribute has a mean value of 0.06 because 
most communities are small).  

The normalization preserves rough ratios of values within an attribute. All values 
more than three standard deviations above the mean are normalized to 1.00 and all 
values more than three standard deviations below the mean are normalized to 0.00. 
The normalization does not preserve relationships between values between attributes. 
For example, it would not be meaningful to compare the value for per capita income 
for Caucasians (white Per Cap) with the value for per capita income for African 
Americans (black Per Cap) for a community.  

A limitation of the LEMAS survey [13] was that it was restricted to police 
departments with at least 100 officers. It also included a random sample of smaller 
departments. Communities not found in both census and crime datasets were also 
omitted thus many are missing from this dataset.   

Some of the variables had missing values and these were deleted from the study. 
This reduced the number of input variables to from 128 to 99.   
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4 Methodology 

There were a number of steps carried out in the analysis of the crime dataset. They 
included the sequence of identifying: 
 

  Classes -> Components -> Clusters -> Configurations -> Couplings. 
 

Four classes were identified in the data and the 1st of these consisted of 74 defining 
variables including the output variable of per capita violent crime. The decision was 
taken to identify the principal components of these defining variables. One of the 
principal components consisted of variables that included a high loading on the output 
variable. This was clustered to identify the modal profiles of these clusters which had 
high scores on the output variable. The results obtained from using these methods are 
shown in the Results Section 5 below. The specific methods used in this study are 
explained next. 

4.1 Taxonic Analysis  

Previously it was indicated that Meehl and associates devised methods [9] to identify 
class structure in data. Another algorithm written in Base SAS was employed in this 
study. It was used because it discovers multiple classes in data whereas the methods 
developed by Meehl and associates [9] were devised to identify single classes.  

The taxonic method employed is called ‘outlier table analysis. How it works is 
explained in [15]. Basically it is analogous to identifying the defining signature of 
each case in a dataset and sorting the cases so that those with very similar signatures 
are placed in the same class. A signature is a profile of scores that all cases in the 
class share. In practice not all cases in a class have identical signatures and instead 
will have small variations such as one case may have ten of the 12 defining variables 
while another has ten but they are slightly different variables. Outlier table analysis 
accounts for these differences.  

How this is done in practice is as follows. The first step is to convert the scores for 
all variables in the dataset to percentile ranks so that they all have the same range. The 
second step is that a high and a low percentile rank cutoff score are specified for the 
dataset such as the 70th percentile rank for high scores and the 30th percentile rank for 
low scores. This is done because the discriminatory variables of a class tend to have 
either high or low percentile rank scores. The third step is that outlier table analysis 
does frequency counts using each variable in the dataset as an anchor. That is, for 
each anchor variable score for each case if it is above the 70th percentile rank than add 
‘1’ to a frequency count for both the anchor variable and the variable that has a 
percentile rank score above the cutoff. Table 1 below shows frequency counts where 
the anchor and other variables had scores above the cutoff. 
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Table 1. High-High Outlier Table Frequency Count 

Variables 1 2 3 4 5 

1 100 95 85 99 70 

2 95 100 90 86 79 

3 85 90 100 91 87 

4 99 86 91 100 93 

5 70 79 87 93 100 

 
The anchor variables are in the diagonal of the table from top left to bottom right 

(i.e. those with a frequency count of 100). If anchor variable 1 is taken as an example, 
there were 95 instances where variable 2 was above the high cutoff when the anchor 
variable 1 was above the same cutoff.  

The fourth step is to repeat the process with anchor variable scores above  
the high cutoff and the other variable scores below the low cutoff to derive a High-
Low table. This shows variables that have low percentile rank scores when  
the anchor variable has a high percentile rank score. The fifth step is to subtract the 
High-Low scores from their corresponding High-High scores in the respective 
tables to derive a difference table of scores. If variables are discriminatory they 
will have either very high frequency counts in one table and very low in the other 
or vice versa. If they are non-discriminatory in that they are not characteristic of a 
class they will tend to have similar frequency counts in both tables. Therefore the 
difference scores will be low. 

The sixth step is to produce a correlation matrix using the columns of scores in the 
difference matrix. This is done using a nonparametric correlation coefficient such as 
Spearman Rho [16]. A nonparametric coefficient is employed because the scores in 
the difference matrix are not normally distributed. The last step is to do a principal 
component analysis of the correlation matrix. How this method works is described in 
the next section. Principal component analysis [10] (hereafter referred to as 
component analysis) is conducted to identify columns of the correlation matrix that 
are redundant in that they show the same pattern of correlations as other columns. 
That is, they have the same defining variables of a class. The rotated component 
solution shows the non-redundant variables that define each class. SAS JMP Principal 
Component procedure [17] was applied to identify the uncorrelated patterns in the 
difference matrix. 

It is highly advisable to repeat this taxonic analysis using different cutoffs such as 
the 60th and 40th, 75th and 25th, 80th and 20th and 90th and 10th percentile ranks to 
check for consistency of results. The cutoffs selected depend upon the number of 
cases in the dataset. If it is very large, say in the tens of thousands of cases, one can be  
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liberal with the cutoffs such as using 80th and 20th percentile ranks and above. If the 
number of cases is low, say as small as 300, it is wise to use conservative cutoffs of 
51st and the 49th percentile ranks to test for taxonicity of variables.           

4.2 Components Analysis 

It pays to do principal component analysis again where a class has a large number of 
defining variables. This will reveal the class defining variables in each component for 
a class. The principal component analysis will also show which components have 
high loadings on the violent crime output variable. SAS JMP Principal Component 
procedure [17] was used for this purpose. 

4.3 Cluster Method 

Components which have a high loadings on the output crime variable can be clustered 
to see which clusters have modal profiles linked to a high incidence of crime. A 
number of cluster methods were experimented with and the decision was taken to use a 
grid approach. This is because it gave clusters that were similar in size. The approach 
used is a modification of self-organizing maps (SOM) [18]. The grid approach used 
resembles k-means clustering more that the neural network learning used by SOM. The 
goal is to form clusters on a cluster grid, such that points in clusters that are near each 
other in the grid are also near each other in multivariate space. 

The SAS JMP Cluster Package [17], where the SOM option was selected, was used 
to do the grid clustering. Ten cluster solutions were generated using the component 
defining variables. There was no need to standardize scales are they were already 
scaled between 0.00 and 1.00. The Johnson Transform [19] option was also employed 
to balance highly skewed variables, or to bring outliers closer to the center of the rest 
of the values. A number of the variables used in the analysis had skewed distributions.   

5 Results 

Only selected results are shown in this paper because of the large number of variables 
employed in this analysis.  There were four classes found in the crime dataset with the 
first accounting for approximately 65 percent, the second 28 percent, the third 2.65 
percent and the fourth 2.35 percent of the variance. The 1st and 3rd classes had 
loadings of 0.58 and 0.55 for the crime per capita output variable. The other classes 
had very low-to-zero loadings on this variable. There were 74 defining variables for 
the 1st class including the crime output variable and five for the 3rd class including 
the crime output variable. Because the 3rd class is so small with few defining 
variables, attention is focused on the 1st class in the remainder of this paper.  

Component analysis was performed on the 74 variables of the 1st class and results 
for the component with the highest loading with the crime output variable are shown 
in Table 2. The other components had loadings that were from low-to-zero in value on 
this variable.  
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The results in Table 2 reveal a component consisting of cities and towns containing 
low income African Americans that have high rates of violent crime. There is high 
percentage of broken families with public assistance income and their living in 
squalid conditions with no telephone. Many are unemployed. This could be called an 
‘African American Crime Pattern or Configuration’.  

The variables in Table 2 were used in the cluster analysis and the resulting cluster 
means are shown in Table 4. These represent the modal profiles for the clusters.  

Clusters 1 to 3 in Table 4; which have cluster sizes of 136, 116 and 183 cities and 
towns; have the highest mean scores for the crime output variable with values of 0.68, 
0.42 and 0.51 respectively. They are above the population mean score of 0.24 for this 
variable shown in Table 3.  

Table 2. Defining Variables for Principal Component 2 for the 1st Class  

loading Attributes 

0.88 Percentage of population that is African American  

-0.76 Percentage of population that is White American 

-0.51 Percentage of households with investment / rent income  

0.53 Percentage of households with public assistance income  

0.48 Percentage of people under the poverty level 

0.44 Percentage of people 16 and over, in the labor force, and 
l d0.56 Percentage of males who are divorced  

0.60 Percentage of females who are divorced  

0.60 Percentage of population who are divorced  

-0.78 Percentage of families (with kids) that are headed by two parents 

-0.80 Percentage of kids in family housing with two parents  

-0.74 Percent of kids 4 and under in two parent households  

-0.77 Percent of kids age 12-17 in two parent households  

0.83 Percentage of kids born to never married  

0.53 Percentage of vacant housing that is boarded up  

0.51 Percentage of occupied housing units without phone  

Outcome 
Variable 
Loading 

 

0.70 Total number of violent crimes per 100K population  
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The cluster means for Clusters 1 to 3 that indicate patterns in the clusters are 
shaded in Table 4. What is noticeable with the cluster 1 is that the cities and towns 
display the African American Crime Pattern noted above in Table 2. That is, the cities 
and towns in this cluster contain low income African Americans with high 
unemployment, high levels of poverty, high public assistance and many broken 
families.  

The other two clusters have the mean profiles of cities and towns having lower 
percentages of African Americans. The mean profile for Cluster 2 has cities and 
towns with households with high unemployment, high percentage of public 
assistance, lower investment and rental income and citizens under the poverty level.  
This can be labeled an ‘Economic Hardship Pattern or Configuration’.  

Cluster 3 has cities and towns with a higher incidence of divorce but lower levels 
of economic hardship (e.g. less poverty, less unemployment and less requiring public 
assistance) compared to the patterns evident in Clusters 1 and 2. This is labeled a 
‘High Divorce Pattern or Configuration’.     

Together these three clusters reveal three different coupled configurations with 
Cluster 1 the African American Configuration having the highest rate of violent crime 
per 100,000 population of an average of 0.68, Cluster 3 the High Divorce 
Configuration having the second highest rate of violent crime of an average of 0.51 
and Cluster 2 the Economic Hardship Configuration having the third highest rate of 
an average of 0.42. The results do not reveal the reasons for these patterns.     

6 Discussion 

The aim of this study was not to develop specific insights and understandings into the 
drivers of violent crime in cities and towns in the USA. It was instead to see if the 
multistage procedure described in this paper for identifying coupled configurations in 
data is a feasible one. The results obtained show that it works.  

The results also indicate that the multistage procedure has four advantages. The 
first is that it used what amounts to two-mode clustering to identify subspaces in data. 
The subspaces consist of the defining attributes of a component and cases which have 
similar profiles. Each subspace represents a pattern of behavior.  

The second advantage is that this procedure showed the gains that can be made by 
including the output variable in the taxonic analysis. It resulted in the identification of 
two classes that contained this variable.  One class had many variables and the other 
few. Attention was focused on the larger class and it was found to have one 
component that had a high loading on the violent-crime output variable. It was shown 
to have cities and towns that have an African Crime Pattern.  

When the defining variables for this component were clustered it showed that there 
were three clusters of cities and towns that had sizeable scores on the output variable. 
One matched the African Crime Pattern identified by component analysis while the 
other two revealed a configuration of cities and towns having a High Divorce Pattern 
and those having an Economic Hardship Pattern. The advantage of the clustering was 
that it revealed two other patterns that were not shown by the results of the component 
analysis.  



 Configurations and Couplings: An Exploratory Study 275 

From this perspective, it is suggested that if suitable data was collected on 
individuals and gangs who commit violent crimes, rather than cities and towns where 
crime occurs, it is likely that other modal configurations of violent criminals would be 
identified. 

A few possible ones include those who are young, rich, spoilt and bored and who 
see violent crime as an escape. Other young ethnic groups besides traditional white 
Caucasian ones and African American ones might also be identified as being involved 
in violent crimes.  Each of these will have a modal configuration scores.  

The concept of a tassel was introduced earlier in the paper. If a rating rather than a 
score was used to indicate high crime rates it would allow the different modal 
configurations to be knotted to this rating. This would show the different typologies 
of criminals associated with violent crime.   

The third advantage is that taxonic analysis, when combined with component 
analysis for classes with large number of variables, is an effective way of discovering 
class structure in data.   

What was learned from various taxonic analyses [eg 15] conducted by the authors 
of this paper is the need to have a broad and representative number of variables to 
discriminate classes.  If important variables are left out of the data they can make a 
difference between finding a class or not finding one. It pays to be over inclusive with 
what the person doing taxonic analyses judges to be relevant variables when doing 
this type of analysis.   

The fourth advantage is that including the output variables in the taxonic analysis 
and the component analysis is a way of short circuiting the process of identifying 
which input variables are linked to an output variable. It reduces the search space that 
has to be explored to find coupled configurations.  

In terms of steps that can be taken to improve the multistage research results 
reported here, one is that independent components [20] rather than principal 
components analysis should have been employed in this study. This is because a 
number of variables had skewed distributions. Independent components analysis is 
better suited to finding components in these variables.  

The study can also be repeated by including the variables with missing values. The 
missing values can be imputed using different techniques [21].  

In terms of future directions, it is intended recode the methods used to find classes, 
components and clusters into a single R package. This will provide integrated 
environment for doing the analysis reported in this paper. It will also allow those 
doing this analysis to use other R techniques besides those employed in this study to 
find class structure and other constructs covered in this research.    

The outlier table analysis has the limitation that it is currently restricted to using 
continuous variables. It is intended to extend it to include categorical variables in the 
identification of classes and clusters. An example of a categorical variable is gender 
and whether some classes and clusters have a strong male or female presence.   

The research reported in this paper used one clustering algorithm. There are moves 
to use ensemble approaches to clustering where the final clusters are based on the 
results of multiple clustering algorithms [22]. This can be researched further to see if 
it is better suited to recovering clusters in data.     
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Lastly, the approach used in this paper will also be tested on larger and far more 
diverse industrial strength datasets to see how it performs with finding classes, 
components, clusters, configurations and couplings. This will provide further 
evidence of the effectiveness of this approach.  

7 Conclusion 

A multistage procedure that consisted of the sequence of a taxonic method, followed 
by principal component analysis and then cluster analysis, which was a modification 
of a SOM, was applied to a crime dataset to see if configurations that were coupled to 
incidence of violent crime in the cities and towns  of the USA could be discerned. 
Three coupled configurations were found including one that was indicative of an 
African American Configuration having the highest rate of violent crime followed by 
one indicative of a High Divorce Configuration and one indicative of an Economic 
Hardship Configuration.  The results indicated that using this sequence is a feasible 
approach to finding configurations and their couplings in data. 

Coupled configurations are an alternative to correlations for showing the 
relationships between input and output variables. Meehl [6] showed that a coupled 
configuration was found in data where there were zero correlations between variables. 
This indicates that it is advisable that researchers check their data for coupled 
configurations if the correlations between variables are weak. Another advantage of 
coupled configurations is that they can reveal the different modal patterns that are 
associated with an output such as the different combinations of conditions that 
contribute to economic output, managerial performance and sporting prowess to name 
a few examples. This assists to understand the various causes of issues thus providing 
further insights that can result in better decisions by decision makers. For these 
reasons coupled configurations are considered to be of value in finding in data.   
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