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Abstract. Cyber-Physical Systems (CPSs) integrate computing, com-
munication and control processes. Close interactions between the cyber
and physical worlds occur in time and space frequently. Therefore, both
temporal and spatial information should be taken into consideration
when modeling CPS systems. However, how we can capture temporal
and spatial information into CPS models that allow describing the logi-
cal properties and constraints is still an unsolved problem in the CPS. In
this paper, a spatio-temporal logic is provided, including the syntax and
semantics, for describing the logical properties and constraints. Based on
the logic, we propose an extended hybrid automaton, spatio-temporal hy-
brid automaton for CPSs. The automaton increases the ability to express
spatial variables, spatial expression and related constraints on spatial
terms. Then, we define formal semantics of spatio-temporal hybrid au-
tomata based on labeled transition systems. At the end of this paper,
a Train Control System is introduced as a case study to show how to
model the system behavior with spatio-temporal hybrid automata.
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1 Introduction

Cyber-Physical Systems (CPSs) are envisioned as heterogeneous systems of sys-
tems, which involve communication, computation, sensing, and actuating through
heterogeneous and widely distributed physical devices and computation compo-
nents [3]. Therefore, CPS requires close interactions between the cyber and phys-
ical worlds both in time and space. These interactions are usually governed by
events, which have time, location and observer attributes. An unsolved impor-
tant problem is how to capture location and timing information into CPS models
in a way that allow for validation of the logical properties of a program against the
constraints imposed by its physical (sensor) interaction [24]. Thus, a new logic is
needed for describing the constraints on location and time information, and for
specifying the logical properties of CPSs, since the traditional models (e.g. hy-
brid automata, UML, CSP) are without consideration of location information.
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To model a CPS with location and time, a new semantic model is needed for the
purpose of designing the unified system.

Temporal logic has found an important application in formal methods, where
it is used to specify requirements of real-time systems on rules and symbolism
for representing and reasoning about propositions qualified in terms of time.
Propositional temporal logic (PTL) is one of the best known temporal logics,
which has found many applications in CS and AI [IL[7HI]. In [I], Zohar Manna
and Amir Pnueli gave a detailed methodology for the specification, verification,
and development of real-time systems using the tool of temporal logic. However,
the existing approaches can not be used directly in Cyber-Physical Systems. The
reason is that the truth-values of spatial propositions can not be expressed. Spa-
tial logic is a number of logics suitable for qualitative spatial representation and
reasoning, such as RCC-8, BRCC, S4, and other fragments of S4,. The most
expressive spatial formalism of them is S4,, [I0IILI3]. For modeling the truth-
values of spatial propositions, spatial logic should be taken into consideration in
our constructed logic.

The next apparent and natural step is attempting to construct spatio-temporal
hybrids. For example, in [I2], Finger and Gabbay introduced a methodology
whereby an arbitrary logic system L can be enriched with temporal features
to create a new system T'(L). The new system is constructed by combining L
with a pure propositional temporal logic T'. In [I4], Wolter and Zakharyaschev
constructed a spatio-temporal logic, based on RCC-8 and PTL, intended for
qualitative knowledge representation and reasoning about the behavior of spa-
tial regions in time. Nevertheless, RCC-8 is a fragment of S4, and has rather
limited expressive power [15]. Following their way, we will construct our spatio-
temporal logic by enriching PT L with S4, for CPSs.

Cyber-physical systems can be usefully modeled as hybrid automata com-
bining the physical dynamics within modes with discrete switching behavior
between modes. However, the location information can not be captured into
models, especially spatial constraints. In this paper, we extend spatial variables
and spatial expressions of a hybrid automaton to increase the ability of ex-
pression. Naturally, spatial expressions and other expressions with connections
in spatio-temporal hybrid automata can be interpreted in our spatio-temporal
logic. We give the formal syntax and semantics (includes state, transition, trace
and parallel composition) of the spatio-temporal hybrid automata.

This paper is organized as follows. Section 2 gives formal syntax and semantics
of the spatio-temporal logic. Section 3 classify variables and expressions. Then,
we give the formal syntax and semantics of the spatio-temporal hybrid automata.
In Section 4, a Train Control System is introduced as a case study to show the
efficiency of our approach.

2 Spatio-Temporal Logic

In CPS, the attributes of an event are application-independent. All CPS events
have time, locations and observer attributes. Therefore, the logic, which will
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be defined, should have the ability of expression on locations and observer at-
tributes. Based on the propositional temporal logic and the construction method
of logics [12], our spatio-temporal logic will be constructed by extending PTL
with spatial temporal logic S4,. By the way, part of our work on the logic can
be found in [4]. The syntax of the spatio-temporal logic is defined as follows:

Tu=s|T|mn N |lr

pu=p | BT | o1 Aps | pildpa | 9182
where

e p are normal propositional variables e.g. pg, p1, po,... in relation to observer
attributes;

T are spatial terms in relation to location; 7 is the complementary terms of 7;
71 M 75 is the intersection of spatial terms 77 and 79, including any point which
belongs to term 7 and belongs to term 75 too;

I7 is the modal operator on spatial term 7;

— and A are the Booleans;

@ 7 means that 7 occupies the whole space (all points belong to 7 ). We write
Or to say that the part of space represented by 7 is not empty (sc. there is at
least one point in 7 ). Obviously, &r = - 7.

e U/ and S are the binary temporal operators.

Certainly, the semantics of our spatio-temporal logic can be interpreted by
a topological temporal model. The topological temporal model is a triple of
the form

M= (T, 7,5

where ¥ is a flow of time, Z is a topological space and a valuation i, as an
overloaded function, on the one hand, is a map associating with every spatial
term s and every time point w € W onto a set (s, w) C U-the space occupied
by s at moment w; on the other hand, is a map associating with each normal
propositional variable p a set {(p) C W of time points; w is a nonempty set of
time points; U is a nonempty set, the universe of the space.

Then we can get the following definitions:

U, w) =U — U7, w), WMIr,w) = LT, w)

U N, w) = U, w) N (12, w)
The truth-values of spatio-temporal logic are defined as follows:

M, w) Ep iff weU(p),

M, w) E&r iff Y(r,w) =T,

(M, w) E - iff (M, w) K e,

(M, w) Epr Ape i (DM, w) E @y and (M, w) E @a,

(M, w) F o1y iff  there is v > w such that (9, v) F p2 and (M, u) F ¢y
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o M,w)E ¢1Spy iff there is v < w such that (M, v) E @2 and (M, u) E ¢1
for all u € (v, w).

A formula of spatio-temporal logic ¢ is said to be satisfiable if there exists a
topological temporal model 91 such that (901, w) E ¢ for some time point w.

Theorem 1. The satisfiability problem for spatio-temporal logic formulas in
topological - temporal models based on arbitrary flows of time is PSPACE-
complete.

For proving the theorem, we can construct a PT L-formula ¢* by replacing every
occurrence of subformulas @7 and normal propositional variable p in ¢ with a
fresh propositional variable p,. Then given a PT L-model 91 = (T, i) for ¢+ and
a time point w, we get the set

Py = {B7|(N,0) F pr,pr =B 7} U {p|(N,w) F propr = p)

It is easy to see that if &, is satisfiable for every w € ¥ in a PT L-model, there
is a topological-temporal model satisfying ¢ based on the flow of time . Then,
we can use the suitable algorithm [I8,[19] for PT L-model to check satisfiability
of @,,, which can be done using polynomial space.

Proof 1. Let ¢ be a formula of our spatio-temporal logic. Based on the gen-
eral proving frames(in [2], Lemma B.1 or in [20)], Theorem 10.36), we only ex-
tend those spatio-temporal logical formula with the normal propositional variable
p. The corresponding valuation 4 and topological space on P are added to the
topological-temporal model M = (T, Z,4) and the topological space T = (U,T).
For any two ultrafilter x1,20 € V (V is the set of all ultrafilters over U), put
z1Rxo (R is a quasi-order on' V) iff VA C U (ZA € v1 — A € x2). Given
an Aleksandrov topological-temporal model R = (T,B,9), where B = (V. R),
Q(p,w) = {z € V|U(p,w) € x}. Such that, for allw € W and z € V,

R, (w,z)) E1 iff M1,w) € x,
(R, (w,z)) Ep iff Up,w) € a.

Therefore, it is satisfiable in a topological-temporal model iff it is satisfiable in
an Aleksandrov topological-temporal model based on the same flow of time ¥.

With every spatial subformula @7 and normal propositional variable p, we
rewrite them with a fresh propositional variable p,. The PT L-formula px could
be obtained from @ by replacing all its subformulas of the form &1 and normal
propositional variables p with p,.

We could claim that ¢ is satisfiable in an Aleksandrov topological-temporal
model on a flow of time T = (W, <) iff

e there exists a temporal model M = (T, 40) satisfying o*;
o for every w € W, the set

&, = {7|(M,w) Epr,pr =& 7}
U{p|(M, w) F pr,pr = p}

1s satisfiable.
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It is not hard to see that the implication(=) is feasible. Conversely, suppose that
we have a temporal model N = (T, 4l), which could satisfy those conditions above.

Let the union of @y: I' = Jyepy Pw- For every satisfiable @ C I', construct
a model based on a finite quasi-order P = (Vp,Rg) and satisfying P. Let
n =maz{|Vs| : @ C I,P is satisfiable} and P is the disjoint union of n full
n-ary trees of depth n whose nodes are clusters of cardinality n. It is not hard to
see that every Pg is a p-morphic image of B. Therefore, every satisfiable @ C I'
1s satisfied in an Aleksandrov model based on 3.

Thus there is a finite quasi-order 3. Then, for every w € W, we can get
(B, 4, E D, for some valuation . It is obvious that ¢ is satisfied in the
Aleksandrov topological temporal model (T,B,4U*), where U*(p,w) = hy(p),
(1, w) = Wy (7), for every spatial term T, normal propositional variable p and
every w € W.

Finally, we design a decision procedure for our spatio-temporal logic, which
uses polynomial space, based on the corresponding nondeterministic PSPACE
algorithm [18[19] for PTL. We modify it as follows. Firstly the algorithm con-
structs a temporal model N = (T, ) for the formula ¢*. For every time point
w € W, it produces a state. In addition, it checks that whether the set @, is satis-
fiable. Obviously, the extra check can also be performed by a PSPACE algorithm,
which doesn’t increase the complexity of the complete algorithm.

Therefore, the satisfiability problem for spatio-temporal logic formulas in topo-
logical temporal models based on arbitrary flows of time is PSPACE-complete.

d

In addition, for describing truth values of relations between spatial terms,

there are some basic binary or ternary predicates on spatial terms in Fig.1,
such as

e DC(X,Y)—spatial terms X and Y are disconnected,
DO(X,Y)=-HXNY)
e EC(X,Y)— X and Y are externally connected,
EC(X,)Y)=XNY)A-ANXNIY)
e EQ(X,)Y)— X and Y are equal,
EQX,Y)=0(XCY)AE(Y C X)
e PO(X,Y)— X and Y overlap partially,

POX,Y)=QIXNIY)A-B (X CY)A-B(Y C X)

TPP(X,Y)— X is a tangential proper part of Y ,

TPP(X,Y) =@ (X CY)A-B(Y C X)A -8 (X CIY)
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e NTPP(X,Y)— X is a nontangential proper part of Y,
NTPP(X,Y) =B (X CIV)A -8 (Y C X)
e PO3(X,Y,Z)— spatial terms X, Y and Z overlap partially,

PO3(X,Y,Z) =X NIY AIX NIZ ATY T112) A
-M(XCcYvXCZvYCZyv
YCXVZCXVZICYV)

e EC3(X,Y,Z)— spatial terms X, Y and Z are externally connected,

EC3(X,Y,Z)=HXNYAXTZAYTZ)A
-HX NIY VIXNIZVIY N1Z)

Without doubt, there are many other complex predicates, which could be expressed
using our spatio-temporal logic.

~ o~ it et o~
F\/(Y J 5 5 fx Y<\ é\\ﬁ?@

X {(
‘u“ P J\_/ ‘1\\_/“ _/\—/
DC(X,Y} EC(X,Y) EQ(XY)  PO(XY)
7R TR /“*’“"r“\ r./w'n
— \\\I kf’ ‘::“ \I }r"ﬁg\ Y ,]J _,l )
¢ - ~Y {: i !)( { Y/ X Yoxr ,,A}r -
'H—.\t x ¢ i l\-l\\_\/\_f' _) C { 6x {i Z e
._w/ N N, ™ N~ ey o
TPP(X,Y) NTPP(X,Y) PO3(X.Y,Z) EC3(XY,Z)

Fig. 1. Basic binary or ternary predicates

3 Spatio-temporal Hybrid Automata

A Spatio-temporal hybrid automaton is an extension of hybrid automaton based
on spatio-temporal logic. Spatio-temporal logic brings a set of expressions into
the hybrid automaton to represent the location or space related information of

CPSs.

3.1 Expressions

After expansion of expression, there are five kinds of variables in spatio-temporal
hybrid automaton :

e discrete variables with discrete values independent of time and location. e.g.
x=0,1,2.
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continuous variables which can be represented as a continuous function
x = z(t)

dependent on time (with its initial condition), e.g. F' = {x(O) -0

clock variables with a special clock type. A Clock c can be defined as follows:
¢ == (I, p), where

— I is a set of time instants. A time instant represents an observation point
of a clock, either physical or logical, reflecting specific events dependent
on time.

— p is a function, p : I — R>¢ maps every time instant in / to a non-
negative real number. We call p the sampling function that discretizes the
continuous time to a series of observation points on demand.

spatial variables which can be represented by locations. The location attribute
is given by the coordinate in the form of (x,y, z). So the spatial variables can
be represented in the form of ((x,y, z), ), r stands for the radius of an object.
action variables which have a boolean value specifying whether the corre-
sponding CPS event occurs or not, e.g. 6,7. All CPS events (L, (attr,I,t))
have observer attributes, time and location, where L is a symbol and used to
label the event. It is used to record the attributes, generate time and location
of the event.

Corresponding to those kinds of variables, there are five kinds of expression: Alge-
braic Expression, Differential Expression, Clock Expression, Spatial Expression
and Action Expression. Algebraic Expressions can be used to describe the rela-
tion between discrete variables. Differential Fxpressions are capable to describe
activities of continuous variables. Clock Constraint Expressions are used to de-
fine clock-related expressions. Spatial Expressions are used to define expressions
on spatial terms. Action Expressions are used when defining events and actions.
In our formalization, every expression occurring is considered as a predicate over
variables with specific types.

A(x) is an algebraic expression in terms of either an equation or inequation
over algebraic objects. The expression is satisfied when the evaluation of every
discrete variable makes the equation or inequation hold.

F(x, flj‘f) is a differential expression with its initial condition describing the
properties involving continuous variables(z) dependent on time. w(t) is a con-
tinuous variable, the differential expression is satisfied when w(t) is a solu-
tion of F(x, ‘fif) = 0, and acts on the domain of continuously differentiable
function.

The clock constraint expression can be represented in terms of either an equa-
tion or inequation over time instants. Based on the clock structure, the current
reading of a clock ¢ could be represented by the first entry of the time instant
sequence c.I. After a clock tick, ¢.I moves to next instant.

Giving a radius r, for the location ¢, we can get the area occupied by them,
named 7 = (¢,r). For the location attributes ¢; and ¢, we can get the area
occupied by them, spatial terms 71, 7o. The relation between of them can
be described using basic binary predicates or some other predicates which
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are expressed by our spatio-temporal logic, such as PO(71,72), TPP(11,72),
NTPP(11,72).

e Action expression is an expression in terms of action variables. Every action
variable acts as a atom in predicate calculus.

In our formalization, algebraic expressions, differential expressions, clock con-
straint expressions and action expressions are considered as normal propositional
variables p in our spatio-temporal logic. The semantics for logical connectives
with these four kinds of expressions are interpreted by our spatio-temporal logic
like the first order logic language. For example, Let p £ v1 () A va(x), the vari-
able z E p iff x F vi(x) and = F va(x). Therefore, all of the expressions could be
expressed by our spatio-temporal logic.

3.2 Spatio-temporal Hybrid Automata

A spatio-temporal hybrid automaton is described by a tuple
(M, X, A, Var, E, Inv, Act)

where

e M is a finite set, called the set of discrete states or modes. There are the

vertices of a control graph. Every mode has a unique name to identify itself

in the set.

X is the continuous state space of the hybrid automaton. Generally, X C R™

or X is an n-dimensional manifold.

e A is a finite set of symbols which is used to label the edges.

A set of variables Var is governed by modes. It includes a set of discrete

variables dVar, a set of continuous variables cVar, a set of clock variables

ckVar, a set of spatial variables sVar and a set of signals S.

e F is a set of edges called events(or transitions). Every edge is defined by a
5-tuple:

(m, a, grdmm’, JMPmm: s m/)
where m,m’ € M,a € A, A is a finite set of symbols which is used to label
the edges. grd,,m,: is the guard condition which specifies when the transition
from m to m’ is enabled. jmp,. is a relation defined by a subset X x X.
The transition from mode m to m'is enabled when the condition satisfies
grdmm:, while the continuous state x jumps to a new value z’ denoted by
(z,2") € jmpmm during the transition.

e [nv is a mapping from the modes M to the subset of X, that is Inv(m) C X
for all m € M. Whenever the system in mode m, the continuous states = must
satisfy € Inv(m). The subset Inv(m) for m € M is called the invariant
of mode m. The invariant specifies the global constraints to the variables.
Whenever the invariant condition is violated, the system must exit the relevant
mode.

e Act is called the activity of a mode which is the conjunction of several differ-
ential expressions. Each mode is assigned an Act. The activity of one mode
specifies the changing of continuous variables depending on time within the
mode.
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3.3 Semantics

The execution of a spatio-temporal hybrid automaton results in continuous
change and discrete change. The mixed discrete-continuous dynamic can be ab-
stracted by a fully discrete transition system. In this paper, we formalize it as a
labeled transition system.

Labeled Transition System. A labeled transition system S is a tuple
(States, Labels, —, So)

where

States is a set of states.

So is the set of initial states and Sy C States.

Labels is a set of labels which identify the transitions.

—: States x Labels x States is a ternary relation over States specifying the
transitions between states.

State. In spatio-temporal hybrid automata, a state of a system can be formal-
ized as a structure (m,v,1,t) where

e m € M is a mode name. It specifies the current execution of system is in mode
m.

e v is the current values of every variable of the system. Each variable in Var
owns a value.

e i is a time instant which is the current reading of the default physical clock.

e . = Loc;(m) records the location of mode m with respect to the time instant
1. For each reading of clock, function will record a system location.

Transition. A transition relation —: States x Labels x States is a relation from
a source state s to a target state s’ with specific transition. Generally, a concrete

transition is written as s 25 s’ where ) is a label identifying this transition which
contains three attributes:

1) a trigger event evt(\) specifies a significant occurrence in time or space.

2) a guard condition grd(\) specifies when the transition is enable.

3) an action jmp(A) which is performed when the transition occurs to change
the values of variables.

A transition s 2 s’ can be triggered if a trigger event evt(\) is observed and
the source state s satisfies the guard condition grd(\). While a transition is trig-
gered, its action jmp()) is performed, then the current system state transforms
to the target state s’. We can use a transition rule to describe the transition
. A AT
(m,v,i,0) = (m/,0',,0) as follows
v, 4, L = evt(X) A grd(N)

. A AT
(myv,i,0) = (m/ v,
tion is a valid transition iff it holds the following conditions.

Jgmp(N)(v,i,0,0",4' 1) Tt states that a transi-
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1) wvyi, ¢t = evt(X) A grd(N)
2) V' = Locy (m/)
3) ,U’,l:’ L’ ,U/’,l:/’ L/ ': jmp(A)

Trace. For considering the infinite behavior (liveness) of a spatio-temporal
automaton, we should pay close attention on infinite sequences of transitions.

Consider a labeled transition system S and a state sg of S. A sp-rooted trajec-
tory of S is a finite or infinite sequence of pairs (a;, s;);>1 of labels a; € Labels
and states s; € States thus s;_1 —> s;, i > 1. A live transition system (S, L) is
a pair, where S is a labeled transition system and L is a set of infinite initial-
ized trajectories ((as, si)i>1,So is an initial state of S ) of S. If (S, L) is a live
transition system, and (a;, $;);>1 is either a finite initialized trajectory of S or a
infinite initialized trajectory in L, such that the corresponding sequence (a;);>1
is called a finite or infinite trace of a live transition system (.S, L).

We associate with each transition of the label transition system S a duration
in R > 0. For trigger events e € evt, the duration of s = s’ is 0. For actions

j € jmp, the duration of s 2y ¢ is 0. For guard conditions with the clock

. . d . . .
constraint grd := c¢.Iy — c¢.Iy > §, the duration of s 9% ¢ is t. An infinite
trajectory (ai, $;)i>1 of the label transition system S diverges if the infinite sum
> i1 0i diverges, where each ¢; is the duration of the corresponding transition

Si—1 = s, i > 1. Let L be be set of divergent initialized trajectories of the
label transition system S. The spatio-temporal hybrid automaton H is nonzeno
if L is machine-closed for S( The set L of infinite initialized trajectories is
machine-closed for S if every finite initialized trajectory of S is a prefix of some
trajectory in L. ). Each trace of the live transition system (.S, L) is called a timed
trace of H.

Parallel Composition. Given two spatio-temporal hybrid automata we define
a product automaton called the parallel composition. Conceptually, a run of
the parallel composition is comprised of simultaneous runs of the component
automata which are independent except that:

1) They must synchronize on shared events.
2) The only product states that are permitted are those for which the
restrictions on conditions are jointly satisfiable [25].

We define the parallel compositionA||B of the spatio-temporal hybrid automata
Aand B .

A= (MA XA AA Vart, EA, Invt, Act?)
B=(MB,XB AB VarB, EB Inv®, Act®)
o M =MAx MB
e X =XAxXB
e A= a1 UasUasz where
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1) ay is a subset of AA. Each element in oy is used to label the edges such as
(my,mz2) = (my,ma), my,mj € MA my e MB.
o = {ajm; & m}}.
2) as is a subset of AB. Each element in «y is used to label the edges such as
(m1, ma) = (m1,mb), my € M““,mg,m’2 e MB,
ag = {a|mas LN mbh}.
3) a3 is a set of symbols to label the edges such as
(m1, ma) — (M}, mb), mi,m} € MA,mg,m’Q e MB.
asz = {a*bmi % m}, my LN mb} * is for simple connection of symbols.
o Var = VartuUVarP
e F is a set of edges called events. Every edge is a 5-tuple:

(m, a, grd(a), jmp(a), m’)

where a € A is a symbol to label the edges. The guard condition grd(a) is

constructed as follows
grd(a) if a € AA
grd(a) = { grd(a) if a € AB
grd(b) A grd(c) ifa=0bxc,bec AA cec AB
The action jmp(a) is constructed as follows
jmp(a) if a € AA
jmp(a) = { jmp(a) if a € AB
gmp(b) A jmp(c) if a=bxc,bc AA cc AB
e Inv = {inv|inv = vy, A iNVm,, iNU,, € InvA, inv,, € InvB}, for the
mode m = (my, ma), my € MA, my e MB.
o Act = {act|acty, A acty, } where acty, is for specifying activity of the mode
ma, actm, is for specifying activity of the mode maq, act is for specifying activity
of the mode m, m = (m1,ms), my € M4, my € M5,

4 Case Study: Train Control System

Intelligent Transportation Systems are the future transportation system. It
integrates Electronic sensor technology, Data communication transmission tech-
nology, System control technology and Computer technology to manage the
transportation system. It is a real-time, accurate, efficient and integrated trans-
portation management system. In this section, we will only illustrate a prelim-
inary Intelligent Transportation System, a communication based train control
(CBTC) system [5] as a case study.

Communication Based Train Control System is the trend of development of
rail train control system in the future. The core of a CBTC system is a Vehicle On
Board Controller (VOBC) subsystem, which mainly achieves three functions on
control: Automatic Train Protection (ATP), Automatic Train Supervision (ATS)
and Automatic Train Operation (ATO). ATP is the core subsystem of VOBC
system. The train functions on acceleration, coasting, deceleration, stopping,
and door opening are supervised by the ATP system. But its most important
responsibility is to protect the system from over speed and avoid crashing, that
is what we will discuss in the following.
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4.1 Requirements

In this system we focus on two trains, which construct a global system. The ATP
devices of these two trains are used to protect the train from over speeding and
avoid train crash. Therefore, there are two components: speed supervision unit
(SSU) and distance supervision unit (DSU) in this system. The behavior and
interaction of them can be described as follows:

After the train finishes self-detection, ATP device is initialized.

At the same time, distance supervision unit is initialized to observe global
events on the location of trains.

After every fix period, speed-sensor sends current speed to the speed supervision
unit.

According to the current driving mode and speed curves sent by wayside
equipment, the speed supervision unit calculates the current limit speed.
Then, SSU calculates the difference between the limit speed and the current
speed Dif fSpeed.

1) If Dif fSpeed is less than a critical speed criticalSpeed and more than
zero, SSU will send a warning message to the Train Operation Display(TOD)
to inform the driver of deceleration. After warning, SSU will send a normal
brake message to Braking Equipment (BE). Then the BE will apply the normal
brake until the speed is more than criticalSpeed. All these operations should
be done in 150ms.

2) If Dif f Speed is less than zero, SSU will send an emergency message directly
to BE. Then BE will apply the emergency brake until velocity v = 0. These
operations should be done in 100ms.

As the trains moving in their tracks, location related events of trains are
observed by distance supervision unit (DSU), i.e. locations ¢; and tg, the
distance between T1 and T2 Dis.

1) If SDU observers that the distance is more than a emerge distance Emerge
Distance and less than a safe distance Sa feDistance, SDU will send a warning
message to the T1 and T2 to inform the driver of deceleration. After warning,
SDU will send a normal brake message to Braking Equipment (BE). Then the
BE will apply the normal brake until the distance is more than SafeDistance.
All these operations should be done in 150ms.

2) If SDU observers that the distance is less than EmergeDistance, SDU will
send an emergency message directly to BE. Then BE will apply the emergency
brake until velocity v=0. These operations should be done in 100ms.

4.2 Behavior of the System

Based on the syntax and semantics of spatio-temporal hybrid automata model,
we can model the behavior of the Protection functions of ATP system. The most
important components are Component SSU, Component DSU and Component
BE. We use spatio-temporal hybrid automata to model the behavior of them as
follows.
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stm 55U 7
/— «ldealClods \

Speed Supervision Unit
afinv:DiffSpeed==Critical Speed]s X . R
BrakingNoRequired [DiffSpesd <Critical Speed]
Initial
[DiffS peed>==Critical Speed]
I/_ afinv:DiffSpeed<Critical Speed&ldealClodk=<150]» —\'
BrakingRequired
Ched DiffSpesd [DiffSpeed<=0] «[Diffspeed<=0&|deslclodk=100]x
. EmergeBrakingRequired
Initial1
[0<DiffSpeed<CriticalSpead] Warn! ? [0=<DiffSpeed<Critical Speed] /Warm!
[DiffSpeed<=0] /Emerge! \ll
I
alinv:0<diffSpeed<Critical Spesd&ldealCloc<150]x
NormmalBrakingRequired
. = Waiting Y Warnover? /brake! [ Braking )
Initial2

Fig. 2. Behavior of Speed Supervision Unit

Fig.2 describes the behavior of speed supervision unit. The unit is responsible
for calculating data and sending protection commands. The unique clock of
them is IdealClock. In the following transition system we all refer the current
IdealClock as c for convenience. For lack of space, we only give a transition from
BrakingNoRequired to BrakingRequired as an example.

evt(tr) A grd(tr)= e A (Dif fSpeed < Critical Speed),

jmp(tr) = IdealClock := 0,

When v, ¢, ¢ = grd(tr) and (v, c,¢,v,0,0) = jmp(tr),
tr £ (BrakingNot Required, v, c, 1)
— (BrakingRequired,v,0,t) ,
A(tr) = (e, Dif fSpeed < Critical Speed, Ideal Clock := 0).
When braking is required, no matter what kind of braking, the braking duration
should be less than 150 ms. Hence in this mode

inv(BrakingRequired) = (IdealClock < 150) A

(Dif fSpeed < critical SpeedDif)

Fig.3 describes the behavior of distance supervision unit(SDU). SDU observers
the system events after it has initialized. It could protect the components in the
system from crashing by capturing the information from events. The transition
system of SDU begins from the initial mode. At once, observer got an event of
train T1 and an event of train T2 at the same time, where

E1 = (Ly; < attry;t; (21,91, 21) >)
E2 = (LQ; < attro;t; (l'g,yg,ZQ) >).
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stm SDU ./

P «ldeaiClod ™\
Distance Supervision Unit
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o BrakinghoRequired [PO[T11,T21]]
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”[DC{N 1,723
(/ «[inv:PO(T 11, T21)&IdealClock<150} \
BrakingRequired
Chedk [FO(T12,T22]] /brake! «[PO[T12, T22)&|deslclock<100]s
. 1,127 EmergeBrakingRequired
Initial1
T
[POT11,T21)&DC{T12, T22)] /Warn! /P [PO{T11, T21)&0C({T12, T22)] /Warn!
[FO[T12,T22)] /Emerge!
«im:PO[T11, T21)&0C(T12, T22)&ldeal Clock<150}s
NormalBrakingRequired
. % f Waiting Y Warnover? /brake!
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1={a1,y1,201); lz=[xz,y2,2z); T11={l1,SafeDistance/2); T12={l1, EmergeDistance/2);
\_ T21={lz,5afeDistance/2); T22={lz, Emergelistance/2) /

Fig. 3. Behavior of Distance Supervision Unit

SDU calculates spatial terms occupied by trains based on two events and ensures

the distance between these two trains.
T = (($17y1,21),7“1)

T2 = ((x2ay23 22)37'2)

where r; and ro are radiuses, which can be generated based on the environment.
Then spatial terms 7 and 7o will be used to calculate the guard and then SDU
will control the signal generate through the spatio-temporal hybrid automata

model.

Fig.4 describes the Braking Equipment state machine under the condition of

velocity v > 0. We list a transition for a short specification as follows.

evt(tr) A grd(tr)= Emerge? N TRUE,
Jmp(tr) = IdealClock := 0,

When v, ¢, ¢ = grd(tr) and (v,c,¢,v,0,0) = jmp(tr),
tr £ (initialy,v,0,t) — (EmergeBraking,v,0, ')

Edge tr is fired immediately after entering submode Emergency.

inv(EmergeBraking) = (IdealClock < 100) A (v = 0)

_ W dv
_fW_ p 'dt.

act(EmergeBraking) = { vl ;
t=0= V0
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stm BE
r"— «ldealClode \

Braking Equipment

Emergency

Initizl ocl:lEEIdnucf:]DD&sw"bradngAui\:E"x)

EmergeBraking

nitizl1 |_[in\;:\;>35 J

Emerge? /EmergApplied
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|_[in\;:DiﬂSpEE::IcC.liticsISpEE:If f'\
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Fig. 4. Behavior of component Braking Equipment

If f is a solution of equation act(EmergeBraking), f satisfies
inv(EmergeBraking)[f/v] = TRUE A
act(EmergeBraking)|f /v, f/©] = TRUE.
In the submode EmergeBraking, the continuous variable v is changing when
time passes, following the act(EmergeBraking). According to Newton second
law of motion, fWW is the external force to brake, VQV is the weight of the train

and ”é’t’ is the acceleration of the train.

5 Related Work

Hybrid automata are formal models for mixed discrete-continuous hybrid system
which constitute the foundations of CPS [21]. It can be viewed as a generalization
of time automata, in which the behavior of variables is governed in each state
by a set of differential equations [22]. Compared to hybrid automata, spatio-
temporal hybrid automata extend the expression on spatial terms and spatial
relations. Since, CPS events not only include time and observe variables but
also locations. We also classify the type of variables and expressions for clear de-
scription in spatio-temporal hybrid automata. The semantics of spatio-temporal
hybrid automata is based on labeled transition system. We define the states and
transitions of the labeled transition system, and discuss the trace semantics and
parallel composition of spatio-temporal hybrid automata.

In [23], CPSs are modeled as co-inductive coroutined constraint logic pro-
grams, physical quantities are faithfully represented as continuous quantities
(i.e., not discretized) and the constraints imposed on them by CPS physical in-
teractions are modeled with constraint logic programming over reals. Therefore,
CPSs are modeled as coroutined, co-inductive CLP(R) programs which can be
used for verifying interesting properties of the system such as safety, utility, and
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liveness. Compare to their work, our approach support a spatio-temporal logic to
describe logical connections between Algebraic Expressions, Differential Expres-
sions, Clock Expressions, Spatial Expressions and Action Expressions with time
flows. The spatio-temporal logic is constructed by extends temporal logic with
spatial characteristics based on spatial logic. Whatever, the logic can be used to
describe the interesting properties of cyber-physic systems for verification.

In formal verification of software, transition systems serve as a formal model
of systems, meanwhile temporal logic serves as a formal language for behavioral
properties. PTL is one of the well known temporal logics and used to spec-
ify requirements of real-time systems [I.[9]. Spatial logic is a number of logics
used for representation and reasoning space, e.g. RCC-8, BRCC, 5S4, and other
fragments of S4,,. The most expressive spatial formalism of them is S4,,, which
extends by S4 with the universal modalities in [10,[1T,13]. Nevertheless, spa-
tial logic can not express changes in time of the truth-values of purely spatial
propositions. Spatio-temporal logic is used for describing the change of spatial
proposition over time. There have been attempts to construct Spatio-temporal
hybrids. For example, in [12], Finger and Gabbay introduced a methodology
whereby an arbitrary logic system L can be enriched with temporal features to
create a new system T'(L). The new system is constructed by combining L with
a pure propositional temporal logic T. The method can be looked upon as a
guide to combine an arbitrary logic and PTL for our work. In [14], Wolter and
Zakharyaschev constructed a spatio-temporal logic, based on RCC-8 and PT'L,
intended for qualitative knowledge representation and reasoning about the be-
havior of spatial regions in time. Nevertheless, RCC-8 is a fragment of 5S4, and
has rather limited expressive power [15]. The syntax of RCC-8 only contains
eight binary predicates. Nor can RCC-8 represent complex relations between
more than two regions. Therefore, we chose the spatial logic S4,, which has
the more expressive power as one of the basic logic in our work. Furthermore,
those spatial-temporal logic only focus on the change of space over time. Our
work concentrates on construct a spatio-temporal logic which can express both
spatial proposition and normal proposition for CPSs.

6 Conclusion and Future Work

In Cyber-Physical System design and modeling, a big problem is how to capture
time and location information into CPS models, together with specifying logis-
tical properties or constrains. For modeling the relations between spatial terms
and time, we have proposed a spatio-temporal logic based on PT L, S4,, and the
method to enrich a logic. The logic is used to express the logical connections
between all kinds of expressions (including spatial expressions) in CPS. Thus,
time, spatial terms and other type of variables can calculate together. We have
constructed a spatio-temporal hybrid automaton for Cyber-Physical Systems,
which is an extension of hybrid automata with spatial variables, spatial expres-
sions based on spatio-temporal logic. Then, we give formal semantics ( including
states, transition, trace and parallel composition) of the automaton based on
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labeled transition systems. Finally, a Train Control System is employed as a
case study to show the usage of spatio-temporal hybrid automata.

In the future, the related algorithms on satisfiability problems should be

considered. Moreover, we will work on the verification and tool support of spatio-
temporal hybrid automata.
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