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3.1 Introduction

The advent of digital computing, coupled with the continued scaling of CMOS
devices, has led to the rapid growth in theory and applications of digital signal
processing (DSP). In order to leverage the available increase in speed, complexity,
and integration, high-performance analog-to-digital converters (ADCs) and digi-
tal-to-analog converters (DACs) are needed to ensure the highest signal fidelity
when moving between the analog and digital domains. Traditionally, high-speed
ADCs have attracted more attention in the research and scientific community than
their DAC counterparts, mainly due to the inherent shift towards receivers in the
study and analysis of radio systems [1].

This chapter aims to describe some of the design challenges and emerging
trends for high-speed and high-resolution digital-to-analog converters. Section 3.1
presents an overview of the digital-to-analog conversion process. Section 3.2
delves into DAC characterization by outlining different sources of error and
metrics used to quantify the DAC performance. A summary of DAC topologies
and circuit limitations in the context of current-steering (CS) DACs is provided in
Sects. 3.3 and 3.4, respectively. Section 3.5 details four major considerations in
the design space of CS DACs. Realizing that the segmented architecture is the de
facto standard in high-resolution DACs, a supplemental approach to segmentation
is presented in Sect. 3.6. An in-depth survey of current and emerging architectural
trends in high-performance DACs is discussed in Sect. 3.7. Finally, Sect. 3.8
concludes with a summary and a brief discussion on future directions.
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Figure 3.1 illustrates a conventional transmitter block diagram where the DAC
is shown as the fundamental building block for waveform synthesis. Preceding the
DAC, a digital baseband processor is used to generate N digital bits
(bN�1ðtÞ; bN�2ðtÞ; . . .; b0ðtÞ) that represent the waveform to be synthesized. The
DAC and reconstruction filter then translate the digital input codes to an analog
waveform, xAðtÞ. Following the filter, xAðtÞ is upconverted to the desired RF band
and amplified as represented by xRFðtÞ.

The digital to analog translation process involves weighting and summing of
voltages, charges, or currents derived from the input digital codes. A representa-
tive analog value, typically in the voltage domain, is then produced, where the full
scale voltage (VFS) is defined as the difference between the maximum and mini-
mum voltage levels. Note that for current-steering DACs, the output current is
converted to a voltage using a resistive load. The simplified representation of an N-
bit DAC can be described as having N binary input bits defined by the following
vector:

B̂ ¼ bN�1; bN�2; bN�3; . . .; b1; b0f g ð3:1Þ

where bi 2 0; 1f g, bN�1 is the most significant bit (MSB), and b0 is the least
significant bit (LSB). The binary vector, B̂, is converted to a corresponding dec-
imal value, D:

D ¼
XN�1

i¼ 0

2ibi ð3:2Þ

This weighted decimal value is then multiplied by a gain factor, such as VLSB

(where VLSB ¼ VFS=2N) for voltage-or charge-based DACs and ILSB (where
ILSB ¼ IFS=2N) for current-steering DACs, to yield the final analog voltage (or
current):

VOUT Dð Þ ¼ D � VLSB ð3:3Þ

IOUT Dð Þ ¼ D � ILSB ð3:4Þ

The high-level architecture of a digital-to-analog converter can be conceptu-
alized into two basic functions: (1) zero-order holding and (2) digital-to-analog
translation, as illustrated in Fig. 3.2. Assuming an ideal sampling process, the

Fig. 3.1 Conventional transmitter block diagram
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DAC is fed with data in the form of impulse trains. However, finite switching time
in real circuits makes it impossible to generate these impulses. Instead, the input
signal is supplied as square-wave pulses, where a retiming register is often needed
to ensure all digital input bits are aligned and synchronized to an update clock,
fCLK (1/TCLK). This process of square waveform generation through holding the
input for the duration of TCLK is known as the zero-order hold (ZOH). The next
step involves the actual translation from the digital to the analog domain. The
converter circuit assigns analog (i.e. current, voltage, or charge) weights corre-
sponding to the digital input code, and then sums them up to the final discrete
(stair-step) output, xDðtÞ. The reconstruction filter, also known as the image-reject
filter, is typically an external component that smoothens the stair-step waveform
by eliminating out-of-band frequencies. For signals generated at baseband, a low-
pass filter is designed to eliminate frequencies greater than the Nyquist bandwidth
(DC to fCLK=2). However, in the case of intermediate signal generation beyond the
first Nyquist zone, a bandpass filter is utilized.

3.2 Characterizing the DAC

In general, DACs are known to suffer from four inherent limitations: (1) quanti-
zation or truncation error, (2) image replicas, (3) nonlinear spurs, and (4) hold
distortion. These limitations are illustrated in Fig. 3.3.

The finite resolution of the DAC results in inherent quantization noise that ulti-
mately sets the minimum noise floor. Another inherent limitation in the DAC is
attributed to its sampling nature. Assuming a DAC clocked at fCLK is used to syn-
thesize an output signal at f0, image replicas are generated at fCLK � f0, 2fCLK � f0,
3fCLK � f0 and so on. Similar to an ADC, a DAC’s output spectrum is divided into
Nyquist zones defined at nfCLK=2 where n = 1, 2, 3, …, as illustrated in Fig. 3.3.
When the generated analog signal approaches a Nyquist zone, the signal and its
corresponding replica are close and comparable in magnitude. Hence, the replica
acts as a strong interferer to the signal of interest. This requires a brickwall recon-
struction filter and thus restricts the DAC signal generation to well below the Ny-
quist frequency. Another major limitation involves the nonlinear behavior in the
DAC, which is well pronounced when the desired signal approaches the boundary of
the first Nyquist zone. This results in high levels of harmonic and intermodulation

Fig. 3.2 Basic functions in a 3-bit digital-to-analog converter
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distortion products that can interfere with the desired band. Furthermore, the har-
monic mixing amongst the DAC’s update clock, the desired signal, and the distor-
tion products, results in spurious components at mfCLK � nf0, for all integer m; n.
Ideally, the signal and its image replicas are of equal magnitude at all points in the
frequency spectrum. However, due to the imposed ZOH, the signal, image replicas,
and distortion products are attenuated with a sin c response as described by (5),
where D is the ON period during TCLK . This effect is referred to as hold distortion.
While there are several zero-order hold variations, the most often used is a non-
return-to-zero (NRZ), where the DAC output is held for the entire duration of TCLK

(i.e. D = 100 %). However, the fast roll-off of the sinc response limits operation
past the first Nyquist zone. Other hold techniques such as return-to-zero (RZ) can
extend operation to multiple Nyquist zones. For instance, reducing the hold duty
cycle to 50 % can extend the first sinc null to 2fCLK . Figure 3.4 illustrates both of
these ZOH techniques in the frequency and time domains.

Hðf Þ ¼
sin pD f

fCLK

� �

p f
fCLK

exp �jpD
f

fCLK

� �
ð3:5Þ

Fig. 3.3 Inherent DAC limitations

Fig. 3.4 a Common zero-order hold (ZOH) distortions segmented into Nyquist zones
b NRZvsRZ Time domain ZOH for NRZ and RZ

86 S. Balasubramanian et al.



3.2.1 Timing and Amplitude Errors

In addition to the aforementioned DAC limitations, there exist other numerous
forms of DAC nonidealities which can be attributed to the physical circuit
implementation. Specifically, these nonidealities can be lumped into two broad
categories: timing-related errors and amplitude-related errors. While not seen as
independent, each of the two categories can be further classified into static and
dynamic errors. In basic terms, static refers to time-invariant errors that are
induced by random or systematic mismatch effects. In contrast, dynamic refers to
time-variant errors that can be attributed to code-dependent1 transitions, jitter,
glitches, and impedance variation. Figure 3.5 illustrates the four categories of
error-static and dynamic timing as well as static and dynamic amplitude errors.

Examples of static timing errors Fig. 3.5a can be observed in delay mismatches
amongst retiming flip-flops, clock skew between DAC circuit blocks, and delays
attributed to switching pair mismatches. On the other hand, dynamic timing error

Fig. 3.5 a Static and dynamic timing errors b Static and dynamic amplitude errors

1 Code-dependency is equivalently mentioned as signal dependency, where signal refers to the
desired output waveform.
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includes both random and deterministic clock jitter or phase noise. Similar to
quantization noise, random jitter can increase the DAC’s noise floor, while
deterministic jitter is manifested as spurs in the DAC’s output spectrum. Examples
of amplitude-related errors are illustrated in Fig. 3.5b. The relative mismatch
between the weighted current sources can induce static amplitude errors in the
form of differential and integral nonlinearities as well as offset error. Whereas
dynamic errors caused by large code transitions, parasitic loading, finite slewing,
and finite settling times, further degrade the output amplitude accuracy. Timing-
related errors can also be induced concurrently with amplitude-related errors
resulting in varying settling times, slewing rates, and glitches.

3.2.2 Performance Metrics

In general, the performance of any given DAC can be quantified using a set of
static and dynamic metrics. The choice of metrics depends on the desired appli-
cation ranging from high precision systems such as potentiometers and medical
instrumentation to waveform synthesis in high-speed communication systems.
This section briefly introduces the commonly used metrics to characterize the
DAC performance [2–5].

3.2.2.1 Static Metrics

Unlike the ADC’s stair-step transfer function, the DAC’s response is represented
by discrete points, which maps a specific digital input code to a discrete analog
value. The transfer function of the real DAC and its comparison to an ideal transfer
function are used to evaluate the static (i.e. near DC) performance metrics. Gen-
erating the transfer function plot from a real DAC is a straightforward process by
simply applying a digital input code and observing the output using a high-pre-
cision voltmeter. For simplicity, the transfer function of a real 3-bit DAC is
overlaid on the ideal response as depicted in Fig. 3.6. The DAC static performance
metrics, including offset, gain, monotonicity, differential nonlinearity, and integral
nonlinearity errors can be extracted from the transfer function plots.

Offset and Gain Errors

A typical DAC transfer function is depicted in Fig. 3.6a. The DAC’s offset and
gain errors can be extracted from the transfer function using various methods.
These include dividing the full scale voltage range by the number of quantization
levels, using the end-points to generate a linear fit, or employing the best fit line.
Owing to its simplicity, the end-point fit is the most preferred method to measure
the DAC’s offset [2]. The straightforward method to determine the DAC offset is
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by calculating the deviation between the real and ideal transfer functions when the
binary input is all zeros. As illustrated in Fig. 3.6a, the y-intercept of the transfer
function denotes the offset error. For target applications such as waveform syn-
thesis, the DC offset can result in large carrier feedthrough, when upconverted in
an RF transmitter.

After removal of the offset, the gain error is extracted from the deviation of the
slope of the extracted transfer function versus the slope of the ideal transfer
function (y ¼ x), as depicted in Fig. 3.6b [5]. The gain error is seen as less critical,
since it is often calibrated out by adjusting the input digital code. It is worth noting
that both offset and gain errors need to be removed before extracting any further
static metrics such as differential or integral nonlinearities.

Differential Nonlinearity (DNL)

The DNL error measures the step distance between the code i and the code i� 1
for the extracted DAC transfer function (after removal of offset and gain errors), as

Fig. 3.6 3-bit DAC Transfer Function: a Offset error b Gain error c DNL d INL
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illustrated in Fig. 3.6c. The difference is then compared to the ideal LSB value.
The DNL for a given code i can be calculated as

DNLðiÞ½LSB� ¼ Codei ½LSB� � Codei�1 ½LSB�ð Þ � 1 ½LSB� ð3:6Þ

For a given DAC, the minimum and maximum DNL values are typically
reported to summarize its performance. The DAC is considered monotonic when
the output signal is increasing (decreasing) as the digital input code is increasing
(decreasing). Monotonicity is guaranteed if the minimum value of the DNL is
greater than -1 LSB.

Integral Nonlinearity (INL)

The INL error can be quantified as the deviation of the extracted DAC transfer
curve to the end-point line, as depicted in Fig. 3.6d. The INL for a code i can be
calculated from the DNL as

INLðiÞ½LSB� ¼
Xi

k¼0

DNLðkÞ½LSB� ð3:7Þ

In order to summarize the INL performance of a DAC, the absolute maximum
INL is reported.

3.2.2.2 Dynamic Metrics

The DAC’s dynamic performance can be inferred from its output spectrum. The
most often used metrics to characterize the DAC’s dynamic performance are SNR,
SINAD, ENOB, SFDR, and IMD. It is worth mentioning that all of these metrics
are typically measured within the desired Nyquist band of operation. A single-tone
test is employed when measuring SNR, SINAD, ENOB, and SFDR, while a two-
tone test is used to characterize IMD. A simulation of a 12-bit DAC with intrinsic
nonlinearity is used to illustrate the extraction of these metrics in Fig. 3.7.

Signal-to-Noise Ratio (SNR)

Signal-to-noise ratio is defined as the ratio of the desired signal power (PSignal) to
the integrated noise power, excluding harmonics and DC offset. Typically, the
specified noise power includes quantization noise (Nq), DNL error (NDNL), thermal
noise (NThermal), and random jitter (Nj).

SNR ½dB� ¼ 10 log10
PSignal

Nq þ NDNL þ NThermal þ Nj

� �
ð3:8Þ
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The SNR is generally specified over the entire Nyquist bandwidth. However, in
some applications a narrow band filter is used following the DAC, and thus sets the
integrated noise bandwidth well below its Nyquist. This process is otherwise
known as oversampling and can effectively enhance the DAC resolution beyond its
quantization limit.

Harmonic Distortion (HDn)

The nth order harmonic distortion is defined as the ratio between the power of the
desired signal and the power of the nth harmonic, where n ¼ 1; 2; 3; . . ., and
expressed as,

HDn½dBc� ¼ 10 log10
PSignal

nth Harmonic Power

� �
ð3:9Þ

When generating a single output tone at f0, the nth harmonic component is
observed at the nf0 � kfCLKj j frequency where k is chosen to fold the harmonic
term into the desired Nyquist zone.

Signal-to-Noise-and-Distortion Ratio (SINAD, SNDR)

Signal-to-noise-and-distortion ratio measures the ratio of the power of the desired
signal to the power of the total noise, including harmonic distortion products
(PDistortion). The measurement does not include the DC component.

SINAD ½dB� ¼ 10 log10
PSignal

Nq þ NDNL þ NThermal þ Nj þ PDistortion

� �
ð3:10Þ

Fig. 3.7 Spectral plots for a 12-bit DAC
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Effective Number of Bits (ENOB)

ENOB is used to represent the effective resolution of the converter including all
sources of noise and/or distortion. ENOB can be calculated from either SNR or
SINAD and is represented as

ENOB½bits� ¼ SNR or SINADð Þ½dB� � 1:76
6:02

ð3:11Þ

Spurious-Free Dynamic Range (SFDR)

Spurious-free dynamic range measures the relative power of the desired signal to
the power of the highest spur component generated within the targeted bandwidth.2

SFDR ½dBc� ¼ 10 log10
PSignal

Highest Spur Power

� �
ð3:12Þ

This metric is considered the most critical in frequency synthesis since it
determines the spectral purity of the output waveform with or without the presence
of harmonics.

Intermodulation Distortion (IMDn)

In the presence of two or more input signals, inter-tone harmonic mixing can result
in intermodulation distortion (IMD) products, located close to or further apart from
the desired signals. IMDn measures the ratio of the power of the desired signals
ðPSignalÞ to the power of the nth-order intermodulation product ðPIMDnÞ. The IMD
products for two signals at f01 and f02 can span across mf01 � nf02ð Þj j where m; n ¼
1; 2; 3; . . . Furthermore, the DAC sampling and aliasing processs can result in the
folding of the IMD products to multiple Nyquist zones, which can be expressed as

mf01 � nf02ð Þ � kfCLKj j, where m; n; k ¼ 1; 2; 3; . . .

IMDn ¼ 10 log10
Psignal

PIMDn

� �
ð3:13Þ

In general, the third order intermodulation (IMD3) is of most concern, as it
generates the highest in-band distortion levels.

2 Care should be taken in choosing appropriate FFT resolution bandwidth (or bin spacing) to set
the minimum detectable power level.
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3.2.3 INL Induced Distortion

Even though the previously described metrics can be divided into static and
dynamic categories, their effects are not entirely independent. For instance, there is
a clear link between the DAC static INL performance and its low frequency dis-
tortion behavior. A high INL error represents a large deviation of the DAC transfer
curve from the straight line (y ¼ x). This places an upper bound on SFDR at
frequencies near DC [5, 6]. Thus, the INL can provide an estimate of the maximum
SFDR before further degradation due to timing- and amplitude-related errors [2].

Continuing with the example of a 12-bit, 250 MS/s DAC, we estimate the
prominent harmonic distortion order and its magnitude from the shape and maxi-
mum value of the INL, respectively. Expanding on the works of [5, 6], the INL is
modeled using correlated second- and third-order polynomials. The second-order
model is defined as y ¼ a � x2 þ x� a, while the third-order model is expressed as
y ¼ a � x3 þ ð1� aÞ � x. Here a is chosen such that the desired INL MAX is satisfied.
Figure 3.8 illustrates the second- and third-order INL curves and their respective
spectra with INLMAX = 0.5, 1, and 2 LSB. For each example of INL, the magnitudes
of HD2 and HD3 are comparable. From the analyses of these two models, a heuristic
approximation for SFDR as a function of the maximum INL can be expressed as

SFDR ½dBc� ffi 20 log10
2N

INLMAX

� �
ð3:14Þ

3.3 DAC Implementation

The most straightforward implementation of the DAC involves an array of binary-
weighted passive (capacitors and/or resistors) or active (current sources) compo-
nents. Assuming a binary-weighted current-steering DAC with an LSB current of

Fig. 3.8 Static INL shaping and the resulting effects on power spectral density
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ILSB, and denoting bi
3 as the ith binary bit of a digital code, the output of the N-bit

binary-weighted DAC can be expressed as

IOUT ¼ ILSB

XN�1

i¼0

2ibi ð3:15Þ

Alternatively, in a unary-weighted DAC, the current sources are all equal in
magnitude; Thus, an N-bit DAC comprises 2N � 1 unary current sources. Denoting
ti

4 as the ith thermometer bit of a digital word, the effective analog current in
response to the digital thermometer code is expressed as

IOUT ¼ ILSB

X2N�2

i¼ 0

ti ð3:16Þ

Both the aforementioned architectures have their advantages and disadvantages.
The binary architecture carries the benefit of using fewer control signals than the
unary architecture. However, the accuracy requirements of the MSB cell versus
LSB cell increases exponentially with the resolution. This results in the potential to
exhibit code-transition glitches and loss of monotonic behavior. Such nonidealities
can be mitigated by the unary architecture at the expense of increased chip area. A
compromise between the two architectures is often made by segmenting the DAC,
i.e. the MSBs and LSBs are represented by unary and binary structures, respec-
tively. For an N-bit DAC segmented as k : m, such that the first k bits (MSBs) are
realized as a unary structure, and the lower m bits are represented in binary, the
effective analog output current is given by

IOUT ¼ ILSB

Xm�1

i¼ 0

2ibi þ 2mILSB

X2k�2

i¼0

ti ð3:17Þ

For instance, a 12-bit DAC built using a 9-bit thermometer array and a 3-bit
binary array is said to be 75 % segmented. The unary and binary architectures are
two extreme cases of segmentation: a unary-weighted DAC is referred to as 100 %
segmentation, while an all-binary DAC is 0 % segmented.

3.4 High-Speed DAC: Circuits and Limitations

A majority of high-speed DACs use the current-steering architecture, which offers
faster switching and wider bandwidths compared to voltage- or charge-based DACs.
This is primarily because the active devices are well known to switch faster in current

3 bi takes discrete values of 0 or 1 and referred in little-endian format.
4 ti takes discrete values of 0 or 1 and referred in little-endian format.

94 S. Balasubramanian et al.



than in voltage mode. In addition, attempts to linearize the output buffer amplifier in
voltage and/or charge mode DACs using feedback techniques, limit their speed of
operation. This can be contrasted with using a simple load resistor in CS DACs.

An illustration of the current-steering architecture on a high-level abstraction is
seen in Fig. 3.9. The DAC core comprises an array of binary and/or unary
weighted current sources. The binary-switched current source array is scaled in
units of 2k � ILSB, where k ¼ 0; 1; 2; . . .; ðN � m� 1Þ for an N-bit DAC segmented
with m thermometer bits. The unary current source array, which is only used in
thermometer or segmented DAC architectures, comprises 2m�1 current sources,
each of magnitude 2N�m � ILSB. A corresponding array of current-commutating
switch-pairs steer the direction of the current into one of the differential legs5 of
the DAC’s output based on the input digital code. The switching pair cells can also
be used to implement various hold operations at the output. Two load resistor cells,
typically 50 X each, are used to convert the DAC’s differential output current to a
voltage signal (I–V). A binary-to-thermometer encoder maps the m most signifi-
cant binary bits to a thermometer code that feeds the unary current source array.

In the context of high-speed DACs, it is important to examine the role and
limitations of each component in the current-steering cell. A simple circuit
schematic of a DAC current-steering cell is illustrated in Fig. 3.10. Transistors M1

and M2 constitute the current source and are normally biased from a current mirror
reference cell. Transistor M1 is the critical transistor that determines the magnitude
of the cell current. However, the finite output impedance of M1 affects the accu-
racy of the current source, thus forcing the need for the cascoding transistor, M2.
The source current is then steered to the positive or negative output leg in response
to the input differential data signals, D and DB, by means of the commutating
switch pair, (M3;4). The size of the switch pair is scaled with the magnitude of the
current to maintain the same source node voltages across all current cells. This is
seen as critical to maintain an N-bit accuracy of the cascoded current source. If the
output of the DAC is taken directly at the drain of the switching pair, there exists a
data-to-output feedthrough resulting in high levels of switching glitches. In
addition, the large aspect ratios and small channel lengths of the switching pair
result in high load capacitance and low output impedance, respectively. Together,
this limits the linearity performance of the DAC and hence cascode transistors
(M5;6) are added to isolate the output node from the gate of the switching pair.

3.5 DAC Design Space

In general, scaling of transistors, interconnect dimensions and power supply are
quite favorable for digital designs. However, such trends are not entirely beneficial
to analog and mixed-signal circuits. While the DAC in Fig. 3.9 exhibits a degree of
repeatability that lends itself to an automated design methodology, the designer is

5 Some books also use the term ‘arm’ as an equivalent to ‘leg’.
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confronted with a complex design space and forced to resort to a custom design flow.
To this end, a number of process-related limiting factors affect the performance of
the DAC, resulting in failure to meet the target specifications. The design space of a
DAC can be highlighted in terms of four major limitations: device noise, output
impedance, signal swing and switching speed. A successful DAC design can only be
achieved by carefully optimizing across this space to meet the desired specifica-
tions. The remainder of this section will address the DAC design space in detail.

Fig. 3.9 A segmented current-steering DAC architecture

Fig. 3.10 A conventional current-steering cell
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3.5.1 Device Noise

In addition to the intrinsic quantization noise, the DAC performance is also limited
by the noise contribution from various circuit elements. The DAC’s target reso-
lution and desired bandwidth together set the maximum tolerable noise floor. In
CS DACs, the current source array is the major contributor of noise. In addition to
its own noise contribution, noise induced by the reference bias is further magnified
by the current mirroring action, and thus can limit the overall noise performance.
Figure 3.11 illustrates the noise sources in the DAC’s circuit and its associated
bias network. An a : 1 current mirroring ratio is assumed between the bias network
and the LSB cell. Accounting for the bias thermal noise contribution, the DAC’s
total output noise can be given by

i2
dDAC
¼ 4kT

c
a

gmM1ð0Þ2
N 1þ 2N

a

� �
Df ð3:18Þ

where c and a are process-defined noise parameters [7], and gmM1ð0Þ is the trans-
conductance of the current source, M1ð0Þ.

Figure 3.12 illustrates the total output noise of a 12-bit DAC along with the
isolated contribution of the bias network, as a function of a.6 It is observed that the
bias noise is the major contributor to the total output noise. In order to reduce the
impact of the bias noise, a needs to be set much larger than 2N . However, the
power consumption specifications limit the maximum value of a that can be used;
i.e. for a given LSB current and a bias mirroring ratio a, there is an expense of a
times the LSB current in the bias cell.

Fig. 3.11 Noise sources in a DAC

6 The flicker noise has been removed in the simulation.
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Assuming a full-scale output sinusoid current, the RMS signal power is given as

Signal Power ¼ ð2
NILSBÞ2

2
: ð3:19Þ

Thus, the thermal SNR of the DAC over a bandwidth B is expressed as7

Signal-to-Thermal Noise Ratio ffi 10 log
aILSBðVGS � VTÞa

16kTcB

� �
ð3:20Þ

where VGS � VT refers to the overdrive voltage of the current source transistor,
M1ð0Þ. The SNR is seen to be independent of the resolution of the DAC, and can be
only improved by increasing the bias mirroring ratio, a, or the LSB cell current,
ILSB. Let us consider a 12-bit DAC having an effective bandwidth of 100 MHz.
The signal-to-quantization noise ratio is 74 dB. If the thermal noise floor is desired
to be at least 10 dB below the quantization noise floor, and assuming a ¼ 1024,
VGS � VT ¼ 100 mV and noise parameters, c ¼ 2=3, a ¼ 1, the minimum bound
for LSB current is set to be 10.76 lA. The noise specification and bias sizing ratio
together limit the minimum current (LSB cell) that may be used in the DAC.
Along with the resolution and swing, it also sets the minimum achievable static
current consumption of the DAC (including bias) in a given process technology.

3.5.2 Output Impedance

The static performance of the DAC is dependent on the intrinsic accuracy of the
current sources.8 Another element that can degrade the static performance is the

Fig. 3.12 Total output
thermal noise contribution in
a 12-bit DAC for various bias
sizing ratios at 100 kHz

7 The noise contribution of the DAC core is assumed negligible compared to the bias noise.
8 This will be described later in detail in Sect. 3.6.
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finite DC impedance (ZCSð0Þ) of the current sources. In contrast, the DAC dynamic
behavior is strongly dependent on the output impedance of the unit cell (ZCELLðsÞ).
In newer process technologies, channel length modulation effects are further
exacerbated, significantly limiting the output impedance of a single transistor.
Consider the current source in Fig. 3.13, comprised by transistors M1 and M2. Let
us denote ZDACðsÞ to be the effective parallel impedance looking into the DAC
array. As the DAC cells are turned on, more cells are added in parallel, thus
reducing ZDACðsÞ. Assuming an all-unary DAC, the total output impedance per-
taining to the nth code is given by

ZDACðsÞ ¼
ZCELLðsÞ

n
ð3:21Þ

Accounting for the load impedance, RL, the differential output voltage can be
expressed as

VOUT ¼ ILSBRL
n

1þ n RL
ZCELLðsÞ

� 2N � n� 1

1þ ð2N � nÞ RL
ZCELLðsÞ

( )
ð3:22Þ

It is observed that the total output impedance of the DAC changes as a function
of the input code.

Such an effect is termed code-dependent impedance modulation, and is one of
the fundamental factors limiting the distortion performance of a DAC. In the event
of finite jZDACð0Þj, the static transfer characteristics become nonlinear. For instance,

Fig. 3.13 Impedances in a current-steering cell
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a 12-bit DAC with an RL=jZCELLð0Þj of 5� 10�5 results in an HD3 of about -53
dBc at low frequencies. This distortion level is significantly higher than the intrinsic
performance of the DAC. Figure 3.14 illustrates the simulated HD3 as a function of
RL=jZCELLð0Þj for various resolution. It is observed that the increase in resolution
places more stringent requirement on the cell impedance.

The current cell in Fig. 3.13 is analyzed using a simple equivalent circuit
model. In the absence of cascode transistors M2;5, the DAC impedance is
approximately gm3rds3rds1. Since the switch pair is typically implemented using a
minimum length device, it does not offer enough cascoding gain (gm3rds3� 1).
Thus, the DAC output impedance becomes a direct function of the current source
impedance, rds1, and an RL=rds1 is not sufficiently small to attain high linearity.
Cascoding is hence widely adopted to improve the impedance characteristics of
the current source at the cost of voltage headroom. The cascoded current source
impedance (ZCSðsÞ) is analytically expressed as

ZCSðsÞ ¼
rds1 þ rds2 þ gm2rds1rds2 þ sC1rds1rds2

1þ sðC1 þ C2Þrds1 þ sC2rds2 þ sC2gm2rds1rds2 þ s2C1C2rds1rds2
ð3:23Þ

Figure 3.15a illustrates the improvement in the low frequency impedance of the
current source as a function of the ratio of the lengths of the transistors M2 to M1,
for various M1 lengths. While it is observed that a large channel length for M1

improves the output impedance, increasing the length of M2 further enhances the
cascoding effect, resulting in output impedances in the order of tens of megohms.
This significantly aids in achieving high static accuracy for the current sources.
However, increasing transistor length, while maintaining its aspect ratio, increases
the drain capacitances (C1 and C2), thus degrading the impedance at high fre-
quencies (hundreds of megahertz). Figure 3.15b illustrates the impact of increas-
ing channel lengths for M1 and M2 on the high frequency output impedance. Such
opposing effects of increasing channel lengths call for an optimal choice to be

Fig. 3.14 HD3 performance
vs. RL=ZCELLð0Þ

100 S. Balasubramanian et al.



considered when sizing the current sources, in order to strike a balance between
the high and low frequency distortion limits.

On moving up the DAC cell, the impedance looking at the drain of the switch
pair (when it is ON) is given by

ZSPðsÞ ¼
ZCSðsÞ þ rds3 þ gm3rds3ZCSðsÞ

1þ sC3ðrds3 þ ZCSðsÞÞ þ sC3gm3rds3ZCSðsÞ
ð3:24Þ

In the case of high-resolution DACs (i.e. 10 bits or higher), ZSP is not large
enough to mitigate the effect of code-dependent impedance modulation. Further-
more, the large gate-drain capacitances of the switch pair (M3;4) result in signifi-
cant data feedthrough to the output. Cascoding transistors M5 and M6 are thus
added to improve the isolation between the output node and the gates of the
switching pair. Accounting for the cascode pair, the impedance of a single DAC
cell (from Fig. 3.13) can be written as

ZCELLðsÞ ¼
ZSPðsÞ þ rds5 þ gm5rds5ZSPðsÞ

1þ sC5ðrds5 þ ZSPðsÞÞ þ sC5gm5rds5ZSPðsÞ
ð3:25Þ

At low frequencies, the cell impedance reduces to

ZCELLð0Þ ffi gm2gm3gm5rds1rds2rds3rds5 ð3:26Þ

As transistor feature size decreases, the channel length modulation parameter
shows a dependence on the bias current and the overdrive voltage of the transistor
[8]. Figure 3.16 illustrates the simulated impedance of the ON leg of a DAC cell,
as a function of current in a 90 nm process technology. The use of cascoding in
both the current source and the current cell, indeed improves the static linearity of
the DAC by further increasing the output impedance ZCELLð0Þ enough to guarantee
at least 12-bits of accuracy. The kink in impedance at low currents is attributed to
the dependence of the switch pair channel length modulation parameter on the

Fig. 3.15 a Low-frequency (DC) output impedance (ZCSð0Þ) b High-frequency output imped-
ance (ZCS at 100 MHz)
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overdrive voltage [8]. The distortion metrics in Fig. 3.14 can be used to determine
the desired cell impedance. Figure 3.16 can then be used to estimate the maximum
LSB current for the given process.

While the size of the current source array is made large enough to tolerate
mismatches, it results in increased capacitance at the source node (VS) of the
switching pair. The manifestation of this capacitive effect is better understood in
the temporal domain. As illustrated in Fig. 3.17a, when the data switch, transistors
M3 and M4 shift from cut-off to saturation region or vice versa. However, this
transition is not instantaneous; there exists a finite amount of time for which both
switches are simultaneously on. During this period, the current source is imme-
diately choked and the node VS is discharged [9]. Once the switch pair’s operating
region transition is complete, the current source is forced to recharge the node, VS,
instead of delivering the desired current to the output node. The presence of a large
capacitance at this node increases the recharge time constant. This effect is
manifested as an output glitch that is proportional to the weight of the unit current
source. In a DAC with multiple weighted cells connected together, the weighted
glitches propagate to the output, creating a code-dependent glitch pulse.

Another form of dynamic distortion arises from the large aspect ratios of M1

and M2, thus resulting in large gate-drain capacitances and gate-source capaci-
tances. These capacitances aid in the propagation of the switching behavior at node
VS to their bias nodes, as depicted in Fig. 3.17b. The bias fluctuation influences the
magnitude of the ith current source by a weighted coefficient ai, such that

IOUTðtÞ ¼ ILSB:
XN�1

i¼ 0

2iaibiðtÞ ð3:27Þ

It is seen that ai is a function of several parameters such as the size of the switch
pair, the impedance of the current source and the magnitude of the current. This

Fig. 3.16 DAC cell
impedance as a function of
current
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distortion effect is mitigated by decreasing C2 and increasing the gate capacitance
of the bias nodes.9 Care should also be taken to minimize the layout-induced
coupling capacitance between the gates of M1 and M2.

3.5.3 Signal Swing

The noise-specified LSB current and resolution together determine the total current
in a DAC. This eventually sets the output swing for a given load resistor, RL. Thus,
for a given supply voltage and transistor bias points, the maximum permissible
signal swing is set to ensure all transistors are kept in saturation. For high-resolution
DACs, the output swing can be allowed to increase further by raising the supply
voltage. However, breakdown limits often mandate the use of thick-gate cascode
devices (M5;6) on top of the switch pair. Figure 3.18 illustrates the output swing as a
function of the LSB current for different DAC resolutions. From the upper bound on
swing limitations, the maximum permissible LSB current can be deduced.

Another major concern with large output swings is the linearity degradation due
to the voltage-dependent drain capacitances of transistors, M5;6. When the data
switches, the output capacitance of the cell carrying no current is approximately
given by

COFF ¼ Cgd5;6ðOFFÞðVÞ þ Cdb5;6ðVÞ ð3:28Þ

where Cgd is the gate-drain overlap capacitance of M5;6, and Cdb is the drain-bulk
capacitance. In the ON state, the output capacitance of the cell is roughly given by

Fig. 3.17 a Glitch propagation from the source node b Modulation of the current source

9 Gate capacitances need to be relatively larger than the gate-drain capacitances of M1 and M2.
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CON ¼ Cgd5;6ðONÞðVÞ þ Cdb5;6ðVÞ ð3:29Þ

This difference in capacitances in the ON and OFF states, along with the fact
that the capacitance is voltage (output signal) dependent, results in code and
amplitude dependent delays in addition to output load modulation. Together with
the intrinsic transistor capacitances, interconnects can further increase the drain
capacitance to the substrate. This eventually limits the maximum operation speed
of the DAC cell. The parasitic capacitance at the output node can be minimized by
layout techniques, while the mismatch in the ON and OFF impedances is allevi-
ated by the use of leaker currents, as proposed in [10], and illustrated in Fig. 3.19b.
It is shown that a leaker current of 1–2 % of the cell current is sufficient to
maintain a fairly constant ON and OFF impedance [10]. While the use of leaker
currents does not affect the differential output swing, it changes the single-ended
swing by a constant DC value of ILEAK � RL. The total sum of all leaker currents
must be taken into consideration when estimating the lower bound of the single-
ended swing, thus guaranteeing M5;6 are maintained in saturation.

3.5.4 Switching Speed

The near-Nyquist performance of the DAC is highly dependent on the finite
switching10 and settling characteristics of the current cell [4]. This in turn is seen
to be limited by the device transit or cut-off frequency (fT ) for a given process

Fig. 3.18 Output swing as a
function of the LSB current
for various DAC resolution

10 Switching refers to the action of turning a transistor from cut-off to saturation or vice versa.
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technology. Figure 3.20 illustrates a hyperbolic increase in intrinsic device speeds
with the reduction in gate lengths, as outlined by the International Technology
Roadmap for Semiconductors (ITRS) [11]. In current-mode circuits, a general rule
of thumb is to restrict the transistor switching speed to lesser than fT=20 [12].

While the initial charging time of the DAC’s output node is a function of the
transistor’s switching characteristics, the finite settling behavior is a function of the
load capacitance and the rise time of the input signal. Figure 3.19a illustrates the
switching action in a current-steering cell, where the data signal at the gate
switches between voltage levels separated by DVIN , with a rise time tR. Using the
model described in [12], the delay of a current-mode switching cell can be
expressed as

Delay ¼ kRC
DVswing

DIswing
ðCloadÞ þ tR min

VOD

DVIN
; 1

� �
ð3:30Þ

Fig. 3.19 a High-speed switching glitches in a DAC cell b A modified DAC cell with leakers
and neutralization switches

Fig. 3.20 Trend in device fT as a function of feature length

3 Current and Emerging Trends in the Design 105



where,
kRC ffi ln 2
DVswing Single-ended voltage swing at drain of the switch pair
DIswing Single-ended current swing = Cell current
tR Rise time of the input at the gate of the switch pair
VOD Overdrive voltage of the differential switch pair = VGS - VT

DVIN Input voltage swing

All the above parameters are inter-dependent. For instance, a large value of
DVIN improves the switching characteristics. However, it also increases the swing
at the drain of the switch pair (DVswing), resulting in an increase in the overall cell
delay. In addition, the maximum achievable DVIN within a rise time tR is limited
by the process node. Further, the high-speed transition at the gate node increases
the instantaneous voltage swing on the switch-pair drains, as well as those of the
cascode transistors (M5;6). In order to reduce these glitches, neutralization switches
(M7;8), are used to feed an equal and opposite glitch, as depicted in Figure 3.19b.
Keeping the load capacitance fixed, the total LSB switch pair delay (sum of the
switching and settling time to achieve 95 % of the final value of current) is
simulated in a 90 nm CMOS process and the results are plotted with respect to the
cell current in Fig. 3.21. The curves correspond to different widths for the
switching pair, while the lengths are kept at minimum. From the settling time
specifications, the minimum LSB current can be determined.

Hence, the DAC target speed and given process fT together set the LSB current
and the physical size of the switching pair. It is important to note that the current
cells operating at lowest and highest current magnitudes have to switch simulta-
neously at the desired operation speed. In the event of mismatch in switching

Fig. 3.21 Dependence of the transistor switching time on current
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speeds between the MSB and LSB cells, segmentation of the DAC is adopted as
discussed in a later section.

Figure 3.22 illustrates the general trend for the four limiting parameters in the
DAC design space as a function of the LSB current. The signal swing and output
impedance together set the upper bound on LSB current, while the device noise
and switching speed determine the smallest permissible current.

3.6 Segmenting the DAC

Although segmentation has been accepted as a mainstream option, it remains to be
argued as to what is the optimal choice of the ratio of unary MSBs to binary LSBs.
The limited accuracy of the MSB current sources can result in high levels of
nonlinearity (i.e. large INL), which in turn degrades the dynamic performance of
the DAC.

Based on the previous section, the DAC LSB current (ILSB) is chosen to opti-
mize across the design space. Subsequently, the transistor size and overdrive
voltage need to be determined. An overdrive voltage of at least 100 mV is typi-
cally needed to ensure that the transistor is operating in strong inversion, and also
to guarantee sufficient matching between the reference bias cell and the current
mirrors. As discussed in Sect. 3.5.2, the lengths of the current source transistor and
its cascoding device are set based on the output impedance requirement. As a
result, the width of the transistor can be calculated. Another critical element that
dictates the minimum size of the transistor is the mismatch accuracy between the
MSB and LSB cell. One of the primary contributors to the variation between the
two cells is the threshold voltage (VT ) mismatch between transistors [13, 14]. Let
us denote the LSB and MSB currents for an N-bit DAC as

Fig. 3.22 The DAC design
space: device noise, output
impedance, signal swing and
switching speed
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ILSB ¼
1
2

lCOX
W

L
V2

OD ð3:31Þ

IMSB ¼ 2N�1
� � 1

2
lCOX

W

L
ðVOD � DVTÞ2 ð3:32Þ

where l is the channel mobility, COX is the specific oxide capacitance, W (L) is the
width (length) of the LSB current source transistor, VOD is the overdrive voltage,
and DVT is the maximum mismatch error between MSB and LSB cell. In a binary
cell array, the error in the MSB current source must be kept well below 0.5 LSB in
order to maintain full accuracy. From (31) and (32), the maximum tolerable
mismatch error can be expressed as

DVT �VOD 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

2N

r( )
ð3:33Þ

This equation suggests that a lower VOD implies a lower maximum tolerable VT

mismatch. On the other hand, if the VT mismatch were to be fixed, we need a large
VOD to circumvent the mismatches. Figure 3.23a illustrates that the maximum
tolerable VT mismatch reduces as a function of the DAC resolution, further
highlighting the issue of designing high-resolution DACs for a given mismatch
constraint.

Reference [13] models the VT mismatch as a Gaussian distribution with stan-
dard deviation, rVT ¼ AVT0=

ffiffiffiffiffiffiffi
WL
p

, where AVT0 is a technology-dependent param-
eter. Therefore, in order to reduce the magnitude of rVT , the transistor area can be
increased, while maintaining a constant aspect ratio. Figure 3.23b illustrates the
impact of increasing the area of the transistor on rVT for a 90 nm CMOS process,
assuming a VOD of 100 mV. It is seen that even for a moderate resolution DAC, a
large transistor area is required to minimize the impact of VT mismatch. However,
this results in reducing the high-frequency impedance of the current source, thus

Fig. 3.23 a DVT vs. Resolution b rVT mismatch as a function of gate area
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limiting the dynamic linearity of the DAC. The high-speed DAC designer is thus
confronted with the challenge of meeting both static and dynamic linearity
requirements. In the case of high-resolution DACs, the mismatch requirements
dictate a transistor area that is prohibitive. In order to relax the transistor area
requirements, a segmentation topology is adopted, such that the mismatch con-
straint is applied to the highest binary cell [14, 15].

Apart from mismatch-induced errors between the DAC current cells, funda-
mental circuit-level challenges, such as parasitic capacitance and finite output
impedance, also influence the degree of segmentation. The degradation in tran-
sistor output impedance as channel lengths decrease, limits the maximum current
that can flow through a transistor. As a result, a 100 % segmentation (unary DAC)
is favored for low impedance processes. On the other hand, 2N � 1 current cells in
a unary DAC increase the effective parasitic capacitance at the output node, thus
limiting the speed of operation. In such cases, a 0 % segmentation (all-binary
DAC) is preferred. In addition, a high degree of segmentation results in a sig-
nificant increase in the DAC area (digital logic, analog current cells and inter-
connects) that makes timing compliance a challenge at the desired speed of
operation. Thus, an optimal choice of segmentation needs to be made, with both
process technology and circuit topology in mind.

3.6.1 The Segmentation Bound

As discussed in Sect. 3.5.2, a high current source impedance determines the
accuracy of the current sources, while a high DAC cell impedance mitigates the
effect of code-dependent impedance distortion. The extent by which a high ZCS is
required, is determined by the voltage fluctuation at the switch pair source node,
VS, relative to the LSB. It is noted that the resolution accuracy of the current
sources needs to be maintained over the desired synthesis bandwidth of the DAC;
i.e. both DC and AC impedances need to be sufficiently large. The LSB cell is
designed to have the highest possible ZCS over the synthesis bandwidth. As the
current source is scaled in powers of two, ZCS halves. The largest current cell that
guarantees the desired output impedance across the synthesis bandwidth is where
segmentation begins; all subsequent current cells are unary-weighted. This is the
lower bound on segmentation (refers to the maximum number of binary cells that
can be used) for the DAC. On the other hand, the desired DAC output bandwidth
(computed from the load resistor and effective capacitance of all current cells) sets
the upper bound on segmentation (or the maximum number of thermometer cells
that can be used in the DAC).

Given the bounds on segmentation, the lower limit is more preferred as it
implies fewer number of cells to be connected together, resulting in short routing
lengths. This significantly aids in the reduction of the overall routing capacitance,
thus decreasing clock skew mismatch and improving output bandwidth.
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Furthermore, a smaller effective area for the current sources helps decrease the
ground line IR drop, which improves the cell matching. However, as discussed
earlier, low segmentation designs demand high accuracy current sources. In
addition, there exists a large ratio between the current magnitudes in the LSB and
MSB cells in high-resolution DACs. As a result, the response times of the LSB cell
(sLSB) and the MSB cell (sMSB) differ significantly, resulting in a mismatch in
switching time instants, as depicted in Fig. 3.24. Such cell-by-cell timing mis-
matches result in the formation of output glitches that can limit the speed of
operation, especially in gigahertz DACs. This creates a designer’s paradox called
the resolution-bandwidth trade-off. A high degree of segmentation helps alleviate
this problem at the penalty of increased area and capacitance. A large chip area
further results in being sensitive to process variations and IR drops that affect the
matching between the current cells, both temporally and spatially. Consequently,
the resolution-bandwidth trade-off comes into play.

3.7 Architectural Trends in High-performance DACs

Although BiCMOS technology is the predominant choice for high-speed opera-
tion, the issues of power, area and cost of integration have led to the wide adoption
of CMOS-only processes. To this end, numerous circuit and architectural inno-
vations have been proposed to improve the synthesis bandwidth and the linearity
performance of DACs, enabling CMOS designs to compete with their BiCMOS
counterparts [16]. In modern DACs, a high static linearity is obtained by using
special layout techniques, trimming, calibration, dynamic element matching, etc.
[15, 17, 18]. However, the dynamic performance of CS DACs have been known to
fall rapidly with increase in signal frequency and clock rate. This section aims to
introduce the reader to some of the well known techniques targeting high linearity
and wideband signal synthesis.

Fig. 3.24 Switching time
mismatch in a DAC
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3.7.1 Linearity Improvement

The dynamic performance of DACs is influenced by a number offactors such as MSB
glitches, cell-to-cell timing skew, mismatch in settling time constants, low current
source impedance and process gradients [14, 15]. Segmentation was one of the ear-
liest approaches to enable high-speed DACs with good dynamic linearity [14]. It is
seen as critical in minimizing the MSB glitch that occurs from delays in the switching
cells. The DAC is split into segments that are thermometer or binary in nature. Each of
these segments or sub-DACs can be implemented using either current dividers or
resistor strings. The approach of combining current-steering with resistor strings was
demonstrated in [19, 20]. In such architectures, great care needs to be taken to match
time constants between the segments. Segmentation also increases the number of
control signals to the DAC, resulting in timing skew between the cells. Such syn-
chronization problems can occur from spatial variations or mismatch in the switch
drivers. Spatial filtering using interleaving and inter-digitating help compensate for
process gradients and thermal variations, thus improving intrinsic device matching
accuracy [13]. Additionally, IR drops on the supply lines are reduced by the use of
wide and thick metal lines, while power bus variations from the pins to the desired
destination are addressed by binary tree structures [10]. However, these techniques
often introduce large parasitic elements that limit the DAC’s speed of operation.

The switching of currents also results in code-dependent glitches at the output.
Deglitching or track-and-hold (T/H) circuits are typically employed to compensate
for dynamic distortion, arising from switching and settling issues. A track-and-
hold circuit holds the output constant while new data switches the DAC, and tracks
only once the DAC output has settled. This enables the DAC glitches and settling
errors to be mitigated. Nevertheless, the T/H circuit introduces its own errors such
as pedestal, droop, clock feed-through and stepping errors [17]. When the input
data switch, it must be guaranteed that the switch pair is not simultaneously off.
Therefore, overlapping differential signals are used such that the transition point is
optimal to achieve the best SFDR performance [21]. Ordinary switching also
results in distortion from uneven pulse durations that is mitigated by the use of
return-to-zero (RZ) switching. RZ implementation is realized by the use of an
output switch, MRZ , that shorts the output nodes together during the return phase,
as illustrated in Fig. 3.25a. However at high frequencies, if RZ switching between
two levels does not occur within the pulse duration, a memory effect of the input
stream is manifested at the output in the form of code-dependent noise. Differential
quad switching (DQS) Fig. 3.25b was proposed in [22] to mitigate the problems of
RZ switching. In DQS, four logical signals obtained from the AND operation of
data, clock and their inverted versions, result in a switching action at every clock
edge; In other words, both high and low data signals are represented by rising and
falling pulses, as illustrated in the timing diagrams in Fig. 3.25b. It is observed that
the DQS scheme is equivalent to two RZ schemes operating in a staggered fashion.
Owing to twice the frequency of switching than a single RZ, the code-dependent
switching noise is pushed far out of the signal band. However, a major drawback
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of the DQS approach is the increased dynamic power consumption due to the
increased amounts of switching.

3.7.2 Towards RF Synthesis

One of the earliest and simplest techniques to synthesize high frequency signals
beyond the Nyquist relied on band-pass filtering the inherent image replica
components [23]. However, the availability of high selectivity filters limited the
highest synthesizable frequency. In addition, the amplitude of the replicas in the
higher Nyquist zones is reduced due to the sinc attenuation, translating to very low
output power, or the need for a linear post-DAC amplification. RZ DACs [24]
were used to push the sinc nulls to higher frequencies, thus improving the
amplitude of the high-frequency spectral copies. The switch MRZ in Fig. 3.25a is
made large to have minimum ON resistance, so that the differential outputs are
matched during the return phase. However, a large RZ switch loads the output
node, thus degrading the bandwidth of operation. Furthermore, the rise-time
requirements at the output node have to be met with respect to the effective ON

Fig. 3.25 DAC cell with a Return-to-zero (RZ) Switching b Differential-Quad Switching (DQS)
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period of the DAC pulse, making the design of RZ DACs more cumbersome
compared to their NRZ counterparts.

Another technique recently proposed to extend the DAC operation to near and
beyond the Nyquist limit, is the use of partial-order hold (POH) [25]. A partial-
order hold circuit, depicted in Fig. 3.26a, integrates the DAC output to realize a
trapezoidal hold waveform. Such a technique has proven to result in image replica
suppression over 40 dBc in the fourth Nyquist zone. However, this DAC archi-
tecture suffers from being sensitive to the POH period and demands tight control
over the output signal rise time. In addition, both clock and POH jitter require-
ments are to be met, resulting in stringent specifications. Another means for high-
frequency synthesis is the interpolation DAC, as depicted in Fig. 3.26b. It uses low
sample-rate data that is fed into a digital interpolation filter and eventually fed to
the DAC core. Although the speed of the digital interface is relaxed, the DAC still
operates at the update rate. In the case of analog interpolation, the desired
waveforms are created using microstepping methods [26] or using RZ DACs that
perform an analog equivalent of zero padding.

Recent attempts have been made to combine the DAC and mixer functionality
into a single topology to improve the overall system linearity and power con-
sumption [27]. This DAC/mixer construct, referred to as the RF-DAC, is depicted in
Fig. 3.27a. A mixer switch pair is placed on top of the DAC cells such that the local
oscillator (LO) directly modulates the DAC output. The current-to-voltage-to-cur-
rent conversion between the DAC and mixer, which introduces distortion, is com-
pletely removed. However, the up-conversion of the image-replicas and harmonic
mixing of these replicas with the local oscillator, makes the post-RF-DAC filtering a
daunting task. Reference [28] employs harmonic rejection mixers embedded into the
DAC to suppress the harmonics caused by the mixer circuit, thus achieving greater
than 70 dB of harmonic rejection. However, this technique greatly relies on the
matching between the transistors that comprise the harmonic mixer.

Noise-shaping (DR) techniques have also been employed in RF-DACs to
improve the spectral quality of the DAC signal to obtain higher in-band SNRs, at
the expense of large out-of-band noise [29, 30]. The delta-sigma modulator uses

Fig. 3.26 DAC cell with a Partial-order hold DAC b Interpolation DAC
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lesser number of bits at the cost of increased rates of operation. However, the
improvement in switching capabilities as processes emerge make this solution
feasible to synthesize digital signals up to gigahertz frequencies. Figure 3.27b
illustrates the output spectrum of a 5.25 GHz RF-DAC fed using a 2nd-order, 3-bit
DR modulator. It is observed that the DR noise starts rising rapidly beyond the
bandwidth of the modulator, eventually violating spurious emission requirements.
The increased out-of-band DR noise and the spurious emission specifications
together place stringent filtering requirements after the mixer, hence limiting the
instantaneous bandwidth of operation to well below 100 MHz. Reference [29]
integrates a high-Q passive LC bandpass filter to perform filtering of the out-of-
band spurious and noise. However, the feasibility of this approach depends on the
filtering requirements and the limited Q of on-chip passives. Alternatively, Ref-
erence [30] embeds a semi-digital FIR reconstruction filter in the digital-RF
interface. The limitation of this approach lies in the need for large number of taps
to obtain sufficient attenuation. Recently, a highly digital RF-DAC based trans-
mitter exhibiting high linearity was proposed in Ref. [31]. The work demonstrated
multi-band operation in 3G using a polar architecture, in which separate phase and
amplitude paths were derived from the baseband digital signal. The phase signal
modulates a digital controlled oscillator (DCO) and later acts as the LO signal,
while a 14-bit amplitude signal is oversampled and then applied to the DAC
current cells. A high dynamic range DAC with no noise-shaping was designed to
relax the filtering requirements and obtain -160 dBc/Hz far-off noise specifica-
tions. However, there still exists the issue of image replicas in this structure, which
limits the ability to further extend the bandwidth of operation.

The concept of a power DAC/mixer has recently evolved as an extension of the
RF-DAC into the PA domain. In such a construct, as illustrated in Fig. 3.28, a high
power transistor is used as the switching device and thus accomplishes both current
commutating and current combining. However, the inherent trade-off between speed
(fT ) and power capability (breakdown voltage) for semiconductor devices creates a

Fig. 3.27 a A simplified block diagram of a radio-frequency digital-to-analog converter b RF
Output Spectrum using 2nd-order, 3-bit DR Modulator
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maximum achievable bandwidth that is power-limited. Parallel arrays of such DAC/
mixers, proposed in [32, 33], was shown to cancel mixer nonlinearities by use of
phase-shifted input signals and corresponding phase-shifted LO signals. Such a
polyphase mixer has been shown to relax the mixer linearity requirements [34].

Another emerging architecture using time-interleaving topologies was proposed
for high-frequency beyond-Nyquist synthesis [35, 36]. As illustrated in Fig. 3.29, a
time-interleaved DAC comprises an array of DACs fed with interleaved signal
samples and operating at interleaved instants of a clock period. It is also noted that
the output of all DACs are connected together at all times; i.e. while one of the
DACs is updating its output, the other DACs force their previously held values.
This concept of hold and data interleaving was elaborated upon in Ref. [36] and
proven to not hinder replica cancelation, while enabling beyond-Nyquist synthesis.
The use of hold-interleaving was also shown to improve the replica suppression in
the presence of gain and timing mismatches in [36].

Fig. 3.28 Power Mixer Array

Fig. 3.29 DAC with data and hold interleaving [36]
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3.8 Concluding Remarks

This chapter provided the reader with the holistic view of digital-to-analog con-
version and associated challenges in CMOS process technologies. The DAC was
first introduced as a system, and then abstracted to highlight some of the major
limitations. A brief overview of performance metrics was then provided to
quantify the DAC’s static and dynamic performance. The complexity of the DAC
design space, while perceived to be a simple array construct, forces a custom
design flow. Attempts were made to simplify the DAC design space by breaking it
into four parameters: device noise, output impedance, signal swing and switching
speed. The reader was then introduced to the need for segmentation as a result of
process variation and circuit limitations. Finally, a review of architectural and
circuit techniques in the context of high-performance DACs to aid in circum-
venting the technological challenges, was presented. The need for higher resolu-
tion and higher speeds have kindled the interest in RF-DACs and interleaving, that
are foreseen as promising for future ultra-wideband applications. The long-rec-
ognized fundamental limitations associated with process variations still remain a
limiting factor in the implementation of high-performance DACs. However, the
increasing gate densities in advanced CMOS processes allow for the realization of
high-complexity mechanisms for self-calibration and self-compensation, which
can effectively alleviate the various impairments suffered in the analog circuitry.
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