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Introduction

This book is the outcome of a scientific workshop on the subject of Data
Converters, held in Orvieto (Italy) in 2011. After the two-day-long discussions,
following presentations and talks, the organizers decided to challenge researchers
and scientists, coming from many international laboratories and Universities, to
write an original chapter about their main research topic. The results are published
in this book, according to the same scheme that characterized the workshop:
design, modeling, and testing are the three major subjects, covered by the authored
contributions.

In the Design part, several chapters describe state-of-the-art knowledge in the
area of pipeline analog-to-digital converters (ADC), of calibration of radiofre-
quency sigma-delta ADCs and in the domain of scalable ADCs. Two additional
chapters contain a thorough overview of time-to-digital conversion and a
description of an asynchronous conversion architecture capable to overcome the
limitations induced by technological scaling.

In the Modeling part there are two chapters. One describes a converting
architecture based on non-uniform quantization; the second is a detailed analysis
of the methods applicable of minimizing the effects of distortion in ADCs by
means of digital post-processing techniques.

In the Testing part, four chapters deal with the in-depth analysis of commonly
used Data Converter testing procedures: amplitude and code-domain tests are
described both from theoretical and practical points of view. The remaining two
chapters comprise Digital-to-Analog Converter testing and statistical methods for
the analysis of test data.

All chapters have been revised by knowledgeable and independent reviewers
whose names are attached in this book. The editors greatly appreciate their hard
work and recognize their achievements in improving presentations, readability,
and usefulness of the enclosed material.
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Chapter 1
A Power-Optimized High-Speed
and High-Resolution Pipeline ADC
with a Parallel Sampling First Stage
for Broadband Multi-Carrier Systems

Yu Lin, Athon Zanikopoulos, Kostas Doris, Hans Hegt
and Arthur H. M. van Roermund

Abstract This chapter analyzes the statistical properties of multi-carrier signals
and their impact on ADC design, reviews the general pipeline ADC architecture and
conventional low power design techniques, and presents a parallel sampling tech-
nique for pipeline ADC to convert multi-carrier signals efficiently by exploiting the
statistical properties of these signals. With the proposed parallel sampling technique,
the input signal power of an ADC can be boosted without getting excessive clipping
distortion and the ADC can have a higher resolution over the critical small amplitude
region. Hence the overall signal to noise and clipping distortion ratio is improved.
This technique allows reducing power dissipation and area in comparison to
conventional solutions for converting multi-carrier signals. As an example, an 11b
switched-capacitor pipeline ADC with the parallel sampling technique applied to its
first stage is implemented in CMOS 65 nm technology. It achieves a full-scale input
signal range of 2 V differentially with a 1.2 V supply voltage. Simulations show
more than 5 dB improvement in signal-to-noise-and-clipping-distortion ratio
(SNCDR) and around 8 dB improvement in dynamic range (DR) compared to a
conventional 11b ADC for converting multi-carrier signals, simulations also show
that is able to achieve a comparable SNCDR and noise power ratio (NPR) as a
conventional 12b pipeline for converting multi-carrier signals with less than half the
power and area.

Y. Lin (&) � A. Zanikopoulos � H. Hegt � A. H. M. van Roermund
Mixed-signal Microelectronics Group, Eindhoven University of Technology,
Eindhoven, The Netherlands
e-mail: L.Y.Lin@tue.nl

A. Zanikopoulos � K. Doris
NXP Semiconductors, Eindhoven, The Netherlands

P. Carbone et al. (eds.), Design, Modeling and Testing of Data Converters,
Signals and Communication Technology, DOI: 10.1007/978-3-642-39655-7_1,
� Springer-Verlag Berlin Heidelberg 2014
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Keywords Analog-to-digital converters � Switched-capacitor pipeline ADC �
Multi-carrier signals � Parallel sampling technique � Noise power ratio �
Dynamic range

1.1 Introduction

The analog-to-digital converter (ADC) is one of the most commonly used building
blocks of mixed signal circuits in both wired and wireless digital communication
systems. The trend of achieving higher data throughput in these systems asks for
more and more demanding specifications for ADCs in terms of sampling rate and
conversion accuracy. The challenge here is to achieve a high sampling rate and
high conversion accuracy at the same time with low power dissipation in the
presence of component mismatch, nonlinearity, and thermal noise [1, 2]. Com-
ponent mismatch and nonlinearity are not fundamental limitations, and can be
therefore overcome in a power efficient way by digital calibration at the cost of
additional design complexity and extra power for the calibration circuits [3–7].
Furthermore, these digital calibration circuits benefit from CMOS scaling. In
contrast to mismatch and nonlinearity, thermal noise is a fundamental limitation.
As the performance of general analog circuits relies on the relative contrast of the
signal strength to that of thermal noise, measured by the signal-to-noise ratio
(SNR), there is a strong tradeoff between power dissipation and SNR if thermal
noise is the main limitation. This can be seen from (1.1), it is derived from a
typical switched-capacitor circuit which is the basic building block of many
ADCs. [8, 9]:

P / kT � 1
a2
� 1
Vdd
� 1

gm

Id

� � � SNR � fs ð1:1Þ

where kT is the thermal energy, Vdd is the supply voltage, a is the voltage effi-
ciency factor which equals the root mean square (RMS) amplitude of the input
signal over Vdd, gm/ID is related to the ‘‘gate overdrive’’ of the transistor that
implements the transconductance, SNR is proportional to (a�Vdd)2/(kT/C), and fs is
the sampling rate.

Considering constant a, Vdd, and gm/ID, it is clear from (1.1) that increasing the
SNR by 6 dB requires a 4 times increase in power dissipation for a given sampling
rate. Equation (1.1) also shows that power will tend to increase with the decrease
of the supply voltage as the noise in the analog signals must be reduced propor-
tionally to maintain the desired SNR. As a result, scaling of CMOS technology has
negative impact on the power consumption of noise limited ADCs due to the
decrease in supply voltage, although it offers a potential for faster operating speed
of ADCs.

Improving the voltage efficiency (a) is then an effective way to improve the power
efficiency for high-speed and high-resolution ADCs in advanced CMOS technology.

4 Y. Lin et al.



Enabling the ADC to process a large input signal range allows reducing the capacitor
size that determines the thermal noise. The reduction of the capacitors brings ben-
efits such as smaller area, lower power dissipation, higher bandwidth, and easier to
drive. However, processing a large signal swing is normally constrained by the
linearity of the input sampling stage, the amplifier’s output stage, and further by the
reference voltage. Therefore, new circuit techniques need to be introduced. In [10,
11] a range scaling technique is used in the first pipeline stage to decouple the choice
of the stage’s input and output signal swing, such that the signal range of the stage’s
input and output can be optimized separately for good power efficiency. In [12] thick
oxide devices with a high supply voltage are utilized in the first pipeline stage where
the signal swing and amplifier gain are limited. However, using thick oxide devices
often reduces speed. In [13] both fast operation and large signal swing are achieved
with a combination of thick and thin oxide devices at high and nominal supply
voltages. In [14] an open-loop multiplexed buffer topology operating in feed for-
ward-sampling and feedback-loop mode enables a large signal swing with good
linearity. These techniques have demonstrated that enabling ADCs to process a large
signal swing is the key to improve the power efficiency for high speed and high
resolution ADCs in advanced CMOS technology. However, the maximum achiev-
able input signal range in the previous works is still constrained by the input sam-
pling stage which needs to process the whole signal range linearly.

Conventionally, signal statistics properties are not considered in guiding the
design of ADCs. Given the complexity of today’s applications, it is important to
realize that opportunities do exist to optimize ADC for lower power or complexity
by exploiting signal properties. For example, if the input signal has the sparse
property in frequency or time domain, according to the ‘‘compressive sensing’’
theory, the signal can be sampled at a greatly reduced rate while still be able to be
reconstructed with high fidelity, hence greatly reduce the complexity and power
consumption of the ADC [15, 16]. In this chapter, we focus on the amplitude
statistics property of the wideband multi-carrier signal, as many popular digital
communication systems (e.g. xDSL, WLAN, WiMAX, DVB-T, MC-CDMA,
LTE-Advanced) adopt multi-carrier transmission schemes and a high number of
signal levels in the sub-carriers to increase data throughput. Also recent trends in
cable and satellite receivers (e.g. DOCSIS 3.0, satellite digital TV receiver) ask for
simultaneous reception of many channels [17]. The resulting signals at the input of
the ADC have a high peak-to-average power ratio (PAR). In order to receive these
signals properly, the input signal power needs to back off to avoid saturation of the
ADC; hence the input signal range of the ADC is inefficiently exploited due to
these special signal properties. In [17–19] the input signal power needs to back off
by more than 12 dB for systems requiring a low bit error rate (BER). In that
situation, the ADC needs to have two or more extra effective number of bits
(ENOB) than what is normally required for receiving a narrowband signal in order
to achieve a similar SNR for the multi-carrier signals.

In this chapter, we present a parallel sampling technique for ADCs to process a
large input signal range with a low supply voltage. This technique relaxes the
linearity constraints posed by the input sampling stage. ADCs with this technique

1 A Power-Optimized High-Speed and High-Resolution Pipeline ADC 5



also allow exploiting the statistics of the multi-carrier signal to further improve the
power efficiency. An 11b switched-capacitor pipeline ADC with this technique
was implemented. It has a full-scale input signal range of 2 V differentially with a
1.2 V voltage supply in 65 nm CMOS technology and achieves a SNR similar to
that of a conventional 12b pipeline ADC [20, 21].

The remaining part of the chapter is organized as follows. Section 1.2 analyzes
the statistical properties of multi-carrier signals and their impact on ADC design. It
also introduces the principle of the proposed parallel sampling technique and
discusses its advantages. Section 1.3 reviews the general pipeline ADC architec-
ture and conventional low power design techniques. Section 1.4 describes an 11b
pipeline ADC with the parallel sampling technique applied to its first stage.
Section 1.5 provides simulation results and, finally, Sect. 1.6 draws the conclu-
sions of this chapter.

1.2 Signal Characterization and the Parallel Sampling
Technique

1.2.1 Multi-Carrier Signal Characteristics

Systems adopting multi-carrier transmission schemes have many advantages,
including high spectral efficiency and ability to cope with severe channel condi-
tions. But one undesirable property of these schemes is that their transmitted signal
in time domain is observed to have large ‘peaks’ when compared to their average
power value. This is characterized by the peak-to-average ratio (PAR), which has a
theoretical maximum value equal to

ffiffiffiffi
m
p
� PARsubcarrier where m is the number of

subcarriers and PARsubcarrier is the peak-to-average power ratio of each subcarrier.
This undesirable property requires an ADC to have a higher dynamic range in
order to cope with the requirement of having a small probability of clipping events.
Figure 1.1 shows a comparison of a single sine wave signal and a multi- carrier
signal in time domain and their amplitudes statistical probabilities. It is clear that
the characteristics of a multi-carrier signal are far different from that of a single
sine wave signal with the same power. The multi-carrier signal is observed to have
high peak amplitude much larger than that of the sine wave. Since the multi-carrier
signal is a summation of a large number of narrowband signals with uncorrelated
amplitude and phase, the resulting signal amplitude distribution is approaching a
Gaussian distribution, according to the Central Limit Theorem. This means that
small amplitudes have high probability of occurrence and the probability is
exponentially decreased with increasing amplitude values.

Figure 1.2 shows a typical analog front-end block diagram which consists of a
programmable gain amplifier (PGA) and an ADC with built in track and hold
function. The PGA is used to adjust the incoming signal strength to optimally fit the

6 Y. Lin et al.



input range of the ADC. In order to convert a multi-carrier signal with high PAR
properly, both noise (including thermal, quantization noise) and distortion (circuit
nonlinearity and clipping effects) have to be considered carefully. Too much gain
(high input signal power) in the PGA will saturate the ADC and clip the signal,
resulting in exponential growth of clipping distortion, while insufficient gain will
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Fig. 1.1 a Multi-carrier signal versus single sinusoid signal in time domain, b Amplitude
cumulative distribution function (CDF) and probability distribution (PDF)
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result in higher noise with respect to signal power, as the noise power1 (such as
thermal and quantization noise) is independent of signal power. Conventionally,
a best compromise between noise and distortion can be found by backing off the
input signal power from the ADC full scale power level by a large factor (e.g. 12 dB
power back off for clipping probability less than 10-5), in order to achieve an
optimal signal-to-noise-and distortion ratio (SNDR) [18, 19]. This method leads to
a very inefficient use of the ADC’s dynamic range, and hence will result in low
power efficiency, as it is shown in Fig. 1.1b that more than 90 % of the sampled
signal amplitudes are below half of the maximum input voltage of the ADC.

1.2.2 Principle of the Parallel Sampling Architecture

A dual-channel version of the parallel sampling architecture is shown in Fig. 1.3 as
an example, but the approach can be generalized easily to more channels. This
ADC consists of two parallel sub-ADCs, each of them preceded by a range-scaling
stage, and their outputs are combined by a signal reconstruction block. The front-
end input signal is split into two signals which are just scaled versions of each
other after the range scaling stages. The signal in the main path has the same
strength as the front-end input signal, while the signal in the auxiliary path is an
attenuated version of the front-end input signal. These two signals are sampled by
the sub-ADCs at the same time. Depending on the input signal level, one of them
will be chosen to reconstruct the signal in the digital domain.

The criterion is such that the signal in the main path is maximized to exploit the
dynamic range of the sub-ADC efficiently; hence the ADC has more resolution
over the small amplitudes that have relatively much higher probability of occur-
rence due to the multi-carrier signal statistical properties. Large amplitudes that
saturate the sub-ADC in the main path will be replaced in the digital domain by the
samples from the auxiliary path. This is possible as the sub-ADC in the auxiliary
path quantizes an attenuated version of the ADC input signal which has lower

T/H
Vin

Dout

Vin Dout

Hard-limiting

PGA

(b)(a)

Fig. 1.2 a A typical analog front-end block diagram, b ADC input–output transfer curve

1 The noise mentioned here only includes those sources which are independent of signal power,
while other noise sources, e.g. jitter noise are considered not to be dominant in this discussion.
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probability of saturating the sub-ADC and a better linearity. During signal
reconstruction, the auxiliary path provides coarsely quantized samples to replace
the clipped or highly distorted large amplitude samples of the main path, hence
avoiding excessive clipping noise and achieving good overall linearity. As shown
in Fig. 1.3b, the front-end input signal full-scale range and the digital word-length
of the reconstructed signal can be larger than that of each sub-ADC. The sampled
signal in the main path has a better SNR than the auxiliary one due to a larger input
signal swing, while the sampled auxiliary signal has a better signal-to-clipping-
distortion ratio (SCDR). When the signal is reconstructed properly in the digital
domain, the combination of the two sub-signals offers a better signal-to-noise-and-
clipping-distortion ratio (SNCDR) compared to that of a single ADC.

1.2.3 Advantages of the Parallel Sampling Technique

The SNCDR of ADCs with and without the parallel sampling technique are
expressed in the following equation:

Vin

Signal 
reconstr
uctionMain path

Aux path
1/A

1

Dout

Sub-ADC 
full-scale range

Main path signal

Aux path signal

ADC input signal Reconstructed signal

(a)

(b)

Sub-ADC1

Sub-ADC2

Fig. 1.3 a Block diagram of an ADC with the parallel sampling technique (a dual-channel
version), b signal swing in different signal paths
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SNCDRconventional ADC ¼
a � Vddð Þ2

F RSADCð Þ � nþ 1� F RSADCð Þ½ � � Dclip
ð1:2Þ

SNCDRproposed ADC

¼ A � a � Vddð Þ2

F RSSub:ADC1ð Þ � n1 þ F RSSub:ADC2ð Þ � n2 þ 1� F RSSub:ADC1ð Þ � F RSSub:ADC2ð Þ½ � � Dclip

ð1:3Þ

where Vdd is the supply voltage, a is the voltage efficiency, A is the attenuation
factor of the auxiliary signal, F(x) is the distribution function of the input signal
amplitudes, RSADC is the effective signal range processed by the ADC, n and Dclip

are the noise and clipping distortion power, respectively.
For signals with known statistics, the optimal SNCDR of an ADC with and

without the parallel sampling technique can be found from Eqs. (1.2) and (1.3). In
order to make the analysis more clear, a comparison of the SNCDR of 11b ADCs
with and without this technique is shown in Fig. 1.4. In this figure, the SNCDR
versus input signal power is plotted. By properly choosing the attenuation factor
A of the auxiliary signal path, the SNCDR of an ADC with the parallel sampling
technique can be substantially improved compared to the one without this tech-
nique. This observation is also valid for ADCs with arbitrary number of bits. Using
ADCs with lower resolution to achieve a desired system performance instead of
higher resolution ADCs is much more power efficient, since generally power
consumption of ADCs increases exponentially with resolution [1, 9].

In Fig. 1.4, it also shows that the ADC with the proposed technique at optimal
SNCDR setting allows more than twice the input signal swing compared to a

-35 -30 -25 -20 -15 -10 -5 0 5
20

25

30

35

40

45

50

55

60

65

70

 S
Q

N
C

D
R

 (
dB

)

A= 1.5
A= 2.0
A= 2.5
A= 4.0
Conventional 12 b
Conventional 11 b

1 1.5 2 2.5 3 3.5 4
57

58

59

60

61

62

63

64

P
ea

k 
S

Q
C

N
R

 (
dB

)

Proposed ADC
Conventional 12 b, 62.9 dB
Conventional 11 b, 57.3 dB

A
(a)

Input signal power (dB)

(b)

Attenuation factor A

Fig. 1.4 Comparison of the SNCDR of the proposed ADC (with two 11b sub-ADCs) and the
conventional ADCs for converting signals with Gaussian distributed amplitudes
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conventional ADC (6 dB in power), which can be translated to a four times
reduction of the sampling capacitors that determines the thermal noise floor (in
case thermal noise is the dominant noise source) for getting a similar SNR as a
conventional ADC. Although the ADC needs to process a signal at the ADC front-
end with A times larger swing than normally can be applied, this large input signal
swing does not need to pass through the sub-ADCs with this technique: the sub-
ADC in the main path only looks at the part of the signal with small amplitude
values, so the T/H and the quantizer do not need to maintain good linearity over
the whole signal range. Compressing and clipping the large signal amplitude in the
main path will not affect the final linearity of the output signal after reconstruction.
While the range-scaling block in front of the auxiliary sub-ADC will translate this
large input signal into the normal signal range of an ADC limited by linearity or
supply voltage, a good linearity over the whole signal range can be achieved.

The proposed technique has similarity with conventional non-uniform methods
(e.g. non-uniform Flash ADC [22] and floating-point ADCs [23]) in terms of
improving the quantization resolution over small amplitudes without the need of a
higher resolution ADC. One further benefit of this technique is that it allows
enhancing the input signal range of an ADC without getting excessive clipping
distortion. An enlarged input signal range and hence a higher voltage efficiency
factor (a) is the key to lower power dissipation, as a desired SNR can be achieved
with a much smaller total sampling capacitance. Although the ADC driver (e.g.
PGA) may need to operate at a higher supply voltage to deliver a larger output
signal swing, the reduction of the sampling capacitor of the ADC leads to better
drivability and doesn’t require extra power dissipation. This technique allows
improving the power efficiency and reducing the silicon area of an ADC in
comparison to conventional solutions, assuming equal system performance.

1.3 Review of Switched-Capacitors Pipeline ADCs

The pipeline ADC architecture is considered to offer optimum performance for
medium-to-high resolution and medium-to-high sampling speed applications. It is
very instructive to investigate the performance of the pipeline ADCs that have
been published the last years. Such a study reveals the natural position of the
pipeline ADC architecture with respect to other architectures, in terms of accuracy
and speed. In [24], a survey which concerns all ADCs published in the ISSCC
conference and VLSI symposium is presented. Using this survey and isolating the
pipeline ADC, we can construct Fig. 1.5. It depicts the performance space of
pipeline ADC, as it is expressed in ENOB (Effective Number of Bits) and sam-
pling speed. Every point represents a pipeline ADC implementation.

The ellipse is added to include the majority of pipeline ADCs. It is clear that
most of them lie in the region between 6 to 13b and 10 MS/s to 1 GS/s. Note that
there are some pipeline ADC implementations targeting the high speed ([1 GS/s)
and low resolution (\6b) range.

1 A Power-Optimized High-Speed and High-Resolution Pipeline ADC 11



1.3.1 Pipeline ADC Architecture and Functionality

The general structure of a pipeline analog to digital converter architecture [25–27]
is shown in Fig. 1.6. The ADC consists of a number of cascaded low resolution
stages and a digital correction and encoding block. Each stage resolves a certain
number of bits and generates a residue signal that is digitized by the succeeding
stages.

A typical pipeline stage is shown in Fig. 1.7. It consists of the following sub-
blocks:

• A sub-ADC, which typically consists of a set of comparators and quantizes the
analog input of the stage.

• A sub-DAC that converts to analog the digital output of the sub-ADC.
• An analog subtraction block that calculates the quantization error.
• An amplifier that amplifies back to full range the subtraction’s result, called the

residue of the stage. The amplifier is often called residue amplifier.

It is common practice to implement the sub-DAC together with the subtraction
block and the amplifier as a single block, called Multiplying-DAC (MDAC).

When the analog input voltage of a stage (Vin) is bounded by
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�Amax�Vin�Aman ð1:4Þ

the quantization error q is bounded by:

�Amax

2n
� q� Amax

2n
ð1:5Þ

where [-Amax, Amax] is the input range of the ADC. The gain of the amplifier in
each stage is chosen such to scale the quantization error back to a full scale input.
Therefore, from (1.4) and (1.5) we conclude that the gain of the residue amplifier is
equal to 2n.

Digital logic is used to combine the separate digital outputs of each stage in a
valid N-bit output code, where N is the resolution of the ADC.

Typically, in front of the first block of the pipeline a dedicated sample-and-hold
stage is placed, sampling the analog input at the sample frequency fs.

The main advantage of pipeline architecture is that due to stage pipelining, the
maximum sampling frequency of the converter is determined only by the time
period of a complete conversion cycle of a single stage. The propagation
time through the cascade of pipeline stages results only in latency, meaning the
time delay between an analog input and its digital representation. Depends on
application, latency might causes a problem in case the ADC is used in the
feedback path of a system. One of the critical design issues of a pipeline converter
is the number of bits that is produced by each stage. Moreover, the number of bits
can vary for each block in the pipeline. By making a correct distribution of the bits
over the cells in the pipeline, the overall speed, accuracy, power consumption and
chip area can be optimized.

1.3.2 Conventional Low Power Design Techniques
for Pipeline ADC

Literature shows an abundance of power optimization techniques for pipeline
ADCs and in this section we review two of the most common which are bit
redundancy and stage scaling.

Fig. 1.7 Typical pipeline
stage inner structure
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1.3.2.1 Bit Redundancy

A very popular correction technique that greatly eases the comparator’s (sub-
ADC) specifications is the introduction of code redundancy as described in [26].
By using this technique we can essentially use plain dynamic comparators,
although they exhibit large offset.

The problem of a pipeline converter using a 1b resolution per stage and a gain-
of-2 stage is that a deviation of one of the comparator levels results in exceeding
the dynamic range of the next stage in the pipeline. Suppose that the level of the
comparator in the sub-ADC (Vref) is not exactly equal to 0. This can be due to
static deviation of the reference voltage, or due to dynamic behavior of the
comparator. In that case, it is possible that the stage’s output voltage exceeds the
allowed input range ([-Amax, Amax]) of the next stage, resulting in a large quan-
tization error. The problem can be visualized in Fig. 1.8.

The solution is to use a gain stage with a gain less than 2 (radix \ 2) or to
maintain the same gain while increasing the number of bits in the sub-ADC and
sub-DAC. The latter solution is more popular (since it eases the digital calcula-
tions) is demonstrated here. Whereas the gain remains equal to 2, the number of
bits is increased from 1 to 1.5.

In this example the sub-ADC levels are placed at ±(1/3)Amax and the sub-DAC
levels at ±(2/3)Amax. Figure 1.9 shows an example of the behavior of a basic block
with 1.5b per stage resolution.

We see that in the non-ideal case of Fig. 1.9 the Vref is been moved and the
output range changed. Nevertheless, as long as the consecutive stage is not satu-
rated (output range \100 %), the error has absolutely no influence on the overall
accuracy of the ADC and the correct digital word can be resolved.

Fig. 1.8 Ideal behavior (left) and behavior in case of deviation of Vref (right) of a 1b per stage
converter
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The use of bit redundancy greatly reduces the accuracy requirements of the
comparators used in the sub-ADC. Therefore they can be replaced by dynamic
equivalents leading to large power savings.

1.3.2.2 Capacitor Scaling and Stage Resolution Optimization

Scaling down the sampling capacitors along the pipeline chain is enabled by the
relaxed accuracy requirements (with respect to the thermal noise) due to the stages’
amplification function. Therefore, proper scaling will decrease both the used chip
area and the power consumption, without reducing overall speed or accuracy.

Figure 1.10 depicts a simplified model of closed-loop implementations of a
pipeline stage and its loading [27].

According to ease the calculations and make the extraction of useful infor-
mation feasible, the effective resolution (n) is assumed to be constant along the
pipelined chain of the ADC. Although power savings do exist by allowing varying
resolution from stage to stage, for the clarity of analysis we limit ourselves to

Fig. 1.9 Ideal behavior (left) and behavior in case of deviation of Vref (right) of a 1.5b per stage
converter

Fig. 1.10 Basic model for a
closed-loop pipelined
implementation
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constant resolution per stage. The input referred thermal noise of a pipeline ADC
is given by:

Ptherm / kBT
1

CS0

þ 1
22nCS1

þ 1
24nCS2

þ 1
28nCS3

þ � � �
� �

ð1:6Þ

where kB is Boltzmann’s constant, T the temperature in K and CSi the total
sampling capacitance of the ith stage. It is clear that the input referred thermal
noise and the noise distribution is dependent on two factors: (i) the size of the
sampling capacitors (CSi) and (ii) the effective resolution per stage (n). Therefore,
finding the optimum scaling means finding the optimum values for those two
parameters.

We can identify two extremes:

• No scaling, in which all the stages have the same size and contribute equally to
the power consumption. In that case the thermal noise is dominated by the front-
end of the pipelined chain.

• Aggressive scaling, in which all the stages contribute equally to the input
referred thermal noise. In that case, the power is dominated by the front-end of
the pipelined chain.

We can define the scaling factor [27] as the ratio of two consecutive sampling
capacitances and equal to:

s ¼ CSi

CSiþ1

¼ 2nx ð1:7Þ

where Csi is the sampling capacitor of the ith stage (i 2 [0, N/n - 1], with N the
total ADC resolution), n is the effective number of bits per stage and x is the taper
factor, x 2 [0, 2], a parameter that defines how ‘‘aggressive’’ or not is the applied
scaling (x = 0 ) no scaling, x = 2 ) most aggressive scaling).

Assuming that the capacitance of the 0th stage is CS0 = 2n Cunit, where Cunit is
a unit capacitance, the sampling capacitance of the ith stage can then be expressed
as:

CSi ¼
2nCunit

2inx
ð1:8Þ

Given that the input-referred noise should be equal to or smaller than �LSB
leads to (1.9).

kBT
1

CS0

þ 1
22nCS1

þ 1
24nCS2

þ � � �
� �

� 2FS

2N
ffiffiffi
2
p

� �2

ð1:9Þ

where ±FS is the voltage range.
By including in stage’s load the sampling capacitor of the following stage

(CS(i+1)) and the feedback capacitor (CFi), the total pipelined power [27] is
proportional to:
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Total Pipelined ADC Power � 2n 1�xð Þ þ 1� 1
2n

� � X
i

CSk ð1:10Þ

By combining the last two equations we can show that the total pipeline ADC
power is proportional to:

Total Pipelined ADC Power � 2n 1�xð Þ þ 1� 1
2n

� �
1

1� 1
2nx

 !
1

1� 2n x�2ð Þ

� �

ð1:11Þ

The following figure shows how the total normalized power of the pipeline
ADC changes as a function of the taper factor for different number of bits per
stage.

Figure 1.11 reveals that the use of more bits per stage reduces the total power
consumption (this model does not include sub-ADC loading or reduction of OTA’s
feedback factor for higher n values). Moreover, we see that the optimum taper
factor moves to higher values, meaning that faster capacitor scaling is advanta-
geous for higher number of bits per stage.

Concerning closed-loop pipeline ADC implementation, [2] enhances the anal-
ysis of [27] taking into account sampling speed considerations. The results also
show that pipeline ADCs operating at low sampling speeds benefit from higher
number of bits per stage. The reason is that in this way we minimize the total
number of OTAs used in the pipeline chain. The extra loading due to the multi-bit
sub-ADC and the reduction of OTAs’ feedback factor can be tolerated. For high
speed operation implementations with fewer bits per stage are advantageous.

Replacing the closed-loop MDAC implementation with an open-loop circuitry
(as we mention later in this section) might lead to power advantages. A study on
capacitor scaling in open-loop pipeline ADC realizations can be found in [28].
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1.3.2.3 Other Common Low Power Design Techniques for Pipeline
ADC

Identifying the amplifier of the MDAC as the most power-demanding block of the
pipeline ADC, several techniques have been developed aiming at the reduction of
the total power consumed by them.

This reduction can be achieved in three ways: (i) by reducing the power con-
sumption of each amplifier, (ii) by reducing the total count of amplifiers in the pipeline
chain or (iii) by replacing the MDAC’s amplifier with a less power hungry circuit.

The Correlated Double Sampling (CDS) technique [29] suppresses the finite
gain effects of the amplifier and therefore we can use an OTA with lower gain
(more power efficient). The basic idea is to sample the gain error in a preliminary
charging phase using auxiliary capacitors. This technique requires more area
(additional capacitors) and more complicated clocking scheme (preliminary
phase), but achieves high precision.

An improvement to the CDS is the Time-Shifted CDS technique [30]. This
technique uses different scheduling (timing) of the operations and implements
CDS without the two aforementioned disadvantages.

A technique that reduces the number of OTAs in a closed-loop amplifier
implementation is the amplifier sharing technique [31]. This technique is enabled
by the operation mode of the pipeline ADC, which dictates that when one stage is in
sampling mode the adjacent stage is in amplification mode. Therefore it is possible
two pipelined stages to share an OTA, halving the total OTA count of the pipeline.

Omitting the front-end S&H amplifier (S&H-less) is another popular approach to
reduce the number of OTAs [32]. She front-end S&H contributes significantly to
the noise and linearity performance of pipeline ADCs, demanding high power S&H
solutions. Employing this technique the first stage of the pipeline is not preceded by
a dedicated S&H amplifier. Nevertheless the sampling operation is still needed and
performed by the MDAC and sub-ADC of the first stage. For wideband (high-
speed) operation this might lead to performance degradation due to bandwidth and
timing mismatch between the two paths. For this reason digital correction tech-
niques that measure and correct the mismatch have been developed [33].

Newer technologies offer less analog accuracy but more digital functionality.
This trend justifies the solution of replacing the OTA of the MDAC with a less
accurate circuit (OTA-less) and use digital means to amend the inaccuracies. An
example of this line of thinking is the utilization of open-loop amplifiers with
digital calibration [5] as a substitute to the OTAs. Furthermore, recent designs
demonstrate that the MDAC amplifiers can be replaced by inherently power
efficient dynamic circuits such as comparators [34], switched source followers
[35], capacitive charge-pumps [36] and ring-oscillators [37].
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1.4 The Proposed Pipeline ADC with a Parallel Sampling
First Stage

The first stage of the proposed pipeline ADC is implemented with the parallel
sampling technique as it is the most critical one in terms of speed and noise
performance, hence consuming significant power. The requirements and power
consumption are decreased exponentially for the succeeding stages with stage
scaling as it is explained in the previous section. The first stage is a 2.5b stage
when the main path is selected and 1.5b stage when the auxiliary is selected. The
backend ADC is implemented with conventional pipeline stages applied with
conventional low power technique (Bit Redundancy, Capacitor scaling and stage
resolution optimization). The proposed ADC uses a SHA-less frontend to further
reduce the total power consumption [32, 33].

Figure 1.12 shows the block diagram of the first stage of the pipeline ADC with
the parallel sampling technique. There are three paths for the input signal which
are the main signal path, the auxiliary signal path and the detection path. The main
and auxiliary signal path each consists of a signal scaling block and a passive
sampling network (T/H), and they are multiplexed by a channel selection block
(MUX) to a subtraction block and then to the amplification block (AMP). The
detection path consists of a Flash-ADC and a digital-to-analog converter (DAC).

Instead of maintaining the same input and output signal range in the first stage, a
channel selection through a MUX is introduced to decouple the choice of the
stage’s input and output signal swing. This selection is input signal level dependent.
The input signal range is maximized for the purpose of reducing the capacitor size
while meeting the desired SNR, while the output signal range is optimized for the
linearity consideration of the T/H and amplifier. The ‘‘scaling’’ of the signal range
relaxes the linearity requirement of the T/H and yields a substantial reduction in the
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Fig. 1.12 a The architecture
of the proposed pipeline
ADC, b block diagram of the
first pipelined stage with
parallel sampling technique
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power dissipated by the amplifier used for residue generation, due to the reduction
of the output signal swing and loading capacitor size. With a 1.2 V supply voltage,
the peak-to-peak differential input signal swing can be as high as 2 V. The first
stage’s residue amplifier and the back-end pipeline chain on the other hand require
larger voltage headroom. The dynamic selection through the MUX therefore
reduces the output signal swing with a factor of 2.5 to 0.8 Vppd. The voltage
efficiency at the stage’s input and output then is about 0.8 and 0.3 respectively.

Compared to the block diagram in Fig. 1.3, the back-end stages of this pipeline
ADC are shared instead of using two ADCs in parallel to improve power effi-
ciency. The amplifier in the first stage is also shared by the two paths, which
further reduces the power dissipation significantly, since most of the power in a
pipeline stage is dissipated by the amplifiers used for residue generation.

1.4.1 First Stage Implementation and Design Considerations

In Fig. 1.13, a schematic representation of the first stage and its timing diagram are
shown. Although it is designed and implemented as a fully differential circuit, a
single-ended version is shown for clarity. The signal scaling blocks at the left are
designed simply with resistors. The resistive divider in the auxiliary path
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attenuates the input signal swing by a factor of 2.5 (an attenuation factor chosen
for achieving a close to optimal SNCDR from analytical simulation and taking into
account implementation complexity), while the resistor circuit in the main signal
path keeps the signal un-attenuated. The unit resistors are sized to have an intrinsic
matching according to the design target, and together with the input common bias
resistors, they provide a 50 Ohm input termination. The RC time constants in these
two signal paths are designed to be the same to make sure that the bandwidth of the
two signal paths matches well.

The resolution of the MDAC for the main signal path is chosen to be 2.5b for a
good trade-off between power and speed [2], and with a signal gain of 4 to relax
the requirements on the backend stages. The MDAC in the auxiliary path is chosen
to be 1.5b [26] for simplicity, since the probability of utilizing the signal in this
path is far lower than that of the main path. Both MDACs are switched-capacitor
circuits employing ‘‘flip-around’’ charge redistribution which benefit from larger
feedback factors compared to a ‘‘non-flip-around’’ architecture [38]. They
implement the algorithm in (1.12) and its voltage transfer curve is shown in
Fig. 1.14.

Vres ¼
Cf þ C0 þ C1 þ C2

Cf
� Vin �

D0 � C0 þ D1 � C1 þ D2 � C2ð Þ
Cf

� Vr if � 7
8

Vr\Vin\
7
8

Vr

Vres ¼
1
A
� Cf þ C0

Cf
� Vin �

Daux � C0

Cf
� Vr if vin\�

7
8

Vr or Vin [
7
8

Vr

8>>><
>>>:

ð1:12Þ

where Vin and Vres are the input and output signal of the stage respectively, Vr is
the reference voltage, D0 * D2 and Daux are control bits generated by the encoder
of the Flash-ADC in the detection path. The total sampling capacitor size
(Cf ? C0 ? C1 ? C2 in the main path and Cf ? C0 in the aux path) is chosen to
meet the overall SNR requirement with respect to the full-scale voltage of 2Vppd.
This ‘‘flip-around’’ scheme achieves a closed loop gain of 4 with a feedback factor
of � in the main path and 2 and � in the auxiliary path respectively. Bootstrapped
switches [8] and bottom-plate sampling are used to reduce distortion. The
amplifier uses a single stage folded cascode with gain boosting configuration
which is similar to the one in [39]. The simulated DC gain of the MDAC amplifier
is about 70 dB and the gain-bandwidth higher than 1 GHz.

The flash-ADC in the detection path consists of eight comparators (each con-
sists of a pre-amp and a regenerative latch) and a resistive reference ladder.
Compared to that of a conventional 2.5b stage, two additional comparators are
needed to identify if the input signal is smaller or larger than the allowable input
range of the main channel and to decide which channel should be connected to the
residue amplifier. The decisions of the stage, for the various input ranges, are listed
in Table 1.1.

The MDAC operates with two-phase non-overlapping clocks denoted as A1 and
A2, the sampling and the amplification phase, respectively. During A1, the signal is
tracked by the sampling capacitors in both signal paths and the sampling network
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of the flash-ADC. The sampling actions are controlled by the same clock signal,
and take place at the falling edge of A1e; both Vaux and Vmain are sampled onto the
sampling capacitors simultaneously. Then, at the rising edge of Alatch, the sub-
ADC detects the signal level. After the decision is made, proper reference voltages
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Fig. 1.14 First stage residue amplifier transfer curve: a conventional 2.5b stage, b proposed
stage with enlarged input range

Table 1.1 Decision of the
first pipeline ADC stage

Analog input Stage decision

D0 D1 D2 Daux

Vin B -7/8�Vr -1
-7/8�Vr B Vin B -5/8�Vr -1 -1 -1
-5/8�Vr B Vin B 3/8�V -1 -1 0
-3/8�Vr B Vin B -1/8�Vr -1 0 0
-1/8�Vr B Vin B 1/8�Vr 0 0 0
1/8�Vr B Vin B 3/8�Vr 1 0 0
3/8�Vr B Vin B 5/8�Vr 1 1 0
5/8�Vr B Vin B 7/8�Vr 1 1 1
Vin C 7/8�Vr 1
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(±Vr or Vcm) are chosen and connected to the sampling nodes of the capacitors for
subtraction. At the same time, the feedback capacitor Cf of the main or auxiliary
sampling network is selected and flipped around the amplifier through the MUX as
a feedback capacitor for charge redistribution and produces a residue signal for the
following stages.

In the proposed parallel sampling first stage, the overall performance could be
affected by mismatches between two signal paths (e.g. gain, offset, bandwidth, and
timing mismatches), as the input signal is processed by two parallel signal paths
(main and auxiliary). This resembles the situation of the well-known time-inter-
leaved ADCs [40]. However, they have very distinct differences. Two parallel
paths of the proposed stage are sampled synchronously instead of in a time-
interleaved fashion. The errors due to mismatches do not affect the reconstructed
signal in a repetitive manner; these errors are only introduced when the samples
from the main path need to be replaced by that of the auxiliary path. As the
probability of signal amplitudes that are clipped in the main signal path is very
small due to the multi-carrier signal properties, the number of samples from the
auxiliary path that are used to replace the samples from the main path is very small
compared to the total number of samples for the reconstructed signal. As a result,
error power due to mismatch errors is far smaller than that of time-interleaved
ADCs. Calibration techniques developed for time-interleaved ADCs can be
applied to the proposed stage to minimize these errors. Furthermore, because there
are only two signal paths in the proposed stage, the calibration complexity can be
far lower compared to that of time-interleaved ADCs, which normally contain
many parallel channels (e.g. 64 channels in [14]).

1.4.2 Power and Performance Comparison

In a high-speed and high-resolution switched-capacitor pipeline ADC, the SNR is
normally dominated by thermal noise, as quantization noise can be reduced by
adding extra stages to the last stage with a minimal impact on ADC power dis-
sipation and sampling rate [2, 27]. Improving a conventional 11b pipeline ADC
that is limited by thermal noise by one extra effective number of bit means about 4
times increase in power, assuming constant input signal range and the same
sampling rate. The proposed 11b pipeline ADC with parallel sampling technique
allows increasing the SNR without the need of a much larger sampling capacitor to
reduce the noise power. By enlarging the input signal range 2.5 times, the SNR of
the sampled signal in the main path is increased by more than 6 dB with little
increase in power consumption, as power needed for the residue amplifier to drive
the loading capacitor stays the same and the additional circuits (an additional
passive T/H, a MUX and two more comparators in the sub-ADC for out of range
detection) consume mostly dynamic power. As will be shown in the next section,
the proposed 11b pipeline ADC has similar SNCDR compared to that of a con-
ventional 12b pipeline ADC for converting multi-carrier signals. As a result, equal
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system performance can be achieved with the proposed 11b pipeline ADC with
less than half the power and area in ADC for multi-carrier systems which require a
12b conventional ADC.

1.5 Simulation Results

Conventionally, the dynamic performance of ADCs is characterized by a single sine
wave test. This is not enough in proving the ADC’s performance for multi-carrier
systems. As was explained in Sect. 1.2, the statistical properties of multi-carrier
signals are far different from that of a single full scale sine wave. In this paper, a
multi-tone signal that has signal amplitude distribution approaching a Gaussian
distribution was used to characterize the ADC performance which is shown in
Fig. 1.15a, b. The performance of the proposed 11b pipeline ADC is verified by
both behavioral simulation in Matlab and transistor level simulation in Cadence.
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Fig. 1.15 The multi-tone input signal used for characterizing the ADC performance: a time
domain signal, b amplitudes histogram, c SNCDR of the proposed 11b pipeline ADC (about
85 % of the input signals is processed by the main path at optimal SNCDR), d SNCDR of ADCs
with and without parallel sampling technique
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1.5.1 Behavioral Simulations

The behavioral model of the proposed ADC is implemented in MATLAB, and
only thermal noise, quantization noise, and clipping distortion are considered in

simulations. Figure 1.15c shows the plot of SNCDR of the output signal of
main, auxiliary path, and the reconstructed signal with respect to input signal
power. When the input signal power is low, the SNCDR of the reconstructed signal
follows that of the output signal of main path as most of the samples are processed
by the main path. With the increase of input signal power, large amplitudes that are
clipped in the main path are replaced by their attenuated versions from the aux-
iliary path, but majority of the samples are still processed by the main path, hence
the SNCDR of the recombined signal keeps increasing until the signal in the
auxiliary path starts to clip excessively. The SNCDR of the 11b ADC with and
without the parallel sampling technique are also compared and plotted in
Fig. 1.15d, the proposed 11b pipeline ADC achieves a similar peak SNCDR as a
conventional 12b ADC, and an improvement of about 5 dB in SNCDR and about
8 dB in dynamic range (DR) compared to an 11b ADC. Results of these simu-
lations meet and support our analysis in the previous sections.

1.5.2 Transistor Level Simulations

The proposed pipeline ADC is implemented in TSMC 65 nm CMOS technology
and operates at 1.2 V supply voltage and with a sampling rate of 200 MS/s. The
linearity of the proposed ADC is verified by testing its Noise Power Ratio (NPR),
which is recommended in [41] for wideband multi-carrier applications and it is
similar with multi-tone power ratio (MTPR) testing. In these applications, the
input signal contains a large number of narrow bandwidth signals, and it is desired
that distortion should not interfere with the detection of weaker signals. In the
testbench, a multi-tone signal (with 58 tones, PAR around 10 dB, and input signal
amplitude 2Vppd) is generated which possesses an approximately uniform spec-
trum over the bandwidth of interest, except for a narrow band of frequencies
intentionally ‘‘missing’’, as shown in Fig. 1.16a. The output waveforms are ana-
lyzed to determine how much power has leaked into the ‘‘missing’’ band. The NPR
is then calculated from

NPR ¼ 10 log 10
Psig:avg

Pn:avg

� �
ð1:13Þ

where Psig.avg is the average power spectral density outside the missing fre-
quency band and Pn.avg is the average power spectral density inside the missing
band.

The simulated output spectrum of both the signal paths in the first stage is
shown in Fig. 1.16b, c. With a 2Vppd input signal, the signal in the main path is
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highly distorted and results in only 16 dB NPR, while the NPR in the auxiliary
channel is about 75 dB since the input signal of the auxiliary path is attenuated by
a factor of 2.5 before it is sampled by the T/H. The reconstructed signal at the
output of the first stage has a NPR of 68 dB (only linearity is included in this
simulation), shown in Fig. 1.16d. Comparing it with the NPR of an ideal 12b ADC
which is 62.7 dB [39], the distortion power of this ADC is below the noise floor of
a 12b ADC by about 5 dB. The overall NPR of this ADC will be limited mainly by
the thermal noise.

1.6 Conclusions

A parallel sampling technique for ADCs is proposed for converting multi-carrier
signals efficiently by exploiting the statistical properties of these signals. It enables
the ADC to have a large input signal range with a low supply voltage while
relaxing the linearity requirements of the input sampling stage, hence reducing the
power consumption and silicon area for achieving a desired SNR in comparison to
conventional solutions. An 11b switched-capacitor pipeline ADC based on this
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technique was implemented in 65 nm CMOS technology. It has a large input
signal range of 2 V differentially with a 1.2 V supply voltage and achieves an
SNCDR similar to that of a conventional 12b pipeline ADC with good linearity for
converting multi-carrier signals but consuming less than half of its power and area.
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Chapter 2
Design of Power, Dynamic Range,
Bandwidth and Noise Scalable ADCs

B. Bakkaloglu, S. Kiaei, H. Kim and K. Chandrashekar

Abstract The proliferation of portable electronic devices with high data-rate
wireless communication capabilities and the increasing emphasis on energy effi-
ciency is continuously applying pressure on the performance and power con-
sumption of ADCs and other mixed-signal systems. Power scalable designs enable
an ADC core to be reusable under different input and sampling frequency con-
ditions improving system efficiency. The power consumption of pipeline and RD
ADCs scales approximately linearly with sampling rate and roughly quadruples for
every additional bit resolved. Hence, increasing the performance requirements of
an ADC in a system can significantly increase the power consumption to
impractical levels especially in a battery powered environment. The approaches
presented in this chapter focus on design techniques for power scalable and low
power pipeline and bandwidth scalable continuous-time RD ADCs.

2.1 Introduction

The proliferation of portable consumer electronics and the increasing emphasis on
energy efficiency continuously apply pressure on the power and performance of
Analog-to-Digital Converters (ADC) and other mixed signal systems. Most elec-
tronic systems today rely heavily on digital processing to achieve higher integration
and lower static power consumption. In most instances, it is desirable to move from
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analog signal processing to digital signal processing as early as possible in the
system’s signal chain. Typical analog circuitry provides amplification of desired
signals and filtering to improve the input signal dynamic range. The elimination of
analog signal processing circuitry results in signals with poorer dynamic range,
which carry less information, leading to lower data rates unless significant
improvements are made in the resolution and sampling rate (FS) of ADCs, which
serve as the link between the analog and digital domains. Thus, the performance of
ADCs is critical to applications such as Software Defined Radio (SDR), bio-medical
sensors, and wideband wireless communication systems. These applications typi-
cally require pipeline ADCs, which have the capability to efficiently achieve med-
ium to high resolution (8–14 b) at high sampling rates (20–200 MS/s).

The power consumption of pipeline and RD ADCs scales approximately line-
arly with sampling rate and roughly quadruples for every additional bit resolved.1

Hence, increasing the performance requirements of an ADC in a system can
significantly increase the power consumption to impractical levels especially in a
battery powered environment. The research presented in this chapter focuses on
design techniques for power and dynamic range scalable ADCs.

Power scalable designs enable an ADC core to be reusable under different input
and sampling frequency conditions improving system efficiency. Power con-
sumption of an ADC is typically optimized for a specified SNDR requirement at a
given sampling rate and input frequency range. When the input frequency (fin)
range increases, increasing sampling rate to meet Nyquist conditions, the ADC
analog core has to be re-designed for more stringent settling time requirements.
Same approach is required for radio receivers where blocker profile of the receive
channel changes. Scalable and reconfigurable designs aim to reuse the ADC core
over a range of sampling and input frequencies by scaling power consumption.

The first part of this chapter presents a power scalable 12 b pipeline ADC that
enables or disables OTAs connected in parallel to scale the settling response of
Multiplying DAC (MDAC) and Sample/Hold (S/H) amplifiers in order to achieve
constant SNDR performance over a range of sampling rates. The proposed tech-
nique facilitates optimal power consumption over the entire sampling rate range
and reduces design complexity by maintaining constant DC bias conditions in the
scaled analog blocks. The reduced design complexity allows for an earlier optimal
design to be quickly reconfigured for changed specifications without requiring
extensive re-design of the ADC analog core.

The second part of this chapter focuses on the development of an adaptive
blocker-rejection wideband continuous-time sigma-delta ADC (CT RD ADC). An
integrated blocker detector reconfigures the ADC architecture in real time to reject
interference, which improves the selectivity and sensitivity of the receiver without
increasing its dynamic-range requirements. To minimize power consumption, the
ADC uses a built-in high-pass filter that performs blocker-level detection without

1 Cho, T.: Low-power low-voltage analog-to-digital conversion techniques using pipelined
architecures. PhD Thesis, University of California, Berkeley (1995)
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utilizing any additional circuitry. The adaptive operation relaxes baseband channel-
filtering requirements for a WiMAX receiver. The proposed ADC has been inte-
grated in a 130 nm CMOS process occupying a silicon area of 1.5 9 0.9 mm2. The
CT RD ADC achieves 70 dB of DR, 65 dB of peak signal to noise-plus-distortion
ratio (SNDR), and 68 dB of peak signal to noise ratio (SNR) over a 10 MHz signal
bandwidth, consuming 18 mW from a 1.2 V supply. The ADC reconfigures the loop-
filter topology within 50 ls without any transient impact on bit-error rate. In the
blocker-suppression mode, the ADC can withstand 30 dBc blocker at the adjacent
channel, achieving -22 dB error-vector magnitude with a 24 Mbps 16-QAM signal.

2.2 Power Scalable Pipeline ADC Design

Power consumption of a pipeline ADC is typically optimized for a specified SNDR
requirement at a given sampling rate and input frequency range. When the input
frequency (fin) range increases, increasing sampling rate to meet Nyquist condi-
tions, the ADC analog core has to be re-designed for more stringent settling time
requirements. Scalable and reconfigurable designs aim to reuse the ADC core over
a range of sampling and input frequencies by scaling power consumption. The
relationship between the pipeline ADC power, sampling rate and resolution are
discussed in the following sections and common design techniques for power
scalable ADCs is presented.

2.2.1 MDAC Power and Performance

The architecture of a pipeline stage and its transfer function are shown in Fig. 2.1.
For the MDAC to achieve Ni bit accuracy, the output voltage must settle with a
gain error of less than 1/2Ni. The settling characteristic of the SC amplifier at
sample instant k is given by

Vo k½ � ¼ 1þ CS

CF

� �
� 1� e�t=ns
� �

� b
bþ 1=AOL

� �
ð2:1Þ

where n is the number of time constants (s) available for settling, b is the feedback
factor of the amplifier, and AOL is the open-loop DC gain of the OTA. The error in
the first term from capacitor mismatch can be minimized by good layout practices.
The errors in the second and third terms arise from finite settling time and finite
open-loop DC gain of the OTA respectively. The error from finite open-loop DC
gain can be minimized by designing for AOL to be much greater than 2Ni.

The large signal and small signal settling time of the amplifier can be related to
the OTA characteristics as

tls ¼
VFS

SR
ð2:2Þ
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tss ¼ n � s ¼ n

b � GBW
ð2:3Þ

where SR is the slew rate and GBW is the gain bandwidth product of the OTA. The
value of n is determine by the resolution required of the stage as n = Ni•ln(2).
This assumes a single pole frequency response for the OTA for simplicity. The
worst case settling time (ts) required to settle to Ni bit accuracy, which should be
less than approximately one-half clock cycle (*1/2FS), is determined by the slew
rate (SR) and gain-bandwidth product (GBW) of the OTA as2

ts ¼
VFS

SR

� �
þ n

b � GBW

� �
� 1

2 � FS
ð2:4Þ

For a single stage OTA, the SR and GBW are functions of the load capacitance
(CL), and the tail current (It) and transconductance (gm) of the OTA’s input pair.
Substituting these relationships in Eq. 2.4, the following relation between the
sampling rate and OTA power is derived

Fig. 2.1 Schematic of a typical 1.5 b/stage MDAC with transfer function

2 Lotfi, R., Taherzadeh–Sani M., Azizi, M.Y., Shoaei, O.: A low-power design methodology for
high-resolution pipelined analog-to-digital converters. In: Proceedings of ISLPED, pp. 334–339
(2003)
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1
2 � FS

� VFS

It
þ n

b � gm

� �
� CL ð2:5Þ

It can be seen from Eq. 2.5 that given a sampling rate and resolution require-
ment, the OTA current is a critical design parameter. The load capacitance is
determined by thermal noise consideration and is typically fixed parameter during
the design of the MDAC stage OTA. If sampling rate is increased, the OTA current
must also be increased to maintain constant performance. This fact is utilized in
the design and operation of power scalable pipeline ADCs.

The optimal OTA tail current (It,opt) of a pipeline MDAC stage for a given
capacitive load, resolution and sampling rate can be shown to be

It;opt ¼
CL

2

� �
� VFSþ n � Vdsat

2 � b

� �
� FS ð2:6Þ

where Vdsat is the difference between the input pair transistor’s VGS and threshold
voltage (Vth). This equation is derived assuming that a constant Vdsat is maintained.
Equation (2.6) shows that the optimal power of the MDAC stage is approximately
linearly related to the sampling rate. However, if an existing design is to be operated
at a higher sampling rate and the power is increased to maintain performance, the
relationship is no longer linear. While slew rate scales linearly with the tail current,
the gain-bandwidth product of the OTA is proportional to the square-root of the
current. Thus, the MDAC stage power does not scale linearly with sampling rate and
for situations where small signal settling is much larger than large signal settling, the
power is approximately proportional to the square of the sampling rate.

2.2.2 Bias Current Scaling and Switched-Opamp Scaling

Power scalability in pipeline ADCs is typically implemented by scaling the bias
currents of the OTAs as shown in Fig. 2.2.3,4,5,6 Scaling OTA bias currents results
in large variations of the transistors’ DC bias conditions. At the lower end of the
sampling rate range the bias transistors are in moderate or weak inversion. In the
sub-threshold region transistor mismatch increases thereby increasing the OTA

3 Hernes, B. et al.: A 1.2 V 220MS/s 10b pipeline ADC implemented in 0.13/spl mu/m digital
CMOS. In: IEEE International Solid-State Circuits Conference Digital Technology Papers, vol. 1
pp. 256–526 (2004)
4 Andersen, T.N. et al.: A 97mW 110MS/s 12b pipeline ADC implemented in 0.18 mm digital
CMOS. In: Proceedings of European Solid-State Circuits Conference, pp. 247–250 (2004)
5 Gulati, K., Lee, H.-S.: A low-power reconfigurable analog-to-digital converter. IEEE J. Solid-
State Circuits 36(12), 2446–2455 (2001)
6 Ahmed, I., Johns, D.A.: A 50-MS/s (35 mW) to 1-kS/s (15 uW) power scaleable 10-bit
pipelined ADC using rapid power-on opamps and minimal bias current variation. IEEE J. Solid-
State Circuits 40(12), 2446–2455 (2005)
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offset. The transistors are also more susceptible to transient disturbances due to the
exponential dependence of the drain current on the gate voltage. Increasing the
bias currents with sampling rate also increases the overdrive voltage (Vdsat) of the
transistors. This reduces the maximum voltage swing at the OTA inputs and
outputs, and adversely impacts the dynamic range of the ADC during low power
supply operation. Also, in order to maintain a high OTA DC open-loop gain,
transistors must be biased in saturation in order to maintain their high output
resistance. Bias current scaling significantly increases the design complexity since
the OTA operation must be verified not only over temperature and process vari-
ations, but also, over large bias current variations.

In Eq. (2.6) it was shown that the optimal OTA current required for a given
accuracy and load capacitance scales linearly with sampling rate. However, this
assumes that the Vdsat is maintained constant. Since a constant Vdsat cannot be
maintained using bias current scaling, the scaled power consumption exceeds the
optimal power required at a given sampling rate as shown in Fig. 2.3. Thus, bias
current scaling requires that the OTA must be designed for the highest sampling
rate with power scaled down for lower sampling rates. This leaves the design more
susceptible to transistors operating in sub-threshold at lower sampling rates.

Powering off OTAs in the sampling phase, coupled with bias current scaling,
provides appreciable power savings (see footnote 6). The OTAs are powered on
only during the hold phase thereby halving the average power consumption. This
technique is also utilized in switched-opamp ADCs.7,8,9 However, a portion of the
hold phase is required to power on the OTA, which reduces the time available for
output voltage settling. The power-on interval occupies a significant portion of the
hold phase at high sampling rates, requiring an increase in the OTA power to
compensate for the loss of available settling time. The design challenges of a rapid
power-on OTA limit this approach to low sampling rate applications.

The following chapter will present a power scalable pipeline ADC technique
that enables or disables OTAs connected in parallel to scale the settling response
of the MDAC and S/H amplifiers in order to achieve constant SNDR performance
over a range of sampling rates. The proposed technique facilitates optimal power
consumption over the entire sampling rate range and reduces design complexity by
maintaining constant DC bias conditions in the scaled analog blocks. The reduced
design complexity allows for an earlier optimal design to be quickly reconfigured
for changed specifications without requiring extensive re-design of the ADC
analog core.

7 Kim, H-C., Jeong, D-K., Kim, W.: A partially switched-opamp technique for high-speed low-
power pipelined analog-to-digital converters. IEEE Trans. Circuits Syst. I: Regul. Pap. 53(4),
795–801 (2006)
8 Waltari, M. Halonen, K.A.I.: 1-V 9-bit pipelined switched-opamp ADC. IEEE J. Solid-State
Circuits 36(1), 129–134 (2001)
9 Wu, PY., Cheung, V.S-L., Luong, H.C.: A 1-V 100-MS/s 8-bit CMOS switched-opamp
pipelined ADC using loading-free architecture. IEEE J. Solid-State Circuits 42(4), 730–738
(2007)
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2.3 Parallel OTA Scaling Approach

This section presents a design technique for scalable pipeline ADCs that enables or
disables OTAs connected in parallel to scale the settling response of the MDAC
and S/H amplifiers in order to achieve constant SNDR performance over a range of
sampling rates. The proposed technique facilitates linear and optimal power
consumption over the entire sampling rate range and reduces design complexity by
maintaining constant DC bias conditions in the scaled analog blocks. The reduced
design complexity allows for an earlier optimal design to be quickly reconfigured
for changed specifications without requiring extensive re-design of the ADC
analog core. In,10 programmability in Gm-C filters was achieved by switching in
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10 Pavan, S., Tsividis, Y.P., Nagaraj, K.: Widely programmable High-frequency continuous-time
filters in digital CMOS technology. IEEE J. Solid-State Circuits 35(4), 503–511 (2000)
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transconductances (Gm) in parallel. Since amplifiers in switched capacitor stages
are essentially Gm stages driving capacitor loads, a similar switched transcon-
ductance technique can also be used in pipeline ADCs by enabling or disabling
individual OTAs in parallel.

2.3.1 Description of Parallel OTA Scaling

In Eq. (2.4), it can be seen that the settling performance of switched capacitor
amplifiers can be scaled by varying the OTA bias current. Increasing the OTA bias
current increases the current available for slewing and increases the small signal
settling performance by increasing the transconductance of the OTA. The
improvement in settling performance is obtained at the cost of disturbing the DC
bias conditions of OTA transistors. In the proposed parallel OTA scaling tech-
nique, scalable settling performance is obtained by enabling or disabling OTAs
connected in parallel in the S/H and MDAC stages of the pipeline ADC. A scalable
MDAC stage implemented using two OTAs connected in parallel is shown in
Fig. 2.4. Since the OTAs only share the input and output nodes, the DC bias
conditions of the internal nodes of each individual OTA are unperturbed.

2.3.2 Settling Analysis of Parallel OTA Scaling

The output current signal of the identical individual OTAs, each with transcon-
ductance gmi, are summed at the shared output, scaling the effective transcon-
ductance (Gmeq) of the stage as
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iout ¼
Xk

i¼1

iout;i ¼
Xk

i¼1

gmi � vin ð2:7Þ

Gmeq ¼
iout

vin
¼
Xk

i¼1

gmi ¼ k � gmi ð2:8Þ

Thus, Gmeq is an integer multiple of gmi and can be varied in discrete steps by
enabling or disabling parallel OTAs. Since the GBW is proportional to the trans-
conductance, the GBW of the equivalent OTA (GBWeq) is now proportional to the
number of parallel OTAs as

GBWeq ¼
Gmeq

CL
¼ k � gmi

CL
¼ k � GBWi ð2:9Þ

where GBWi is the gain bandwidth product of an individual OTA.
When the input voltage signal is stepped causing the OTAs to slew, each

individual OTA contributes a current It,i to slew the output voltage. Thus, the slew
rate of the equivalent OTA (SReq) also increases linearly with the number of
enabled parallel OTAs as

SReq ¼
Pk

i¼1 It;i

CL
¼ k � It;i

CL
¼ k � SRi ð2:10Þ

where SRi is the slew rate of an individual OTA. Thus, the effect of enabling
parallel OTAs on the settling time response of the switched capacitor amplifier is

ts ¼
1
k
� VFS

It;i
þ Ni � ln 2ð Þ

b � gm

� �
� CL�

1
2 � FS

ð2:11Þ

The effect of parallel OTA scaling on the output settling response is illustrated
in Fig. 2.5. From Eq. (2.11), it can be seen that the settling time response of the
switched capacitor amplifier is now inversely proportional to the number of
enabled parallel OTAs. Thus, the total power of the switched capacitor stage scales
linearly with sampling rate. This linear relationship between power and sampling
rate allows for optimal power consumption to be achieved over the entire sampling
rate range.

The optimal OTA tail current (It,opt) of an MDAC stage at a fixed sampling rate,
expressed by Eq. 3.6, assumes a fixed Vdsat for the input differential pair of the
OTA, determined by matching and input voltage swing considerations. In the
parallel OTA scaling technique, since the DC bias conditions of individual OTAs
are unchanged, a constant Vdsat is maintained over the sampling rate range. Thus, if
the individual OTAs are designed for optimal power consumption at one sampling
rate, the scaled power consumption will track the optimal power consumption over
the sampling rate range.
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2.3.3 Parallel OTA Scaling Design Considerations

When the OTAs are connected in parallel, the effective output resistance is
reduced. Since this decrease is accompanied by an increase in the effective
transconductance, the DC open-loop gain of the OTAs in parallel is equal to open-
loop gain of an individual OTA. This is also a result of the internal DC bias
conditions remaining unchanged.

The previous analysis of the MDAC settling response assumes that the indi-
vidual OTAs exhibit single-pole response. This is approximately true if the non-
dominant pole of the OTA is located at a much higher frequency than the dominant
pole. When two OTAs are connected in parallel the dominant pole frequency
increases by a factor of 2. The non-dominant pole remains unchanged since the
bias conditions of the internal nodes that are responsible for the non-dominant pole
are unchanged. This results in a reduction of the phase margin. The frequency of
the non-dominant pole limits the number of parallel OTAs that can be enabled
before the phase margin is insufficient for stable operation.

The addition of OTAs in parallel also increases the total parasitic capacitance at
the input (Cp). This results in a reduction of the feedback factor, which increases
the settling time response of the MDAC. The load capacitance is also increased by
the parasitic capacitance. The effect on the feedback factor and CL will be mini-
mized if the MDAC capacitors are much larger than the input parasitic capaci-
tances of the OTA.

Fig. 2.5 Illustration of the effect of parallel OTA scaling on the output settling response

38 B. Bakkaloglu et al.



2.3.4 Scalable Pipeline ADC Implementation

The ADC core comprises a S/H stage, ten 1.5 b stages, and a 2 b flash ADC as
shown in Fig. 2.1. The design process targeted a sampling frequency range
between 20 and 40 MS/s. The reference voltages required for the analog to digital
conversion is generated on-chip by a reference amplifier driving a resistor string.
The ADC draws signal dependent current from the reference amplifier, which has
finite settling time, leading to significant degradation of SNDR if the output
impedance increases in the signal bandwidth. In order to minimize power con-
sumption and maintain a low output resistance over the signal bandwidth, a ref-
erence amplifier with low DC output resistance and low bandwidth driving a large
off-chip load capacitor is used. The large load capacitance ensures low output
impedance at frequencies above the bandwidth of the reference amplifier.11

A clock buffer is used to buffer the off-chip clock and the non-overlapping clock
signals are generated on-chip. In order to reduce the power consumption of the
clock circuitry and layout complexity, 3 non-overlapping clock generators, each
driving 4 stages (including S/H and Flash ADC), were used. This reduced the load
capacitance driven by each clock generator and allowed for lower power dissi-
pation in the clock circuitry. The RSD algorithm to correct for comparator offsets
was implemented off-chip allowing for verification of individual stages during
testing. Since comparator offsets as large as one-fourth the single-ended full-scale
voltage are corrected for, dynamic comparators, without preamplifiers, are used in
order to minimize power consumption.12 The schematic of the dynamic compar-
ator is shown in Fig. 2.6. Bootstrapped switches are used in the signal path of the
S/H stage to minimize distortion caused by the dependence of the transistors’ on-
resistance on the gate-to-source and gate-to-drain voltages.

2.3.5 S/H and MDAC Amplifiers

The schematic of the scalable OTA used in the MDAC and S/H stages is shown in
Fig. 2.7. The two individual OTAs are implemented in the folded cascode
topology. Gain-boosting is used only for OTAs in the S/H and first 4 stages in
order to achieve sufficient gain for 12 b resolution. The individual OTAs are each
designed for operation at 20 MS/s and only one OTA is enabled in each stage for
20 MS/s operation.

11 Maulik, P.C. et al.: A 16-Bit 250-kHz delta sigma-modulator and decimation filter. IEEE J.
Solid-State Circuits 35(4), 458–467 (2000)
12 McCarroll, B.J., Sodini, C.G., Lee, H-S.: A high-speed CMOS comparator for use in an ADC.
IEEE J. Solid-State Circuits 23(1), 159–165 (1988)
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The disabling switches, shown in Fig. 2.5, ensure that the unutilized OTA is
turned off and exhibits a high output impedance so as not to affect the operation of
the enabled OTA. A low or comparable output resistance in the disabled state will
adversely impact the DC open-loop gain of the enabled OTA. Since the switches
drive only transistor gates and do not pass any analog signals, low on-resistance is
not required and minimum sized transistors are sufficient. A single switched
capacitor common-mode feedback circuit is sufficient to maintain the output
common-mode since the OTAs’ outputs are shared.

When both parallel OTAs are enabled for operation at 40 MS/s, the GBWeq and
SReq are expected to be doubled. However, due to the non-dominant pole and the
increase in the load capacitance from increased parasitic capacitance at the OTA
input, a slightly lower than expected increase is achieved. The simulated open-
loop frequency of the individual OTA in the first stage is compared to the response
with two OTAs in parallel in Fig. 2.8. It can be seen that enabling an OTA in
parallel increases GBWeq by a factor of 1.97. The effect of reducing the dominant
and non-dominant poles’ separation is largely responsible for the\2 increase. The
increased OTA input parasitic capacitance has a less significant effect since the
sampling capacitors are comparatively larger. The simulated step response of an
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individual OTA is compared to the response of two parallel OTAs in Fig. 2.9. The
slew rate is increased by a factor of 1.996 when the parallel OTA is enabled.
Adequate margin was incorporated in the final OTA design specifications to
account for the effect of the non-dominant pole and process variation.

2.4 Characterization Results for the Power Scalable ADC

The proposed ADC was fabricated in a 1.8 V 0.18 lm CMOS process and occupies a
die area of 1.9 mm2. The die micrograph is shown in Fig. 2.10. For test purposes, two
additional OTAs were added in parallel in the S/H and MDAC stages for a total of
four OTAs in each stage. The differential full-scale voltage of the ADC is 1.2 Vpp. At
FS = 20 MS/s, only one OTA is enabled in each stage and the analog blocks con-
sume 36 mW. When FS is increased to 40 MS/s, a second parallel OTA is enabled in
each stage and the measured analog power consumption increases to approximately
72 mW, which is twice the power consumed at 20 MS/s. Thus, the ADC achieves
linear power scaling with respect to sampling rate. If a continuous range of power
scaling is desired, bias current scaling can be used at each OTA over a ±10 MS/s
range. Since the bias current scaling is utilized only over a limited frequency range,
the resulting DC bias variation is minimized by the parallel OTA technique.

Figure 2.11 shows the measurement results for the SNR and SNDR of the ADC
versus the input signal frequency at 20 and 40 MS/s sampling rates. For each FS, it
can be seen that the SNR and SNDR are fairly constant over the input frequency
within the Nyquist range. The SNR for an input signal of 1 MHz sampled at
20 MS/s is 66.6 dB and the SNDR is 66.2 dB (ENOB = 10.7 b). At a sampling
rate of 40 MS/s, the SNR for a 1 MHz input signal is 62.2 dB and SNDR is 62 dB
(ENOB = 10 b). The reduction of SNR from 20 to 40 MS/s operation is due to the
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Fig. 2.10 Die micrograph of the power scalable ADC
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increased supply and substrate noise from the on-chip digital logic and I/O cir-
cuitry coupling to the analog circuitry. The Figure of Merit (FOM), expressed in
Eq. (2.12), at 20 MS/s is calculated to be 1.1 pJ and at 40 MS/s is calculated to be
1.75 pJ.

FOM ¼ Power

FS � 2ENOB
ð2:12Þ

Since the power scales linearly with the sampling rate, the increase in the FOM
at 40 MS/s operation can be attributed largely to the reduction in the effective
resolution caused by increased switching noise from the digital logic and I/O
circuitry. The measured power versus sampling rate is plotted in Fig. 2.12. The
measured SNR and SNDR at 60 MS/s (3 parallel OTAs enabled) and 80 MS/s
(4 parallel OTAs enabled) are plotted versus input frequency in Fig. 2.13.
A SNDR of 57.4 dB (ENOB = 9.24 b) is obtained at 60 MS/s and the SNDR
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Table 2.1 Measurement
summary for the Scalable
Pipeline ADC

20 MS/s 40 MS/s

Technology 0.18 lm CMOS
Power supply 1.8 V
Resolution 12 b
Full scale input 1.2 Vpp

Area 1.9 mm2

Analog power 36 mW 72 mW
SNR (fin = 1 MHz) 66.6 dB 62.2 dB
SNDR (fin = 1 MHz) 66.2 dB 62 dB
ENOB (fin = 1 MHz) 10.7 b 10 b
DNL, INL ±1 LSB, 1.7/-1.97 LSB
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further reduces to 52.2 dB (ENOB = 8.4 b) at 80 MS/s operation. The additions
of the third and fourth parallel OTAs demonstrate the limitation on the number of
possible parallel OTAs before degradation in settling performance. The individual
OTAs were designed for operation between 20 MS/s and 40 MS/s. The location of
the non-dominant pole was determined accordingly. Enabling more than two
OTAs in parallel reduces the phase margin significantly affecting the settling
performance. The DNL and INL, measured using the code density test for
FS = 20 MS/s and fin = 1 MHz, are plotted in Fig. 2.14. The measurement results
are summarized in Table 2.1.

2.5 Review of Recent RD ADCs with Adaptive Bandwidth
and Interferer Filtering

In the second section of this chapter we will analyze techniques to adjust the loop
filter bandwidth, dynamic range and out of band interferer rejection performance
of continuous time RD ADCs. Highly digital direct-conversion receivers can
reduce system complexity by removing analog automatic-gain control and DC-
offset cancellation loops at the expense of increased DR requirements on the ADC.
However, if the ADC DR specification is too high, the silicon area and power
consumption of the receiver employing this approach will be larger than that of
conventional direct conversion (DC) receivers.13 In order to resolve this issue,
several ADC design techniques have been proposed. In this subsection, these
techniques are described briefly and their advantages and disadvantages are
discussed.

2.5.1 Reconfigurable Discrete-Time Multi-Stage Noise
Shaped RD ADC

During normal operation of the receiver, both the signal power and the interferer
profile can change, and thus stringent channel-select filtering or ADC performance
is not always necessary. A flexible and reconfigurable architecture targetted at the
RF front-end and the ADC would allow for the optimization of power consump-
tion and SNR performance of the receiver depending on operating conditions.
Recently, a reconfigurable discrete-time (DT) multi-stage noise-shaped (MASH)
RD ADC has been proposed for power-adaptive operation under blocker

13 Garrity, D. et al.: A single analog-to-digital converter that converts two separate channels
(I and Q) in a broadband radio receiver. IEEE J. Solid-State Circuits 43(6), 1458–1469 (2008)
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condition.14 Figure 2.15 shows a receiver architecture with the MASH RD ADC. It
has a single-pole low-pass filter, fixed anti-aliasing filter, and coarse variable-gain
amplifier in front of a MASH RD ADC. The system reconfigures the order of the
ADC based on desired channel and interferer levels at the ADC input. The power-
level estimation is performed by a 5-bit flash ADC at the modulator input and
digital-signal processing (DSP). Latency in DSP processing may result in failure to
meet the standard specifications or system instability when a high blocker is
present at the ADC and a VGA control loop is required.

2.5.2 CT RD ADC with Increased Blocker Suppression

CT RD ADCs are widely used for mobile wireless systems because they can
achieve high DR with low power consumption. In addition, thanks to their implicit
anti-aliasing filtering and channel select-filtering performance by an STF, the
requirements for analog baseband filtering or ADC DR can be relaxed.

Figure 2.16 shows commonly used CT RD ADC architectures. To increase
immunity to interferers, a CT RD ADC with a chain of integrator with distributed
feedback (CIFB) architecture can be used since its STF has a faster roll-off in out-
of-channel frequencies in comparison to feed-forward loop architectures. Since
each integrator output has a significant amount of input signal swing, lower
integrator coefficients are necessary to avoid signal clipping and should be
implemented with larger capacitance increasing silicon area. In addition, a reduced
integrator coefficient in the first stage results in increased input-referred thermal
noise and non-linearity caused by the following stages. Therefore, power
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Fig. 2.15 Receiver architecture with a reconfigurable DT MASH RD ADC (see footnote 15)

14 Malla, P. et al.: A 28 mW spectrum-sensing reconfigurable 20 MHz 72 dB-SNR 70 dB-
SNDR DT ADC for 802.11n/WiMAX receivers. In: IEEE ISSCC Digital Technical Papers,
pp. 496–497 (2008)
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consumption of these stages should be increased to reduce their non-ideal
contributions.

For low-power implementation, a chain of feed-forward summation (CIFF)
topology can be used. Since each integrator output contains only a quantization-
error signal, its output swing is relatively small compared to the feedback topol-
ogy. Therefore, large integrator coefficients can be used and noise and distortion
contribution of the second and following stage integrators caused by reduced bias
current can be tolerated. However, since a CIFF architecture exhibits gain peaking
in its STF at high frequencies, this architecture will be overloaded or unstable
when high-power interferers are applied to the modulator input.

To maintain the fast roll-off while reducing power consumption and silicon
area, a CT RD ADC with feed-forward topology can be modified as shown in
Fig. 2.17.15 If the two filters are complementary and they satisfy the following
condition:

HLPFðsÞ � HHPFðsÞ ¼ 1;

the STF can be modified without changing the noise transfer function (NTF),
which is given by

STF sð Þ ¼ HLPF sð Þ LF sð Þ
1þ LF sð Þ ; ð2:13Þ

where LF(s) is the loop filter of the modulator. These additional filters scarcely
increase the total power consumption and area for narrow-band applications.
However, if this ADC were used for wideband and high-speed applications such as
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Fig. 2.16 a Chain of integrator with distributed feedback b chain of integrators with feedforward
summation architecture

15 Philips, K. et al.: A continuous-time RD ADC with increased immunity to interferers. IEEE J.
Solid-State Circuits 39(12), 2170–2178 (2004)
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WiMAX, the required matching of the two filters would be very stringent. This
requirement would increase the complexity of this architecture.

2.5.3 Direct Feedforward Compensation Technique in RD

ADCs

Figure 2.18a shows a conventional single-loop RD ADC architecture. When the
input signal In is stationary, the quantizer output Out is also stationary. Therefore,
the error signal E entering the loop filter has small amplitude. If the input In
changes abruptly, the quantizer output Out is still stationary during the excess loop
delay. Consequently, the error signal E is fed to the loop filter and the modulator
will be overloaded. This scenario frequently occurs in automobile tuner systems,
which experience fading of received signals due to dynamically changing inter-
ferers. To avoid this problem, a direct feed-forward compensation technique in a
RD DC has been proposed, as shown in Fig. 2.18b.16 If a non-delayed feedback
technique is employed, the quantizer output Out is not delayed with respect to the
input In. Therefore, the error signal E can remain of small amplitude. However,
this topology still requires channel-select filters to protect the ADC from overload
when a high interferer is accompanied by the desired channel signal.

2.5.4 Comparing Advantages and Disadvantages
of the Recent RD ADCs

In the previous subsection, recent RD ADC design techniques are briefly reviewed.
The reconfigurable DT MASH RD ADC can optimize power consumption and
SNR performance based on the desired channel signal and blocker-power levels.
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Fig. 2.17 RD ADC with increased interferer immunity (see footnote 15)

16 Yamamoto, T., Kasahara, M., Matsuura, T.: A 63 mW 112/94 dB DR IF bandpass RD
modulator with direct feed-forward compensation and double sampling. IEEE J. Solid-State
Circuits 43(8), 1783–1794 (2008)

48 B. Bakkaloglu et al.



The power-level estimation is performed by a 5-bit flash ADC at the modulator
input with digital-signal processing, and thus latency in DSP processing can result
in either failure to meet the standard specifications or system instability when a
high blocker is present at the ADC. Moreover, this approach requires a VGA
control loop as well as an anti-aliasing filter due to DT implementation.

The second approach, which employs addition filters in the feed-forward and
feedback path, can achieve strong blocker-suppression strength with low power
consumption. However, the required matching condition is very stringent,
increasing the complexity of this architecture, if this ADC is used for wideband
and high-speed applications. In addition, the filter in the feedback path would
increase excess loop delay and thus reduce the stability of the modulator.

The last approach uses a direct feed-forward path to protect the ADC from
overloading and instability when high blockers are applied or input signals change
abruptly. However, this topology requires channel-select filters to protect the ADC
from overload when a high interferer is accompanied by the desired channel
signal.
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2.6 Blocker-Adaptive RD ADC for Mobile WIMAX
Applications

2.6.1 ADC Requirements

Figure 2.19 shows a DC receiver with the proposed SD ADC approach. By
exploiting adaptive blocker rejection performance of the ADC, the receiver can
improve system selectivity without an additional channel select filter and optimize
ADC performance based on the blocker level. This section describes the procedure
of defining DR and linearity requirements of the ADC and the same procedure
presented in Chap. 1 is employed to define the specifications.

Before determining the ADC dynamic range (DR) requirement, the STF of the
modulator should be defined because the DR specification strongly depends on the
filtering performance of the STF. The reconfigurable modulator has two operation
modes: One is normal mode and the other is blocker suppression mode. Details of
the modes will be explained in the next section. The DR requirement is defined
under condition of the worst case in which the desired input signal has the lowest
power level and blockers have the strongest power level. In this condition, the
modulator should be operated in the blocker suppression mode. If the STF has a
second-order LPF characteristic with a corner frequency of 20 MHz, The STF can
theoretically have 6 dB attenuation at the adjacent channel and 12 dB attenuation
at the alternate channel frequency as illustrated in Fig. 2.20.

Figure 2.21 illustrates the link budget analysis to determine the ADC dynamic
range requirements. With a 1.2 V maximum supply for 130 nm CMOS process,
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Fig. 2.19 Direct Conversion (DC) receiver architecture with the proposed adaptive blocker
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the full-scale input voltage (FS) of the ADC is set to 1 Vpk–pk differential. A 6 dB
headroom margin is taken into account to cover DC offsets and transient signal
variations. OFDM modulation used in the WiMAX standard has a typical PAR in
the range of 12–17 dB depending on the number of sub-channels, and the ADC
should account for this value to avoid signal compression or clipping. With a 35-
dB RF front-end gain, GRX provided by the band-select filter, LNA and mixer, the
-70 dBm (-83 dBVrms) desired channel at the antenna input can be amplified up
to -48 dBVrms which is 18 dB below the maximum signal level at the ADC input,
defined as DRres. To meet the bit error rate (BER) specifications, a minimum
10.5 dB SNR is required at the digital demodulator input. Moreover, a 10 dB
additional noise margin is added to avoid ADC noise floor impacting the overall
noise figure of the receiver. Therefore, the ADC noise floor is set at -68.5 dBVrms

while the required ADC DR is 59.5 dB.
To account for gain variability of the RF chain (i.e., high-Q LC loads), the ADC

must be able to cope with the worst case of a higher than expected RF gain. Since
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Fig. 2.20 Illustrated STFs of the normal and blocker suppression modes
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no filtering performance is also assumed for the RF front-end, a 10 dB additional
margin is taken into account in the IIP3 requirement for the ADC. This yields the
ADC IIP3 specification of 7.25 dBm.

2.6.2 Proposed RD ADC Architecture

Figure 22 shows the architecture of the proposed RD ADC, which consists of the
reconfigurable loop filter and blocker detector. When blockers are weak or absent
at the ADC input, the ADC operates in normal mode and switch SW1 is open and
SW2 closed. In this mode the modulator shows a combination of feedforward and
feedback stabilized loops.17 By using the feedforward path ff1, the first integrator’s
output swing can be reduced and thus its integrator coefficient can be increased.
This results in reduction of overall power consumption since non-idealities of the
second and third integrators due to reduced bias currents can be tolerated by the
high coefficient of the first integrator. In addition, this architecture can achieve
good anti-aliasing performance due to the feedback path. However, in the presence
of strong blockers, the gain peaking in the STF at the adjacent channel frequency
would produce a higher noise floor or lead to system instability.

In order to protect the ADC from overloading, the blocker detector reconfigures
architecture by closing SW1, opening SW2 and reducing the first integrator
coefficient a1 by 50 %. The feedback path to the first integrator output removes the
gain peaking, while the reduction of a1 increases blocker suppression strength at
the expense of reduced quantization noise shaping.

fb1

fb1 fb2 fb3

ff1

X Y

g1

DACBlocker 
Detector

FLASH
3.5-bit

SW1

a1
FS
s a2

FS
s a3

FS
s

SW2

Fig. 2.22 Architecture of the proposed RD ADC

17 Muñoz, F., Philips, K., Torralba, A.: A 4.7 mW 89.5 dB DR CT complex ADC with built-in
LPF. In: IEEE ISSCC Digital Technical Papers, pp. 500–501 (2005)
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2.6.3 Loop Filter and Feedback Path Design

In the normal operation mode, the loop filter LFNOR(s) and feedforward filter
FFNOR(s) transfer functions are given by:

LFNORðsÞ ¼
a3 fb2 þ fb3ð ÞFSs2 þ a1a3fb1ff1F2

Ssþ a1a2a3fb1F3
S

s3 þ a2a3g1F2
Ss

;

FFNORðsÞ ¼
a1a3fb1ff1F2

Ssþ a1a2a3fb1F3
S

s3 þ a2a3g1F2
Ss

;

ð2:14Þ

where FS is the sampling frequency. In the blocker suppression mode, the same
transfer functions are calculated as

LFBLK sð Þ ¼ a3fb3FSs2 þ 0:5a1a3fb1ff1 þ a2a3fb2ð ÞF2
Ssþ 0:5a1a2a3fb1F3

S

s3 þ a2a3g1F2
Ss

;

FFBLKðsÞ ¼
0:5 a1a3fb1ff1F2

Ssþ a1a2a3fb1F3
S

� �
s3 þ a2a3g1F2

Ss
ð2:15Þ

The STF can be calculated by FF sð Þ=1þ LF sð Þ and NTF can be calculated by
1=1þ LF sð Þ. Figure 2.23 shows the simulated STF and NTF of the normal and
blocker suppression modes. The signal bandwidth is set to 10 MHz and the
sampling frequency is set to 250 MHz. The normal mode can achieve better
SNDR performance with better noise shaping than the blocker suppression mode
when blockers are weak, but it would show lower SNDR and poor stability under
strong blocker conditions. On the other hand, the blocker suppression mode has an
enhanced blocker suppression performance, with 8 dB attenuation at the adjacent
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channel and 15 dB attenuation at the alternate channel. The drawbacks of this
mode are reduced noise shaping and band-edge droop.

In the normal mode, increasing feedforward coefficient ff1 can also reduce the
gain peaking. However, it increases the -3 dB frequency of the STF and reduces
the system stability because of increased high-frequency gain of the NTF. Thus an
additional feedback path to the first integrator output is necessary.

2.6.4 Behavioral Simulations

Complex mixed-signal circuit design is often time-consuming and accompanies
algorithmic iterative processes. Behavioral modeling and simulations can reduce
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such long design process and give initial specifications of circuit blocks for
transistor level design.

Figure 2.24 shows the simulated output power spectrum density (PSD) of the
ideal model and 67 dB SQNR is achieved. Figure 2.25 shows the simulated his-
tograms of each integrator’s output. From this simulation, a requirement of each
integrator output swing can be estimated. The first stage integrator should have at
least a 0.35 Vpk–pk output swing range to avoid signal clipping and a 0.1 Vpk–pk

swing range is required for the second stage. Finally, the third stage must have a
1 Vpk–pk output swing range.

2.7 Behavioral Simulations with Non-idealities

2.7.1 Finite DC Gain and GBW in an OP-Amp

The finite DC gain and GBW of an op-amp creates an integrator coefficient’s error
and an additional pole which degrades performance of a modulator. To determine
the minimum requirements for both parameters, iterative simulations with
behavioral models can be performed.

The integrator transfer function with a finite DC gain and GBW can be shown as:

Ii sð Þ ¼ kifs

s 1þ 1
A sð Þ

� �
þ 1

A sð Þ
Pn
l¼1

klfs

¼ 1
1þ s

kifs

� A sð Þ
1þ A sð Þb sð Þ ; ð2:16Þ

where b(s) is given by

b sð Þ ¼
s

kifs
þ 1

A sð Þ

P
i

kl;l 6¼i

ki

1þ s
kifs

ð2:17Þ

Therefore the integrator with the finite gain and bandwidth can be modeled as
shown in Fig. 2.26.

Figure 2.27 shows the simulated SQNR of the ADC with various open-loop DC
gains and GBWs of the amplifier for each operation mode. With an ideal amplifier,
the modulator has about 74 dB and 67 dB SQNR for the normal and blocker
suppression mode, respectively. The SQNR starts decreasing, when the gain
becomes lower than 40 dB and the GBW becomes lower than 1 GHz. Thus, the
amplifier should have at least a 40 dB open-loop DC gain and 1 GHz GBW.
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2.7.2 OP-Amp’s Finite DC Gain for Blocker Detection

In an active-RC integrator with finite GBW OTAs, virtual ground at the OTA
inputs degrades with the inverse of the amplifier AC response, providing a cost
effective HPF performance to detect blockers.18 Figure 2.28a shows a simple first-
order CT RD ADC. With a linear quantizer model, the signal path shows LPF
characteristic while a HPF characteristic results at the virtual ground node VX due
to a finite GBW of the OTA. The resulted HPF and STF equations are given by

HPF sð Þ ¼ VX sð Þ
VIN sð Þ �

x1 sþ xcð Þ
s2 þ xcADCsþ x1xcADC

-Vin1

Vout

R1
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+

A(s)
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1
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k f
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l,l 1
l
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+
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1+
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Fig. 2.26 a n-input active-
RC integrator schematic and
b its behavioral model

18 Yoshizawa, A., Tsividis, Y.: A channel-select filter with agile blocker detection and adaptive
power dissipation. IEEE J. Solid-State Circuits 42(5), 1090–1099 (2007)

56 B. Bakkaloglu et al.



STF sð Þ ¼ VOUT sð Þ
VIN sð Þ �

x1xcADC

s2 þ xcADCsþ x1xcADC

where ADC and xc are the open-loop DC gain and -3 dB frequency of the op-amp,
respectively and x1 ¼ 1=R1C1 Fig. 2.28b shows the calculated STF and HPF
when ADC = 75 dB, xc=100 kHz, R1 = 1.5 kX, and C1 = 4 pF.

If the second and third integrators are assumed as ideal, the HPF characteristic
of the proposed RD ADC in normal mode can be expressed as:
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HPF sð Þ ¼ 1þ H2 sð Þ
H1 sð ÞA1 sð Þ þs C1R1 1þ A1 Sð Þ½ � 1þ H2 sð Þ½ � þ 2H2 sð Þ þ 2

ð2:18Þ

where A1(s) is the open-loop transfer function of the first op-amp. H1(s) is the
transfer function from the first integrator output to the quantizer input in Fig. 2.22.
H2(s) is the loop filter transfer function when the feedback path fb1 is set to zero.

The transfer functions are given by:

H1 sð Þ ¼ a3ff1FsSþ a2a3F2
s

s2 þ a2a3g1F2
s

;

H2 sð Þ ¼ a3 fb2 þ fb3ð ÞFs
s

s2 þ a2a3g1F2
s

ð2:19Þ

Figure 2.29 shows the HPF of the proposed RD ADC with various open-loop
DC gains of the first stage op-amp when the amplifier has 1 GHz of GBW. The
HPF has the corner frequency at 20 MHz and the gain peaking at adjacent channel
frequency. For SQNR performance, 40 dB of DC gain is enough but in order to
detect interferers at adjacent and alternate channel frequencies of WiMAX stan-
dard while suppressing the desired channel signals, additional DC gain is neces-
sary. Thus, 60 dB of DC gain is set for the specification. This additional gain
would also reduce the input referred thermal noise and non-linearity contributions
from the second and third stage integrator and the quantizer.

2.7.3 Device Noise

In most of state-of-the-art ADCs, achievable DR is usually limited by device noise.
Consequently, effort to reduce the device should be accompanied during design
process with minimum power consumption. In CT DR ADCs, the input referred
device noise primarily originates from the first stage integrator and feedback DAC.
In order to achieve a 60 dB DR over a 10 MHz bandwidth with the 1 Vpk–pk
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differential FS range, the input referred noise density should be lower than
56 nV=

ffiffiffiffiffiffi
Hz
p

. In reality the thermal noise will add to the quantization noise floor
due to op-amp’s finite DC gain and GBW.19 Consequently, the ADC behavioral
model must be simulated with equivalent device noise sources, to obtain a more
accurate estimation of the DR. Figure 2.30 shows the simulated power spectrum
density (PSD) of the modulator operating in the blocker suppression mode with
60 dB DC gain and 1 GHz GBW of the op-amps, and 56 nV=

ffiffiffiffiffiffi
Hz
p

device input
referred noise. The modulator can achieve 65 dB SNDR which is 5 dB greater
than the DR requirement.
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19 Park, M.: A fourth-order continuous-time RD ADC with VCO-based integrator and quantizer.
Ph.D. dissertation, Massachusetts Institute Technology, Cambridge (2009)
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2.7.4 Integrator Output Swing

In active-RC integrators, nonlinearity is usually determined by integrators’ output
swing range. Thus, loop filter architecture should be properly determined or
integrators should have an enough output swing range. To specify the required
output swing range, behavioral simulations can be performed. Figure 2.31 shows
the histograms of the integrators’ output of the proposed RD ADC. The first and
second stage integrator should have at least 0.35 Vpk–pk output swing range to
avoid signal clipping. The third stage must have 1 Vpk–pk output swing range. The
requirement of the second and third stage can be reduced because nonlinearities
caused by these stages would be reduced by the first stage integrator. Here, all
signal swing range is differential.

2.7.5 DAC Mismatch

In a multi-bit RD modulator, a modulator’s nonlinearity originates from mis-
matches in the first stage feedback DAC. To estimate system performance versus
the DAC mismatch, the unit current of the multi-bit DAC iDAC, can be modeled as:

iDAC ¼ inom þ ierror ð2:20Þ

where inom is the nominal value of the unit current and ierror represents the mis-
match between unit current elements, which is a Gaussian distributed random
number. SNDR performance of the proposed modulator with DAC mismatch can
be investigated by using the above model and Fig. 2.32 shows the behavioral
simulation result with different standard deviations of the error when the modu-
lator is operating in the blocker suppression mode. To meet the 60 dB DR
requirement, the standard deviation should be lower than 0.4 %. This condition
can be easily satisfied by employing a self-current calibration technique.20

2.7.6 Clock Jitter

Unlike DT RD modulators, CT counterparts are very sensitive to sampling clock
uncertainties, called clock jitter. Clock jitter adds random noise to a loop filter of
the modulator and increases noise floor. Additive error sequence due to the clock
jitter can be expressed as21

20 Groeneveld, D.W.J. et al.: A self-calibration technique for monolithic high resolution D/A
converters. IEEE J. Solid-State Circuits 24(6), 1517–1522 (1989)
21 Hernandez, L. et al.: Modeling and optimization of low pass continuous-time sigma-delta
modulators for clock jitter noise reduction. ISCAS, pp. 1072–1075 (2004)
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ej n½ � ¼ y n½ � � y n� 1½ �ð ÞDTs n½ �
Ts

; ð2:21Þ

where TS is a clock period and DTS represents clock uncertainty. From Eq. (2.21), a
CT RD modulator with clock jitter can be modeled as shown in Fig. 2.33. The
modulator is simulated with different amount of clock jitter and the result is shown
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in Fig. 2.34. To achieve 66 dB DR, the RMS clock jitter should be less than 0.4 %
respect to TS (16 ps). The ADC is also simulated with non-idealities defined
previously and the simulated PSD of the ADC output is shown in Fig. 2.35. With
all non-idealities defined in this chapter, the modulator can achieve 64 dB DR.

2.7.7 Simulations with a 24 Mbps 16-QAM Signal

To investigate feasibility of the blocker-adaptive RD ADC for WiMAX applica-
tions, the modulator needs to be tested with a modulated input signal specified in
the standard. Figure 2.36 shows the test setup for this behavioral simulation.
A 24 Mbps 16-QAM signal with OFDM is generated by using MATLAB Com-
munications toolbox and the desired channel and interferer powers are set as
specified by the standard. Also the RF front-end gain, GRX, is placed between the
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ADC and the WiMAX signal generator. Furthermore, all the previously defined
non-idealities are accounted for in the ADC model.

Figure 2.37 shows the PSDs at the antenna and ADC inputs and ADC output for
the normal mode and blocker suppression mode. With 35 dB RF front-end gain, the
ADC faces strong interferers which are -37 dBVrms and -18 dBVrms at the adjacent
channel and alternate channel, respectively. In the normal mode, the 5 dB gain
peaking in the adjacent and alternate channel leads to ADC instability. On the other
hand, with 8 dB and 15 dB attenuation at those frequencies the ADC remains
functional with good performance in the blocker suppression mode. As discussed
above, to account for non-idealities of the proposed modulator such as finite DC gain
and GBW of op-amps, DAC nonlinearities, integrators’ output swing, clock jitter,
and device noise, several behavioral modeling methods are introduced. Also, with
iterative behavioral simulations, the circuit parameters are determined and they are
summarized in Table 2.2. Corresponding ADC parameters are summarized in
Table 2.3.

2.8 Implementation of the Blocker Adaptive RD ADC

Figure 2.38 shows the schematic of the proposed adaptive blocker rejection RD
ADC. It can be divided into four blocks: the 3rd-order reconfigurable loop filter,
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Table 2.2 Summary of
specifications of the proposed
ADC

Process 130 nm digital CMOS process

VDD 1.2 V
FS 1 Vpk–pk differential
DR 60 dB
IIP3 7.25 dBm
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quantizer, feedback path DACs, and blocker detector. For high linearity, active-RC
integrators are used to implement to the loop filter. A 13-level flash ADC is used
for quantizer to improve system stability and DR. For high-speed operation
(250 MHz), current steering DACs are employed. Excess loop delay caused by the
quantizer and DACs is compensated by the digital differentiator in the feedback
path, to avoid an additional summing amplifier or a return-to-zero DAC, which
would require extra power.22 DAC2 is re-used for both operating modes, thus no
extra die area is required to implement the adaptive architecture.

2.8.1 Loop Filter Design

The 3rd-order reconfigurable loop filter is designed with active-RC integrators due
to their high linearity and well-defined common mode voltage. The reconfigura-
bility can be performed by closing or opening switches SW1 s and SW2 s. The
main drawback of the active-RC integrators is RC time constant variation which is
up to ±40 %.23,24 To compensate for these variations, manually controlled binary-
weighted tunable capacitor arrays are employed as shown in Fig. 2.39. For the 1st
and 2nd stage integrator, the main capacitor, CMAIN, is set to 2.6 and a 0.2 pF of

Table 2.3 Summary of specifications of the proposed ADC and circuit building blocks

Process 130 nm digital CMOS process

ADC specifications
VDD 1.2 V
FS 1 Vpk–pk differential
DR 60 dB
IIP3 7.25 dBm

Circuits’ specifications
Op-amp DC gain 60 dB
Op-amp GBW 1 GHz
1st/2nd/3rd stage integrator output swing (differential) 0.35/0.35/1 Vpk–pk

Device input referred noise 56 nV/
ffiffiffiffiffiffi
Hz
p

DAC mismatch 0.4 % (standard deviation)
Clock Jitter 16 ps

22 Mitteregger, G. et al.: A 20-mW 640-MHz CMOS continuous-time ADC with 20-MHz signal
bandwidth, 80-dB dynamic range and 12-bit ENOB. IEEE J. Solid-State Circuits 41(12),
2641–2649 (2006)
23 Kappes, M.S., Jensen, H., Gloerstad, T.: A versatile 1.75 mW CMOS continuous-time delta-
sigma ADC with 75 dB dynamic range for wireless applications. In: Proceedings European Solid
State Circuits Conference pp. 279–282 (2002)
24 Giandomenico, A.D. et al.: A 15 MHz bandwidth sigma-delta ADC with 11 bits of resolution
in 0.13 m CMOS. In: Proceedings European Solid State Circuits Conference, pp. 233–236 (2003)
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the least significant bit (LSB) capacitor, CLSB, is employed. This configuration
gives a tuning range of from 2.6 to 5.6 pF with 5 % accuracy.

Figure 2.39a shows the schematic of the OTA used for the first active-RC
integrator which sets the performance of the overall modulator. Since the required
differential output swing range is just 0.35 Vpk–pk, a power efficient telescopic
cascode amplifier with gain boosting can be used.25 The gain-boosting amplifiers
are single-ended cascade common source amplifiers while the OTA’s tail current
source is biased in triode region to increase the output voltage swing.

Figure 2.41 shows the simulated open-loop frequency response of the first stage
OTA. The OTA has 75 dB of open-loop DC gain and 1-GHz GBW with 4 pF load
capacitance while consuming 3 mA quiescent current and achieves 70� phase
margin. Although a low output impedance output stage is preferred to drive
resistive loads, with a 40 kX load, the OTA gain is reduced by only 10 dB (red
dashed line in Fig. 2.41), and thus the output stage was not adopted to save power.
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25 Christen, T., Burger, T., Huang, Q.: A 0.13 m CMOS EDGE/UMTS/WLAN tri-mode ADC
with -92 dB THD. In: IEEE ISSCC Digital Technical Papers, pp. 240–241 (2007)
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Once blockers, as specified, are detected, the ADC operates in the blocker
suppression mode and the blockers would be suppressed. Thus, the feedback path
would carry attenuated blockers, and the OTA input nodes of the first active-RC
integrator can maintain a good virtual ground. Overall ADC loop-gain would help
stabilize the first integrator virtual ground. Consequently, an additional linearity
requirement is unnecessary for the input transistors in the OTA.

The schematic of the OTAs used in the remaining loop filter is shown in
Fig. 2.40b. Because noise and distortion contributions of the second and third
stages are reduced by the preceding gain stage, the gain boosting amplifiers are
removed and the bias currents are scaled down by a factor of 2.
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2.8.2 Quantizer

For the Quantizer, the 13-level flash ADC is employed and its schematic is shown
in Fig. 2.42. For reference generation, a resistor ladder is used and fully differ-
ential comparators are employed. The D flip-flop block is placed after the com-
parator to fix the large excess loop delay and this delay is compensated for by
digital differentiator technique.

For comparators, a latched comparator with a preamplifier is designed and its
schematic is shown in Fig. 2.43.26 The preamplifier is added to reduce metasta-
bility and kick-back noise. Since the quantizer is the least critical block, the
comparators are designed for low-power consumption.

Fifty Monte-Carlo simulations are performed to estimate input referred offset
voltage of the comparator. Figure 2.44 shows the histograms of the input referred
offset voltage. The mean value of the offset is 20 mV and the standard deviation is
10 mV. Since the LSB of the quantizer is about 83 mV, the offset voltage is well
below a third of the LSB. Moreover, it is attenuated by the gain of the loop filter
when it is referred to the ADC input and thus the ADC performance would not be
degraded by the quantizer offset voltage.
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Fig. 2.43 Schematic of the comparator

26 Razavi, B.: Principles of Data Conversion Systems Design. IEEE Press, Piscataway (1995)
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2.8.3 Feedback DAC

Figure 2.45a shows the schematic of a conventional current steering DAC unit
cell. There are several critical design issues associated with feedback DAC design;
nonlinear output impedance, glitch energy caused by clock feedthrough due to
parasitic capacitor Cgd and voltage fluctuations at the source node of the switch
transistors M1 and M2, resulting from charging and discharging the parasitic
capacitor Cp. The first stage DAC should minimize these problems, since all of
these non-idealities translate to the output without any noise shaping.
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Figure 2.46 shows a reduced-swing and high-crossover DAC driver. It can
reduce glitch energy by guaranteeing either one of the DAC switches closed and
minimize clock feedthrough effects with reduced swing.27 In addition, it can
increase the output impedance by operating M1 and M2 in the saturation region,
reducing nonlinearity of the output impedance.

The switching current ISW generated by clock feedthrough is given by:

ISW ¼
dQcgd

dt
¼ Cgd

dv

dt
; ð5:1Þ

where dV and dt are the amplitude and transition time of the switch control signals,
Dp and Dm. In high-speed applications, the clock feedthrough effects would be
more prominent and degrade SNDR performance. To further reduce clock feed-
through effects, the current steering DAC unit cell employs two additional cross-
coupled transistors, M3 and M4, as shown in Fig. 2.45b. If M3 and M4 have the
same size of M1 and M2, the switching currents through the Cgd of M3 and M4

cancel the current injection of the main transistor pair, further minimizing spikes.
Figure 2.47 shows the block diagram configuration of the current steering DAC

chain. It consists of a retiming flip-flop to synchronize with other DAC cells, a
reduced-swing high-crossover driver stage, and the proposed current steering DAC
cell. Figure 2.48 shows the transistor-level simulation of the unit current DAC cell
with this configuration.
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27 Wu, T.-Y. et al.: A low glitch 10-bit 75-MHz CMOS video D/A converter. IEEE J. Solid-State
Circuits 30, 68–72 (1995)
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2.8.4 Self-Calibration Technique

Unit cell mismatches in multi-bit DACs limit the overall ADC linearity. In order to
maintain system linearity, the first DAC should have at least 11-bit linearity even
though a 3.5-bit DAC is used. To improve the linearity, data weighted averaging
(DWA) or self-current calibration techniques can be used. 28,29 In this design, the
self-current calibration technique is employed instead of DWA because it does not
add further excess loop delay. Figure 2.49 shows the schematic of the self-current
calibration technique where the two cross-coupled transistors are not shown for
simplicity. 95–97 % of the reference current IREF is assigned to the coarse current
source M1, ICOARSE. During the calibration phase, M4 and M5 are open and M6 and
M7 are closed so that the fine current source M2 can compensate the difference
between IREF and ICOARSE. M8 and M9 are added to reduce charge injection caused
by M7. The parasitic capacitance Cgs of M2 holds its bias voltage until the next
calibration phase, and this current cell can generate the calibrated current IREF
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28 Li, Z., Fiez, T.S.: A 14 bit continuous-time delta-sigma A/D modulator with 2.5 MHz signal
bandwidth. IEEE J. Solid-State Circuits 42(9), 1873–1883 (2007)
29 Geerts, Y., Steyaert, M., Sansen, W.: Design of Multi-Bit Delta-Sigma A/D Converters.
Kluwer Academic, Norwell (2002)
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during the normal operation phase. 1 ls is assigned to calibrate each unit current
cell, and a total of 13 unit current cells are used for the first stage DAC. This
rotational calibration is performed continuously at every 13 ls.

To estimate performance of the self-current calibration current steering DAC,
the DAC which has 10 % of the unit current is driven by ideal ADC output and
Fig. 2.50 shows the test setup. Figure 2.51 shows the simulated output PSD of the
DAC when the self-current calibration is on and off. When the self-current cali-
bration is off, the DAC has 30 dB of HD3 but when it is on, linearity of the DAC is
improved significantly and the HD3 is not visible.
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Blocker Detector
A typical blocker detector employs a high-pass filter (HPF) followed by an

amplitude detector. In this design, virtual ground at the first active-RC integrator’s
inputs is exploited to obtain a HPF characteristic.18 Therefore power consumption
and silicon area can be saved. To increase accuracy of blocker detection, low-noise
pre-amplifier is added in front of the amplitude detector which is implemented by
an NMOS-based rectifier. The detector output is compared with the hysteresis
comparator and its output controls operation mode of the modulator.

Figure 2.52 shows the schematic of the blocker detector. It consists of a low-
noise amplifier, peak detector and hysteretic comparator. A low-noise amplifier is
added before the peak detector to increase detector accuracy. An NMOS rectifier
and capacitor CH achieves blocker peak detection. An important point to make is
that quantization noise and tonal content at the quantizer output also undergoes the
high-pass characteristic at the virtual ground nodes of the first integrator. There-
fore, the hysteretic characteristic in level detection is required to avoid erroneous
toggling of the comparator output due to quantization noise. The hysteresis level
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and the accuracy of the blocker level detection are obtained through on transistor
level simulations. When a -40 dBFS input signal is applied with a 20 dBc
adjacent channel blocker, the ADC in the normal mode has lower SNDR than the
blocker suppression mode. At this point, the peak detector generates VPEAK of
700 mV, and this value is set as the threshold (VREF) for changing between ADC
modes. A ± 1 dB change in blocker power around its nominal value causes
±5 mV change in the peak detector output, setting the overall accuracy. A hys-
teresis level of 20 mV is determined to avoid false triggers due to quantization
noise and tonal content. For testing purposes the hysteresis points are analog
programmable through control voltage VCONT.

A DC offset or low-frequency input signal could generate tonal content at high
frequencies, and these tones can also cause erroneous toggling of the comparator
output. From behavioral simulations, the worst case DC related tonal content is
measured to be around -25 dBFS, which generates 600 mV VPEAK. Since the
hysteresis level is set at 700 mV, the worst case tonal content is safely below the
trip threshold of the comparator.

2.8.5 Floor Plan and Layout

A floor plan and layout of the ADC must be carefully considered because per-
formance of the ADC is strongly depends on routing of critical signal paths, noise
coupling from digital sections to analog sections, and etc. Figure 2.16 shows the
floor plan of the proposed ADC. The analog sections including the loop filter, the
feedback DACs, and the blocker detector are separated from the digital sections
consisting of the quantizer, the clock generator, the digital signal path for DAC
control. For further isolation between the analog and digital sections, both sections
are enclosed by double guard rings. Also power supply and ground for the analog
sections are separated from ones for the digital sections to protect the sensitive

Fig. 2.53 Chip micrograph
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analog building blocks from high speed switching current noise caused by the
digital circuits. The proposed RD ADC is designed using 1.2 V 130 nm CMOS
process which has 8 metal levels and MIM capacitors. The active occupies
1.5 9 0.9 mm2 silicon area, as shown Fig. 2.53.

2.9 Measurement

2.9.1 Test Setup

Figure 2.54 shows the test setup used to evaluate the prototype ADC. A test input
signal is generated by the arbitrary waveform generator (Agilent N8241A AWG)
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Fig. 2.54 Test setup for evaluation of the prototype ADC
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and it passes through the LC 5th-order BPF to suppress its harmonics. Then, the
filter output signal is applied to the balun (ADT 1-6T+) for single to differential
conversion. The differential input signal is fed to the prototype ADC, clocked by a
250 MHz pulse which is generated by clock generator (Agilent E4432B Series
Signal Generator). The ADC’s output is captured by the logic analyzer (Agilent
16802A Logic analyzer) and the captured data is downloaded to PC for post-
processing.

2.9.2 Single-Tone Test

The proposed RD ADC is fabricated on a 1.2 V 130 nm CMOS technology, which
features 8 metal levels and MIM capacitors. The die occupies a 1.5 9 0.9 mm2

silicon area, as shown in Fig. 2.55.
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Figure 2.56 shows the measured output PSD for an input signal -4 dB below
full scale at 1 MHz for both operating modes. Figure 2.57 shows the measured
SNR and SNDR versus the normalized input signal amplitude for both modes.
Over a 10 MHz signal bandwidth, the ADC achieves 68 dB peak SNR, 65 dB
peak SNDR, and 71 dB DR in the normal mode with 18 mW power consumption
while the blocker suppression mode obtains 63 dB peak SNR, 60 dB peak SNDR,
and 66 dB DR, consuming the same power. In Fig. 2.56, the raised noise around
the band-edge smears the notch because the loop is close to instability as the
second and third integrators get closer to saturation.

2.9.3 ADC Test under Blocking Conditions

2.9.3.1 Single-Tone Test with Blockers

Figure 2.58 shows SNDR performance at different blocker levels at 25 MHz offset.
The amplitude of the desired channel signal is set to -40 dBFS (&-48 dBVrms) at
1 MHz because it represents the minimum input signal level amplified by 35 dB RF
front-end gain. When the blocker to signal amplitude ratio is less than 20 dB, the
normal mode operation has better performance than the blocker suppression mode.
However, the normal mode starts decreasing SNDR performance when the blocker is
greater than 20 dBc while the blocker suppression mode keeps its SDNR perfor-
mance around 26 dB. With reconfigurable operation between the two modes, at least
26 dB SNDR performance is guaranteed even with the 30 dBc blocker applied at the
adjacent channel.
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2.10 Transient Measurement Under Blocking Condition

Figure 2.59 shows the measured output transient after a 25 MHz interferer appears
at the ADC input during normal reception. The ADC can reconfigure to the
blocker suppression mode in 51 ls. For the WiMAX standard, the symbol duration
is 102.9 ls and the frame duration is 5 ms (48 symbols) for a 10 MHz bandwidth
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modulation mode.30 Since the reconfiguration time is 51 ls, only 1 % of a frame
would be affected as a worst case. Furthermore, as long as the blocker does not
appear during the preamble and frame-map-symbols, the error correction code will
fix a corrupted data bit. Because the probability of interferers appearing specifi-
cally during the preamble period is about 2 %, the reconfiguration time would
have minor effects in data reception. Moreover, because of the availability of inter-
fame gap of the WiMAX standard, the ADC mode can be initialized with the
blocker suppression mode in this gap, and then switched to the normal mode if the
jammer is not present before the frame starts. This ensures that the preamble is
received without an SNR impact.
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Table 2.4 Summary between the normal and blocker suppression modes

Normal mode Blocker suppression mode

DR (dB) 71 66
Composite triple beat (dBc) 17 N/A
SNDR (dB) Weak blockers (\10 dBc) 34 27

Strong blockers (30 dBc) -6 (Unstable) 26
EVM (dB) Weak blockers (\10 dBc) -39 -33

Strong blockers (30 dBc) N/A -22
Power consumption (mW)
Integrators
DACs
Blocker detector
Digital blocks

18
7
3
1
7

30 Mobile WiMAX: Part I: A technical overview and performance evaluation. WiMAX Forum
(2006)
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2.10.1 EVM Test with a 24 MBPS 16-QAM Signal

Figures 2.60 and 2.61 show the measured EVM performance and constellations in
the presence of the adjacent channel interferer. Both of the desired channel signal
and interferer are generated from 24 Mbps 16-QAM signal and the channel power
is set to -40 dBFS. When the blocker-to-signal amplitude ratio is below 10 dB,
the ADC achieves -39 dB EVM in the normal mode against -33 dB EVM in the
blocker suppression mode. However, in the blocker suppression mode, the ADC
can tolerate a 30 dBc blocker with -22 dB EVM, fulfilling the system
requirements.

The performances of the two modes are summarized in Table 2.4. The overall
performances are little bit lower than transistor-level full-chip simulation results
due to imperfect ground plane and also noise coupling on the printed circuit board.

2.11 Conclusions

In this chapter, sampling rate, dynamic range, and bandwidth adaptation tech-
niques for pipelined and continuous-time RDM ADCs have been introduced. The
first part of this chapter presents a power scalable 12 b pipeline ADC that enables
or disables OTAs connected in parallel to scale the settling response of Multi-
plying DAC (MDAC) and Sample/Hold (S/H) amplifiers in order to achieve
constant SNDR performance over a range of sampling rates. The proposed tech-
nique facilitates optimal power consumption over the entire sampling rate range
and reduces design complexity by maintaining constant DC bias conditions in the
scaled analog blocks. The reduced design complexity allows for an earlier optimal
design to be quickly reconfigured for changed specifications without requiring
extensive re-design of the ADC analog core. In the second section an adaptive-
blocker-rejection CT RD ADC for mobile WiMAX receivers, implemented on a
130 nm digital CMOS process, is demonstrated. A key contribution of this
research is that it develops a new ADC architecture that can adaptively suppress
interferers based on their power level at the ADC input. This topology can reduce
the design requirements of analog-baseband filters and VGAs without increasing
ADC DR, a challenging task in state-of-the-art deep-submicron technologies.
Another contribution is the design of an analog domain blocker-detection circuit
with negligible power consumption and die area overhead. The proposed blocker
detector can ensure agile estimation of interferers’ level and control the recon-
figurable loop filter without significant latency. This guarantees stable operation of
the modulator even with sudden high blockers applied. To validate this theory, the
prototype ADC is tested with various blocking conditions. First, the ADC achieves
65 dB SNDR and 71 dB DR over a 10 MHz signal bandwidth with 250 MHz
sampling frequency and 18 mW power consumption. With the integrated blocker
detector, the measurement results show that reconfigurable operation can be
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obtained to optimize the system performance based on the blocker level at the
ADC input. In the normal mode, the modulator is optimized for highest quanti-
zation noise suppression, while the blocker-suppression mode is designed to
minimize the blocker interference. In the blocker-rejection mode, the ADC can
achieve 8 dB and 15 dB blocker attenuation at the adjacent and alternate fre-
quencies, which is almost equivalent to a third-order LPF. This argument proves
that the enhanced blocker-rejection performance can improve system selectivity
and stability without a base-band channel-select filter, simplifying the receiver’s
architecture. The ADC can tolerate a 30 dBc blocker at 25 MHz offset with a
-40 dBFS desired channel signal, achieving -22 dB EVM. Further, the measured
transient behavior shows that the modulator can change its operation mode within
51 s under blocking condition, which is much shorter than the frame duration of
the WiMAX standard.
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Chapter 3
Current and Emerging Trends
in the Design of Digital-to-Analog
Converters

Sidharth Balasubramanian, Vipul J. Patel and Waleed Khalil

3.1 Introduction

The advent of digital computing, coupled with the continued scaling of CMOS
devices, has led to the rapid growth in theory and applications of digital signal
processing (DSP). In order to leverage the available increase in speed, complexity,
and integration, high-performance analog-to-digital converters (ADCs) and digi-
tal-to-analog converters (DACs) are needed to ensure the highest signal fidelity
when moving between the analog and digital domains. Traditionally, high-speed
ADCs have attracted more attention in the research and scientific community than
their DAC counterparts, mainly due to the inherent shift towards receivers in the
study and analysis of radio systems [1].

This chapter aims to describe some of the design challenges and emerging
trends for high-speed and high-resolution digital-to-analog converters. Section 3.1
presents an overview of the digital-to-analog conversion process. Section 3.2
delves into DAC characterization by outlining different sources of error and
metrics used to quantify the DAC performance. A summary of DAC topologies
and circuit limitations in the context of current-steering (CS) DACs is provided in
Sects. 3.3 and 3.4, respectively. Section 3.5 details four major considerations in
the design space of CS DACs. Realizing that the segmented architecture is the de
facto standard in high-resolution DACs, a supplemental approach to segmentation
is presented in Sect. 3.6. An in-depth survey of current and emerging architectural
trends in high-performance DACs is discussed in Sect. 3.7. Finally, Sect. 3.8
concludes with a summary and a brief discussion on future directions.
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Figure 3.1 illustrates a conventional transmitter block diagram where the DAC
is shown as the fundamental building block for waveform synthesis. Preceding the
DAC, a digital baseband processor is used to generate N digital bits
(bN�1ðtÞ; bN�2ðtÞ; . . .; b0ðtÞ) that represent the waveform to be synthesized. The
DAC and reconstruction filter then translate the digital input codes to an analog
waveform, xAðtÞ. Following the filter, xAðtÞ is upconverted to the desired RF band
and amplified as represented by xRFðtÞ.

The digital to analog translation process involves weighting and summing of
voltages, charges, or currents derived from the input digital codes. A representa-
tive analog value, typically in the voltage domain, is then produced, where the full
scale voltage (VFS) is defined as the difference between the maximum and mini-
mum voltage levels. Note that for current-steering DACs, the output current is
converted to a voltage using a resistive load. The simplified representation of an N-
bit DAC can be described as having N binary input bits defined by the following
vector:

B̂ ¼ bN�1; bN�2; bN�3; . . .; b1; b0f g ð3:1Þ

where bi 2 0; 1f g, bN�1 is the most significant bit (MSB), and b0 is the least
significant bit (LSB). The binary vector, B̂, is converted to a corresponding dec-
imal value, D:

D ¼
XN�1

i¼ 0

2ibi ð3:2Þ

This weighted decimal value is then multiplied by a gain factor, such as VLSB

(where VLSB ¼ VFS=2N) for voltage-or charge-based DACs and ILSB (where
ILSB ¼ IFS=2N) for current-steering DACs, to yield the final analog voltage (or
current):

VOUT Dð Þ ¼ D � VLSB ð3:3Þ

IOUT Dð Þ ¼ D � ILSB ð3:4Þ

The high-level architecture of a digital-to-analog converter can be conceptu-
alized into two basic functions: (1) zero-order holding and (2) digital-to-analog
translation, as illustrated in Fig. 3.2. Assuming an ideal sampling process, the

Fig. 3.1 Conventional transmitter block diagram

84 S. Balasubramanian et al.



DAC is fed with data in the form of impulse trains. However, finite switching time
in real circuits makes it impossible to generate these impulses. Instead, the input
signal is supplied as square-wave pulses, where a retiming register is often needed
to ensure all digital input bits are aligned and synchronized to an update clock,
fCLK (1/TCLK). This process of square waveform generation through holding the
input for the duration of TCLK is known as the zero-order hold (ZOH). The next
step involves the actual translation from the digital to the analog domain. The
converter circuit assigns analog (i.e. current, voltage, or charge) weights corre-
sponding to the digital input code, and then sums them up to the final discrete
(stair-step) output, xDðtÞ. The reconstruction filter, also known as the image-reject
filter, is typically an external component that smoothens the stair-step waveform
by eliminating out-of-band frequencies. For signals generated at baseband, a low-
pass filter is designed to eliminate frequencies greater than the Nyquist bandwidth
(DC to fCLK=2). However, in the case of intermediate signal generation beyond the
first Nyquist zone, a bandpass filter is utilized.

3.2 Characterizing the DAC

In general, DACs are known to suffer from four inherent limitations: (1) quanti-
zation or truncation error, (2) image replicas, (3) nonlinear spurs, and (4) hold
distortion. These limitations are illustrated in Fig. 3.3.

The finite resolution of the DAC results in inherent quantization noise that ulti-
mately sets the minimum noise floor. Another inherent limitation in the DAC is
attributed to its sampling nature. Assuming a DAC clocked at fCLK is used to syn-
thesize an output signal at f0, image replicas are generated at fCLK � f0, 2fCLK � f0,
3fCLK � f0 and so on. Similar to an ADC, a DAC’s output spectrum is divided into
Nyquist zones defined at nfCLK=2 where n = 1, 2, 3, …, as illustrated in Fig. 3.3.
When the generated analog signal approaches a Nyquist zone, the signal and its
corresponding replica are close and comparable in magnitude. Hence, the replica
acts as a strong interferer to the signal of interest. This requires a brickwall recon-
struction filter and thus restricts the DAC signal generation to well below the Ny-
quist frequency. Another major limitation involves the nonlinear behavior in the
DAC, which is well pronounced when the desired signal approaches the boundary of
the first Nyquist zone. This results in high levels of harmonic and intermodulation

Fig. 3.2 Basic functions in a 3-bit digital-to-analog converter
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distortion products that can interfere with the desired band. Furthermore, the har-
monic mixing amongst the DAC’s update clock, the desired signal, and the distor-
tion products, results in spurious components at mfCLK � nf0, for all integer m; n.
Ideally, the signal and its image replicas are of equal magnitude at all points in the
frequency spectrum. However, due to the imposed ZOH, the signal, image replicas,
and distortion products are attenuated with a sin c response as described by (5),
where D is the ON period during TCLK . This effect is referred to as hold distortion.
While there are several zero-order hold variations, the most often used is a non-
return-to-zero (NRZ), where the DAC output is held for the entire duration of TCLK

(i.e. D = 100 %). However, the fast roll-off of the sinc response limits operation
past the first Nyquist zone. Other hold techniques such as return-to-zero (RZ) can
extend operation to multiple Nyquist zones. For instance, reducing the hold duty
cycle to 50 % can extend the first sinc null to 2fCLK . Figure 3.4 illustrates both of
these ZOH techniques in the frequency and time domains.

Hðf Þ ¼
sin pD f

fCLK

� �

p f
fCLK

exp �jpD
f

fCLK

� �
ð3:5Þ

Fig. 3.3 Inherent DAC limitations

Fig. 3.4 a Common zero-order hold (ZOH) distortions segmented into Nyquist zones
b NRZvsRZ Time domain ZOH for NRZ and RZ
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3.2.1 Timing and Amplitude Errors

In addition to the aforementioned DAC limitations, there exist other numerous
forms of DAC nonidealities which can be attributed to the physical circuit
implementation. Specifically, these nonidealities can be lumped into two broad
categories: timing-related errors and amplitude-related errors. While not seen as
independent, each of the two categories can be further classified into static and
dynamic errors. In basic terms, static refers to time-invariant errors that are
induced by random or systematic mismatch effects. In contrast, dynamic refers to
time-variant errors that can be attributed to code-dependent1 transitions, jitter,
glitches, and impedance variation. Figure 3.5 illustrates the four categories of
error-static and dynamic timing as well as static and dynamic amplitude errors.

Examples of static timing errors Fig. 3.5a can be observed in delay mismatches
amongst retiming flip-flops, clock skew between DAC circuit blocks, and delays
attributed to switching pair mismatches. On the other hand, dynamic timing error

Fig. 3.5 a Static and dynamic timing errors b Static and dynamic amplitude errors

1 Code-dependency is equivalently mentioned as signal dependency, where signal refers to the
desired output waveform.
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includes both random and deterministic clock jitter or phase noise. Similar to
quantization noise, random jitter can increase the DAC’s noise floor, while
deterministic jitter is manifested as spurs in the DAC’s output spectrum. Examples
of amplitude-related errors are illustrated in Fig. 3.5b. The relative mismatch
between the weighted current sources can induce static amplitude errors in the
form of differential and integral nonlinearities as well as offset error. Whereas
dynamic errors caused by large code transitions, parasitic loading, finite slewing,
and finite settling times, further degrade the output amplitude accuracy. Timing-
related errors can also be induced concurrently with amplitude-related errors
resulting in varying settling times, slewing rates, and glitches.

3.2.2 Performance Metrics

In general, the performance of any given DAC can be quantified using a set of
static and dynamic metrics. The choice of metrics depends on the desired appli-
cation ranging from high precision systems such as potentiometers and medical
instrumentation to waveform synthesis in high-speed communication systems.
This section briefly introduces the commonly used metrics to characterize the
DAC performance [2–5].

3.2.2.1 Static Metrics

Unlike the ADC’s stair-step transfer function, the DAC’s response is represented
by discrete points, which maps a specific digital input code to a discrete analog
value. The transfer function of the real DAC and its comparison to an ideal transfer
function are used to evaluate the static (i.e. near DC) performance metrics. Gen-
erating the transfer function plot from a real DAC is a straightforward process by
simply applying a digital input code and observing the output using a high-pre-
cision voltmeter. For simplicity, the transfer function of a real 3-bit DAC is
overlaid on the ideal response as depicted in Fig. 3.6. The DAC static performance
metrics, including offset, gain, monotonicity, differential nonlinearity, and integral
nonlinearity errors can be extracted from the transfer function plots.

Offset and Gain Errors

A typical DAC transfer function is depicted in Fig. 3.6a. The DAC’s offset and
gain errors can be extracted from the transfer function using various methods.
These include dividing the full scale voltage range by the number of quantization
levels, using the end-points to generate a linear fit, or employing the best fit line.
Owing to its simplicity, the end-point fit is the most preferred method to measure
the DAC’s offset [2]. The straightforward method to determine the DAC offset is
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by calculating the deviation between the real and ideal transfer functions when the
binary input is all zeros. As illustrated in Fig. 3.6a, the y-intercept of the transfer
function denotes the offset error. For target applications such as waveform syn-
thesis, the DC offset can result in large carrier feedthrough, when upconverted in
an RF transmitter.

After removal of the offset, the gain error is extracted from the deviation of the
slope of the extracted transfer function versus the slope of the ideal transfer
function (y ¼ x), as depicted in Fig. 3.6b [5]. The gain error is seen as less critical,
since it is often calibrated out by adjusting the input digital code. It is worth noting
that both offset and gain errors need to be removed before extracting any further
static metrics such as differential or integral nonlinearities.

Differential Nonlinearity (DNL)

The DNL error measures the step distance between the code i and the code i� 1
for the extracted DAC transfer function (after removal of offset and gain errors), as

Fig. 3.6 3-bit DAC Transfer Function: a Offset error b Gain error c DNL d INL
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illustrated in Fig. 3.6c. The difference is then compared to the ideal LSB value.
The DNL for a given code i can be calculated as

DNLðiÞ½LSB� ¼ Codei ½LSB� � Codei�1 ½LSB�ð Þ � 1 ½LSB� ð3:6Þ

For a given DAC, the minimum and maximum DNL values are typically
reported to summarize its performance. The DAC is considered monotonic when
the output signal is increasing (decreasing) as the digital input code is increasing
(decreasing). Monotonicity is guaranteed if the minimum value of the DNL is
greater than -1 LSB.

Integral Nonlinearity (INL)

The INL error can be quantified as the deviation of the extracted DAC transfer
curve to the end-point line, as depicted in Fig. 3.6d. The INL for a code i can be
calculated from the DNL as

INLðiÞ½LSB� ¼
Xi

k¼0

DNLðkÞ½LSB� ð3:7Þ

In order to summarize the INL performance of a DAC, the absolute maximum
INL is reported.

3.2.2.2 Dynamic Metrics

The DAC’s dynamic performance can be inferred from its output spectrum. The
most often used metrics to characterize the DAC’s dynamic performance are SNR,
SINAD, ENOB, SFDR, and IMD. It is worth mentioning that all of these metrics
are typically measured within the desired Nyquist band of operation. A single-tone
test is employed when measuring SNR, SINAD, ENOB, and SFDR, while a two-
tone test is used to characterize IMD. A simulation of a 12-bit DAC with intrinsic
nonlinearity is used to illustrate the extraction of these metrics in Fig. 3.7.

Signal-to-Noise Ratio (SNR)

Signal-to-noise ratio is defined as the ratio of the desired signal power (PSignal) to
the integrated noise power, excluding harmonics and DC offset. Typically, the
specified noise power includes quantization noise (Nq), DNL error (NDNL), thermal
noise (NThermal), and random jitter (Nj).

SNR ½dB� ¼ 10 log10
PSignal

Nq þ NDNL þ NThermal þ Nj

� �
ð3:8Þ
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The SNR is generally specified over the entire Nyquist bandwidth. However, in
some applications a narrow band filter is used following the DAC, and thus sets the
integrated noise bandwidth well below its Nyquist. This process is otherwise
known as oversampling and can effectively enhance the DAC resolution beyond its
quantization limit.

Harmonic Distortion (HDn)

The nth order harmonic distortion is defined as the ratio between the power of the
desired signal and the power of the nth harmonic, where n ¼ 1; 2; 3; . . ., and
expressed as,

HDn½dBc� ¼ 10 log10
PSignal

nth Harmonic Power

� �
ð3:9Þ

When generating a single output tone at f0, the nth harmonic component is
observed at the nf0 � kfCLKj j frequency where k is chosen to fold the harmonic
term into the desired Nyquist zone.

Signal-to-Noise-and-Distortion Ratio (SINAD, SNDR)

Signal-to-noise-and-distortion ratio measures the ratio of the power of the desired
signal to the power of the total noise, including harmonic distortion products
(PDistortion). The measurement does not include the DC component.

SINAD ½dB� ¼ 10 log10
PSignal

Nq þ NDNL þ NThermal þ Nj þ PDistortion

� �
ð3:10Þ

Fig. 3.7 Spectral plots for a 12-bit DAC
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Effective Number of Bits (ENOB)

ENOB is used to represent the effective resolution of the converter including all
sources of noise and/or distortion. ENOB can be calculated from either SNR or
SINAD and is represented as

ENOB½bits� ¼ SNR or SINADð Þ½dB� � 1:76
6:02

ð3:11Þ

Spurious-Free Dynamic Range (SFDR)

Spurious-free dynamic range measures the relative power of the desired signal to
the power of the highest spur component generated within the targeted bandwidth.2

SFDR ½dBc� ¼ 10 log10
PSignal

Highest Spur Power

� �
ð3:12Þ

This metric is considered the most critical in frequency synthesis since it
determines the spectral purity of the output waveform with or without the presence
of harmonics.

Intermodulation Distortion (IMDn)

In the presence of two or more input signals, inter-tone harmonic mixing can result
in intermodulation distortion (IMD) products, located close to or further apart from
the desired signals. IMDn measures the ratio of the power of the desired signals
ðPSignalÞ to the power of the nth-order intermodulation product ðPIMDnÞ. The IMD
products for two signals at f01 and f02 can span across mf01 � nf02ð Þj j where m; n ¼
1; 2; 3; . . . Furthermore, the DAC sampling and aliasing processs can result in the
folding of the IMD products to multiple Nyquist zones, which can be expressed as

mf01 � nf02ð Þ � kfCLKj j, where m; n; k ¼ 1; 2; 3; . . .

IMDn ¼ 10 log10
Psignal

PIMDn

� �
ð3:13Þ

In general, the third order intermodulation (IMD3) is of most concern, as it
generates the highest in-band distortion levels.

2 Care should be taken in choosing appropriate FFT resolution bandwidth (or bin spacing) to set
the minimum detectable power level.
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3.2.3 INL Induced Distortion

Even though the previously described metrics can be divided into static and
dynamic categories, their effects are not entirely independent. For instance, there is
a clear link between the DAC static INL performance and its low frequency dis-
tortion behavior. A high INL error represents a large deviation of the DAC transfer
curve from the straight line (y ¼ x). This places an upper bound on SFDR at
frequencies near DC [5, 6]. Thus, the INL can provide an estimate of the maximum
SFDR before further degradation due to timing- and amplitude-related errors [2].

Continuing with the example of a 12-bit, 250 MS/s DAC, we estimate the
prominent harmonic distortion order and its magnitude from the shape and maxi-
mum value of the INL, respectively. Expanding on the works of [5, 6], the INL is
modeled using correlated second- and third-order polynomials. The second-order
model is defined as y ¼ a � x2 þ x� a, while the third-order model is expressed as
y ¼ a � x3 þ ð1� aÞ � x. Here a is chosen such that the desired INL MAX is satisfied.
Figure 3.8 illustrates the second- and third-order INL curves and their respective
spectra with INLMAX = 0.5, 1, and 2 LSB. For each example of INL, the magnitudes
of HD2 and HD3 are comparable. From the analyses of these two models, a heuristic
approximation for SFDR as a function of the maximum INL can be expressed as

SFDR ½dBc� ffi 20 log10
2N

INLMAX

� �
ð3:14Þ

3.3 DAC Implementation

The most straightforward implementation of the DAC involves an array of binary-
weighted passive (capacitors and/or resistors) or active (current sources) compo-
nents. Assuming a binary-weighted current-steering DAC with an LSB current of

Fig. 3.8 Static INL shaping and the resulting effects on power spectral density
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ILSB, and denoting bi
3 as the ith binary bit of a digital code, the output of the N-bit

binary-weighted DAC can be expressed as

IOUT ¼ ILSB

XN�1

i¼0

2ibi ð3:15Þ

Alternatively, in a unary-weighted DAC, the current sources are all equal in
magnitude; Thus, an N-bit DAC comprises 2N � 1 unary current sources. Denoting
ti

4 as the ith thermometer bit of a digital word, the effective analog current in
response to the digital thermometer code is expressed as

IOUT ¼ ILSB

X2N�2

i¼ 0

ti ð3:16Þ

Both the aforementioned architectures have their advantages and disadvantages.
The binary architecture carries the benefit of using fewer control signals than the
unary architecture. However, the accuracy requirements of the MSB cell versus
LSB cell increases exponentially with the resolution. This results in the potential to
exhibit code-transition glitches and loss of monotonic behavior. Such nonidealities
can be mitigated by the unary architecture at the expense of increased chip area. A
compromise between the two architectures is often made by segmenting the DAC,
i.e. the MSBs and LSBs are represented by unary and binary structures, respec-
tively. For an N-bit DAC segmented as k : m, such that the first k bits (MSBs) are
realized as a unary structure, and the lower m bits are represented in binary, the
effective analog output current is given by

IOUT ¼ ILSB

Xm�1

i¼ 0

2ibi þ 2mILSB

X2k�2

i¼0

ti ð3:17Þ

For instance, a 12-bit DAC built using a 9-bit thermometer array and a 3-bit
binary array is said to be 75 % segmented. The unary and binary architectures are
two extreme cases of segmentation: a unary-weighted DAC is referred to as 100 %
segmentation, while an all-binary DAC is 0 % segmented.

3.4 High-Speed DAC: Circuits and Limitations

A majority of high-speed DACs use the current-steering architecture, which offers
faster switching and wider bandwidths compared to voltage- or charge-based DACs.
This is primarily because the active devices are well known to switch faster in current

3 bi takes discrete values of 0 or 1 and referred in little-endian format.
4 ti takes discrete values of 0 or 1 and referred in little-endian format.
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than in voltage mode. In addition, attempts to linearize the output buffer amplifier in
voltage and/or charge mode DACs using feedback techniques, limit their speed of
operation. This can be contrasted with using a simple load resistor in CS DACs.

An illustration of the current-steering architecture on a high-level abstraction is
seen in Fig. 3.9. The DAC core comprises an array of binary and/or unary
weighted current sources. The binary-switched current source array is scaled in
units of 2k � ILSB, where k ¼ 0; 1; 2; . . .; ðN � m� 1Þ for an N-bit DAC segmented
with m thermometer bits. The unary current source array, which is only used in
thermometer or segmented DAC architectures, comprises 2m�1 current sources,
each of magnitude 2N�m � ILSB. A corresponding array of current-commutating
switch-pairs steer the direction of the current into one of the differential legs5 of
the DAC’s output based on the input digital code. The switching pair cells can also
be used to implement various hold operations at the output. Two load resistor cells,
typically 50 X each, are used to convert the DAC’s differential output current to a
voltage signal (I–V). A binary-to-thermometer encoder maps the m most signifi-
cant binary bits to a thermometer code that feeds the unary current source array.

In the context of high-speed DACs, it is important to examine the role and
limitations of each component in the current-steering cell. A simple circuit
schematic of a DAC current-steering cell is illustrated in Fig. 3.10. Transistors M1

and M2 constitute the current source and are normally biased from a current mirror
reference cell. Transistor M1 is the critical transistor that determines the magnitude
of the cell current. However, the finite output impedance of M1 affects the accu-
racy of the current source, thus forcing the need for the cascoding transistor, M2.
The source current is then steered to the positive or negative output leg in response
to the input differential data signals, D and DB, by means of the commutating
switch pair, (M3;4). The size of the switch pair is scaled with the magnitude of the
current to maintain the same source node voltages across all current cells. This is
seen as critical to maintain an N-bit accuracy of the cascoded current source. If the
output of the DAC is taken directly at the drain of the switching pair, there exists a
data-to-output feedthrough resulting in high levels of switching glitches. In
addition, the large aspect ratios and small channel lengths of the switching pair
result in high load capacitance and low output impedance, respectively. Together,
this limits the linearity performance of the DAC and hence cascode transistors
(M5;6) are added to isolate the output node from the gate of the switching pair.

3.5 DAC Design Space

In general, scaling of transistors, interconnect dimensions and power supply are
quite favorable for digital designs. However, such trends are not entirely beneficial
to analog and mixed-signal circuits. While the DAC in Fig. 3.9 exhibits a degree of
repeatability that lends itself to an automated design methodology, the designer is

5 Some books also use the term ‘arm’ as an equivalent to ‘leg’.
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confronted with a complex design space and forced to resort to a custom design flow.
To this end, a number of process-related limiting factors affect the performance of
the DAC, resulting in failure to meet the target specifications. The design space of a
DAC can be highlighted in terms of four major limitations: device noise, output
impedance, signal swing and switching speed. A successful DAC design can only be
achieved by carefully optimizing across this space to meet the desired specifica-
tions. The remainder of this section will address the DAC design space in detail.

Fig. 3.9 A segmented current-steering DAC architecture

Fig. 3.10 A conventional current-steering cell
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3.5.1 Device Noise

In addition to the intrinsic quantization noise, the DAC performance is also limited
by the noise contribution from various circuit elements. The DAC’s target reso-
lution and desired bandwidth together set the maximum tolerable noise floor. In
CS DACs, the current source array is the major contributor of noise. In addition to
its own noise contribution, noise induced by the reference bias is further magnified
by the current mirroring action, and thus can limit the overall noise performance.
Figure 3.11 illustrates the noise sources in the DAC’s circuit and its associated
bias network. An a : 1 current mirroring ratio is assumed between the bias network
and the LSB cell. Accounting for the bias thermal noise contribution, the DAC’s
total output noise can be given by

i2
dDAC
¼ 4kT

c
a

gmM1ð0Þ2
N 1þ 2N

a

� �
Df ð3:18Þ

where c and a are process-defined noise parameters [7], and gmM1ð0Þ is the trans-
conductance of the current source, M1ð0Þ.

Figure 3.12 illustrates the total output noise of a 12-bit DAC along with the
isolated contribution of the bias network, as a function of a.6 It is observed that the
bias noise is the major contributor to the total output noise. In order to reduce the
impact of the bias noise, a needs to be set much larger than 2N . However, the
power consumption specifications limit the maximum value of a that can be used;
i.e. for a given LSB current and a bias mirroring ratio a, there is an expense of a
times the LSB current in the bias cell.

Fig. 3.11 Noise sources in a DAC

6 The flicker noise has been removed in the simulation.

3 Current and Emerging Trends in the Design 97



Assuming a full-scale output sinusoid current, the RMS signal power is given as

Signal Power ¼ ð2
NILSBÞ2

2
: ð3:19Þ

Thus, the thermal SNR of the DAC over a bandwidth B is expressed as7

Signal-to-Thermal Noise Ratio ffi 10 log
aILSBðVGS � VTÞa

16kTcB

� �
ð3:20Þ

where VGS � VT refers to the overdrive voltage of the current source transistor,
M1ð0Þ. The SNR is seen to be independent of the resolution of the DAC, and can be
only improved by increasing the bias mirroring ratio, a, or the LSB cell current,
ILSB. Let us consider a 12-bit DAC having an effective bandwidth of 100 MHz.
The signal-to-quantization noise ratio is 74 dB. If the thermal noise floor is desired
to be at least 10 dB below the quantization noise floor, and assuming a ¼ 1024,
VGS � VT ¼ 100 mV and noise parameters, c ¼ 2=3, a ¼ 1, the minimum bound
for LSB current is set to be 10.76 lA. The noise specification and bias sizing ratio
together limit the minimum current (LSB cell) that may be used in the DAC.
Along with the resolution and swing, it also sets the minimum achievable static
current consumption of the DAC (including bias) in a given process technology.

3.5.2 Output Impedance

The static performance of the DAC is dependent on the intrinsic accuracy of the
current sources.8 Another element that can degrade the static performance is the

Fig. 3.12 Total output
thermal noise contribution in
a 12-bit DAC for various bias
sizing ratios at 100 kHz

7 The noise contribution of the DAC core is assumed negligible compared to the bias noise.
8 This will be described later in detail in Sect. 3.6.
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finite DC impedance (ZCSð0Þ) of the current sources. In contrast, the DAC dynamic
behavior is strongly dependent on the output impedance of the unit cell (ZCELLðsÞ).
In newer process technologies, channel length modulation effects are further
exacerbated, significantly limiting the output impedance of a single transistor.
Consider the current source in Fig. 3.13, comprised by transistors M1 and M2. Let
us denote ZDACðsÞ to be the effective parallel impedance looking into the DAC
array. As the DAC cells are turned on, more cells are added in parallel, thus
reducing ZDACðsÞ. Assuming an all-unary DAC, the total output impedance per-
taining to the nth code is given by

ZDACðsÞ ¼
ZCELLðsÞ

n
ð3:21Þ

Accounting for the load impedance, RL, the differential output voltage can be
expressed as

VOUT ¼ ILSBRL
n

1þ n RL
ZCELLðsÞ

� 2N � n� 1

1þ ð2N � nÞ RL
ZCELLðsÞ

( )
ð3:22Þ

It is observed that the total output impedance of the DAC changes as a function
of the input code.

Such an effect is termed code-dependent impedance modulation, and is one of
the fundamental factors limiting the distortion performance of a DAC. In the event
of finite jZDACð0Þj, the static transfer characteristics become nonlinear. For instance,

Fig. 3.13 Impedances in a current-steering cell
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a 12-bit DAC with an RL=jZCELLð0Þj of 5� 10�5 results in an HD3 of about -53
dBc at low frequencies. This distortion level is significantly higher than the intrinsic
performance of the DAC. Figure 3.14 illustrates the simulated HD3 as a function of
RL=jZCELLð0Þj for various resolution. It is observed that the increase in resolution
places more stringent requirement on the cell impedance.

The current cell in Fig. 3.13 is analyzed using a simple equivalent circuit
model. In the absence of cascode transistors M2;5, the DAC impedance is
approximately gm3rds3rds1. Since the switch pair is typically implemented using a
minimum length device, it does not offer enough cascoding gain (gm3rds3� 1).
Thus, the DAC output impedance becomes a direct function of the current source
impedance, rds1, and an RL=rds1 is not sufficiently small to attain high linearity.
Cascoding is hence widely adopted to improve the impedance characteristics of
the current source at the cost of voltage headroom. The cascoded current source
impedance (ZCSðsÞ) is analytically expressed as

ZCSðsÞ ¼
rds1 þ rds2 þ gm2rds1rds2 þ sC1rds1rds2

1þ sðC1 þ C2Þrds1 þ sC2rds2 þ sC2gm2rds1rds2 þ s2C1C2rds1rds2
ð3:23Þ

Figure 3.15a illustrates the improvement in the low frequency impedance of the
current source as a function of the ratio of the lengths of the transistors M2 to M1,
for various M1 lengths. While it is observed that a large channel length for M1

improves the output impedance, increasing the length of M2 further enhances the
cascoding effect, resulting in output impedances in the order of tens of megohms.
This significantly aids in achieving high static accuracy for the current sources.
However, increasing transistor length, while maintaining its aspect ratio, increases
the drain capacitances (C1 and C2), thus degrading the impedance at high fre-
quencies (hundreds of megahertz). Figure 3.15b illustrates the impact of increas-
ing channel lengths for M1 and M2 on the high frequency output impedance. Such
opposing effects of increasing channel lengths call for an optimal choice to be

Fig. 3.14 HD3 performance
vs. RL=ZCELLð0Þ
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considered when sizing the current sources, in order to strike a balance between
the high and low frequency distortion limits.

On moving up the DAC cell, the impedance looking at the drain of the switch
pair (when it is ON) is given by

ZSPðsÞ ¼
ZCSðsÞ þ rds3 þ gm3rds3ZCSðsÞ

1þ sC3ðrds3 þ ZCSðsÞÞ þ sC3gm3rds3ZCSðsÞ
ð3:24Þ

In the case of high-resolution DACs (i.e. 10 bits or higher), ZSP is not large
enough to mitigate the effect of code-dependent impedance modulation. Further-
more, the large gate-drain capacitances of the switch pair (M3;4) result in signifi-
cant data feedthrough to the output. Cascoding transistors M5 and M6 are thus
added to improve the isolation between the output node and the gates of the
switching pair. Accounting for the cascode pair, the impedance of a single DAC
cell (from Fig. 3.13) can be written as

ZCELLðsÞ ¼
ZSPðsÞ þ rds5 þ gm5rds5ZSPðsÞ

1þ sC5ðrds5 þ ZSPðsÞÞ þ sC5gm5rds5ZSPðsÞ
ð3:25Þ

At low frequencies, the cell impedance reduces to

ZCELLð0Þ ffi gm2gm3gm5rds1rds2rds3rds5 ð3:26Þ

As transistor feature size decreases, the channel length modulation parameter
shows a dependence on the bias current and the overdrive voltage of the transistor
[8]. Figure 3.16 illustrates the simulated impedance of the ON leg of a DAC cell,
as a function of current in a 90 nm process technology. The use of cascoding in
both the current source and the current cell, indeed improves the static linearity of
the DAC by further increasing the output impedance ZCELLð0Þ enough to guarantee
at least 12-bits of accuracy. The kink in impedance at low currents is attributed to
the dependence of the switch pair channel length modulation parameter on the

Fig. 3.15 a Low-frequency (DC) output impedance (ZCSð0Þ) b High-frequency output imped-
ance (ZCS at 100 MHz)
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overdrive voltage [8]. The distortion metrics in Fig. 3.14 can be used to determine
the desired cell impedance. Figure 3.16 can then be used to estimate the maximum
LSB current for the given process.

While the size of the current source array is made large enough to tolerate
mismatches, it results in increased capacitance at the source node (VS) of the
switching pair. The manifestation of this capacitive effect is better understood in
the temporal domain. As illustrated in Fig. 3.17a, when the data switch, transistors
M3 and M4 shift from cut-off to saturation region or vice versa. However, this
transition is not instantaneous; there exists a finite amount of time for which both
switches are simultaneously on. During this period, the current source is imme-
diately choked and the node VS is discharged [9]. Once the switch pair’s operating
region transition is complete, the current source is forced to recharge the node, VS,
instead of delivering the desired current to the output node. The presence of a large
capacitance at this node increases the recharge time constant. This effect is
manifested as an output glitch that is proportional to the weight of the unit current
source. In a DAC with multiple weighted cells connected together, the weighted
glitches propagate to the output, creating a code-dependent glitch pulse.

Another form of dynamic distortion arises from the large aspect ratios of M1

and M2, thus resulting in large gate-drain capacitances and gate-source capaci-
tances. These capacitances aid in the propagation of the switching behavior at node
VS to their bias nodes, as depicted in Fig. 3.17b. The bias fluctuation influences the
magnitude of the ith current source by a weighted coefficient ai, such that

IOUTðtÞ ¼ ILSB:
XN�1

i¼ 0

2iaibiðtÞ ð3:27Þ

It is seen that ai is a function of several parameters such as the size of the switch
pair, the impedance of the current source and the magnitude of the current. This

Fig. 3.16 DAC cell
impedance as a function of
current
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distortion effect is mitigated by decreasing C2 and increasing the gate capacitance
of the bias nodes.9 Care should also be taken to minimize the layout-induced
coupling capacitance between the gates of M1 and M2.

3.5.3 Signal Swing

The noise-specified LSB current and resolution together determine the total current
in a DAC. This eventually sets the output swing for a given load resistor, RL. Thus,
for a given supply voltage and transistor bias points, the maximum permissible
signal swing is set to ensure all transistors are kept in saturation. For high-resolution
DACs, the output swing can be allowed to increase further by raising the supply
voltage. However, breakdown limits often mandate the use of thick-gate cascode
devices (M5;6) on top of the switch pair. Figure 3.18 illustrates the output swing as a
function of the LSB current for different DAC resolutions. From the upper bound on
swing limitations, the maximum permissible LSB current can be deduced.

Another major concern with large output swings is the linearity degradation due
to the voltage-dependent drain capacitances of transistors, M5;6. When the data
switches, the output capacitance of the cell carrying no current is approximately
given by

COFF ¼ Cgd5;6ðOFFÞðVÞ þ Cdb5;6ðVÞ ð3:28Þ

where Cgd is the gate-drain overlap capacitance of M5;6, and Cdb is the drain-bulk
capacitance. In the ON state, the output capacitance of the cell is roughly given by

Fig. 3.17 a Glitch propagation from the source node b Modulation of the current source

9 Gate capacitances need to be relatively larger than the gate-drain capacitances of M1 and M2.
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CON ¼ Cgd5;6ðONÞðVÞ þ Cdb5;6ðVÞ ð3:29Þ

This difference in capacitances in the ON and OFF states, along with the fact
that the capacitance is voltage (output signal) dependent, results in code and
amplitude dependent delays in addition to output load modulation. Together with
the intrinsic transistor capacitances, interconnects can further increase the drain
capacitance to the substrate. This eventually limits the maximum operation speed
of the DAC cell. The parasitic capacitance at the output node can be minimized by
layout techniques, while the mismatch in the ON and OFF impedances is allevi-
ated by the use of leaker currents, as proposed in [10], and illustrated in Fig. 3.19b.
It is shown that a leaker current of 1–2 % of the cell current is sufficient to
maintain a fairly constant ON and OFF impedance [10]. While the use of leaker
currents does not affect the differential output swing, it changes the single-ended
swing by a constant DC value of ILEAK � RL. The total sum of all leaker currents
must be taken into consideration when estimating the lower bound of the single-
ended swing, thus guaranteeing M5;6 are maintained in saturation.

3.5.4 Switching Speed

The near-Nyquist performance of the DAC is highly dependent on the finite
switching10 and settling characteristics of the current cell [4]. This in turn is seen
to be limited by the device transit or cut-off frequency (fT ) for a given process

Fig. 3.18 Output swing as a
function of the LSB current
for various DAC resolution

10 Switching refers to the action of turning a transistor from cut-off to saturation or vice versa.
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technology. Figure 3.20 illustrates a hyperbolic increase in intrinsic device speeds
with the reduction in gate lengths, as outlined by the International Technology
Roadmap for Semiconductors (ITRS) [11]. In current-mode circuits, a general rule
of thumb is to restrict the transistor switching speed to lesser than fT=20 [12].

While the initial charging time of the DAC’s output node is a function of the
transistor’s switching characteristics, the finite settling behavior is a function of the
load capacitance and the rise time of the input signal. Figure 3.19a illustrates the
switching action in a current-steering cell, where the data signal at the gate
switches between voltage levels separated by DVIN , with a rise time tR. Using the
model described in [12], the delay of a current-mode switching cell can be
expressed as

Delay ¼ kRC
DVswing

DIswing
ðCloadÞ þ tR min

VOD

DVIN
; 1

� �
ð3:30Þ

Fig. 3.19 a High-speed switching glitches in a DAC cell b A modified DAC cell with leakers
and neutralization switches

Fig. 3.20 Trend in device fT as a function of feature length
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where,
kRC ffi ln 2
DVswing Single-ended voltage swing at drain of the switch pair
DIswing Single-ended current swing = Cell current
tR Rise time of the input at the gate of the switch pair
VOD Overdrive voltage of the differential switch pair = VGS - VT

DVIN Input voltage swing

All the above parameters are inter-dependent. For instance, a large value of
DVIN improves the switching characteristics. However, it also increases the swing
at the drain of the switch pair (DVswing), resulting in an increase in the overall cell
delay. In addition, the maximum achievable DVIN within a rise time tR is limited
by the process node. Further, the high-speed transition at the gate node increases
the instantaneous voltage swing on the switch-pair drains, as well as those of the
cascode transistors (M5;6). In order to reduce these glitches, neutralization switches
(M7;8), are used to feed an equal and opposite glitch, as depicted in Figure 3.19b.
Keeping the load capacitance fixed, the total LSB switch pair delay (sum of the
switching and settling time to achieve 95 % of the final value of current) is
simulated in a 90 nm CMOS process and the results are plotted with respect to the
cell current in Fig. 3.21. The curves correspond to different widths for the
switching pair, while the lengths are kept at minimum. From the settling time
specifications, the minimum LSB current can be determined.

Hence, the DAC target speed and given process fT together set the LSB current
and the physical size of the switching pair. It is important to note that the current
cells operating at lowest and highest current magnitudes have to switch simulta-
neously at the desired operation speed. In the event of mismatch in switching

Fig. 3.21 Dependence of the transistor switching time on current
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speeds between the MSB and LSB cells, segmentation of the DAC is adopted as
discussed in a later section.

Figure 3.22 illustrates the general trend for the four limiting parameters in the
DAC design space as a function of the LSB current. The signal swing and output
impedance together set the upper bound on LSB current, while the device noise
and switching speed determine the smallest permissible current.

3.6 Segmenting the DAC

Although segmentation has been accepted as a mainstream option, it remains to be
argued as to what is the optimal choice of the ratio of unary MSBs to binary LSBs.
The limited accuracy of the MSB current sources can result in high levels of
nonlinearity (i.e. large INL), which in turn degrades the dynamic performance of
the DAC.

Based on the previous section, the DAC LSB current (ILSB) is chosen to opti-
mize across the design space. Subsequently, the transistor size and overdrive
voltage need to be determined. An overdrive voltage of at least 100 mV is typi-
cally needed to ensure that the transistor is operating in strong inversion, and also
to guarantee sufficient matching between the reference bias cell and the current
mirrors. As discussed in Sect. 3.5.2, the lengths of the current source transistor and
its cascoding device are set based on the output impedance requirement. As a
result, the width of the transistor can be calculated. Another critical element that
dictates the minimum size of the transistor is the mismatch accuracy between the
MSB and LSB cell. One of the primary contributors to the variation between the
two cells is the threshold voltage (VT ) mismatch between transistors [13, 14]. Let
us denote the LSB and MSB currents for an N-bit DAC as

Fig. 3.22 The DAC design
space: device noise, output
impedance, signal swing and
switching speed
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ILSB ¼
1
2

lCOX
W

L
V2

OD ð3:31Þ

IMSB ¼ 2N�1
� � 1

2
lCOX

W

L
ðVOD � DVTÞ2 ð3:32Þ

where l is the channel mobility, COX is the specific oxide capacitance, W (L) is the
width (length) of the LSB current source transistor, VOD is the overdrive voltage,
and DVT is the maximum mismatch error between MSB and LSB cell. In a binary
cell array, the error in the MSB current source must be kept well below 0.5 LSB in
order to maintain full accuracy. From (31) and (32), the maximum tolerable
mismatch error can be expressed as

DVT �VOD 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

2N

r( )
ð3:33Þ

This equation suggests that a lower VOD implies a lower maximum tolerable VT

mismatch. On the other hand, if the VT mismatch were to be fixed, we need a large
VOD to circumvent the mismatches. Figure 3.23a illustrates that the maximum
tolerable VT mismatch reduces as a function of the DAC resolution, further
highlighting the issue of designing high-resolution DACs for a given mismatch
constraint.

Reference [13] models the VT mismatch as a Gaussian distribution with stan-
dard deviation, rVT ¼ AVT0=

ffiffiffiffiffiffiffi
WL
p

, where AVT0 is a technology-dependent param-
eter. Therefore, in order to reduce the magnitude of rVT , the transistor area can be
increased, while maintaining a constant aspect ratio. Figure 3.23b illustrates the
impact of increasing the area of the transistor on rVT for a 90 nm CMOS process,
assuming a VOD of 100 mV. It is seen that even for a moderate resolution DAC, a
large transistor area is required to minimize the impact of VT mismatch. However,
this results in reducing the high-frequency impedance of the current source, thus

Fig. 3.23 a DVT vs. Resolution b rVT mismatch as a function of gate area
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limiting the dynamic linearity of the DAC. The high-speed DAC designer is thus
confronted with the challenge of meeting both static and dynamic linearity
requirements. In the case of high-resolution DACs, the mismatch requirements
dictate a transistor area that is prohibitive. In order to relax the transistor area
requirements, a segmentation topology is adopted, such that the mismatch con-
straint is applied to the highest binary cell [14, 15].

Apart from mismatch-induced errors between the DAC current cells, funda-
mental circuit-level challenges, such as parasitic capacitance and finite output
impedance, also influence the degree of segmentation. The degradation in tran-
sistor output impedance as channel lengths decrease, limits the maximum current
that can flow through a transistor. As a result, a 100 % segmentation (unary DAC)
is favored for low impedance processes. On the other hand, 2N � 1 current cells in
a unary DAC increase the effective parasitic capacitance at the output node, thus
limiting the speed of operation. In such cases, a 0 % segmentation (all-binary
DAC) is preferred. In addition, a high degree of segmentation results in a sig-
nificant increase in the DAC area (digital logic, analog current cells and inter-
connects) that makes timing compliance a challenge at the desired speed of
operation. Thus, an optimal choice of segmentation needs to be made, with both
process technology and circuit topology in mind.

3.6.1 The Segmentation Bound

As discussed in Sect. 3.5.2, a high current source impedance determines the
accuracy of the current sources, while a high DAC cell impedance mitigates the
effect of code-dependent impedance distortion. The extent by which a high ZCS is
required, is determined by the voltage fluctuation at the switch pair source node,
VS, relative to the LSB. It is noted that the resolution accuracy of the current
sources needs to be maintained over the desired synthesis bandwidth of the DAC;
i.e. both DC and AC impedances need to be sufficiently large. The LSB cell is
designed to have the highest possible ZCS over the synthesis bandwidth. As the
current source is scaled in powers of two, ZCS halves. The largest current cell that
guarantees the desired output impedance across the synthesis bandwidth is where
segmentation begins; all subsequent current cells are unary-weighted. This is the
lower bound on segmentation (refers to the maximum number of binary cells that
can be used) for the DAC. On the other hand, the desired DAC output bandwidth
(computed from the load resistor and effective capacitance of all current cells) sets
the upper bound on segmentation (or the maximum number of thermometer cells
that can be used in the DAC).

Given the bounds on segmentation, the lower limit is more preferred as it
implies fewer number of cells to be connected together, resulting in short routing
lengths. This significantly aids in the reduction of the overall routing capacitance,
thus decreasing clock skew mismatch and improving output bandwidth.
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Furthermore, a smaller effective area for the current sources helps decrease the
ground line IR drop, which improves the cell matching. However, as discussed
earlier, low segmentation designs demand high accuracy current sources. In
addition, there exists a large ratio between the current magnitudes in the LSB and
MSB cells in high-resolution DACs. As a result, the response times of the LSB cell
(sLSB) and the MSB cell (sMSB) differ significantly, resulting in a mismatch in
switching time instants, as depicted in Fig. 3.24. Such cell-by-cell timing mis-
matches result in the formation of output glitches that can limit the speed of
operation, especially in gigahertz DACs. This creates a designer’s paradox called
the resolution-bandwidth trade-off. A high degree of segmentation helps alleviate
this problem at the penalty of increased area and capacitance. A large chip area
further results in being sensitive to process variations and IR drops that affect the
matching between the current cells, both temporally and spatially. Consequently,
the resolution-bandwidth trade-off comes into play.

3.7 Architectural Trends in High-performance DACs

Although BiCMOS technology is the predominant choice for high-speed opera-
tion, the issues of power, area and cost of integration have led to the wide adoption
of CMOS-only processes. To this end, numerous circuit and architectural inno-
vations have been proposed to improve the synthesis bandwidth and the linearity
performance of DACs, enabling CMOS designs to compete with their BiCMOS
counterparts [16]. In modern DACs, a high static linearity is obtained by using
special layout techniques, trimming, calibration, dynamic element matching, etc.
[15, 17, 18]. However, the dynamic performance of CS DACs have been known to
fall rapidly with increase in signal frequency and clock rate. This section aims to
introduce the reader to some of the well known techniques targeting high linearity
and wideband signal synthesis.

Fig. 3.24 Switching time
mismatch in a DAC
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3.7.1 Linearity Improvement

The dynamic performance of DACs is influenced by a number offactors such as MSB
glitches, cell-to-cell timing skew, mismatch in settling time constants, low current
source impedance and process gradients [14, 15]. Segmentation was one of the ear-
liest approaches to enable high-speed DACs with good dynamic linearity [14]. It is
seen as critical in minimizing the MSB glitch that occurs from delays in the switching
cells. The DAC is split into segments that are thermometer or binary in nature. Each of
these segments or sub-DACs can be implemented using either current dividers or
resistor strings. The approach of combining current-steering with resistor strings was
demonstrated in [19, 20]. In such architectures, great care needs to be taken to match
time constants between the segments. Segmentation also increases the number of
control signals to the DAC, resulting in timing skew between the cells. Such syn-
chronization problems can occur from spatial variations or mismatch in the switch
drivers. Spatial filtering using interleaving and inter-digitating help compensate for
process gradients and thermal variations, thus improving intrinsic device matching
accuracy [13]. Additionally, IR drops on the supply lines are reduced by the use of
wide and thick metal lines, while power bus variations from the pins to the desired
destination are addressed by binary tree structures [10]. However, these techniques
often introduce large parasitic elements that limit the DAC’s speed of operation.

The switching of currents also results in code-dependent glitches at the output.
Deglitching or track-and-hold (T/H) circuits are typically employed to compensate
for dynamic distortion, arising from switching and settling issues. A track-and-
hold circuit holds the output constant while new data switches the DAC, and tracks
only once the DAC output has settled. This enables the DAC glitches and settling
errors to be mitigated. Nevertheless, the T/H circuit introduces its own errors such
as pedestal, droop, clock feed-through and stepping errors [17]. When the input
data switch, it must be guaranteed that the switch pair is not simultaneously off.
Therefore, overlapping differential signals are used such that the transition point is
optimal to achieve the best SFDR performance [21]. Ordinary switching also
results in distortion from uneven pulse durations that is mitigated by the use of
return-to-zero (RZ) switching. RZ implementation is realized by the use of an
output switch, MRZ , that shorts the output nodes together during the return phase,
as illustrated in Fig. 3.25a. However at high frequencies, if RZ switching between
two levels does not occur within the pulse duration, a memory effect of the input
stream is manifested at the output in the form of code-dependent noise. Differential
quad switching (DQS) Fig. 3.25b was proposed in [22] to mitigate the problems of
RZ switching. In DQS, four logical signals obtained from the AND operation of
data, clock and their inverted versions, result in a switching action at every clock
edge; In other words, both high and low data signals are represented by rising and
falling pulses, as illustrated in the timing diagrams in Fig. 3.25b. It is observed that
the DQS scheme is equivalent to two RZ schemes operating in a staggered fashion.
Owing to twice the frequency of switching than a single RZ, the code-dependent
switching noise is pushed far out of the signal band. However, a major drawback
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of the DQS approach is the increased dynamic power consumption due to the
increased amounts of switching.

3.7.2 Towards RF Synthesis

One of the earliest and simplest techniques to synthesize high frequency signals
beyond the Nyquist relied on band-pass filtering the inherent image replica
components [23]. However, the availability of high selectivity filters limited the
highest synthesizable frequency. In addition, the amplitude of the replicas in the
higher Nyquist zones is reduced due to the sinc attenuation, translating to very low
output power, or the need for a linear post-DAC amplification. RZ DACs [24]
were used to push the sinc nulls to higher frequencies, thus improving the
amplitude of the high-frequency spectral copies. The switch MRZ in Fig. 3.25a is
made large to have minimum ON resistance, so that the differential outputs are
matched during the return phase. However, a large RZ switch loads the output
node, thus degrading the bandwidth of operation. Furthermore, the rise-time
requirements at the output node have to be met with respect to the effective ON

Fig. 3.25 DAC cell with a Return-to-zero (RZ) Switching b Differential-Quad Switching (DQS)
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period of the DAC pulse, making the design of RZ DACs more cumbersome
compared to their NRZ counterparts.

Another technique recently proposed to extend the DAC operation to near and
beyond the Nyquist limit, is the use of partial-order hold (POH) [25]. A partial-
order hold circuit, depicted in Fig. 3.26a, integrates the DAC output to realize a
trapezoidal hold waveform. Such a technique has proven to result in image replica
suppression over 40 dBc in the fourth Nyquist zone. However, this DAC archi-
tecture suffers from being sensitive to the POH period and demands tight control
over the output signal rise time. In addition, both clock and POH jitter require-
ments are to be met, resulting in stringent specifications. Another means for high-
frequency synthesis is the interpolation DAC, as depicted in Fig. 3.26b. It uses low
sample-rate data that is fed into a digital interpolation filter and eventually fed to
the DAC core. Although the speed of the digital interface is relaxed, the DAC still
operates at the update rate. In the case of analog interpolation, the desired
waveforms are created using microstepping methods [26] or using RZ DACs that
perform an analog equivalent of zero padding.

Recent attempts have been made to combine the DAC and mixer functionality
into a single topology to improve the overall system linearity and power con-
sumption [27]. This DAC/mixer construct, referred to as the RF-DAC, is depicted in
Fig. 3.27a. A mixer switch pair is placed on top of the DAC cells such that the local
oscillator (LO) directly modulates the DAC output. The current-to-voltage-to-cur-
rent conversion between the DAC and mixer, which introduces distortion, is com-
pletely removed. However, the up-conversion of the image-replicas and harmonic
mixing of these replicas with the local oscillator, makes the post-RF-DAC filtering a
daunting task. Reference [28] employs harmonic rejection mixers embedded into the
DAC to suppress the harmonics caused by the mixer circuit, thus achieving greater
than 70 dB of harmonic rejection. However, this technique greatly relies on the
matching between the transistors that comprise the harmonic mixer.

Noise-shaping (DR) techniques have also been employed in RF-DACs to
improve the spectral quality of the DAC signal to obtain higher in-band SNRs, at
the expense of large out-of-band noise [29, 30]. The delta-sigma modulator uses

Fig. 3.26 DAC cell with a Partial-order hold DAC b Interpolation DAC
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lesser number of bits at the cost of increased rates of operation. However, the
improvement in switching capabilities as processes emerge make this solution
feasible to synthesize digital signals up to gigahertz frequencies. Figure 3.27b
illustrates the output spectrum of a 5.25 GHz RF-DAC fed using a 2nd-order, 3-bit
DR modulator. It is observed that the DR noise starts rising rapidly beyond the
bandwidth of the modulator, eventually violating spurious emission requirements.
The increased out-of-band DR noise and the spurious emission specifications
together place stringent filtering requirements after the mixer, hence limiting the
instantaneous bandwidth of operation to well below 100 MHz. Reference [29]
integrates a high-Q passive LC bandpass filter to perform filtering of the out-of-
band spurious and noise. However, the feasibility of this approach depends on the
filtering requirements and the limited Q of on-chip passives. Alternatively, Ref-
erence [30] embeds a semi-digital FIR reconstruction filter in the digital-RF
interface. The limitation of this approach lies in the need for large number of taps
to obtain sufficient attenuation. Recently, a highly digital RF-DAC based trans-
mitter exhibiting high linearity was proposed in Ref. [31]. The work demonstrated
multi-band operation in 3G using a polar architecture, in which separate phase and
amplitude paths were derived from the baseband digital signal. The phase signal
modulates a digital controlled oscillator (DCO) and later acts as the LO signal,
while a 14-bit amplitude signal is oversampled and then applied to the DAC
current cells. A high dynamic range DAC with no noise-shaping was designed to
relax the filtering requirements and obtain -160 dBc/Hz far-off noise specifica-
tions. However, there still exists the issue of image replicas in this structure, which
limits the ability to further extend the bandwidth of operation.

The concept of a power DAC/mixer has recently evolved as an extension of the
RF-DAC into the PA domain. In such a construct, as illustrated in Fig. 3.28, a high
power transistor is used as the switching device and thus accomplishes both current
commutating and current combining. However, the inherent trade-off between speed
(fT ) and power capability (breakdown voltage) for semiconductor devices creates a

Fig. 3.27 a A simplified block diagram of a radio-frequency digital-to-analog converter b RF
Output Spectrum using 2nd-order, 3-bit DR Modulator
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maximum achievable bandwidth that is power-limited. Parallel arrays of such DAC/
mixers, proposed in [32, 33], was shown to cancel mixer nonlinearities by use of
phase-shifted input signals and corresponding phase-shifted LO signals. Such a
polyphase mixer has been shown to relax the mixer linearity requirements [34].

Another emerging architecture using time-interleaving topologies was proposed
for high-frequency beyond-Nyquist synthesis [35, 36]. As illustrated in Fig. 3.29, a
time-interleaved DAC comprises an array of DACs fed with interleaved signal
samples and operating at interleaved instants of a clock period. It is also noted that
the output of all DACs are connected together at all times; i.e. while one of the
DACs is updating its output, the other DACs force their previously held values.
This concept of hold and data interleaving was elaborated upon in Ref. [36] and
proven to not hinder replica cancelation, while enabling beyond-Nyquist synthesis.
The use of hold-interleaving was also shown to improve the replica suppression in
the presence of gain and timing mismatches in [36].

Fig. 3.28 Power Mixer Array

Fig. 3.29 DAC with data and hold interleaving [36]
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3.8 Concluding Remarks

This chapter provided the reader with the holistic view of digital-to-analog con-
version and associated challenges in CMOS process technologies. The DAC was
first introduced as a system, and then abstracted to highlight some of the major
limitations. A brief overview of performance metrics was then provided to
quantify the DAC’s static and dynamic performance. The complexity of the DAC
design space, while perceived to be a simple array construct, forces a custom
design flow. Attempts were made to simplify the DAC design space by breaking it
into four parameters: device noise, output impedance, signal swing and switching
speed. The reader was then introduced to the need for segmentation as a result of
process variation and circuit limitations. Finally, a review of architectural and
circuit techniques in the context of high-performance DACs to aid in circum-
venting the technological challenges, was presented. The need for higher resolu-
tion and higher speeds have kindled the interest in RF-DACs and interleaving, that
are foreseen as promising for future ultra-wideband applications. The long-rec-
ognized fundamental limitations associated with process variations still remain a
limiting factor in the implementation of high-performance DACs. However, the
increasing gate densities in advanced CMOS processes allow for the realization of
high-complexity mechanisms for self-calibration and self-compensation, which
can effectively alleviate the various impairments suffered in the analog circuitry.
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Chapter 4
Digitally-Based Calibration Techniques
for RF RD Modulators

Jose Silva-Martinez, Fabian Silva-Rivas, Cho-Ying Lu,
John Mincey and Sebastian Hoyos

Abstract A calibration technique for Noise Transfer Function (NTF) optimization
of Continuous-Time Sigma Delta (CT RD) modulators is presented. This technique
employs a test tone applied at the input of the quantizer to evaluate the noise
transfer function of the RD modulator using the capabilities of the Digital Signal
Processing (DSP) platform usually available in mixed-mode systems. Once the
modulator’s output bit stream is captured, necessary information to generate the
control signals to tune the ADC parameters for best Signal-to-Quantization Noise
Ratio (SQNR) performance is extracted via an LMS software-based algorithm.
This approach uses a simple test signature to measure both in-band and out-of-
band loop behavior.

4.1 Introduction

With the increasing number of services and wireless standards in the last decade,
the next generation of communication solutions must support fully-integrated
systems on a chip (SoC) to advance towards the design of multi-standard CMOS
devices. The emphasis is to perform the broadband signal processing to accom-
modate higher data throughput. A critical block in multi-standard transceivers is the
ADC. Among the large variety of ADC architectures available [1–4],
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RD modulators are gaining significant momentum because this technique is com-
patible with the trend of the semiconductor industry towards scaled nanometric
technologies: more digital and less analog. Employing a low-resolution ADC
operating in closed loop moves the sample-and-hold operation after a continuous-
time filter, simplifying the interface and reducing the aperture errors due to clock
jitter. The migration to more advanced technologies is easier since continuous-time
filtering can be efficiently realized even at the GHz range [1, 2, 5–38].

In RD architectures, the remaining analog blocks are the filter, a low-resolution
ADC (quantizer) and the digital to analog converter (DAC). The RD architecture
heals the limitations of a low-resolution ADC by closing the loop through a linear
DAC and an analog filter; to achieve enough resolution the signal is oversampled
leading to a high resolution ADC architecture. Since the system operates in closed
loop, it is essential to ensure large enough loop gain in the frequency of interest
while maintaining DAC linearity. A major issue in all closed loop architectures is
loop stability; usually the higher the frequency of operation the more difficult it is
to guarantee system stability due to the phase contribution of the unavoidable
parasitic poles as well as delay in the digital blocks. This issue is especially critical
in RF RD ADCs.

The requirements of large bandwidth, high operational frequency and resolution
make the design of the ADC challenging. PVT variations affect the filter time-
constants and may add significant excess phase that degrades the available phase
margin. The typical 25 % variations in the location of filter’s poles and zeros can
not be tolerated and have to be corrected [1, 2, 6, 7, 13, 14, 20, 34, 37]. In order to
retain the properties of the RD ADCs at high frequencies, the sampling frequency
must be in the order of GHz leading to significant limitations due to clock jitter
[1, 2, 11, 12, 15]. Also, the current mismatch issue in multi-bit DACs threatens the
system’s linearity and degrades the ADC’s resolution [10, 14, 15, 23–25].
Although there are different reported solutions to either pseudo-randomize or
shape the DAC mismatch, the reduced excess loop delay margin in the digital
feedback path due to the rise of sampling frequency makes some of these solutions
inadequate for wideband applications.

The software based loop calibration technique discussed in this chapter is
intended for the optimization of the noise transfer function in both low-pass and
band-pass RD modulators. The proposed approach measures the noise transfer
function in the digital domain using an auxiliary and non-critical test signature
composed by several tones; based on the response of the loop to the strategically
selected tones, the loop parameters are sequentially adjusted until the noise
transfer function presents its best possible performance. Although not covered, the
main concepts can be exported for the calibration of all types of data converters as
well as for linearity calibration.
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4.2 Review of CT Sigma-Delta Modulators

Figure 4.1 shows the block diagram of a typical CT RD Modulator showing the
embedded zero-order hold, the Z�1=2 delay and a multi-bit quantizer-DAC. The
filter’s input referred noise is represented by nf. Usually the combination of the
sample and hold (S/H) and low-resolution ADC (Quantizer) add an extra half
delay leading to a Z-1 loop delay as shown in the linearized block diagram of
Fig. 4.1b. The S/H samples the input signal and holds it while the ADC converts it
into digital format. It is modeled by an ideal sampling function that generates in-
band alias (or image) signal ni due to noise and out-of-band signals present at S/H
input within the frequency band fs � BW\f\fs-BW with BW being the modu-
lator’s bandwidth. The effects of ni should not be ignored since the tendency of the
wireless architectures is towards the minimization of front-end filtering, and the
rejection of high-frequency signals provided by the loop filter is very limited.
The S/H model is complemented with the Sinc(x) function. The delay introduced
by the S/H is accounted in the quantizer model which is complemented with and
additional adder and the error signal Qn due to the quantization function. Digital
circuitry is usually necessary to couple the quantizer output to the DAC input; the
delay added by this circuitry is adjusted to Z�1=2 to end up with a Z�1 architecture.
The signal nd stands for the DAC output referred noise.

While considering this small signal linear model, the modulator digital output is
a linear combination of all signals, given by

Dout ¼ STF� Vin þ nf � ndð Þ þ ITF�ni þ NTF�Qn ð4:1Þ

Vin DoutLoop 

Filter

Zero-Order 

Hold

CLK

Multi-bit 
DAC

Z-1/2

-
+

ADC

Vin Qn

Quantizer

Vo
H(s) Z-1/2

Z-1/2

-
+

ni

Sinc(x)

nf

nd

S/HFilter

Ve

DAC

(a)

(b)
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schematic of a RD modulator:
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where Vin is the analog input signal, Qn is the quantization noise due to quantizer
limited resolution, STF is the signal transfer unction, ITF is the image transfer
function and NTF is the noise transfer function.

The loop gain LG can be obtained by breaking the loop at any point; in practical
systems we have to account for the input impedance of the elements where the
loop is opened. These issues are certainly minimized when breaking the loop in the
digital section. Conventional circuit analysis techniques lead to the following
result

LGðsÞ ¼ H sð ÞSinc
xTs

2

� �
Z�1 ¼ H sð ÞSinc

pf
fs

� �����
���� ej /f�2p f

fs
ð Þ

n o
ð4:2Þ

where Ts ¼ 1=fsð Þ is the clock period and /f is the loop filter’s phase response.
Notice that the phase contribution of Z�1 is dominant at high frequencies; e.g.
-90� at f ¼ fs=4 and -180� at f ¼ fs=2. To guarantee loop stability, the filter’s
phase contribution /f must be minimized at high frequencies, especially around
the loop’s unity gain frequency. It is advisable to maintain the phase of the loop at
the unity gain frequency to no more than -130�; the following expression can be
used for that purpose:

Phase LGðfuÞð Þ ¼ /fðfuÞ � 2p
fu

fs

� �
ð4:3Þ

For high-order loops several medium frequency zeros must be added for that
purpose. In fact, in most of the practical cases the loop filter presents equal number
of zeros and poles, leading to a non-zero high frequency gain usually larger than
unity; therefore, the loop’s unity gain frequency is then determined by the product
of the filter’s high frequency gain and Sincðpf=fsÞ. Although it is unclear at this
stage of the discussion, it is advisable to recognize that the modulator’s designed
with large out-of-band gain are more prompt to present stability issues since the
unity gain frequency moves to higher frequencies leading to excessive negative
loop phase. Usually /f varies slowly at high frequencies, and then Phase(LG)
maybe dominated by the term �2pf=fs.

Although not accurate, in a first approximation the modulator’s output can be
considered as a linear combination of all the signals present in the loop. Employing
Mason’s rule, it can be shown that the modulator’s output can be approximated as
follows

V0 sð Þ ¼
H sð ÞSinc pf

fs

� ����
��� ej/f

� �
Vin þ nd þ nff g þ Sinc pf

fs

� ����
���na þ Qn

n o
ej �p f

fs
ð Þ

1þ H sð ÞSinc pf
fs

� ����
��� ej /f�2p f

fs
ð Þ

n o

ð4:4Þ
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The signal transfer function STF can be obtained by looking at the linear
transfer function from Vin to V0. Zeroing all other signals except Vin in eqn 4.4, it
can be defined

STF sð Þ ¼ V0 sð Þ
Vin sð Þ ¼

H sð ÞSinc pf
fs

� ����
���ej /f�p f

fs
ð Þ

1þ H sð ÞSinc pf
fs

� ����
��� ej /f�2p f

fs
ð Þ

n o ð4:5Þ

Notice in (4.4) that STF applies for computing the output contribution of both
filter and DAC noise components. The noise components ni due to the sampling
(blockers, plus thermal and quantization noise folded back to base-band) will
appear at the modulator’s output as

ITF sð Þ ¼ V0 sð Þ
ni sð Þ ¼

Sinc pf
fs

� ����
���ej p f

fs
ð Þ

1þ H sð ÞSinc pf
fs

� ����
��� ej /f�2p f

fs
ð Þ

n o : ð4:6Þ

It is interesting to note that ni(s) is largely determined by the signal power of
Vi sð ÞH sð Þ around the clock frequency. The quantization noise appears at the
modulator output shaped by the following transfer function:

NTF sð Þ ¼ V0 sð Þ
Qn sð Þ ¼

e�j p f
fs
ð Þ

1þ H sð ÞSinc pf
fs

� ����
��� ej /f�2p f

fs
ð Þ

n o : ð4:7Þ

According to these results, it is advisable to increase jH sð Þ � Sincðpf=fsÞj for in-
band signals. In this case, STF approaches unity up to frequencies close to the
unity gain frequency, while both ITF and NTF decrease drastically in the band of
interest. Therefore, Vin, nf and nd will appear at the modulator output with equal
magnitude because the loop provides almost no filtering up to f ¼ fu. On the other
hand, the effect of in-band quantization noise and image noise are further atten-
uated by the factor 1 ? LG(s). The main benefit of the RD loop is better appre-
ciated if we analyze the ratio of the modulator’s output due to the desired input
signal and output due to quantization noise; from (4.5) and (4.7) it follows that for
flat in-band STF and NTF transfer functions

SQNR ¼

R
BW

STF � Vinð Þ2df

R
BW

NTF � Qnð Þ2df
ffi

STFj j2 V2
in�pk

2

� �

NTFj j2 DV2

12

� �
2BW

fs

� � ffi H sð Þj j2�OSR � SQNRQ

ð4:8Þ

Notice in this result that V2
in�pk=ð2DV2=12Þ is the peak SQNRQ of the low-

resolution quantizer in open loop; DV is the quantization step and BW the filter’s
bandwidth. According to (4.8), the closed-loop SQNR improves by the in-band
gain of the loop filter and oversampling ratio OSR. Hence, maintaining good
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control on filter in-band gain and phase response is of primary importance. Of
course, loop stability must be guaranteed to take advantage of these benefits.

4.3 Practical Loop Limitations

A major issue found in continuous-time networks is the lack of accuracy due to
process-voltage-temperature (PVT) tolerances that may lead to over 25 % varia-
tions of the time constants [1, 2, 13–15, 17, 20]. To alleviate this problem, tuning
techniques have been successfully used in continuous-time filters. However, the
optimally tuned ADC loop requires correcting for filter’s corner frequency devi-
ations, excess loop delay and variations of DAC coefficients. A potential approach
measures in the digital domain the notch performance of bandpass ADCs [26];
unfortunately this technique is affected by the power of the incoming out-of band
information in on-line calibration schemes, but it is an interesting approach for off-
line calibration. Optimization of individual building blocks and use of program-
mable delay lines for the optimization of the loop delay and reconfigurable
filter-oscillator system for notch tuning were also reported in [20]. Matching the
loop transfer function with a digital well controlled prototype is another interesting
option [27, 28]. These approaches tune the ADC parameters at power up. Let’s
analyze these effects in more detail to understand better the complexity of
this issue.

Process-Voltage-Temperature Variations. Assuming ideal components the loop
regulation leads to an SQNR performance predicted by (4.8). However, RC
products typically change by �25 % over PVT variations. Also, the finite in-band
amplifier gain (\30 dB) as well as the parasitic poles present in high-gain multi-
stage amplifiers affect both magnitude and phase of the filter’s frequency response.
If poles shift to lower frequencies, then the filter gain reduces at the edge of the
pass-band reducing the in-band noise shaping that can be computed by (4.8).
On the other hand, if the frequency of the poles and zeros shift to high-frequency,
the loop unity gain frequency increases leading to reduced phase margin as
depicted in Fig. 4.2.

PVT variations affect the filter response and thus affecting the modulator’s
SQNR. However, the most significant effect is on the location of the unity gain
frequency fu which has significant impact on the loop’s phase margin. Usually the
higher the unity gain frequency the lower the loop’s phase margin due to the
negative phase contribution of the delay element Z-1. The negative phase con-
tribution due to high-frequency parasitic poles (not considered in the previous
analysis) is always present and should not be ignored, especially if those poles are
not located far beyond the loop’s unity gain frequency.

Notice that large out-of-band gain makes the loop more sensitive to the effects
of the adjacent channels; in practical systems, the modulator must operate with
weak in-band signals while the power of the adjacent (undesired) channel is very
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strong. A related issue is the potential saturation effects on the different amplifiers
used for filter implementation. All internal nodes must be properly scaled to
prevent saturation in some blocks. Saturation means a lack of response to a given
input; hence that particular amplifier will operate as an open circuit while satu-
rated, leading to drastic variations on filter response that result in large SQNR
reductions and even loop instabilities.

Excess Loop Delay. The excess delay with respect to the ideal timing between the
instantaneous quantizer sampling time and the time when a change in the filter
output is generated will cause SQNR degradation and stability issues. The toler-
ance of the passive elements introduces phase errors that may increase the filter
delay [2, 20–22]. The other major cause of excess loop delay is due to the inherent
delays present in the digital circuits that drive the DAC leading to a time delay
before it can output the current. This issue can be partially alleviated by employing
early clocks to account for this timing error. In summary, the excess loop delay can
be expressed as

Excess Loop Delay ¼ DT ¼ DTfilterðfÞ þ DTDigital�DACðfÞ ð4:9Þ

where DTx stands for the excess delay associated with block x. The excess loop
delay can be converted into phase error to get more insight on its effects on loop
stability; the results are depicted in Fig. 4.3 as a function of DT=Ts. The effects of
the excess loop delay are more severe when the loop unity gain frequency is placed
at higher frequencies; e.g. excess phase is in the range of 7.5� at f ¼ 0:1 fs if the
excess loop delay is 20 % of Ts, and around 36� at f ¼ 0:5 fs. The overall excess
loop delay can be accounted for by adding it into the Z�1 block, leading to
Z�1�DT=Ts. The loop phase (in degrees) can then be written as follows:

Phase LGð Þ ¼ /f � 3600 1þ DT
Ts

� �
f
fs

� �
ð4:10Þ
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The excess loop delay increases the phase contribution of the nominal delay
element according to ðDT=TsÞ 360�ð Þf=fs. The excess loop delay is plotted in
Fig. 4.3 for various cases. This effect can also be visualized in Fig. 4.2 by
increasing the slope of the phase contribution of the delay element by a factor of
1þ DT=Ts. Notice that architectures with high unity gain frequency that usually
lead to better SQNR figures are particularly more sensitive to excess loop delays.
To relax the demanding, high-frequency response of the amplifiers used for the
loop filter’s realization, the modulator’s loop can be broken into two loops running
in parallel such that low-frequency behavior is dominated by a regular filter while
the high-frequency behavior minimizes the use of amplifiers. The result is that the
operation of the modulator’s loop around its unity gain frequency and beyond is
determined by a fast path around the quantizer [1, 5–7, 11, 12].

According to Fig. 4.3, as a rule of thumb, excess loop delay should be limited to
no more than 10 % of the clock period in order not to significantly degrade the
SQNR. In this case, even if the loop unity gain is around fs=4, the phase margin
does not degrade by more than 9� which can be tolerated in most of the practical
cases especially if the loop’s ideal phase margin is over 60�. This is, however, very
difficult to achieve when dealing with high-frequency modulators. For a clock
frequency of 1 GHz, clock period is only 1000 ps, and to design the system such
that the overall excess loop delay is under 100 ps is quite challenging, mainly due
to the unavoidable PVT variations, lack of precision when predicting delays in
buffers and flip-flops, as well as routing delays. The global calibration strategy
described in the following section takes into account all PVT variations, DAC
coefficient accuracy and excess loop delay to effectively optimize the ADC’s loop
performance. The proposed strategy is not able to correct DAC non-linearities
which may require the use of randomization techniques such as dynamic element
matching or calibration of individual elements [29–31].
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4.4 Digital-Based Loop Calibration Scheme

The loop calibration approach described in this section relies on a software-based
platform instead of power hungry and inaccurate analog circuitry. The system
level implementation of the digital based tuning scheme is shown in Fig. 4.4.
During calibration, a test signature is applied at the input of the quantizer to
emulate a systematic and testable signal that resembles the quantization noise.
Since the test signature is applied after the high-gain filter, its noise is shaped by
the loop transfer function and the auxiliary circuitry has very little effect on
the dynamics of the loop. The magnitude of the test signature transfer function is
given by:

TTF sð Þ ¼ V0 sð Þ
Vtest sð Þ ¼

Sinc pf
fs

� ����
��� e�j p f

fs
ð Þ

n o

1þ H sð ÞSinc pf
fs

� ����
��� ej /f�2p f

fsð Þ
n o ¼ Sinc

pf
fs

� �����
����NTF sð Þ

ð4:11Þ

The output bit stream then provides reliable information about the NTF mod-
ulated by the Sinc function which can be easily de-embedded in case accurate NTF
measurements are necessary. The quantizer output digital bit stream is then pro-
cessed by the digital signal processor, and the power of the test signature is then
measured using the Fast Fourier Transform (FFT). The power of the test tones
embedded in the test signature are used in an adaptive Least Mean Square (LMS)
algorithm that controls the critical parameters such as the programmable delay
element, filter corner frequency and DAC gain with the aim of minimizing the
power of the measured signature and thus optimizing the loop parameters for the
best possible NTF.

The LMS algorithm generates the digital control signals to tune the loop’s
parameters, starting with the tunable delay element to ensure loop stability. Once
the controller recognizes that the loop is stable, the filter’s time constants are then
tuned to obtain the best possible shape for the NTF.

The algorithm for the digital tuning scheme is described by the following steps:
(i) inject a test signature (several tones at the desired frequencies); the case of a
low-pass modulator is depicted in Fig. 4.5; (ii) although the power of the signature
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Fig. 4.4 Conceptual diagram for the digital-based loop calibration scheme
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is not quite relevant for the operation of the calibration algorithm it is desirable to
maintain the total power 10 dB below the full-scale power to guarantee linear
operation; (iii) detect the power of each tone at the modulator’s output to construct
the NTF; (iv) by means of an LMS algorithm, a digital control tuning bit stream is
computed based on the difference between the stored and the new estimated power
values of the detected test tones; (v) the parameters that control the loop delay are
tuned first; (vi) iterate between (iii)–(v) until the shape in the NTF and the loop
delay is optimized; (vii) the algorithm then tunes the DAC coefficients with the
programmable delay element, again, until the power of the detected test tone is
minimized thus maximizing SQNR. The requirements of the calibration tones are
not rigorous, since the calibration algorithm will adjust the tuning knobs based on
their relative power with respect to the previous iteration until the power of the in-
band tones is minimized, thus maximizing the modulator’s SQNR.

The detailed architecture is depicted in Fig. 4.6. Delayed versions of the master
clock are generated by employing a set of delay elements. The output is selected
from the available phases through a MUX controlled by the software based cali-
bration algorithm. The loop response for each clock phase is measured until the
calibration algorithm finds the one that results in maximum in-band attenuation. The
filter poles are tuned by employing capacitor banks; it has been found that deviations
in the filter’s quality factor are not critical since this parameter is usually a function
of the ratio of capacitors or ratio of resistors and therefore tolerant to PVT variations.
It is advisable to locate the frequency of one of the calibration tones at the edge of the
passband gain to ensure good NTF attenuation until the pass-band corner. Once the
filter’s time constants are calibrated, the DAC coefficients can then be calibrated. For
that purpose, the current sources employed in the current steering DAC are adjusted
through the calibration’s LMS algorithm. With enough calibration time and digital
resources, loop linearity could be calibrated too.

4.5 Bandpass RD Modulators

For RF and high-IF solutions, Continuous-Time Bandpass RD Modulators are
frequently used because at intermediate frequencies the flicker noise is small
compared to that of the quantization noise [1, 2, 16–20, 26, 27, 30, 32–38].
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Multi-bit DAC Z-1/2
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Output 
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Fig. 4.5 a NTF characterization for a low-pass RD modulator b input and output test tones
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The system level implementation of the digital tuning scheme for a band-pass RD
ADC is similar to the one shown in Fig. 4.6, but the filter realizes a bandpass
transfer function. In addition to the in-band analog input signal, two out-of-band
test tones equally spaced around the center frequency (f0) are applied at the input
of the quantizer to emulate a systematic and testable in-band quantization noise.
Since the test tones are applied at the output of the loop, its noise is shaped by loop
transfer function, and the auxiliary circuitry has little effect on the dynamics of the
loop. The quantizer’s output digital bit stream is then processed by the digital
signal processor (DSP), and the power of the loop output that results of the test
tone is then measured in the digital domain using the FFT. The estimated power of
the test tone is used in an adaptive Least Mean Square (LMS) algorithm that
controls several parameters with the aim of minimizing the power of the measured
test tone and thus maximizing the rejection to quantization noise. The LMS
algorithm generates the digital control signals to tune the loop’s notch frequency
by controlling a bank of capacitors used for the realization of the bandpass filter.
Once the notch frequency of the NTF is set at the desired frequency, the DAC
coefficients and excess loop delay are then adjusted with the same aim: power
minimization of the test tone to reach the best possible SQNR.

Shown in Fig. 4.7a is the output spectrum of a 200 MHz Bandpass RD Mod-
ulator with 20 % deviation in its center frequency; SQNR is only 34 dB since the
quantization noise is excessive at 200 MHz. The input signal is applied at the input
of the ADC at 200 MHz, while two calibration tones are applied at the input of the
quantizer. The frequencies of the out-of-band testing tones are 193 MHz and
207 MHz. Over 20 % variations on the loop parameters were intentionally
introduced; this results in a notch frequency around 220 MHz. After several
iterations using the aforementioned algorithm, the notch frequency is tuned to the
desired value by just monitoring the power of the test tone set around 200 MHz as
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Fig. 4.6 Continuous-time sigma-delta modulator with frequency, excess loop delay and DAC
calibration knobs
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shown in Fig. 4.7b–c. The algorithm stops when the power of the test tones at the
modulator’s output are at its minimum value, e.g. -82 dB.

The LMS algorithm adjusted the bank of capacitors until the notch of the NTF
was tuned at modulator’s center frequency. Fig. 4.7d shows the ADC spectrum
after calibration. The algorithm stops when the power of the tones at the quantizer
input are equal and at its minimum value, e.g. -61 dB at the output while the power
of the test tone applied to the quantizer input is -10 dB. Once the loop’s notch
frequency is tuned, there is room for additional (usually 3–9 dB) SQNR
improvement by fine tuning the DAC coefficients and excess loop delay. At the end
of the tuning process, the SQNR improves from 32 dB up to 82 dB. The calibration
process takes over 20 iterations; each of the iterations consists of an FFT analysis of
the output stream and measurement of the power of the testing tones.

Since the loop tuning approach relies on power estimation in software and on
the well controlled frequency of the test tone, the algorithm is quite robust and
ensures the optimization of the most critical parameter in the bandpass ADCs: the
noise transfer function. Notice in (4.5) and (4.7) and Fig. 4.7 that the power of the
tone applied at the input of the ADC at 200 MHz is almost insensitive to the tuning
of the loop parameters suggesting that it is very difficult to calibrate the ADC loop

Signal Tone

Test Tones

Signal Tone

Test Tones

Signal Tone

Test Tones

Signal Tone

Test Tones

(a) (b)

(c) (d)

Fig. 4.7 Output spectrum of the 6th order RD modulator with digital calibration scheme vs. the
number of iterations of the calibration scheme for 20 % PVT variations on ADC parameters
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by injecting testing signals at the ADC’s input. This result is expected since the
closed loop gain is close to unity in the band where the filter’s gain is large.

Case of Study: A 200 MHz Bandpass RD Modulator [29, 30]. A 6th-order
bandpass continuous-time RD modulator achieving a peak signal to noise plus
distortion ratio (SNDR) of 68.4 dB when measured in 10 MHz bandwidth was
designed. With no specific location of the intermediate frequency in all wireless
standards, a 200 MHz frequency was chosen to avoid the effects of flicker noise as
well as to push the state of art for the ADC design in standard TSMC CMOS
0.18 lm technology. The 10 MHz bandwidth was selected to accommodate the
bandwidth requirements for video applications.

System Considerations. In order to achieve the required signal-to-noise and dis-
tortion-ratio (SNDR), a detailed and practical planning on all different non-ide-
alities such as quantization noise, jitter noise, thermal noise and building block
non-linearities are needed.

Quantization noise. The signal-to-quantization noise ratio is normally overde-
signed to ensure that quantization noise only contributes a small portion of the
noise budget. By employing the fixed OSR = 40, a 4th-order architecture with a 2-
bit quantizer and DACs will only give us 75 dB SQNR, which is slighter larger
than the 70 dB target, and will make the other specifications of noise budget too
difficult to be realized. As a result, the 6th-order architecture with 2-bit quantizer
and DACs is chosen.

Jitter noise. Clock jitter effects are significant due to the high clock frequency
used. To reduce the jitter noise contribution, non-return-to-zero (NRZ) DACs are
employed. In this design, an off-chip clock is used; hence the clock jitter is
fundamentally limited by the performance of the external clock generator. By
employing fs/4 architecture with an NRZ DAC, the signal-to-jitter noise ratio can
be estimated as [2, 14, 15]

SNRjitter ¼ 10� log10
2�OSR

p
�Ts

rt

� �2

ð4:12Þ

where rt is the standard deviation of the clock jitter. For rt ¼ 0:4 ps, the
achievable SNRjitter is around 79 dB. Architectures with low sensitivity to clock
jitter were reported in [8, 11, 14].

Thermal noise. Resistors and OPAMPs contribute to the overall thermal noise
measured at the modulator’s output. However, due to the large in-band gain in the
filter’s first stage, most of the thermal noise is contributed by the first biquadratic
filter and the first DAC. To achieve the specifications, the signal-to-thermal noise-
ratio has to be over 76 dB. Hence, the input referred noise of the system has to be
less than 8 nV/Hz1/2 when a 10 MHz bandwidth is considered and the full scale
range is 250 mV. For that purpose, the passives must be carefully computed,
specifically the resistance assigned to the input resistor, Rg in Fig. 4.8a. Design
details can be found in [31]. DAC output thermal noise is limited to 4 nV/Hz1/2.

4 Digitally-Based Calibration Techniques 131



Filter Linearity. After considering all noise contributions, the signal-to-distortion
ratio (SDR) would be in the range of 76 dB. The linearity requirement for the first
biquad is very demanding and required the design of a very linear OPAMP with
large gain at 200 MHz. A 3-stage OPAMP architecture with gain of 20 dB at
200 MHz in the first 2-stages is used, see Fig. 4.8. The amplifier employs the feed-
forward compensation that introduces high frequency zeros to provide enough
phase margin [39]. The last stage processes the largest signal and is linearized
employing light source degeneration as well as cross-coupled techniques that
significantly suppress the 3rd order distortion [40]. Transistors ML are smaller than
M3, but with similar linear range. The first two-stages are resistive terminated and
do not require any common-mode feedback circuitry. The P-MOS transistors of
the last stage are used for controlling the common-mode level.

Injection of the calibration tones. As depicted in Fig. 4.9, in addition to the
conventional quantizer input stage, another input stage is added to inject the test
tones during the calibration stage. A source degenerated stage is added to combine
the input tones and combine them with the signal generated by the loop filter to
drive the flash quantizer. Linear range for this stage is [200 mVpeak.

Excess loop delay. The excess loop delay is compensated employing an array of 16
inverters that provide the same number of delayed clock options, see Fig. 4.9. The
delay-line outputs are fed into a 4-bit router that selects one of them according to
the 4-bit control signal generated by the LMS algorithm. The loop is tested for
different clock phases until the one that results in the best possible performance is
found.

DAC Linearity. DAC linearity is a critical issue [9, 10, 14]. Solutions such as
noise-shaping dynamic element matching (DEM), tree-structure DEM, and the
data weighted averaging technique were proposed in these [23], [24] and [25],
respectively, to reduce the DAC linearity degradation from mismatch. In the
described architecture, the DAC is implemented employing 5 current-sources
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instead of the 3 needed for a 2-bit DAC. These current sources are rotated by-1
every clock cycle such that the mismatch errors are partially randomized. A simple
rotational pointer selects the 3-selected current sources to be modulated by the
quantizer output Fig. 4.10.

Experimental Results. The BP RD modulator was fabricated in the TSMC
0.18 lm 1P6 M CMOS technology; Fig. 4.11 shows the chip microphotograph.
The modulator occupies an active area of 2.48 mm2. The total power consumption
including clock buffers is 160 mW; static power consumption is 126 mW from a
single supply voltage of 1.8 V. The 2-bit thermometer modulator output codes are
captured by using an external oscilloscope synchronized at 800 Msample/sec and
then post-processed using Matlab.

During modulator calibration, two extra signal tones are injected at the quan-
tizer input at 220 MHz and 180 MHz; a 200 MHz tone was also injected at the
modulator input. By detecting the power difference of these two tones at the output
spectrum, the RC filter time constants are tuned; the modulator spectrum before
and after calibration is shown in Fig. 4.12. The power difference of the tones
(Fig. 4.12a) indicates that the loop filter’s center frequency must be increased,
which is done by reducing the value of the filter’s capacitors. The algorithm
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continues running until the power of the calibration tones are equalized, as
depicted in Fig. 4.12b.

The measured RMS noise floor is around -100 dBr while noise resolution
bandwidth is 20 kHz. It results in over 70 dB peak SNR when measured in
10 MHz bandwidth. The modulator’s inter-modulation distortion is measured
employing a two-tone test signal, 1.56 MHz apart from each other with a power of
-8 dBr (measured with respect to the reference voltage of 250 mV). The mea-
sured third-order intermodulation distortion is -73.5 dB. The SNDR behavior
with different input signal levels is illustrated in Fig. 4.13.

Table 4.1 provides a comparison of the proposed architecture with previously
reported modulators and ADCs. In the last column, the topologies are compared
using the classic figure of merit:

FoM ¼ Power

2ENOB � 2�BWð Þ ð4:13Þ

4.6 RF-Bandpass RD Modulator

The RF-to-Digital converter is the key block to implement the true software-radio
as envisioned in [41]. Significant efforts have been devoted to reach this goal;
some examples can be found in [1, 2, 32–38]. A high-performance receiver pro-
totype for multi-standard communication systems based on a high-resolution
bandpass Sigma-Delta Analog-to-Digital Converter (RD-ADC) is shown in
Fig. 4.14 [37]. The receiver employs a linear broadband low-noise amplifier
(LNA) and a programmable high-resolution bandpass RD-ADC to acquire a
number of standards, and selects the desired channel by using a flexible frequency
synthesizer. A 4th order continuous time LC bandpass sigma delta ADC is
employed. The programmable ADC uses LC tanks, and its center frequency is
tuned by controlling a bank of binary weighted capacitors. A couple of non-

Fig. 4.11 Microphotograph
of the chip
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invasive programmable resonators placed in front of the ADC attenuate the power
of the blockers that could alias into the signal band after sampling.

The architecture is tuned, stabilized and optimized with the aforementioned
software-based calibration scheme. The aim of the calibration scheme is to opti-
mize the noise-transfer function through a digital least mean square algorithm. The
architecture operating in the range of 2–4 GHz has been designed and is currently
under fabrication in the TSMC-130 nm CMOS technology. It is expected to
achieve 10 bits resolution when measured in a signal bandwidth of 20 MHz. The
architecture power consumption is under 500 mW.

The system level of the RF-ADC is illustrated in Fig. 4.15. Channel selection is
achieved by varying the capacitors in the LC tank; however, only varying the
capacitors will not achieve optimal system performance, so the feedback DACs
and overall system loop delay are also tunable to achieve the best performance
attainable from the system. This is a two-resonator system with multiple feedback
paths to control the coefficients in the required transfer function.

As an example, Fig. 4.16 shows the output spectrum when the system is con-
figured to convert the channel centered around 2 GHz where the system is
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Fig. 4.12 Measured calibration process; a initial condition, and b after 20 iterations
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sampling at 8 GHz. For a 20 MHz bandwidth (1.99–2.01 GHz), 68 dB of SQNR is
obtained from simulations. By properly adjusting the parameters in the loop as
well as the sampling frequency, we can convert any frequency band in the
2–4 GHz range. It is expected to achieve SQNR values in the range of 60 dB due
to inaccuracies in loop parameters as well as due to thermal and jitter induced
noise components.

Ideally, the RF-ADC architecture could be used to convert any frequency band
directly to digital; however, in a real application, transistor speed and parasitic
capacitances will limit the tuning range and maximum frequency of the system.
In this design, the limiting factor might be the capacitor bank. If a wide tuning
range is desired, then the tradeoff is the tuning step-size will be very coarse, and
certain channels would likely be skipped. In order for a continuous range of
frequencies to be selected, the tuning steps need to be smaller. Doing this reduces
the maximum overall tuning range due to the parasitic capacitors involved with the
switches. For this system, centered at 2.75 GHz, a tuning range of ±27 % can be
achieved (2–3.5 GHz).

4.7 Conclusions

A review of the fundamental aspects of SD modulators and a general scheme
including the effects of out-of-band signals was presented in Sect. 4.3. PVT
variations on both magnitude and phase response are quantified. Excess loop delay
is quantified too, and handy expressions are provided. As a conclusion of that
section is the need for a global calibration scheme. A digitally aided loop cali-
bration scheme that optimizes system performance is described in Sect. 4.4. The
proposed scheme employs a test signature injected at the quantizer input to pre-
cisely measure and calibrate the NTF using an LMS algorithm. The proposed
technique requires extensive digital computation since the power of the calibration
tone must be extracted through an FFT, but this is not a major drawback since
digital processing is well suited for current and future deep-submicron technolo-
gies wherein digital circuitry is becoming faster and cheaper.

The scheme is experimentally tested in a 200 MHz IF sixth-order continuous-
time bandpass RD modulator with 800 MHz sampling clock implemented in
0.18 lm CMOS technology. The modulator achieves a peak SNDR of 68.4 dB in a
10 MHz bandwidth and a remarkable FoM of 3.72 pJ/bit which outperforms the
previously reported architectures. The total power consumption is 160 mW from a
single 1.8 V power supply.

Finally, the potential realization of RF-to-Digital Converters was discussed in
Chap. 6. It is evident that the BP-RD modulators can operate properly at RF
frequencies; however, it is not evident that they can be flexible enough to cover
broadband applications. It is expected that faster, digital-intensive future tech-
nologies help in making more efficient these architectures. As a general
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conclusion, excess loop delay, clock jitter and DAC linearity issues become even
more relevant when designing faster broadband digitizers.
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Chapter 5
Incremental and Extended-Range
Data Converters

Gabor C. Temes

Abstract Incremental data converters (IDCs) are Nyquist-rate analog-to-digital
data converters (ADCs) which use oversampling and noise shaping to convert a
finite number of analog samples into a single digital word. Thus, they are a hybrid
of Nyquist-rate and noise-shaping (DR) ADCs. This makes IDCs useful in
applications where very high resolution (16–24 bits) is required, and simple
structure and low power are also desirable. By combining the IDC with a serial
ADC, such as a successive-approximation register (SAR) ADC, an extended-range
ADC results which has increased accuracy.

5.1 High-Accuracy A/D Converters

Figure 5.1 illustrates the operating regions of various ADCs, as functions of the
sampling rate and resolution. In high-accuracy applications (16 bits and over), the
choice is between dual-slope, noise-shaping (DR) and incremental converters.
Their relative advantages and disadvantages are listed below:

Dual-slope ADCs: these converters are based on integrating both the input
voltage and the reference voltage in the same stage. When the integrated charges
are equal, the ratio of the input and reference voltages can be obtained from the
ratio of the integration time periods. Simple structure is possible and no pre- or
post-filtering is needed, but an extremely large number of clock periods is required
for conversion: the number is M * 2N+1, where N is the resolution in bits. Thus
M may be in the millions for high-accuracy applications.

DR ADCs: these converters use a combination of oversampling and quantiza-
tion noise shaping to achieve high accuracy [1]. Fewer clock periods are needed

G. C. Temes (&)
Oregon State University, 3091 Kelley Engineering Center, Corvallis, OR, USA
e-mail: temes@eecs.oregonstate.edu

P. Carbone et al. (eds.), Design, Modeling and Testing of Data Converters,
Signals and Communication Technology, DOI: 10.1007/978-3-642-39655-7_5,
� Springer-Verlag Berlin Heidelberg 2014

143



per output word than for dual-slope ADCs; now M = OSR = fs/fN, where fs is the
sampling frequency and fN the Nyquist rate of the signal. Typically, the over-
sampling ratio OSR is between 64 and 256. The DR ADC needs more complicated
structure than a dual-slope one, and it also needs a fairly elaborate digital post filter
which introduces latency. It is also subject to instability, idle tones, mismatch
effects, and other non-idealities [1].

Incremental ADCs (IDCs): like the DR ADCs, IDCs also need approximately
M = OSR clock periods to generate an output word. The IDC is structurally a DR
ADC in which all memory elements are periodically reset, so their analog com-
plexities are comparable. However, the digital filter needed by an IDC is much
simpler, and it introduces only minimal latency. Also, thanks to the reset opera-
tions, IDCs can provide one-to-one mapping of the analog input samples into
digital words. IDCs can also easily be multiplexed, and are less prone to instability
and idle tones than their DR ADC counterparts. However, they provide a lower
signal-to-quantization-noise ration (SQNR) for usual values of OSR. The SQNR
can be boosted by extended-range operation, described later.

Typical applications for IDCs include instrumentation and measurement devi-
ces, where high accuracy and low power are important requirements; multi-
channel systems, where the ease of multiplexing is a key advantage; also, control
systems, where the low latency is important for stability. Generally, the signal
bandwidth in these applications is small, allowing high OSR and resolution.

5.2 Single-Stage Incremental ADCs

Figure 5.2 illustrates the block diagram of a single-stage ADC. The analog input
u(k) is converted during M clock periods by the DR ADC, and the digital output
words are processed by the decimation filter DF. The last (Mth) output of the DF
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gives the nth digital output word v(n). After v(n) is obtained, all storage elements
(capacitors, registers) are reset to zero, and a new conversion cycle starts. The
signals in the IDC are illustrated in Fig. 5.3. Note that there will be a gap between
the conversion cycles. Often in single-channel operation this gap is only one clock
period long, needed to allow the reset to take place. However, it is also possible to
introduce a ‘‘sleep’’ period of several cycles between conversions to save power. In
multi-channel ADCs, each channel has a (usually long) gap between its conversion
operations while the other channels perform data conversion.

Figure 5.4a shows a first-order IDC [2] with an input voltage u = vin. The
negative feedback loop causes the output of the comparator to balance the effect of
the input signal vin. Every time the integrator output v crosses the 0 volt reference
of the comparator, a negative pulse is fed into the integrator. Figure 5.4b illustrates
the waveforms for a small positive constant input vin � Vref. After M steps, the
output of the integrator is given by

v ¼ Mvin � NVref ð5:1Þ

where N is the number of zero crossings by v. From (5.1),

vin ¼ N=Mð ÞVref þ v=M ð5:2Þ

Since v is bounded (|v| \ Vref), for a sufficiently large number M of steps the
input voltage vin can be found accurately from the count N.

The operation of the circuit of Fig. 5.4a can be regarded as that of a dual-slope
ADC, where the charging and discharging of the integrator are intermixed in time.
Also, the circuitry is the same as that of a first-order single-bit DR ADC, operated
for a limited number of clock periods. The structure of the first-order IDC is
simple, and its operation stable and robust. However, the number of clock periods
required to obtain a high resolution is high; M * 2 N. This is only half as many as
for a dual slope converter since a two-phase clock is used, but it is still too high for
most applications. Also, since the integrator is only used for a limited number of
clock cycles, its effective dc gain is finite even for ideal operation. This finite gain
introduces dead zones into the conversion characteristics, similar to those caused
by finite op-amp gain in a DR ADC [1]. These may be eliminated by a dither
signal, which changes the states in the circuit in a random fashion.

Improved operation and signal-to-quantization-noise ratio can be expected by
increasing the order L of the loop filter, and/or the number of levels of the internal
quantizer to a higher value than two. As an illustration, Fig. 5.5 shows the block
diagram of a third-order IDC [3]. It is equivalent to a third-order DR ADC, with a
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Fig. 5.2 The block diagram
of a single-stage incremental
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cascade-of-integrators feed-forward (CIFF) loop filter [1]. It also contains a feed-
forward path from the input node to the quantizer. This insures that the loop filter
only processes the quantization error q(k), and not the input signal Vin [4].
Assuming a constant input Vin, detailed analysis in the time domain [3, 5] reveals
that after M clock periods the output voltage of the last integrator is given by

Fig. 5.3 Signal waveforms in an IDC

Fig. 5.4 a First-order
incremental converter,
b Signal waveform (nbit = 6
bits, Vin = 0.75Vref)
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Vi3½M� � c2c1b
XM
n¼1

Xn�1

l¼0

Xl�1

k¼0

Vin½k� � dk � Vref

� �
ð5:3Þ

Here, dk is the quantizer’s digital output in the kth clock period. For a single-bit
quantizer, dk may only be 0 or 1; for an N-bit one, it may be a fraction of the form
k/2 N, k = 1, 2,…, 2 N-1. Assuming a constant Vin, (5.3) gives

MðM � 1ÞðM � 2Þ
3!

Vin

Vref
�
XM

n¼1

Xn�1

l¼0

Xl�1

k¼0

dk ¼
1

c2c1b

Vi3

Vref
ð5:4Þ

Thus, an estimate of Vin [k]/Vref can be found from

Vin

Vref
� 3!

M M � 1ð Þ M � 2ð Þ
XM
n¼1

Xn�1

l¼0

Xl�1

k¼0

dk ð5:5Þ

The error term can be bounded by assuming that for stable operation after
M clock periods the output of the last integrator satisfies the condition
|v3(M)| \ Vref. Then, the LSB value corresponding to the estimation error is at
most

VLSB �
3!

MðM � 1ÞðM � 2Þ
1

c2c1b
Vref ð5:6Þ

Equation (5.6) can be used to obtain an initial estimate of the number of clock
periods needed to obtain a desired accuracy. An efficient design process [5] uses
the following steps:

1. The maximum permissible value of Vin/Vref which prevents overloading of the
quantizer is estimated. For a second-order ADC, this ratio may be around 0.9;
while for a third-order one, it may be only 0.7.

2. The IDC loop is designed, and the scale factors b, c1 and c2 found using
dynamic range optimization [1].

Fig. 5.5 Block diagram of a third-order DR loop

5 Incremental and Extended-Range Data Converters 147



3. M is estimated from Eq. (5.6) for the specified conversion accuracy.

Note that the error estimate of (5.6) does not explicitly contain the resolution
R of the internal quantizer. However, the product of the scale factors b, c1 and c2

increases linearly with R, and hence VLSB decreases proportionately.
An alternative error bound may be obtained by analyzing the IDC in the

z domain. Let U(z) = Vin(z) denote the z-transform of the input signal,
Y(z) = D(z) that of the output signal, and Q(z) of the quantization error. Using the
customary linear approximation [1], and defining the signal transfer function
STF(z) = Y(z)/U(z) with Q(z) = 0, and the noise transfer function NTF(z) = Y(z)/
Q(z) with U(z) = 0, the output can be written as

Y zð Þ ¼ D zð Þ ¼ STF:Vin zð Þ þ NTF:Q zð Þ ð5:7Þ

For the low-distortion configuration, STF(z) = 1. Using the maximally flat
NTF(z) = (1 - z-1)L, a possible transfer function for the decimation filter is
H(z) = 1/NTF(z) = (1 - z-1)-L. Then, the overall output in the z domain is given
by

V zð Þ ¼ HðzÞ � YðzÞ ¼ ð1� z�1Þ�L � UðzÞ þ QðzÞ ð5:8Þ

In the time domain,

v½M� ¼
XM
n¼1

Xn�1

l¼0

Xl

k¼0

vin½k� þ q½M� ð5:9Þ

Thus, the error between v(M) and the triple-integrated input is given by the last
value of the quantization error. This makes the relation between the resolution of
the internal quantization and the conversion error more explicit than in Eq. (5.6).

Note that the effects of constant delays were ignored for simplicity in the above
analysis.

5.3 Decimation Filter Design for Single-Stage IDCs

The design of the analog loop for the IDC is similar to that for a DR ADC.
However, the design of the decimation filter is quite different. Equations (5.5) and
(5.9) indicate that a digital estimate of the input voltage vin of the third-order IDC
can be obtained simply as a triple sum of the digital output y(k), scaled by 3!/
(M - 2)(M - 1)M. In general, for an Lth-order loop, L accumulators may be used
to find the digital estimate, with a scale factor SF = L!/[(M - L ? 1)(M -

L ? 2) … (M - 1)M]. Alternatively, instead of using accumulators, it is also
possible to implement the filter directly by the convolution of y(k) with the impulse
response h(k) of the decimation filter. For L = 1, h(k) = 1 for all k = 0, 1, …,
M - 1. For L = 2, h(k) = k ? 1; for L = 3, h(k) = (k ? 1)(k ? 2)/2, etc. The
scale factor involving M also needs to be included. It is efficient to choose M as a
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power of 2, and to use the approximations 1= M � kð Þ ffi 1=Mð Þ
1þ k=Mð Þ; k ¼ 1; 2; . . .L� 1.The accumulator- or convolution-based decimation

filter is simple to design and to implement, and it guarantees a specified worst-case
error bound, but it is not exactly optimal.

References [6] and [7] contain sophisticated filter design processes based on
information theory which achieve minimum quantization error by some perfor-
mance index. However, a simpler design technique, which also allows the effect of
thermal noise to be minimized, is also available [8]. It is described next, in terms
of the M-element sequences associated with the operation of the IDC. The fol-
lowing notations are used:

u(k) = (u0, u1,…, uM-1) is the sequence of the M samples of the input signal of
the loop;

q(k) and t(k) are similar representations of the quantization error and the input-
referred noise of the loop, respectively. Also, y(k) and v(k) represent the digital
outputs of the loop and the decimation filter, respectively.

s(k) = (s0, s1, …,sM-1) is the sequence of the impulse response of the signal
path to the output of the loop. It is the inverse transform of the signal transfer
function STF(z) of the loop, windowed by the reset pulse.

n(k) = (n0, n1,…,nM-1) is the impulse response of the quantization noise
transfer function, from the quantizer to the output of the loop. It is the inverse
transform of the noise transfer function NTF(z) of the loop, windowed by the reset
pulse.

h(k) = (h0, h1,…,hM-1) is the impulse response of the decimation filter.
By Eqs. (5.7) and (5.8), these finite-length (M sample long) sequences satisfy

y kð Þ ¼ s kð Þ � u kð Þ þ tðkÞ½ � þ n kð Þ � qðkÞ ð5:10Þ

and

v kð Þ ¼h kð Þ � y kð Þ
¼h kð Þ � s kð Þ � u kð Þ þ h kð Þ � sðkÞ � tðkÞ þ h kð Þ � n kð Þ � qðkÞ

ð5:11Þ

Note that the factors and the results of these convolutions are all M sample long
sequences. Hence, each of the three terms on the RHS of (5.11) contain the sum of
M terms.

The first term h kð Þ � s kð Þ � u kð Þ gives the contribution of the input signal u(k) to
the overall output. It is a weighted sum of the input samples, with the weight
factors given by the samples of h kð Þ � s kð Þ. To achieve a dc signal gain of 1
(STF(1) = 1), the sum of the M samples of h kð Þ � s kð Þ must equal to 1. For the
low-distortion loop, where STF(z) = 1, the weight factors are simply the samples
of h(k).

The second term h kð Þ � s kð Þ � t kð Þ (or simply h kð Þ � t kð Þ for low-distortion
IDCs) gives the contribution of the input-referred thermal noise to the output. The
weight factors are the same as for u(k) in the first term.

Finally, the last term h kð Þ � n kð Þ � q kð Þ represents the contribution of the
quantization error to the output word v(k).The weight factors are h kð Þ � n kð Þ.
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Assuming that the signal-band gain of the decimation filter is 1, and that the
reference voltages of the quantizer and DAC both have the value 1 volt, the
maximum signal power in the output can be estimated from the largest peak-to-
peak value Vpp of a sine-wave which does not overload the quantizer. This gives
Ps = Vpp

2 /2 as the maximum signal power.
To estimate the power of the thermal noise in the output, it will be assumed that

t(k) is due to the sampled switch noise at the input terminal, and hence it is a zero-
mean noise with a mean-square voltage ckT/Cin. Here, k is the Boltzmann constant,
T is the temperature in K0, and c is a scale factor determined by the circuitry of the
input branch [1]. The expression h kð Þ � s kð Þ � t kð Þ indicates that the output noise is
a weighted sum of the samples t(k). Since these samples are nearly completely
uncorrelated, their mean-square value is given by the sum of the mean-square
values of the individual terms. Detailed analysis [8] shows that the mean-square
value of the output thermal noise is

Pt ¼ ckT=Cinð ÞhTSTSh ð5:12Þ

Here, h is an M-element column vector whose kth element is the sample h(k),
and S is an MxM lower triangular matrix generated from the samples of s(k) [8].

The nth row of S is [s(n - 1) s(n - 2) …s(0) 0 0 … 0]. For the low-distortion
loop, S becomes the unit matrix, and hence

Pt ¼ ckT=Cinð Þjhj2 ð5:13Þ

The estimation of the power of the contribution of the quantization error in the
output is similar to the one performed above for the noise. It will be assumed that
the samples q(k) behave as a zero-mean noise with uncorrelated samples, and have
a mean-square value of D2/12, where D is the step size of the quantizer. (Note that
this assumption rests on conditions which insure the randomness, and may
necessitate the use of a dither signal in the loop.) Then, defining the M 9 M matrix
N generated from the n(k) samples the same way as S was generated from the s(k),
the power Pq of the output quantization noise can be expressed in the form

Pq ¼ ðD2=12ÞhTNTNh ð5:14Þ

The optimization of the digital filter transfer function H(z) is based on mini-
mizing the weighted sum of Pt and Pq subject to the prescribed dc gain H(1) of the
filter.

Specifying H(1) = 1, so that also h(0) ? h(1) +... h(M - 1) = 1, and defining
the matrix

O ¼ c

kT
CinSTSþ D2

12
NTN ð5:15Þ

the task becomes finding h so as to achieve

min
h

v2
n ¼ hT � O � h ð5:16Þ
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subject to

e:h ¼ 1 ð5:17Þ

where e = (1 1 1 … 1) is an M-element row vector.
It is interesting to analyze the extreme cases when only Pt or Pq is minimized.

In the former case, the minimization of the thermal noise Pt with the overall dc
signal gain equal to 1 gives s(k)*h(k) = 1/M for k = 0, 1, … M - 1. For the low-
distortion case, all h(k) = 1/M. Thus, all tap weights of the optimized decimation
filter are the same for thermal noise minimization if the low-distortion architecture
is used.

In the latter case, the quantization noise power Pq given by (5.14) needs to be
minimized, subject to constraint (5.17). This task can be performed analytically,
using the Lagrange multiplication method [8]. The resulting optimum impulse
response of the decimation filter is given by

h� ¼ Re=eTRe ð5:18Þ

where R = [NTN]21 and e the unit-element vector defined above. Due to the
structure of N, the matrix NTN cannot be singular, and thus R always exists.
Alternatively, available software (e.g., the MATLAB function ‘‘quadprog’’) can be
used to find h*. It can be predicted that for an Lth-order loop the first L elements of
h* will be zero or very small, because the last L output samples of the loop will
contain quantization error samples y(k) which will not be cancelled by subsequent
samples. Hence, these must have small weight factors in the optimum solution.
These weight factors are s(k)*h(k) for k = 0, 1, 2, …, L - 1. Since s(0) = 1 for
the low-distortion structure, h(k) * 0 follows for k = 0, 1, 2, …, L - 1.

For the general case, the process described for the minimization of Pq remains
applicable, and h* is still given by (5.18), but now R = [OTO]21 holds, where O is
given by Eq. (5.15). The optimum impulse response h(k) of the digital filter will
now be a compromise between the ones applicable in the extreme cases discussed
above. The situation is illustrated in Fig. 5.6 for the example discussed in [8]. The
curves show the optimum h(k) responses for minimizing the thermal noise power
Pt (broken curve), Pq (dotted curve), and the total output noise (continuous curve).
Note that the areas under the three curves are the same, but the individual prop-
erties differ, as discussed above.

The decimation filter DF performs the convolution of the loop output data
y(k) with the FIR impulse response h(k), discussed above. It needs to be imple-
mented in an economical way. Since the output v(k) of the DF is down-sampled by
M, only the last result of the convolution needs to be calculated. Thus the required
result is

v nð Þ ¼ h kð Þ � y kð Þjk¼nðM�1Þ ð5:19Þ

The M required coefficients h(k), k = 0, 1, …., M - 1, can be stored, and a
simple multiply-accumulate (MAC) stage may be used to carry out the calculation
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of v(n). Since usually the IDC quantizer has low resolution, y(k) may only be a
simple rational number such as 0, ±1/2, ±�, ±1, etc., making the MAC opera-
tions trivial.

In some applications, the decimation filter needs to suppress one or more
interferers (e.g., line noise). In this case, the design may be based on the sinc
function, which can provide transmission zeros at arbitrary frequencies [3].

5.4 Multi-Stage Incremental ADCs

Similarly to a DR ADC, the SQNR of the IDC may be improved by increasing the
order L, the oversampling ratio M, and the resolution of the internal quantizer.
However, for wide-band ADCs the OSR M may be limited to a low value by (say)
the bandwidth of the amplifiers, or by the allowable power dissipation. For low
oversampling ratios, the SQNR cannot be significantly improved by raising the
order of the loop filter, and high SQNR can only be obtained by using impracti-
cally high quantizer resolution. The situation is illustrated in Fig. 5.7 for DR ADCs
[9]. Note that the noise shaping achieved by the first-order DR ADC is very small,
and to obtain low in-band noise (and thus high SNR) we need an eighth-order one.
The situation is similar for IDCs.

The problems presented by the low OSR may be solved by utilizing the multi-
stage (‘‘MASH’’) architecture [1]. Here, the quantization error Q1 of the first stage
is cancelled by the output of the second stage, the error Q2 the second stage by the
output of the third stage, etc. The principle is illustrated for a two-stage ADC in
Fig. 5.8. Here, the analog quantization error q1 of the first stage is transmitted to a
second stage, where it is converted into digital form. The digital outputs of the two
stages are then combined using the error-cancelling filters H1 and H2. Linear
analysis shows that if the digital filters satisfy the condition

H1 � NTF1 ¼ H2 � STF2 ð5:20Þ

Fig. 5.6 Impulse response of
the optimal decimation filter
for a third-order IDC
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then Q1 is cancelled in the resulting output signal. Choosing H1 = STF2 and
H2 = NTF1, the output is given by

V ¼ STF1 � STF2 � U � NTF1 � NTF2 � Q2 ð5:21Þ

This shows that Q1, the first-stage quantization error, was indeed cancelled in V,
and that Q2 is filtered by the product NTF1. NTF2 of the noise transfer functions of
the individual stages. Thus, high-order noise shaping may be obtained while using
low-order individual loops. In addition, if the first loop contains a multi-bit
quantizer, then the error q1 will be smaller than the full-scale voltage of the
circuitry. Thus, q1 may be amplified by a gain A [ 1 before entering it into the
second stage, and therefore an attenuation 1/A can also be applied to the second-
stage output. In this case, the error term in V becomes NTF1.NTF2.(1/A).Q2,
improving the SQNR even more. The MASH scheme can extended to three or
more DR stages as well.

While MASH was developed originally for DR DACs and ADCs, it is appli-
cable to IDCs as well. Reference [10] describes a two-stage MASH IDC, where the
second stage operates all the time, from the second clock period until period

Fig. 5.7 SQNR vs OSR
curves for various quantizer
levels [9]. For
OSR = 3 * 4, very high
order is required to obtain a
high SNR
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Fig. 5.8 Cascade (MASH)
DR modulator
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(M ? 1). More IDC stages may also be cascaded; [9] describes an IDC containing
8 stages, and operating at a very low oversampling ratio.

A more economical MASH IDC can be obtained by recalling from Eq. (5.4)
that the total conversion error of the first loop after digital filtering is simply the
scaled last quantization error q1(M - 1) generated in the loop. In general, q1(M -

1) needs to be obtained by subtracting the input of the first-stage quantizer from its
output. However, for the low-distortion structure with a maximally flat NTF(z),
q1(M - 1) can be found simply from the output v3(M - 1) of the last integrator in
the first loop. Hence, an efficient MASH IDC can use a second stage which is
inactive until the clock period M - 1, and then it converts and scales v3(M - 1)
while the output of the first stages is processed by the decimation filter. This
second stage will thus produce the NLSB least significant bits of the overall output
word. It may even be realized by a Nyquist-rate ADC (e.g., a successive-
approximation ADC), and the operation may be fully pipelined, if NLSB \ M - 1.
Multi-stage IDCs based on the principle described in this paragraph [11–15] are
often called extended-range or extended-counting ADCs.

5.5 Examples of Incremental ADC Design

In this Section, three recently published IDCs will be described, to illustrate the
use of these data converters.

(a) A Single-Stage 22-bit IDC [3]. The block diagram of this third-order IDC is
shown in Fig. 5.5, the simplified circuit schematic in Fig. 5.9. The coefficients for
various scaling conditions are given in [15]. A single-bit loop quantizer was used,
to prevent nonlinear distortion due to mismatch in a multi-bit DAC. The chip used
an enhanced chopper-stabilization method (fractal sequencing) to cancel the dc
offset of the input stage at all integrator outputs. It used a dynamic element
matching scheme to reduce the input amplitude by a factor 2/3.

The decimation filter was a sinc4 programmable digital filter, with staggered
zeros around the line frequency (50 and 60 Hz) and its harmonics.

The output noise and INL are shown for the input voltage range in Figs. 5.10
and 5.11. A summary of the performance is given in Table 5.1.

(b) An Extended-Range Wide-Band IDC [14]. Figure 5.12 shows the block
diagram of an extended-range second-order IDC designed for biosensor arrays.
Following the steps described in Sec. II, it can be shown that choosing the impulse
response of the decimation filter as h(k) = [2/M(M - 1)](k ? 1) for k = 0, 1, …,
M - 1, the quantization error in the output of the decimation filter is

EQ ¼ sin � sout ¼
2

a1a2MðM � 1ÞwðMÞ ð5:22Þ

The second stage of the modulator was a successive-approximation ADC, with
a dual-array capacitor DAC. It was used to convert the residue w(k) into a 9-bit
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digital word. An OSR of 45 was chosen, which gave a theoretical SQNR of 98 dB.
The measured performance is shown in Table 5.2.

(c) A 12-bit 7uW/Channel 1 kHz/Channel Incremental ADC for Biosensor
Interface Circuits [16]. Figure 5.13 shows the block diagram and switched-
capacitor circuits of an incremental ADC embedded in a biosensor interface chip.
It uses a noise-coupled multi-bit DR loop, integrated with a novel digital deci-
mation filter operated in near-threshold. It was realized in the IBM 90 nm CMOS
technology. The fabricated prototype device shows a measured 74 dB SNDR up to
2 kHz (1 kHz/channel signal bandwidth) with 1 Vpp differential input range. The
total measured power of the modulator was 13.5 lW (7 lW/Channel). The per-
formance summary is listed on Table 5.3.

Fig. 5.9 Circuit diagram of a third-order IDC

Fig. 5.10 Measured rms
output noise versus input
signal voltage for the
third-order IDC (Ref [3].)
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Fig. 5.11 Measured integral
nonlinearity [3]

Table 5.1 Performance of
the third-order IDC [3]

Parameter Performance

Conversion time
typ. 66.7 ms
DC offset
typ.
max.

2 lV (1.7 LSB)
10 lV (8.4 LSB)

Gain errora

typ.
max.

2 ppm (8 LSB)
10 ppm (40 LSB)

INLa

Vref = 2.5 V
Vref = 5 V

Max C4 ppm (16 LSB)
Max 10 ppm (40 LSB)

Supply current
Shutdown mode
Op. mode VDD = 5 V
Op. mode VDD = 3 V

Max. 1 lA
typ. 120 lA
typ. 100 lA

CMRRb @ 50/60 Hz At least 135 dB
DC PSRRb

VDD = 2.5–6 V At least 120 dB
Output noisea

Vref = 5 V
Vref = 2.5 V

0.25 ppm (2.5 lVRMS, or 1 LSB)
0.48 ppm (2.4 lVRMS, or 2 LSB)

Oscillator frequency
variation over VDD

and temperature range

±0.5 %

a ppm of 2Vref. 1 ppm = 4 LSB
b Vin

+ = Vin
- = Vref /2
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Fig. 5.12 Second-order IDC with extended-counting range [14]

Table 5.2 Performance
summary of the
extended-range IDC [14]

Technology 0.18 lm CMOS
Power Supply 1.8 V
Max sampling rate 45.2 MHz
Oversampling Ratio 45
Input Sampling Capacitor 7.1 pF
SNRmax/SNDRmax 89.1 dB/86.3 dB
SFDR 94.5
Dynamic Range 90.1 db
DNL/INL \0.45 LSB/\1.0 LSB
Power (excluding output drivers) 33.4 mW (Analog)

4.7 mW (Digital)
FoM(Ptot/(2.BW.2ENOB) 1.46 pJ/conv.
Active area 3.5 mm2

Table 5.3 Performance
summary of the biosensor
IDC [16]

Process IBM 90 nm

Sampling frequency 1 MHZ
Number of channels 2
OSR 256
Single bandwidth 977 Hz/channel
Over sampling ratio 256
Peak SNDR 73.5 dB
Maximum input range IVpp differential
Power consumption

of the DR Modulator
13.5 lW
Analog: 7.8 lW/Digital: 5.7 lW

Estimated power
of digital filter

0.5 lW

Area 200 lW 9 300 lW
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Chapter 6
Event-Driven Successive Charge
Redistribution Schemes for Clockless
Analog-to-Digital Conversion

Dariusz Kościelnik and Marek Miśkowicz

Abstract The analog-to-digital conversion methods based on event-driven suc-
cessive charge redistribution schemes are presented in the study. In the proposed
schemes, the charge redistribution is forced by a self-timed mechanism that sub-
stitutes a clock in driving a converter operation. One of important implications is
that the converter almost does not consume energy in breaks between conversion
cycles that can be triggered irregularly in time.

6.1 Introduction

The ever growing demand for extending digital functionality on a single chip
results in scaling the feature size of VLSI technology into nanoscale (\100 nm) to
increase the integration density of semiconductor devices. A reduction of transistor
dimensions enables faster operation of circuits on the one hand but forces
decreasing the supply voltage of devices on the other due to a reduction of tran-
sistor gate oxide thickness. As a result of this, a design of analog and mixed signal
systems has to cope with an ever increasingly challenging technological envi-
ronment. This is particularly true for low supply voltages near 1 V or below.

6.1.1 ADC Design Challenges

In the context of analog-to-digital converters (ADCs), the technology scaling
increases the maximum conversion rate but unfortunately decreases at the same
time the signal-to-noise ratio (SNR). The latter is caused simply by a reduction of
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voltage increment corresponding to the least significant bit (LSB) in a signal
amplitude quantization. This is currently the most serious problem of ADC design
that will be even more critical in future [1].

To maintain a high SNR despite the low-voltage operation of classical ADCs,
the power consumption needs to be increased [1]. However, the latter is in general
unacceptable in portable equipment and in wireless sensor networking (WSNs)
due to constraints on energy resources. Efficiency of power consumption becomes
a primary criterion of designing ADCs for many applications. The representative
examples are environmental monitoring and biomedicine. In particular, the ADCs
for WSNs in biomedical applications (pulse-oximetry, ECG, PCG, EEG, blood
pressure, etc.) need only modest precision (� 8 bit), and modest speed (� 40 kHz)
but has to be very energy-efficient [2]. Summing up, the challenging problem of
today’s ADC design is a development of low voltage, low power and possibly high
performance ADCs whose SNR does not decrease with supply voltage reduction.

6.1.2 Time Encoding and Asynchronous ADCs

One of important research directions emerged in the last decade is based on a
postulate to encode the signals in the time domain [2–11]. Time encoding of signal
values consists simply in converting amplitude information of an analog signal
into time information. A discrete sample of the analog signal is then represented by
a time-difference variable as the quantity of time between two events. Encoding
signal values in time and their further processing in silicon-based information
systems is a general postulate of Time Mode Signal Processing (TMSP) [6]
declared independently by several authors with adopting various argumentation
and terminology conventions [2–11].

In general, time encoding technique is not new. It has been used for decades for
instance in multislope analog-to-digital converters, D-class amplifiers, spike-based
sensors [11], data converters based on the pulse width modulation (PWM) applied
in power electronics [33, 34], and in asynchronous Delta or Delta-Sigma modu-
lations [35, 36]. In recent years, instead of an occasional use, time encoding is
proposed to be an underlying principle in modern signal processing. The examples
of a real-time asynchronous circuit for converting amplitude information of an
analog signal into time information termed as the time encoding machine (TEM)
are the asynchronous Sigma-Delta modulator or the frequency modulator [3]. On
the other hand, the examples of biologically-inspired TEMs are spiking neurons
with pulse trains outputs [3, 4]. Furthermore, the general TEM architecture for
encoding space-time analog waveforms in video application as an extension of
single-input–single-output (SISO) TEM that represents analog signals only in the
time domain is introduced in [5]. Time encoding of signal values is a fully
invertible process provided that a number of encodings per unit of time is high
enough in relation to the signal bandwidth [3].
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In the context of analog-to-digital conversion, the postulate of the TMSP led to
introduce a new class of devices called asynchronous analog-to-digital converters
(A-ADCs) [2–17, 38, 40, 65–67]. In the A-ADCs, the conventional signal sam-
pling is substituted by time encoding of input signals and the quantization of their
time representations [18, 19]. Moving the quantization process from the signal
amplitude domain to the time domain allows to avoid the problems with
decreasing accuracy of signal value quantization in the amplitude domain due to a
reduction of operating voltage. The development of A-ADCs drives research on
reconstruction of non-uniformly sampled signals [3–5, 14, 17, 37, 39–41] although
early works addressed this problem have been known since the 1950s [42–44].

6.1.3 Principles of Successive Charge Redistribution ADCs

In the present study, we demonstrate the analog-to-digital conversion method in
which the input signals originated in the voltage domain or encoded in a form of
time-difference variables are first translated to the corresponding charge packet,
and next processed in the charge domain by self-timed successive charge redis-
tribution in the binary-scaled capacitor array. The analog-to-digital conversion
with successive redistribution (SCR-ADC) is based on the binary search algorithm
and belongs to successive approximation methods. A significant point is that the
method applied to the SCR-ADC differs from the known techniques of charge
redistribution used in classical DACs with the binary-weighted capacitors because
the charge transfer is self-timed in the former whereas it is clock-driven in the
latter. One of important implications is that the SCR-ADC almost does not con-
sume energy between conversion cycles. Thus, the proposed converter belongs to
the class of circuits of activity-dependent power dissipation [45]. The SCR-ADC
can be regarded as one of propositions of introducing the event-driven architecture
to analog-to-digital converters which is commonly applied by the use of time-
triggered approaches.

The signals representing several physical magnitudes can be converted using
the SCR-ADCs. We present architectures for the charge-to-digital, time-to-digital
and voltage-to-digital conversion. In particular, the Successive Charge Redistri-
bution Time-to-Digital Converters (SCR-TDCs) may be used for clockless time
quantization in A-ADCs. In particular, together with the loss-free asynchronous
analog signal recovery [3], the SCR-TDC provides possibility to establish the
clockless asynchronous digital signal processing chain where digital data are
produced irregularly in time according to temporal signal amplitude variations.

The SCR-ADC architecture is extremely simple, it can operate with low supply
voltage and scales well with CMOS technology. The n-bit SCR-ADC is built of the
binary-weighted capacitor array with n ? 1 capacitors, two asynchronous com-
parators, one or two current sources, asynchronous state machine, and a group of
controlled switches. Compared to the conventional successive-approximation
ADCs, the SCR-ADC contains neither clock nor other time base. We discuss the
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fundamental tradeoffs of SCR-ADCs design which consists in balance of con-
version speed and accuracy.

The n-bit SCR-ADC operation cycle consists of three phases. In the first phase
called charge accumulation corresponding to sampling operation, the analog
signal value is translated to the corresponding charge packet. In the second phase,
the charge packet is processed in the charge domain in a number of n steps by self-
timed successive charge redistribution in the binary-scaled capacitor array. In each
conversion step, the charge redistribution is realized by event-driven charge
transfer between two capacitors (current source capacitor and current destination
capacitor) to compare charge portions stored in both capacitors. A selection of
current source and current destination capacitors in each conversion step and
establishing the path between both capacitors to enable charge transfer is the main
task of the conversion algorithm implemented in the asynchronous state machine.
At the end of the charge redistribution, the output bits corresponding to these
capacitors charged to a desired voltage are evaluated to ‘one’ whereas the other
output bits are evaluated to ‘zero’. When the conversion cycle is completed, all the
capacitors are quickly discharged during the relaxation phase. We present two
variants of the SCR-ADC conversion where respectively the charge accumulation
and redistribution are proceed sequentially or concurrently. Furthermore, we
provide analysis of the conversion time for both variants. Depending on the SCR-
ADC variant, each conversion cycle consists just of a number of n ? 1 or n ? 2
state transitions in the circuit with no state transitions between conversion cycles
which is a main reason of high energy efficiency of the converter.

The analog-to-digital conversion method and corresponding circuit architec-
tures demonstrated in the present study are disclosed in recent patent applications
WO 2011/152743 [20], WO 2011/152744 [21], WO 2011/152745 [22] and have
been reported fragmentarily in [23–26].

6.2 Conversion Method and Circuit Architecture

6.2.1 Hydraulic Model

Let us assume that an analog input signal subjected to the conversion in the
Successive Charge Redistribution Analog-to-Digital Converter (SCR-ADC) is
charge or any physical magnitude (e.g., voltage, time, energy of particles in
radiation detectors, etc.) transformed to electric charge. A translation of a signal
value originated in the other domains to a portion of input charge may be referred
to a sampling operation since charge is a discrete-time variable.

The concept of the analog-to-digital conversion with event-driven successive
charge redistribution will be introduced on the basis of the model of discrete
estimation of a liquid volume using a set of containers Ct4; . . .;Ct0 of binary-
scaled volumes (Fig. 6.1). In the translation of the electric circuitry to the
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hydraulic model, liquid is an equivalent of electric charge, containers represent
capacitors, liquid levels refer to the voltages on the capacitors and the pump
imitates the current source.

In the first step of the conversion model, the amount of liquid stored in the input
container Ct4 is transferred to the first auxiliary container Ct3 whose volume is the
half of the volume of the input container (Fig. 6.2). As soon as the destination
container Ct3 is filled to the mark, the liquid transfer is continued in the second
step from the input container Ct4 to the second auxiliary container Ct2 whose
volume is the one-fourth of the volume of the input container (Fig. 6.3). Let us
assume that the rest of liquid stayed in the input container is too small to fill the
container Ct2 to the mark as seen in the exemplified scenario in Fig. 6.3. Then, this
amount of liquid, as soon as moved to the container Ct2, is further redistributed to

Fig. 6.1 Liquid accumulation

Fig. 6.2 The first step of liquid redistribution
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the other containers in the order of decreasing volumes. In the third step, liquid is
being transferred from the Ct2 to the Ct1. Since the amount of liquid stayed in the
container Ct2 is too small to fill the Ct1, it is transferred in the fourth step from the
Ct1 to the Ct0 (Fig. 6.4). At the end of the conversion cycle, the little amount of
liquid, which is smaller than the volume of the smallest auxiliary container Ct0, is
located in the container Ct1 (Fig. 6.5).

As follows from the provided description, the proposed conversion scheme
belongs to the class of successive approximation algorithms based on the binary
search principle.

The number of conversion steps is equal to the number of bits that define a
resolution of the discrete estimate produced on the output. The state ‘one’ is
attributed to these auxiliary containers that are filled to the mark and the state
‘zero’ accordingly to the other auxiliary containers. The most significant bit

Fig. 6.3 The second step of liquid redistribution

Fig. 6.4 The third step of liquid redistribution
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(MSB) is assigned to the first auxiliary container, and the least significant bit
(LSB) corresponds to the smallest auxiliary container. The comparators K1 and K2
detect respectively emptying the current source container and filling the current
destination container to the mark. The former implies the evaluation of the state of
the output bit corresponding to the destination capacitor to ‘zero’ and the latter
causes the relevant bit to be set to ‘one’. Thus, the digital output word ‘1001’ is
produced at the end of the conversion cycle example illustrated in Figs. 6.1, 6.2,
6.3, 6.4 and 6.5. The state machine is responsible for selecting the current source
and current destination containers, and linking both containers by the pump.

In the proposed redistribution system, the liquid transfer between containers is
enforced with the constant rate by the pump. In the other possible implementation
variant, the liquid flow can be driven simply by gravity without the use of the
pump because the destination container is placed always below the source con-
tainer [68]. The analogy to the electric model implies that the charge flow can be
effectively enforced also if a difference of potentials between the bottom plate of
the source capacitor and the top plate of the destination capacitor is created. In the
latter, the rate of liquid/charge transfer is no longer constant in time [68].

6.2.2 Electric Diagram of SCR-ADC

The architecture of the analog-to-digital converter with event-driven successive
charge redistribution (SCR-ADC) is presented in Fig. 6.6 and the corresponding
electric diagram respectively in Fig. 6.7. The block diagram of the SCR-ADC
shown in Fig. 6.6 may be referred to classical charge redistribution converters [46]
or even to delta modulation systems [47]. The converter has two inputs: the charge
input for incoming charge packet delivery, and the gate input for providing the
external signal to control a duration of the charge accumulation process. The main
component of the SCR-ADC is the binary-weighted capacitor array that comprises
a number of n ? 1 cells where each cell contains a capacitor Ci and three con-
trolled switches: SGi; SHi; SLi; i ¼ 0; 1; . . .; n. In the ith cell, the capacitance Ci

equals 2iC0, where C0 is the unit capacitance in the array (Fig. 6.7). The largest

Fig. 6.5 States of redistribution system at the end of conversion cycle
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capacitor Cn, called the input capacitor, is intended to store the input charge QIn

collected during the charge accumulation phase and represents an electric analogy
to the input container. The working capacitors Cn�1;Cn�2; . . .;C0 as equivalents of
auxiliary containers in the hydraulic model are used in the conversion process for
redistribution of charge gathered previously in the input capacitor Cn. The role of
switches controlled by the state machine is to select two capacitors involved
currently in the charge transfer and to insert the current source I to the path linking
both capacitors (Fig. 6.7). In particular, the switches enable connecting the bottom
plates of the capacitors to the ground or keeping them on the desired potential VH.
The former refers to the capacitor that is a destination for charge being transferred
and the latter is applied to the other capacitors since the converter architecture
follows the hydraulic model also in terms of voltage arrangement (compare
Figs. 6.2 to 6.7). The current source I that enforces charge redistribution acts in
fact as a current stabilizer since there is a non-zero difference of potentials between
the bottom plate of the source capacitor (rail H) and the top plate of the destination
capacitor (rail L) during charge transfer (VH [ VL, see Sect. 6.5).

Fig. 6.6 Block diagram of
event-driven successive
redistribution analog-to-
digital converter (SCR-ADC)

Fig. 6.7 The SCR-ADC circuit diagram. The controlled switch states correspond to the charge
accumulation phase
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6.2.3 SCR-ADC Operation Algorithm

The charge conversion cycle consists of an accumulation of incoming charge
portion followed by a number of n conversion steps, and a relaxation phase in
order to discharge both the input and the working capacitors. The input charge QIn

is accumulated in the input capacitor Cn during the time interval whose start and
stop is defined by the external signal provided to the gate input.

The termination of charge accumulation begins the charge redistribution phase
that consists of the number of n steps. In the first conversion step, the input charge
QIn is successively transferred from the input capacitor Cn to the capacitor Cn-1.
The transfer of charge is forced by the current source I. Moving the charge results
in growing the voltage Un-1 on the capacitor Cn-1 and at the same time in falling
the voltage Un on the capacitor Cn. If Un-1 reaches the prespecified threshold VL

before Un falls to zero, then the most significant bit bn-1 is set to ‘one’. Next, the
remaining charge stored in the input capacitor Cn is transferred in the second
conversion step to the capacitor Cn-2. However, if the capacitor Cn is discharged
before the voltage Un-1 reaches the threshold VL during the first conversion step,
then the most significant bit bn-1 is set to ‘zero’. Furthermore, in the second
conversion step, the capacitor Cn-1 plays the role of the source of charge that is
then transferred from the Cn-1 to the Cn-2. The cycle is repeated for the sub-
sequent steps. The states of bits of the output digital word are determined suc-
cessively from the MSB to the LSB. During the ith conversion step, the states of
the bits bn�1; . . .; bn�iþ2; bn�iþ1 are already fixed, thus each conversion step pro-
duces one bit more precise estimate of the input charge QIn. The cycle is termi-
nated as soon as the charge is stopped to be delivered to the capacitor C0 of the
lowest capacitance in the capacitor array. At the end of the conversion cycle, the
small charge portion Qq�C0VL representing the quantization error is stored in the
capacitor Cn-k corresponding to the least significant bit bn-k whose state has been
evaluated to ‘zero’, or in the input capacitor Cn if all the bits in the output word
have been evaluated to ‘one’.

6.3 Analysis of Converter Operation

6.3.1 Conversion Principle

Similarly as presented in the hydraulic model, the conversion in the SCR-ADC
consists of the sequence of charge transfers between the capacitor denoted as the
current source capacitor and the capacitor that acts as the current destination
capacitor. During the charge transfer in each conversion step, the comparison and
conditional subtraction of two charge values are realized. Both operations are
performed by monitoring the voltages on both capacitors involved in charge
transfer and by detecting which event occurs first: crossings of a desired level VL
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by the voltage on the destination capacitor or zero-crossing of the voltage on the
source capacitor.

In the first step, the input charge QIn stored in the input capacitor is compared to
�Q where Q = CnVL is the SCR-ADC input range (full scale) and VL is the
voltage level to which the capacitors are charged. At the end of the first conversion
step, the one-bit quantization error Qq(1) is produced by reducing the input charge

by �Q provided that QIn� 1=2Q. At the same time, the most significant bit bn-1 is

set to ‘one’. On the other hand, if the input charge QIn\1=2Q, the bit bn-1 is set to
‘zero’ and the input charge QIn equals Qq(1) directly. Finally, it is evident that:
Qqð1Þ ¼ QIn � 1=2Qbn�1. Next, in the second step, the one-bit quantization error
Qq(1) is compared to �Q. At the end of the second conversion step, the 2-bit
quantization error Qq(2) is produced through reducing Qq(1) by � Q if

Qq 1ð Þ� 1=4Q. At the same time, the bit bn-2 is set to ‘one’. If Qq 2ð Þ\1=2Q, then
the bit bn-2 is set to ‘zero’ and Qq(2) simply equals Qq(1). Thus:
Qqð2Þ ¼ Qqð1Þ � bn�2Q=4.

Taking into account the recurrence:

Qq kð Þ ¼ Qq k � 1ð Þ � bn�kQ=2k; k ¼ 1; . . .; n ð6:1Þ

it is clear that the input charge is the sum of the charge portions stored in the
destination capacitors and the quantization error Qq(n):

QIn ¼ 2�1Qbn�1 þ 2�2Qbn�2 þ � � � þ 2�nQb0 þ QqðnÞ ð6:2Þ

On the other hand, the output digital word bn-1, bn-2,…, b0 forms the n-bit
estimate of the input charge value QIn with the accuracy equal to Qq(n).

6.3.2 Event-Driven Charge Transfer in SCR-ADC

The selections of the current source capacitor, current destination capacitor and
establishing the path between both capacitors in each conversion step to enable
charge transfer is the main task of the conversion algorithm implemented in the
asynchronous state machine. These actions are carried out by the event-driven
dynamic reconfiguration of states of controlled switches SGi, SHi, SLi as a response
to events occurring in the conversion process detected on the gate input or reported
by both comparators K1 and K2. The events timing the SCR-ADC conversion
cycle belong to four classes as follows (Fig. 6.8):

• detection of the start of the gate signal on the gate input triggering accumulation
of charge provided to the charge input,

• detection of the stop of the gate signal on the gate input,
• detection of an instant when the voltage on the current destination capacitor

reaches the desired threshold VL which is reported by the comparator K2,
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• detection of an instant when the current source capacitor is discharged which is
reported by the comparator K1.

The asynchronous control logic is driven only by outputs of both comparators
K1, K2 and by the start and the stop of the gate signal on the gate input. Thus, the
converter is self-timed and no clock is needed to control its operation.

6.3.3 Binary Search Algorithm

As stated, the SCR-ADC adopts the binary search algorithm for estimating the
input charge QIn. Before starting the conversion, it is known by the assumption that
the input charge does not exceed the conversion range 0 �QIn�Qð Þ so the
uncertainty interval for QIn is simply Uð0Þ ¼ 0; Q½ �.

After the first step, if bn-1 is evaluated to ‘one’, the lower bound of the
uncertainty interval for QIn is raised to Q/2 while the upper bound is kept the same
Q=2�QIn�Qð Þ so Uð1Þ ¼ Q=2; Q½ �. On the other hand, if bn-1 is evaluated to

‘zero’, the upper bound is reduced to Q/2 while the lower bound is kept the same,
therefore Uð1Þ ¼ 0; Q=2½ �. The size of the uncertainty interval at the end of the first
step equals DQIn 1ð Þ ¼ Q=2. In forthcoming steps, the conversion proceeds
accordingly. Each step halves the size of uncertainty interval for the estimation of
the input charge: DQIn kð Þ ¼ DQ k � 1ð Þ=2. Evaluating a state of a given bit to
‘one’ results in an increase of the lower bound. On the other hand, setting a bit
state to ‘zero’ causes a decrease of the upper bound of the uncertainty interval.

Finally, after k conversion steps, the lower bound of the uncertainty interval for
the input voltage value is defined by the sum of the binary-scaled components that
correspond to these output bits bn�1; . . .; bn�k whose states have been fixed and
evaluated to ‘one’. On the other hand, the upper bound of the uncertainty interval
equals the sum of the lower bound defined above and the weight 2-l referred to the
least significant bit bl among the bits bn�1; . . .; bn�k whose states have been already
set to ‘zero’ or the weight 2�n if all the bits bn�1; . . .; bn�k have been evaluated to
‘one’:

Xk

i¼1

2�ibn�i\
QIn

Q
\
Xk

i¼1

2�ibn�i þ 2�l ð6:3Þ

Fig. 6.8 Classes of events timing SCR-ADC conversion cycle
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where

l ¼ n; if 8l ¼ n� k; n� k þ 1; . . .; n� 1 : bl ¼ 1
min l; l ¼ n� k; n� k þ 1; . . .; n� 1 : bl ¼ 0ð Þ; otherwise

�

It can be easily proved that the range of the uncertainty interval after the kth
step defined as the difference between its upper and lower bound equals VL=2k (see
Table 6.1).

The uncertainty interval and its range defined by (6.3) is valid not only for the
SCR-ADC but for any successive approximation converters including the classical
synchronous Successive Approximation ADCs.

6.3.4 Source and Destination Capacitor Selection
in SCR-ADC

In the present Section, the rules for selection of the source and destination
capacitors by the state machine will be explicitly specified.

Let us denote by Source_C(i) the capacitor that acts as the source capacitor in
the ith conversion step and accordingly by Dest_C(i) the relevant destination
capacitor. In fact, during the charge accumulation preceding its further redistri-
bution in the SCR-ADC, the input capacitor Cn operates as the destination
capacitor for the input charge QIn. In successive conversion steps, the role of
the destination capacitor is taken over by the working capacitors Cn�1; . . .;C0 in
the order of decreasing capacitances. In each conversion step, the capacitance of
the source capacitor is higher than the capacitance of the destination capacitor.

The status of the first source capacitor is assigned to the input capacitor Cn. As
follows from the description of the charge redistribution algorithm, the role of the
source capacitor is delegated in the (i ? 1)th conversion step to the capacitor Cn-i

if the state of the bit bn-i has been fixed and set to ‘zero’. Otherwise, the index of
the source capacitor is not changed in the next packet cycle. The conversion is
completed after n steps when the capacitor C0 stops to operate as the (last) des-
tination capacitor.

In particular, if the input charge QIn is large and close to the converter full scale
(i.e. if the n - 1 most significant bits are set to ‘one’ in the output digital word),
then the input capacitor Cn operates as the source capacitor during the whole
conversion cycle. On the other hand, if QIn\C1VL which means that QIn is then
lower than 2 * LSB (i.e., if the n-1 most significant bits are evaluated to ‘zero’ in
the output digital word), the role of the source capacitor is switched successively
from Cn to C1 in each conversion step.
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6.3.4.1 Recursive Indexing of Source and Destination Capacitors

Generalizing, the index of Dest C iþ 1ð Þ is lower by one in relation to the index of
Dest_C(i)

Dest C 0ð Þ ¼Cn

Dest C iþ 1ð Þ ¼Dest C ið Þ � 1
ð6:4Þ

On the other hand, the index of the source capacitor in the next conversion step
Source C iþ 1ð Þ is the same as the index of the source capacitor in the previous
conversion step Source_C(i) if bn�i ¼ 1, or is the same as the index of the des-
tination capacitor in the previous conversion step Dest_C(i) if bn�i ¼ 0:

Source C 1ð Þ ¼ Cn

Source C iþ 1ð Þ ¼ Source C ið Þ; if bn�i ¼ 1
Dest C ið Þ; if bn�i ¼ 0:

�
ð6:5Þ

6.3.4.2 Explicit Indexing of Source and Destination Capacitors

As follows from (6.4), the index of the destination capacitor Dest_C(i) is decre-
mented from n-1 to zero in each conversion step and is independent of the states
of output bits:

Dest C ið Þ ¼ Cn�i ð6:6Þ

when i ¼ 0; 1; . . .; n (the charge accumulation phase is considered as the 0th
conversion step).

On the other hand, as follows from the formula (6.5) the index of the current
source capacitor Source_C(i) equals the index of the least significant bit among the
bits whose states have been fixed and set to ‘zero’, or equals the index of the input
capacitor (n) if all the output bits have been evaluated to ‘one’ as follows:

Source C ið Þ ¼ Cj; j� n� iþ 1 ð6:7Þ

where

j ¼ n; if8k ¼ n� iþ 1; n� iþ 2; . . .; n� 1 : bk ¼ 1
min k; k ¼ n� iþ 1; n� iþ 2; . . .; n� 1 : bk ¼ 0ð Þ; otherwise

�
ð6:8Þ

In particular, the source capacitor in the last conversion step Source_C(n) stores
the small charge portion corresponding to the quantization error.
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6.3.4.3 Selection of Source_C(i) and Dest_C(i) in Exemplified Cycle

In Table 6.1, the course of 6 initial steps of n-bit SCR-ADC conversion cycle is
specified based on the exemplified states of output bits. In particular, note that
according to the condition (6.5) Source C 6ð Þ ¼ Dest C 5ð Þ ¼ Cn�5 during step 6
since bn�5 ¼ 0. Furthermore, according to the condition (6.5) Source C 5ð Þ ¼
Source C 4ð Þ ¼ Cn�3during the step 5 since bn�4 ¼ 1. Note also that the integer
n - 3 as the index of Source_C(5) and Source_C(4) is the least significant bit
among the bits bn�4; . . .; bn�1 whose states have been already known in step 5 and
evaluated to ‘zero’ (see the condition (6.8)). The conversion is completed after the
nth step when the role of a destination capacitor plays the capacitor C0.

In Table 6.1, the control signals that are active in the relaxation, accumulation,
and during SCR-ADC successive redistribution steps are also listed. These signals
are referred to the reconfiguration of converter architecture presented in Fig. 6.7.
The functionality of these signals is discussed in Sect. 6.5 in details. Furthermore,
Table 6.1 contains the specification of lower and upper bounds of uncertainty
interval DQIn at the end of each conversion step (see formula (6.4)).

6.4 Event-Driven versus Classical Charge Redistribution
ADCs

The binary search algorithm as a principle of successive approximation analog-to-
digital conversion has been known at least since the sixteenth century [48] when it
was applied to measuring unknown weights using the minimum number of
weighing operations [49].

Early electronic devices adopting the binary search principle as ancestors of
successive approximation ADCs were designed in Bell Telephone Laboratories for
PCM systems in the 1940s. They were referred to as sequential coders, feedback
coders, or feedback subtractor coders [48]. In particular, in 1947, the experimental
PCM system using successive approximation algorithm based on subtracting
binary weighted charges designated as the ‘‘coder’’ of ‘‘feedback subtraction type’’
was reported in [50]. This system was de facto the successive approximation ADC
with charge as an intermediate variable and subtraction as the underlying operation
used to successive reduction of the quantization error. The first commercial suc-
cessive approximation analog-to-digital converter was introduced by Bernard M.
Gordon in 1954 [51].

The classical design of early successive approximation ADCs was based on
digital-to-analog converters with R-2R resistor ladder operating as a string of
current dividers. In the middle of 1970s, McCreary and Gray developed the suc-
cessive approximation ADC based on charge redistribution in the binary-weighted
capacitor array [46]. Due to easier fabrication of capacitors, zero quiescent current
and lower mismatch and tolerance, the capacitor array has successfully replaced
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the R-2R resistor ladder in MOS technology [46]. As a result of this, charge
substitutes current as the working medium in implementations of successive
approximation converters.

Although the charge redistribution technique was known previously [50, 52],
the advantage of scheme introduced by McCreary and Gray [46] consists in a
simple architecture and a lack of high performance operational amplifier. This
scheme of charge redistribution has been successfully implemented in commercial
successive approximation ADCs for decades and is still used nowadays [53].

6.4.1 Architecture of Classical Successive Charge
Redistribution ADC

The architecture of the classical successive charge redistribution ADC, which we
denote as the C-ADC, consists of a voltage comparator VC, an array of binary-
weighted capacitors Cn�1;Cn�2; . . .;C0 with an extra capacitor C0 of weight cor-
responding to the least significant bit (LSB), and a set of switches controlled by the
state machine connecting the capacitor plates to certain voltages (see Fig. 6.9 and
compare Fig. 6.6). The conversion cycle is performed in three phases: the sample
mode, the hold mode, and the redistribution mode in which the actual conversion
is performed.

In the sample mode (Fig. 6.10), the top plates of capacitors are connected to the
ground and the bottom plates respectively to the input voltage source which results
in delivery of charge that creates the input voltage VIN on the bottom plate of the
capacitors.

In the hold mode (Fig. 6.11), the switch disconnects the top plates from and
couples the bottom plates to the ground. Since the charge on the top plate is
conserved, the potential of the capacitor top plate goes to -VIN.

The actual conversion is performed by the redistribution mode. In the first step
of n-bit conversion cycle, the bottom plate of the largest capacitor Cn-1 is con-
nected via the switch Sn-1 to the reference voltage VREF, which corresponds to the
full-scale range of the converter (Fig. 6.12). The capacitor Cn-1 forms the 1:1

Fig. 6.9 Block diagram of
classical successive
redistribution analog-to-
digital converter (C-ADC)
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capacitance divider with the remaining capacitors connected to the ground. The
comparator input voltage becomes Vx ¼ �VIN þ VREF=2. If VIN [ VREF=2, then
Vx\0, and the comparator output goes high providing the most significant bit bn-1

to ‘one’. Furthermore, the bottom plate of the capacitor Cn-1 is left to be con-
nected to the reference voltage VREF. On the other hand, if VIN\VREF=2, then
Vx [ 0, the bit bn-1 is evaluated to ‘zero’ and the bottom plate of the capacitor
Cn-1 is returned to the ground to discharge the capacitor Cn-1.

In the next step, the state of the bit bn-2 is tested by comparing VIN to VREF/4 or
to 3VREF/4 through the different voltage dividers depending on the state of bn-1

(Fig. 6.13). It is performed by raising the bottom plate of the next largest capacitor
(Cn-2) to VREF, and checking the polarity of the resulting value of Vx. In this case,

Fig. 6.10 The C-ADC circuit diagram. The controlled switch states correspond to the sample
mode

Fig. 6.11 The C-ADC circuit diagram. The controlled switch states correspond to the hold mode
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however, the voltage division property of the array causes VREF/4 to be added to
Vx, thus Vx ¼ �VIN þ bn�1VREF=2 þ VREF=4. If VIN [ bn�1VREF=2 þ VREF=4,
then Vx \ 0 and the bit bn-2 is set to ‘one’. The bottom plate of the capacitor Cn-2

is left to be connected to the reference voltage VREF. Similarly, if
VIN\bn�1VREF=2þ VREF=4, then Vx [ 0, the bit bn-2 is evaluated to ‘zero’ and
the bottom plate of the capacitor Cn-2 is returned to the ground to discharge the
capacitor Cn-2.

In forthcoming steps, the conversion proceeds accordingly until all the bits have
been determined. After the final conversion step, the comparator input voltage
equals: Vx ¼ �VIN þ bn�1VREF=2þ bn�2VREF=4þ � � � þ b0VREF=2n.

Fig. 6.12 The C-ADC circuit diagram. The controlled switch states correspond to the first step
of redistribution mode

Fig. 6.13 The C-ADC circuit diagram. The controlled switch states correspond to the second
step of redistribution mode assuming that the MSB has been evaluated to ‘one’
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6.4.2 Energy Effectiveness of Classical Charge
Redistribution Scheme

In an C-ADC, the power is mainly consumed by the capacitor array, the comparator,
the reference buffers and by digital circuitry. The energy consumed for charging the
capacitors (named also ‘‘capacitor switching’’) is one of the main sources of energy
consumption in the converter that determines at the same time the lower bound on
energy dissipation of the whole C-ADC [54]. The capacitor switching power con-
sumption is directly proportional to the size of the unit capacitor C0 in the array
[55–57]. In practice, the smallest possible value for unit capacitor is determined by
the following constraints: kT=C noise requirement, capacitor matching, design rules
and the size of the parasitic capacitances [55]. The comprehensive analysis of the
power supplied by the reference voltage source used for capacitor switching and on
the linearity of the capacitive array is provided in [58].

The energy efficiency of charge redistribution according to the classical algo-
rithm has been reviewed in [56]. As indicated in [56], the capacitor array is effi-
ciently charged in these conversion steps when the tested bit is evaluated to ‘one’ and
the relevant capacitor is left to be connected to the reference voltage to the end of the
conversion cycle. On the other hand, the charge redistribution is highly inefficient
during the steps when the tested bit is set to ‘zero’ and the relevant capacitor is
coupled back to the ground throwing away charge that has been stored onto the array.

Furthermore, in [56], the enhancements to the classical algorithm are proposed.
These enhancements increase energy efficiency of charge redistribution and are based
on charge recycling. The idea of charge recovery is to transfer some of the charge from
the capacitors falling to the ground to ‘‘precharge’’ the subsequent capacitors rising to
the reference voltage, so that the additional energy required to fully charge the rising
capacitors is reduced [59]. The energy reduction is directly proportional to the amount
of charge being ‘‘reused’’ which depends on the value of sample being processed. The
highest energy reduction refers to the cycles when all the bits are evaluated to ‘one’.
On the other hand, there is no energy savings if all the output bits are set to ‘zero’.

For the most efficient charge recycling method proposed in [56] and based
additionally on splitting the MSB capacitor into an extra binary scaled sub-
capacitors, the average reduction of energy needed to drive charge redistribution
compared to the classical algorithm is 37 %. The implementation of the converter
architecture with two capacitor arrays in the 65-nm CMOS technology is reported
in [60]. As follows from comparative analysis, the relevant ADC has one of the
best energy efficiencies among published works.

6.4.3 Successive Approximation ADCs Based on Charge
Transfer Implemented in CCD Technology

The implementation of the charge redistribution schemes for signals produced by
charge coupled devices (CCD) or other sources of charge domain signals
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(i.e., infrared detectors) has been disclosed in several patent applications [61, 62]
and presented in research papers (e.g., [63, 64]). In the CCD technology, the
capacitor array is substituted by binary-weighted potential wells.

6.4.4 Comparison of C-ADC to SCR-ADC

The general similarity between classical (C-ADCs) and event-driven charge
redistribution ADCs (SCR-ADCs) presented in Sects. 6.2 and 6.3 consists in that
the conversion is realized by deployment of input charge in binary-scaled
capacitors. Also the instrumentation used to implement both schemes is in general
the same and comprises the capacitor array, comparator(s), reference source and a
set of controlled switches. In both converters, the conversion proceeds in the
charge domain based on successive reduction of the quantization error. The dif-
ferences between both schemes consists in distinct methods of charge deployment.
In the forthcoming subsections, the SCR-ADCs are compared to classical clock-
based converters C-ADCs introduced by [46] and commonly used in analog-to-
digital conversion for decades [53].

6.4.4.1 Time-Triggered versus Event-Triggered Architecture
for ADCs

As stated before, the principal difference between the SCR-ADC and the C-ADC is
that the charge redistribution is self-timed in the former whereas it is clock-driven
in the latter. An important implication is that the SCR-ADC almost does not
consume energy between conversion cycles that can be triggered on irregular
demands. The SCR-ADC is one of propositions of introducing the event-driven
architecture to analog-to-digital conversion which is still dominated by traditional
time-triggered implementations. In general, the event-based ADC architectures are
attractive for applications with constrained energy resources (e.g., in wireless
sensor networks). The event-based ADCs are adopted to event-based sampling
strategies [12, 19] but they are able to operate particularly with periodic sampling.

6.4.4.2 Reference Voltage Stability and Electromagnetic Interference

In the classical C-ADCs, the current used for switching the charge within the
capacitor array is delivered from the reference voltage source VREF (see the
position of the switch SV in Figs. 6.12 and 6.13 during charge redistribution).
Therefore, the current intensity and its variability affect the reference voltage
stability, and consequently, conversion accuracy. It is a significant point because
rapid changes of the current that result in discontinuities of voltages on capacitors
are enforced while the charge is switched in the capacitor array in each step. Fast
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changes of the current absorbed from the reference voltage source cause not only
fluctuations of the reference voltage but also transient electromagnetic
interference.

Instead, in the event-driven SCR-ADCs, the reference voltage VL connected to
high impedance comparator input provides comfortable working conditions in
terms of voltage stability. Moreover, the current formed by flow of charge
transferred between the source and destination capacitors is stable and obtained
from the voltage supply instead of the reference source (see the direction of the
flow of charge in Fig. 6.16). The voltages on capacitors vary slowly except the
relaxation phase. Due to slowly varying voltages, ensuring electromagnetic
compatibility is easier in the event-driven SCR-ADCs than in classical C-ADCs
because charge switching is no longer a source of electromagnetic interference. In
the SCR-ADCs, the transient changes of voltage are driven only by comparators
and control logic. The charge redistribution free of electromagnetic interference
enables the use of the SCR-ADCs in solutions with low amplitude signals which
refers particularly to biomedical applications.

6.4.4.3 Capacitor Leakage and Conversion Accuracy

In the classical SCR algorithm, the whole input charge is transferred among all the
capacitors during each step of charge redistribution (see Figs. 6.11, 6.12, 6.13).
Thus, the conversion accuracy is affected by leakage of all the capacitors. Instead,
in the event-driven SCR-ADCs, the charge is exchanged in each step only between
two capacitors (see Fig. 6.16). Therefore, the leakage of the capacitors corre-
sponding to bits whose states have been already evaluated in previous steps does
not influence conversion accuracy and the charge portion being processed in
general decreases as the cycle proceeds.

6.4.4.4 Static versus Dynamic Conditions of Comparator Operation

There are different requirements for time response of the comparators in both
converters. In the C-ADC, the comparator performs just the signum function in
static conditions and the influence of a comparator delay can be eliminated by
adequate selection of the clock frequency. Instead, in the SCR-ADC, both com-
parators perform voltage level-crossing detection in real time (see Fig. 6.19) and
the comparator delay is one of primary factors that affects the conversion accuracy.
Therefore, the speed of charge redistribution defined by the current source
intensity I must be balanced and limited by comparator latency to keep the con-
version accuracy higher than converter resolution. A precise detection of the level-
crossing instant instead of evaluation of signum function in static conditions is a
fundamental difference of the comparator function in the SCR-ADC compared to
the C-ADC.
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Due to a need of timely detection of level-crossings, the conversion time of the
SCR-ADC is longer than for the C-ADC. As it will be shown further, the SCR-
ADC conversion time can be reduced by starting the charge redistribution con-
currently with its accumulation (see Sect. 6.7) which is impossible in the C-ADC
where the sample mode always precedes the redistribution mode and cannot be
started simultaneously.

6.5 Circuit Reconfiguration During Conversion Cycle

As stated, the SCR-ADC circuit operation consists in controlling the charge
accumulation and its event-driven successive redistribution by a dynamic recon-
figuration of states of controlled switches. The switches are reconfigured as a
response to events occurring in the conversion process and reported by both
comparators or detected on the input (see Sect. 6.3.2). Now we will discuss in
details the process of reconfiguration of circuit topology managed by the asyn-
chronous state machine during the conversion cycle.

During the charge accumulation, the charge input is coupled to the input
capacitor Cn via a closure of the switch SS by the control signal CS. Next, the
current source I is activated by the control signal CI during the redistribution
phase. The main task of the ASM is a selection of the source Source_C(i) and
destination Dest_C(i) capacitors, and to establish the path between both capacitors
to enable a charge transfer driven by the current source I. As follows from the
analysis in Sect. 6.3.4, a selection of the Source_C(i) is a dynamic process whose
course depends on the states of output bits already evaluated, and a selection of the
Dest_C(i) is a static process repeated in the same order in every conversion cycle.

In the SCR-ADC configuration presented in Fig. 6.7, the input of the current
source I is connected to the rail H, and its output to the rail L respectively. Thus, to
enable the charge transfer, the Source_C(i) is connected between the rail H and the
potential VH, and the Dest_C(i) between the rail L and the ground. To simplify the
switch control during the conversion process, the bottom plates of all the other
capacitors, except of the Dest_C(i), are also kept on the potential VH but their top
plates, except the top plate of the Source_C(i), are disconnected both from rails
L and H (compare the hydraulic model in Figs. 6.1, 6.2, 6.3, 6.4, 6.5). In this way,
the current source I is put into the path established only between the
Source_C(i) and the Dest_C(i).

Moving the charge results in growing the potential of the top plate of the
Dest_C(i), and falling the potential of the top plate of the Source_C(i). If the
former potential reaches VL \ VH before the latter falls to VH, the comparator K2
signals to the ASM that the Dest_C(i) is charged to a desired voltage VL. Then the
ASM sets the output bit bn-i corresponding to the Dest_C(i) to ‘one’, and changes
the destination capacitor according to the condition (6.4) by appropriate switch
reconfiguration [the source capacitor is kept the same according to the condition
(6.5)]. On the other hand, if the top plate of the Source_C(i) falls to the VH before
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the voltage on the Dest_C(i) reaches a desired level VL, the comparator K1 reports
to the ASM that the Source_C(i) is discharged. Then, the ASM sets the appropriate
output bit to ‘zero’, and reconfigures the states of switches to change both the
source and the destination capacitors according to the conditions (6.5).
The other tasks managed by the ASM are the controls of charge accumulation and
of relaxation phases.

The proposed converter architecture requires to select the voltage VH such that
VDD � VH �VL to keep the bottom plates of the Source_C(i) (and the other
capacitors except the Dest_C(i)) on the potential VH during the ith conversion step.
On the other hand, the condition VH [ VL is needed to enable charge transfer
between Source_C(i) and Dest_C(i). Summing up, it is desirable to have the VL

possibly high in order to minimize the impact of comparator offsets on conversion
accuracy but the voltage difference UI ¼ VH � VL must be kept large enough to
guarantee proper operation of the current source I used for charge transfer. Finally,
for a given minimum voltage value UI on the current source, the voltage VL is
limited as follows: VL� VDD � UIð Þ=2. Thus, VL is always lower than UI/2.

6.5.1 Switch Control

Three controlled switches SHi, SLi, SGi are assigned to the ith cell in the capacitor
array in the proposed configuration of the SCR-ADC seen in Fig. 6.7. The group of
the switches SL0,…, SLn are used in a selection of Dest_C(i) during the conversion
process on the one hand, and to discharge all the capacitors simultaneously during
the relaxation phase on the other. The group of the switches SG0, …, SGn are used
in order to hold the bottom plates of the capacitors C0,…, Cn on the ground
potential, or on the potential VH. The former is needed in a selection of the
Dest_C(i), and the latter for choosing the Source_C(i). The group of the controlled
switches SH0,…, SHn are used in a selection of the Source_C(i) to couple it to the
current source I input. The switch SGall is used to connect the rail L to the ground
to discharge all the capacitors.

The switches are controlled by the signals Ii and Di produced by the state
machine. Both signals are active with a high logical level. The active state of the
signal Di closes the switch SHi. To simplify switch control, a pair of switches SGi,
SLi, assigned to a given capacitor Ci, is controlled by the same signal Ii,
i = 0,1,…,n. Thus, the active state of Ii closes the switch SLi and also connects the
switch SGi to the ground. Therefore, if the bottom plate of the capacitor Ci is
grounded, its top plate is at the same time coupled to the rail L.

The switch SHi is controlled by the signal Di. The control signals Ii and Di are
not both active during any step of charge redistribution. However, they are active
simultaneously during charge accumulation (for i = n) as presented in Fig. 6.7.
Thus, the active state of the control signal In-i selects respectively the Dest_C(i),
and the active state of Dj indicates the Source_C(i). The cells that are not currently
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involved in the charge redistribution are driven with inactive states of both control
signals Ii and Di. In Figs. 6.9, 6.10, 6.11, 6.12, the evolution of circuit configu-
ration during the conversion cycle will be presented.

6.5.2 Switch Reconfiguration During Relaxation Phase

As stated, in the relaxation phase, the input capacitor and all the working capac-
itors are quickly discharged in order to make the SCR-ADC ready for the next
conversion cycle. The states of the switches during the relaxation phase are shown
in Fig. 6.14. All the signals Ii, i = 0, 1,…,n are active, thus the switches from the
group SGi connect the bottom plates of capacitors to the ground, and the top plates
to the rail L. Since the rail L is also grounded via the switch SGall that is then
closed, the top plates of all the capacitors are also kept on the ground potential.
The signals CI and CS are inactive to disconnect the current source I and also the
charge input from the rest of converter circuitry (by opening the switch SS).

By closing the switch SHn with an active state of the control signal Dn, the rail
H is connected also to the ground in order to avoid the undesirable transitions of
the comparator K1 output state due to possible appearance of electrostatic charge
on the high resistance K1 input. Otherwise, the random transitions of the com-
parator K1 output may unnecessarily increase power consumption. The comparator
K1 output is thus kept active but it is of no importance because the state machine
ASM ignores both comparators output states in the relaxation phase.

Fig. 6.14 The SCR-ADC circuit configuration during the relaxation phase
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6.5.3 Switch Reconfiguration During Charge Accumulation

During the charge accumulation, the incoming charge packet is delivered to the
input capacitor Cn through the charge input and the switch SS activated by the
ASM using the control signal CS. The instants when the charge packet accumu-
lation is started and terminated are defined by the external gate pulse provided to
the gate input. As soon as the state machine detects the leading edge of the gate
pulse on the gate input, it reconfigures the controlled switches to the states shown
in Fig. 6.7 in Sect. 6.2.2. Since the input capacitor Cn operates as the destination
capacitor, thus the control signals Ii except In are deactivated which causes at the
same time moving bottom plates of all working capacitors Cn-1…,C0 to the
potential VH, and keeping the input capacitor Cn on ground. During the charge
accumulation, the potential of the top plate of the input capacitor Cn coupled to the
rail L (the switch SLn is closed) is non-decreasing in time and proportional to the
charge packet portion already accumulated. The switch SGall is open.

The control signal Dn is active so the switch SHn is closed in order to keep the
rail H on the well-defined potential similarly as during the relaxation phase. The
situation when both signals Dn and In are active simultaneously occurs only during
the charge accumulation process. The current source is disconnected from the rest
of the circuit since the control signal CI is inactive. The output states of both
comparators are then ignored by the state machine.

6.5.4 Switch Reconfiguration During Conversion Phase

The trailing edge of the gate pulse on the gate input terminates the accumulation
phase, and starts the conversion phase.

The subsequent steps of the conversion phase are self-timed by the outputs of
the comparators K1, K2. The trailing edge of the gate pulse causes opening the
switch SS by deactivating the control signal CS, terminating the charge accumu-
lation in the input capacitor Cn, and connecting the current source I to the capacitor
array in order to redistribute the charge stored in the input capacitor. The current
source I is active during the whole conversion phase. The state machine selects a
capacitor that serves as the Source_C(i) by activating the control signal Dj

according to (6.5), and respectively a capacitor that serve as Dest_C(i) by acti-
vating the control signal Dn-i according to (6.4).

In Fig. 6.15, the states of the switches during the first conversion step
(Source C 1ð Þ ¼ Cn;Dest C 1ð Þ ¼ Cn�1) are shown. The simplified version of
circuit configuration presented in Fig. 6.15 is depicted in Fig. 6.16 (compare
Fig. 6.16 to Fig. 6.2).

The input capacitor Cn as Source_C(1) is connected to the potential VH by
deactivating the control signal In. The signal Dn is kept active so the Cn is still
coupled to the rail H as during the relaxation and charge accumulation when the
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switch SHn has been selected to hold the rail H in a well-defined potential. The In-1

is activated to enable operation Cn-1 as Dest_C(1).
Since the selection of the Dest_C(i) is a static process, the hardware imple-

mentation of the selector of the current destination capacitor can be in the ASM
realized by combinational logic, for example, by a ring counter cleared by the
trailing edge of the pulse on ADC input, and driven by the output of the com-
parators K1 and K2. As the selection of the Source_C(i) is dynamic and depends
on the state of bits in the digital output word evaluated in the previous conversion
steps, the hardware implementation of the selector of the current source capacitor
in the ASM must be based on sequential logic. Two cases have to be considered
according to the conditions (6.5).

Fig. 6.15 The SCR-ADC circuit diagram. The switch states correspond to the first conversion
step (Source_C(1) = Cn, Dest_C(1) = Cn-1)

Fig. 6.16 Simplified version of SCR-ADC configuration shown in Fig. 6.15 referring to the first
conversion step (compare to Fig. 6.2)
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6.5.4.1 Evaluating Bit State to ‘One’

If the voltage on the current destination capacitor Dest_C(i) reaches VL resulting in
the evaluation of the bit bi to ‘one’, then the source capacitor will keep its role in
the next conversion step according to (6.5). Thus, if bi = 1, then the signal Dj is
kept active in the i ? 1 conversion step. The role of the next destination capacitor
Dest_C(i ? 1) is then delegated to the Cn-i-1, which causes the activation of the
control signal In-i-1 as shown in Fig. 6.17.

Figure 6.17 illustrates the reconfiguration of the switch states in relation to
Fig. 6.15 soon after the bit bn-1 has been evaluated to ‘one’. Thus, the switch
states in Fig. 6.17 correspond to the second conversion step when j = n, i = 2,
i.e., Source C 2ð Þ ¼ Cn;Dest C 2ð Þ ¼ Cn�2.

6.5.4.2 Evaluating Bit State to ‘Zero’

If the voltage on the current source capacitor Source_C(i) reaches zero before the
voltage on the current destination capacitor Dest_C(i) reaches VL, then the
Dest_C(i) will operate as the Source_C(i ? 1) in the next conversion step
according to (6.5).

The state machine changes the destination and the source capacitor in the next
step by:

• deactivating the control signals Dj to stop the operation of Cj as the source
capacitor,

Fig. 6.17 The SCR-ADC circuit configuration during the second conversion step when
Source_C(2) = Cn, Dest_C(2) = Cn-2 soon after the bit bn-1 has been evaluated to ‘one’
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• deactivating the control signals In-i and activating the control signal Dn-i to
change the role of the previous destination capacitor to the current source
capacitor,

• activating the control signal In-i-1 to select the next destination capacitor.

Figure 6.18 presents the circuit configuration soon after the bit bn-2 has been
evaluated to ‘zero’. The switch states correspond to the third conversion step when
j = n-2, i = 3, i.e., Source C 3ð Þ ¼ Cn�2;Dest C 3ð Þ ¼ Cn�3. In the relevant
column of Table 6.1 in Sect. 6.3.4, the control signals that are active during the
relaxation, charge accumulation, and also during particular conversion steps are
listed.

The complete timing of signals during the relaxation phase, charge accumu-
lation and during the conversion steps for the course of 4-bit conversion cycle in
SCR-ADC is presented respectively in Fig. 6.19a. On the other hand, Fig. 6.19b
shows the similar diagram for the DSCR-ADC (Direct Successive Charge
Redistribution ADC) which is an enhanced version of the SCR-ADC that will be
discussed in Sect. 6.6. The states of output bits (1001) correspond to the course of
conversion cycle illustrated on the basis of the hydraulic model in Sect. 6.2.1 for
the SCR-ADC. The timing includes the control signals CI, CS, I4, I3, I2, I1, D4, D3,
D2, D1 produced by the asynchronous state machine for corresponding switches,
the voltages V(H) on the rail H, and V(L) on the rail L, and the voltages on the
capacitors U4, U3, U2, U1, and on the comparator K1, K2 outputs.

Fig. 6.18 The SCR-ADC circuit diagram. The switch states correspond to the third conversion
step when Source_C(3) = Cn-2, Dest_C(3) = Cn-3 soon after the bit bn-2 has been evaluated to
‘zero’
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(a)

(b)

Fig. 6.19 Timing of signals during the relaxation, charge accumulation and during all the
conversion steps for the course of 4-bit conversion cycle in SCR-ADC (on the left) (a) and
DSCR-ADC (on the right) (b). The states of output bits (1001) correspond to the course of
conversion cycle illustrated by the use of the hydraulic model in Sect. 6.2.1

6 Event-Driven Successive Charge Redistribution Schemes 189



6.5.5 Conversion Accuracy versus Implementation
Non-idealities

The accuracy of the SCR-ADC is mainly determined by the accuracy of imple-
mentation of binary-scaled capacitances. The sum of the capacitances
Cn-1 +_+ C0 defines the conversion range. On the other hand, the mismatch of
the capacitance ratio determines the integral and differential nonlinearity of con-
verter characteristics.

The worst-case integral (INL) and differential (DNL) nonlinearity for a number
of n binary-scaled capacitors implemented with a tolerance DC=C are estimated as
follows [27]:

INL ¼ �2n�1 DC

C
LSBs ð6:9Þ

DNL ¼ � 2n � 1ð ÞDC

C
LSBs ð6:10Þ

The relative tolerance of capacitance ratio in MOS technology can be as low as
±0.1 % [27]. For the 8-bit SCR-ADCs, the worst-case integral and differential
nonlinearity amounts to INL ffi �0:13LSBs and DNL ffi �0:26LSBs assuming that
DC=C ¼ �0:1 %.

The non-zero resistance of closed switches reduces intended voltages on the
capacitors. As a result, the voltage on destination capacitors is less than VL by
the same increment if the resistance of each switch is fairly the same. This creates
the gain error. On the other hand, the reduction of the voltage on the source
capacitors creates dynamic errors. However, if the resistances of particular
switches vary, the extra differential nonlinearity is introduced to converter char-
acteristics. The voltages on the closed switches are proportional to the intensity of
current sourceIused for charge redistribution.

The comparator delays cause a delivery of an extra charge portion to each
destination capacitor. This charge value defined by the product of comparator
delay and the intensity of current sourceIis independent of the destination
capacitor capacitance. As a result, the comparator delays evoke additional integral
nonlinearity in relation to the INL induced by capacitor mismatching. To keep the
conversion errors created by non-zero resistance of switches and comparator
delays bounded, the intensity of current sourceImust be limited.

6.6 Analysis of Conversion Time in SCR-ADCs

It is well-known that the analog-to-digital converters based on the successive
approximation scheme are characterized by high resolution and accuracy obtained
at the cost of relatively long conversion time. In the classical n-bit synchronous
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successive approximation ADCs, the conversion consists of a number of n equal
steps while each step takes one clock period. In the ADC with the event-driven
successive charge redistribution, the conversion time is in general longer and the
durations of particular steps are unequal. Usually the steps in the SCR-ADC became
shorter as the conversion cycle proceeds (see Fig. 6.14). More precisely, the
duration of steps decreases or remains constant with an increase of the step number.
On the other hand, the durations of steps depend on the states of bits being tested.
As will be demonstrated, a given conversion step terminated with evaluating the
relevant bit to ‘one’ is longer than the same step completed with setting the bit to
‘zero’. Therefore, the SCR-ADC conversion time is a non-linear function of the
input charge value [26]. The evaluation of the conversion time is a key to estimate
the energy consumption that is directly proportional to the conversion time.

6.6.1 Duration of Conversion Steps

The duration of a particular conversion step equals the time needed to transfer
charge from the source to the destination capacitor within this step. Since the rate
of charge redistribution is constant and equal to the intensity of the current source
I enforcing charge flow, the duration Tk of the kth conversion step depends on the
amount of charge Qk being then moved:

Tk ¼
Qk

I
ð6:11Þ

If the output bit bn-k is evaluated to ‘one’, the charge value translocated during
the kth conversion step from the source to the destination capacitor
Dest_C(k) = Cn-k equals Cn-kVL = Q/2 k. On the other hand, if bn-k is evaluated
to ‘zero’, the amount of charge transferred during the kth conversion step equals
Qq(k-1) which is the (k-1) bit quantization error (see Sect. 6.3.1). Therefore:

Qk ¼
Q
2k ; if bn�k ¼ 1
Qq k � 1ð Þ; if bn�k ¼ 0

�
ð6:12Þ

As follows from the discussion in Sect. 6.3.1:

Qq k � 1ð Þ\Qk

�
2k if bn�k ¼ 0 ð6:13Þ

therefore the duration Tk of the conversion step completed with the evaluation the
bit bn-k to ‘one’ is longer than in case if it is set to ‘zero’.

6.6.1.1 Duration of Conversion Step with Evaluating Bit State to ‘1’

According to (6.11) and (6.12), the duration of the kth conversion step Tk provided
that bn�k ¼ 1 equals:
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Tk ¼ Tkmax ¼
Q

2kI
¼ T

2k
if; bn�k ¼ 1 ð6:14Þ

where Q ¼ 2nVLC0 is the SCR-ADC input range (full scale) and T ¼ Q=I.
As follows from (6.14), the maximum durations of the successive steps Tkmax

halves with a number of the conversion step k since the capacitances of subsequent
destination capacitors are reduced twice, and the rate of charge redistribution
defined by I is the same (see Fig. 6.19).

6.6.1.2 Duration of Conversion Step with Evaluating Bit State to ‘0’

The (k-1) bit quantization error Q(k-1) can be found as the difference of the input
charge QIn and the charge portions Q=2; . . .;Q=2k�1 disposed in the destination
capacitors Cn�1; . . .;Cn�kþ1 in the previous 1; . . .; k � 1conversion steps as
follows:

Q k � 1ð Þ ¼ QIn �
Xk�1

i¼0

bn�iQ

2i
ð6:15Þ

The duration Tk of the kth conversion step if bn�k ¼ 0 according to (6.11) is:

Tk ¼
Q k � 1ð Þ

I
¼ QIn

I
�
Xk�1

i¼0
bn�iTi\Tk max if bn�k ¼ 1 ð6:16Þ

where
Pk�1

i¼0 bn�iTi is the sum of durations of previous conversion steps from 0 to
k-1 that have been terminated with evaluating the output bits bn�1; . . .; bn�kþ1 to
‘one’. The initializing conditions T0 = 0 and bn = 0 have not any physical
interpretation and are introduced to the formula (6.16) arbitrary in order to model
the duration of the first conversion step (k = 1) accordingly.

6.6.2 Duration of Conversion Step in General Case

Summing up, the duration Tk of the kth SCR-ADC conversion step is modelled by
the following formula:

Tk ¼
T
2k ; if : QIn� Q

2k þ
Pk�1

i¼0
bn�i

Q
2i

QIn
I �

Pk�1

i¼0
bn�iTi; if : QIn\ Q

2k þ
Pk�1

i¼0
bn�i

Q
2i

8>><
>>:

ð6:17Þ

where T0 ¼ 0, bn ¼ 0 by the convention as stated before.
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In particular, the duration of the first conversion step T1 is:

• T=2 if bn-1 = 1 for QIn�Q=2; or
• QIn=Iif bn-1 = 0 for QIn\Q=2.

The second conversion T2 step lasts:

• T=4if bn-2 = 1 for QIn�Q=4þ bn1�Q=2; or
• QIn=I � T=2 if bn-2 = 0 for QIn\Q=4þ bn�1Q=2.

Durations of subsequent conversion cycles can be estimated accordingly.

6.6.3 Conversion Time in SCR-ADC

By taking into account the formula (6.17), the SCR-ADC conversion time TC_SCR

versus the input charge QIn is defined as the sum of the durations of the steps
1,…,n:

TC SCR QInð Þ ¼
Xn

k¼1

bn�kT

2k
þ 1� bn�kð Þ � QIn

I
�
Xk

i¼1

bn�iT

2i

 !" #
ð6:18Þ

The plot of the normalized conversion time TC_SCR/T versus the normalized input
charge QIn/Q for the 12-bit SCR-ADC according to (6.18) is shown in Fig. 6.20. As
follows from (6.18) and Fig. 6.20, the relationship between TC_SCR/T and QIn/Q is
highly non-linear. The maximum conversion time TC_SCRmax appears when all the
bits in the output digital word are evaluated to ‘one’ because the durations of all the
conversion steps reach its maximum value defined by (6.14):

TC SCR max ¼
Xn

k¼1

Tk max ¼
Xn

k¼1

T

2k
¼ T

2n � 1
2n

ffi T ð6:19Þ

This corresponds to a situation when the QIn approaches the SCR-ADC input
range Q. As follows from (6.19), the maximum conversion time TC_SCRmax is
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Fig. 6.20 The normalized
conversion times
TC_SCR/T (blue line) and
TC_DSCR/T (red line) versus
normalized input charge
QIn/Q according to (6.18) and
(6.27) for 12-bit resolution.
The green line represents
QIn/QI
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almost independent of the SCR-ADC resolution (n) and with an increase of a
number of bits n approaches asymptotically T = Q/I.

On the other hand, the conversion time TC_SCR never falls below QIn/QI which
refers to the green line in Fig. 6.20. The ratio QIn/I defines the minimum for
TC_SCR which is obtained when the charge redistribution process is as effective as
possible. It occurs if the binary search algorithm finds directly the appropriate
destination capacitors without transferring the charge to the intermediate (source)
capacitors. Such situation happens if the role of the source capacitor is kept by the
input capacitor through the whole conversion cycle. Then, the output word looks
like a thermometer code, that is, it consists of ‘one’s at a certain number of the
most significant bits, and ‘zero’s at the least significant bits (i.e., 11…100…0). For
such output words, the conversion time TC_SCR approaches QIn/I neglecting an
extra delay due to transfer of the charge portion less than charge unit Qn ¼ VLC0.
Thus, the most effective charge redistribution happens when QIn equals
Q=2; 3Q=4; 7Q=8; . . .; ð2n � 1ÞQ=2n, respectively. Finally, the conversion time
TC_SCR has the following lower and upper bounds:

QIn=I� TC SCRðQInÞ� T : ð6:20Þ

6.6.4 Charge Redistribution Effectiveness

Taking into account a non-linear relationship of the TC_SCR versus QIn, the inter-
esting issue is to answers the question how many times a charge unit is moved on
average during the redistribution process. The measure QIn/I represents the time
needed to move the whole input charge from the input capacitor directly to des-
tination capacitors without intermediate transfers. The efficiency of the charge
redistribution process may be illustrated by examining the graphical relation
between the plots of TC_SCR (red curve) and QIn/I (green line) in Fig. 6.20. If the
plot of TC_SCR is close to QIn/I, then the conversion effectiveness is almost optimal.
However, if TC_SCR is much higher than QIn/I, the efficiency of the charge redis-
tribution process is lower. As seen in Fig. 6.20, the efficiency of the SCR-ADC
conversion process is determined by the value of the input charge QIn. The mean
number of transfers of each charge unit included in the input charge portion during
a redistribution process can be found by evaluating the ratio of the conversion time
TC_SCR to QIn/I:

pC SCR ¼
ITC SCR

QIn
ð6:21Þ

The plot of pC_SCR versus input charge QIn/Q for n = 12 is presented in
Fig. 6.21. As illustrated, the mean number of transfers of each charge unit in a
conversion cycle is both lower and upper bounded. The pC_SCR reaches its max-
imum equal to n if the effectiveness of charge redistribution is low (i.e., the small
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charge portion less than charge unit Qn is successively transferred through all the
n capacitors Cn-1,…,C0, and the role of source capacitor is changed in each
conversion step). This happens when at the list the bits bn-1,…,b1 in the digital
output word are evaluated to ‘zero’.

On the other hand, the pC_SCR reaches its minimum equal to one if the effec-
tiveness of charge redistribution is high (i.e., the large charge portion is transferred
directly to the destination capacitors Cn-1,…,C0 while the input capacitor Cn acts
as the source capacitor during the whole conversion cycle). This corresponds to the
situation when the output word is of a thermometer code type (11…100…0).

Thus:

1� pC SCR� n ð6:22Þ

Summing up, the SCR-ADC conversion effectiveness is lower for small values
of the input charge QIn and higher for large QIn since a small value of input charge
is transferred even n times until it finds the final destination capacitor and large
values of input charge may reach its destination without intermediate transfers
(Fig. 6.21).

6.7 Enhancements of Basic Version of SCR-ADC

In the event-based SCR-ADC described above, the input charge accumulation
phase and the charge-to-digital conversion are realized sequentially because the
input charge QIn is collected in the extra capacitor before starting the redistribution
phase. The significant enhancement that can be introduced to the basic converter
version is to start redistribution concurrently to input charge accumulation. The
relevant converter version where QIn is processed at the same time when it is
collected in the capacitor array is termed the Direct Successive Charge Redistri-
bution ADC (DSCR-ADC).

20 40 60 80 100
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QIn/Q

%

pC SCR

pC DSCR

Fig. 6.21 Mean numbers of
transfers of a charge unit per
conversion cycle versus
normalized input charge QIn/
Q for the SCR-ADC (pC_SCR)
and the DSCR-ADC
(pC_DSCR) if n = 12
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6.7.1 Principles of Direct Successive Charge Redistribution

Referring to the hydraulic model, the concept of the DSCR-ADC is based on a
simple observation that liquid can be accumulated immediately in the auxiliary
containers without the use of the input container (Fig. 6.1). In the electric analogy,
the input charge is collected directly in the working capacitors in the order of
decreasing capacitances and the input capacitor is removed from the converter
architecture. In general, the redistribution algorithm is the same in the DSCR-ADC
as in the SCR-ADC.

The primary benefit obtained in the DSCR-ADC is a reduction of the conver-
sion time compared to the SCR-ADC. The time needed to split the input charge
among the working capacitors is the same in the DSCR-ADC as in the basic
version of the SCR-ADC. But the difference is that the charge deployment is
started immediately at the beginning of its accumulation instead of at the end as it
occurs in the SCR-ADC.

Usually the duration of the charge redistribution phase lasts longer than charge
accumulation time Ta. After termination of the charge accumulation, the final part
of the DSCR-ADC conversion cycle consists in redistributing the residual charge
according to the classical algorithm used in the SCR-ADC. Figure 6.22 presents a
comparison of timing of the SCR-ADC and DSCR-ADC conversion cycles. In
particular, note that the conversion time TC_DSCR of the DSCR-ADC is lower by Ta

from the conversion time TC_SCR of the SCR-ADC. Therefore, the use of the
DSCR-ADC is especially attractive in the applications when the charge acquisition
time Ta is long.

6.7.2 DSCR-ADC Architecture and Operation

The DSCR-ADC circuit diagram is shown in Fig. 6.23. The architecture of the
DSCR-ADC is in general the same as the architecture of the classical Successive
Charge Redistribution Analog-to-Digital Converter (SCR-ADC) presented in
Fig. 6.6. The only difference concerns a lack of the input capacitor and the

Residual charge
redistribution 

Concurrent charge
accumulation/ 
redistribution

Ta

Charge
accumulation 

Charge
redistribution 

TC_DSCR TC_SCR

TC_DSCR = TC_SCR – Ta

t

0

SCR-ADC:

DSCR-ADC:
Ta

Fig. 6.22 Sequential versus concurrent charge accumulation and redistribution realized respec-
tively in SCR-ADC and in DSCR-ADC
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modification of the algorithm of converter operation implemented in the asyn-
chronous state machine. Thus, the number of binary-scaled capacitors used in the
n-bit DSCR-ADC equals n instead of n-1 as it appears in the SCR-ADC.

The DCSR-ADC operates as follows. Detecting the start of the external gate
signal on the gate input by the asynchronous state machine triggers a collection of
the incoming charge provided to the charge input in the capacitor Cn-1 corre-
sponding to the most significant bit (MSB). If the voltage Un-1 on the capacitor
Cn-1 reaches the prespecified threshold VL before the stop of the gate signal is
detected by the ASM, the most significant bit bn-1 is set to ‘one’. Next, the input
charge is collected in consecutive capacitors Cn-2,Cn-3,… sequentially in the
order of decreasing capacitances. In particular, Fig. 6.23 shows the DSCR-ADC
configuration during the time when the charge is collected in the capacitor Cn-2. If
the voltages on these capacitors reach the desired value VL, then the relevant
output bits bn-2,bn-3,… are set to ‘one’ (Fig. 6.24).

Assume that the stop of the gate signal occurs in the kth step when charge is
collected in the capacitor Cn-k where k 2 1; . . .; nf g. The detection of the stop of

Fig. 6.23 Circuit diagram of the DSCR-ADC. The states of the controlled switches correspond
to the second step of the accumulation/conversion phase when the input charge provided to the
charge input is collected in the capacitor Cn-2

Conversion step number: 1     2  …  k-1     k      k+1   k+2   ...   n
Bit index: bn-1 bn-2 … bn-k+1 bn-k bn-k-1 bn-k-2 … b0

Bit state: 1 1 …   1 0 x x …   x x={0,1}

Concurrent charge
accumulation and redistribution

Residual charge
redistribution 

Fig. 6.24 Sequence of conversion phases in the DSCR-ADC
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the gate signal terminates a delivery of charge to the capacitor array and starts to
redistribute the charge portion stored in the latterly charged capacitor Cn-k

(residual charge) into the set of binary-weighted capacitors Cn-k-1,…,C0 in the
subsequent steps k ? 1, k ? 2,…, n.

The bits bn�1; bn�2; . . .; bn�kþ1are evaluated to ‘one’ since all the capacitors
Cn�1;Cn�2; . . .;Cn�kþ1 had been charged to the desired voltage VL before the stop
of the gate signal is detected. In general, the bit bn-k is the most significant bit
whose state is set to ‘zero’ (Fig. 6.24). Theoretically, the bit bn-k can be set to
‘one’ in an ideal situation if the process of charging the capacitor Cn-k is stopped
exactly when the stop of the gate signal is detected by the state machine. In such
situation, the conversion phase is completed exactly after termination of the charge
accumulation, and charge-to-digital conversion takes a non-redundant conversion
time, that is, the digital word is produced immediately as soon as the charge
accumulation is terminated (TC_DSCR = 0) (compare Fig. 6.20).

The index value n - k of the capacitor Cn-k depends on the duration of the
input charge accumulation Ta. The number k equals one for small values of QIn,
and respectively k = n if QIn is close to the converter range Q. In the first step of
residual charge redistribution, which is at the same time the (k ? 1)th conversion
step, the capacitor Cn-k starts to operate as the first source capacitor whereas the
role of the destination capacitor plays the Cn-k-1. Further conversion proceeds in
the same way as in the basic version of the SCR-ADC during the charge redis-
tribution. The residual charge redistribution is carried out by the current source
I whose intensity determines the speed of the residual charge transfer process.

6.7.3 Event-Driven Charge Transfer in the DSCR-ADC

In the DSCR-ADC, four classes of events drive the conversion process as in the
SCR-ADC (see Sect. 6.3.2). However, there is a certain difference in algorithm of
the ASM in the DSCR-ADC compared to the SCR-ADC. The difference consists
in the condition terminating the concurrent charge accumulation/redistribution.
More specifically, the input charge is stopped to be collected in the capacitor Cn-k

not due to a detection of the output signals from the comparators K1, K2 but
because the stop of the gate signal occurs. This is the violation of the principle of
the redistribution algorithm used in the SCR-ADC where the stop of charging any
destination capacitor is triggered only by the active signal on one of the com-
parators K1, K2 outputs (Sect. 6.3.2). Thus, the algorithm of the DSCR-ADC is
more complex compared to the algorithm of the SCR-ADC which results in higher
complexity of its hardware implementation in the ASM.

198 D. Kościelnik and M. Miśkowicz



6.7.4 Source and Destination Capacitor Selection
in DSCR-ADC

In the DSCR-ADC, the destination capacitors Dest_C(i) are selected according to
the formula (6.4) or (6.6) as in the SCR-ADC. The status of the source capacitor is
assigned first time in the k ? 1 step to the capacitor Cn-k that acted as the des-
tination capacitor in the charge accumulation phase in the kth conversion step. The
selection of the Source_C(i) in the conversion steps k ? 2, k ? 3,…, n proceeds
according to the same algorithm as in the SCR-ADC and is stated by the formula
(6.5), thus:

Source C k þ 1ð Þ ¼ Cn�k if bk ¼ 0 and bkþ1 ¼ bkþ2 ¼ � � � ¼ bn�1 ¼ 1 ð6:23Þ

Source C iþ 1ð Þ ¼ Source C ið Þ; if; bi ¼ 1
Dest C ið Þ; if; bi ¼ 0

�
; i ¼ k þ 1; k þ 2; . . .; n ð6:24Þ

The status of the source capacitor Source_C(i) in the step i, i� 2 is assigned to
the capacitor Cj; j� n� i such that:

Source C ið Þ ¼ Cj ð6:25Þ

where

j ¼ min l; l ¼ n� iþ 1; . . .; n� 1 : bl ¼ 0ð Þ; for i� 2 ð6:26Þ

As follows from the formulae (6.25)–(6.26), the capacitor Cj acts as the source
capacitor Source_C(i) in ith conversion step where i� 2 provided that the bit bj is
the least significant bit among the bits bn�iþ1; bn�iþ2; . . .; bn�1 whose state has been
evaluated to ‘zero’. In particular, if k� n� 2, then no capacitor operates as the
source capacitor in the DSCR-ADC conversion cycle because no residual charge
redistribution phase occurs.

6.7.5 Selection of Source_C(i) and Dest_C(i) in DSCR-ADC
Exemplified Cycle

In Table 6.2, the course of 6 initial steps of n-bit conversion cycle in the DSCR-
ADC is specified for the same exemplified states of output bits as in Table 6.1. The
concurrent charge accumulation/redistribution terminates in step 3 since bn-3 is
the most significant bit whose state has been evaluated to ‘zero’. Thus, the residual
charge redistribution starts in step 4 (condition (6.6)). In later steps (5, 6,…), the
Source_(i) and Dest_(i) are selected according to the conditions (6.4) and (6.5).

6 Event-Driven Successive Charge Redistribution Schemes 199



T
ab

le
6.

2
E

xa
m

pl
e

of
6

in
it

ia
l

st
ep

s
of

n-
bi

t
D

S
C

R
-A

D
C

co
nv

er
si

on
cy

cl
e

S
ta

ge
C

on
ve

rs
io

n
st

ep
in

de
x

(i
)

So
ur

ce
_C

(i
)

D
es

t_
C

(i
)

In
de

x
of

bi
t

te
st

ed
E

xa
m

pl
e

of
ev

al
ua

te
d

bi
t

st
at

es

A
ct

iv
e

co
nt

ro
l

si
gn

al
s

L
ow

er
bo

un
d

of
un

ce
rt

ai
nt

y
in

te
rv

al
D

Q
In

at
th

e
en

d
of

st
ep

U
pp

er
bo

un
d

of
un

ce
rt

ai
nt

y
in

te
rv

al
D

Q
In

at
th

e
en

d
of

st
ep

R
el

ax
at

io
n

–
–

–
–

–
D

a
ll
,

D
n
-

1
,

I 0
,…

,
I n

-
1

–
–

C
ha

rg
e

ac
cu

m
ul

at
io

n/
re

di
st

ri
bu

ti
on

1
–

C
n
-

1
n-

1
1

C
S
,

D
n
-

1
,

I n
-

1

Q
/2

Q

2
–

C
n
-

2
n-

2
1

C
S
,

D
n
-

1
,

I n
-

2

3Q
/4

Q

3
–

C
n
-

3
n-

3
0

C
S
,

D
n
-

1
,

I n
-

3

3Q
/4

7Q
/8

R
es

id
ua

l
ch

ar
ge

re
di

st
ri

bu
ti

on
4

C
n
-

3
C

n
-

4
n-

4
1

C
I,

D
n
-

3
,

I n
-

4

13
Q

/1
6

7Q
/8

5
C

n
-

3
C

n
-

5
n-

5
0

C
I,

D
n
-

3
,

I n
-

5

13
Q

/1
6

27
Q

/3
2

6
C

n
-

5
C

n
-

6
n-

6
…

C
I,

D
n
-

5
,

I n
-

6

…
…
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In Table 6.2, the control signals that are active in the relaxation, accumulation,
and during successive conversion steps are also listed. These signals are referred to
the DSCR-ADC converter architecture presented in Fig. 6.23 (see also Fig. 6.19b).
The functionality of these signals is the same as for the SCR-ADC and has been
discussed in Sect. 6.5.

6.7.6 Conversion Time in DSCR-ADC

As explained in Sect. 6.1, the TC_DSCR is smaller from the TC SCR by the duration of
the accumulation phase Ta. Therefore, the conversion time TC_DSCR of the DCSR-
ADC equals just the duration of residual charge redistribution phase (see
Fig. 6.22). Taking into account the analysis of the TC SCR included in Sect. 6.3, the
TC_DSCR may be found as follows:

TC DSCR QInð Þ ¼ TC SCR QInð Þ � Ta

¼
Xn

k¼1

bn�k
T

2k
þ 1� bn�kð Þ � QIn

I
�
Xk

i¼1

bn�i
T

2i

 !" #
� Ta ð6:27Þ

The plot of TC_DSCR/T versus QIn/Q for the 12-bit DSCR-ADC according to
(6.27) is shown in Fig. 6.20 and marked with red line. The DSCR-ADC maximum
conversion time equals nearly the half of the maximum SCR-ADC conversion
time (compare (6.18)–(6.27)):

TC DSCR max ffi TC SCR max=2 ¼ T
2n � 1
2nþ1

ffi T

2
ð6:28Þ

The conversion time TC_DSCR reaches its minimum value equal to zero if QIn

amounts to any of values from the set {Q/2, 3Q/4, 7Q/8,…,(2n-1)Q/2n}. It hap-
pens when the output word is of a thermometer code type (11…100…0). Finally:

0� TC DSCR� T=2: ð6:29Þ

6.7.7 DSCR-ADC Charge Redistribution Effectiveness

The mean number of transfers of each charge unit included in the input charge
portion can be for the DSCR-ADC found as follows (compare the formula (6.21)):

pC DSCR ¼
ITC DSCR

QIn
ð6:30Þ

The plot of pC_DSCR versus input charge QIn/Q for n = 12 is presented in
Fig. 6.20. It can be proved on the basis of (6.18) and (6.27) that:
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pC DSCR ¼ pC SCR � 1 ð6:31Þ

The pC_DSCR is lower by one from pC_SCR because the input charge is placed in
the destination capacitors directly without a participation of the input capacitor.
Thus, the mean number of transfers of each charge unit per conversion cycle is
bounded as follows:

0� pC DSCR� n� 1 ð6:32Þ

The formula (6.32) shows that the conversion effectiveness is higher for DSCR-
ADC than for SCR-ADC. In particular, pC_SCR equals zero for selected values of
the input charge corresponding to the output words of a thermometer code type
because there is no residual charge redistribution within such conversion cycles
and the input charge finds the final destination directly during the accumulation
phase.

6.7.8 DSCR-ADC versus SCR-ADC

Due to several advantages, the DSCR-ADC is as the enhanced version of the SCR-
ADC. First of all, the DSCR-ADC is characterized by significantly reduced con-
version time and the energy consumption which is directly proportional to the
conversion time. More specifically, the conversion time is shorter in the DSCR-
ADC by the charge accumulation time Ta (Fig. 6.22). In particular, the DSRC-
ADC conversion time and energy consumption is reduced at least twice for small
values of QIn, and at least four times for large QIn, compared to the conversion
time and energy consumption of the SCR-ADC. Moreover, the conversion time of
the DCSR-ADC is very short for selected values of the QIn and may even equal
zero. In particular, it means that the energy needed to redistribute the charge for
such QIn values equals zero since the charge is deployed directly in the destination
capacitors during the charge accumulation phase. By comparison, the zero-energy
conversion cycles do not occur in classical C-ADCs. The conversion time jitter
(i.e., the difference between the maximum and minimum conversion time) is
reduced twice in the DSCR-ADC in relation to the SCR-ADC.

Second, in the DSCR-ADC, the capacitor array contains only a number of
n sections, instead of n ? 1 in the SCR-ADC. The die area is thus reduced twice
since the input capacitor Cn equals approximately the sum of the other capacitances
Cn�1; . . .;C0 in the capacitor array. The latter benefit is of significant importance
since the die area required to implement the capacitor array occupies usually a large
majority of the die area of the whole converter architecture. Finally, the number of
state transitions per a single conversion in the DSCR-ADC equals n ? 1 instead of
n ? 2 in the SCR-ADC, which slightly decreases power consumption.
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6.8 ADCs with Event-Driven SCR for Signals Originated
in Other Domains

The concept of the SCR-ADC and DSCR-ADC can be adapted to a conversion of
the other physical magnitudes transformed previously to electric charge especially
if the translation is linear. We present the frameworks for time-to-digital and
voltage-to-digital conversion based on the event-driven successive charge redis-
tribution although the appropriate schemes for the other physical magnitudes can
be also proposed.

6.8.1 Time-to-Digital Converter with Successive Charge
Redistribution (SCR-TDC)

The proposed time-to-charge translation is based on collecting a charge value QIn

delivered by the current source of constant intensity Ia during the discretized input
time interval TIn (Fig. 6.25) [69]. Thus, the charge portion QIn accumulated in the
input capacitor Cn is proportional to TIn as follows:

QIn ¼ IaTIn ð6:33Þ

The converter input range, that is, the maximum input time interval
T = max(TIn) converted by the SCR-TDC is determined by the duration of
charging Cn to the desired voltage VL which equals:

Fig. 6.25 Time-to-charge translation in SCR-TDC. The switch positions correspond to the
relaxation phase
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T ¼ VLCn=Ia ¼ 2nVLC0=Ia ð6:34Þ

The time-to-charge translation is an equivalent of a charge accumulation in the
SCR-ADC. In the second phase of a conversion cycle in the SCR-TDC, the input
charge QIn is processed in the charge domain in a number of n steps by event-
based successive charge redistribution in the binary-scaled capacitor array
according to the algorithm specified extensively above. The current source used
for charge redistribution can be the same as used for time-to-charge translation
(Ia). However, in order to accelerate the conversion process, it is preferred to
provide an extra current source (Ib) of higher intensity (Ib 	 Ia) dedicated only to
charge redistribution. In the configuration with two current sources, the conversion
time of the SCR-TDC is independent of the duration of input time interval TIn and
much shorter than TIn. On the other hand, in the configuration with the single
current source used both during the charge accumulation and the redistribution, the
SCR-TDC conversion time depends on the TIn [25].

The analysis of the conversion time of the SCR-TDC is carried out in [26]. As
proved in [30], the maximum conversion time TC_SCRmax approaches asymptoti-
cally T/m where m = Ib/Ia and T is the maximum input time interval defined by
(6.34). In particular, for the SCR-TDC version with the single current source
(Ib = Ia), the maximum conversion time TC_SCRmax reaches the maximum input
time interval T. The parameter m is tuned by the intensity of the current source Ib

used for charge transfer and demonstrates how many times the maximum con-
version time can be reduced in relation to the SCR-TDC input range. The selection
of Ib is based on the same rules as the selection of I in the SCR-ADC.

The SCR-TDC can be implemented in the version with direct successive charge
redistribution (DSCR-TDC) [25] that provides similar benefits as the DSCR-ADC
especially in terms of reduction of the conversion time [26].

The concept of the SCR/DSCR-TDC may be referred to time-to-digital con-
verters based on successive approximation (SA-TDC) carried out strictly in the
time domain and exploited successfully in recent years [28–32]. Like SCR/DSCR-
TDC, the SA-TDC algorithm is based on successive reduction of the quantization
error and is characterized by a redundant conversion time. The first SA-TDC has
been introduced in patent description [28]. The technique of SA-TDCs was further
developed in [29–32].

As mentioned in Introduction, the SCR/DSCR-TDCs may be used for clockless
time quantization in asynchronous ADCs for a new class signal processing chain
based on time-encoded signals and irregular digital data records.

6.8.2 Voltage-to-Digital Converter with Successive Charge
Redistribution (SCR-VDC)

Most signals originates in the voltage domain and most systems are still based on
processing signals in the amplitude domain. To establish the link to classical
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conversion schemes, the event-based successive charge redistribution algorithm
can be adopted to digitize voltage signals.

We present two versions of voltage-to-charge mapping via voltage-mode and
via current-mode voltage-to-charge translation accordingly. In both versions, the
charge value QIn proportional to the input voltage value VIn is collected in the
input capacitor Cn:

QIn ¼ VInCn ð6:35Þ

In the voltage-mode SCR-VDC shown in Fig. 6.26a, the voltage-to-charge
translation is realized by coupling the input capacitor Cn to the input voltage
source VIn for the time long enough to charge the input capacitor Cn to the input
voltage VIn with the accuracy higher than the converter resolution. The duration of
creating a voltage on the input capacitor via the closure of the switch SS is con-
trolled by the signal CS produced by the state machine and is determined a priori.

The process of charging the capacitor Cn is similar to sampling operation
employed in classical sample-and-hold (S/H) circuits. However, the first difference
is that the input capacitance Cn is usually higher than the capacitance used in S/H
circuits because Cn = 2nC0 where C0 is the unit capacitance in the capacitor array
and the lower bound for C0 is limited by implementability of the capacitance in
silicon. The other difference consists in that, unlike the voltage on the S/H circuit
output, the input charge QIn is not conserved during the conversion process but is
successively transferred to destination capacitors.

The voltage-mode SCR-VDC is not fully self-timed because it requires providing
an extra signal to the gate input to control the voltage-to-charge translation. To avoid
loading the input voltage source VIn with the current that charges the input capacitor
Cn, the separator may be introduced between the voltage source and the voltage
input. However, such solution requires to use an additional operational amplifier
which costs energy and reduces conversion accuracy due to extra offset.

(a) (b)

Fig. 6.26 Voltage-mode SCR-VDC (a) and current-mode SCR-VDC (b)
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In the current-mode SCR-VDC presented in Fig. 6.26b, the voltage-to-charge
translation is realized by charging the input capacitor Cn to the input voltage value
VIn by the current source I. The crossing of the level VIn by the voltage Un on the
capacitor Cn is reported by the comparator K2. The current-mode SCR-VDC is
thus fully self-timed and does not need neither any external control nor any
external timing. During the current-mode voltage-to-charge translation, the input
voltage source is not loaded with the current charging the input capacitor Cn. The
disadvantage is however that the time of voltage-to-charge mapping tIn ¼ VInCn=I
is variable and grows proportionally with the input voltage value VIn. The time tIn
is usually longer than the time of S/H operation in the previous version of the
SCR-ADC because the current source intensity I must be limited by the com-
parator delay to guarantee an accurate VIn-level-crossing detection. In order to
guarantee the declared resolution, the inaccuracy of the voltage-to-charge trans-
lation must be lower than the LSB.

The SCR-VDC cannot be implemented in the version with direct successive
charge redistribution (DSCR-VDC).

6.9 Conclusions

The present study deals with a concept of clockless analog-to-digital conversion
based on event-driven successive charge redistribution. Due to moving the
quantization process in the charge domain, it is predisposed to low voltage
implementations. Furthermore, during idle intervals between subsequent conver-
sion cycles, the circuit dissipates only static power. The proposed conversion
method realized in the charge domain may be adapted both for voltage or time-
encoded signals.
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Chapter 7
Time-to-Digital Converters

Ryszard Szplet

7.1 Introduction

Dynamic development in science and technology in the second half of the twen-
tieth century caused, among others, an increase in the interest in methods and
techniques for precise measurement of time interval that elapses between two
physical events. The main objective of the meters which are used for such pur-
poses is the creation of a numerical representation of the measured time interval
with as high accuracy and precision as possible. Since the result of measurement is
usually presented in digital form, this operation is called a time-to-digital (T/D)
conversion, while measuring devices are universally called time-to-digital con-
verters (TDCs). However, this term is quite general and in the metrological
practice its meaning is often limited to devices with a narrow measurement range
(\100 ns) while the devices offering a wider range, usually based on the inter-
polation methods, are called time interval counters (TICs). The name time digitizer
can also be found in the literature to describe both TDCs and TICs.

The early devices for precise time interval measurement, developed in 70s and
80s of the last century, were based on analog conversion methods. Those devices
offered very high resolution and precision reaching the level of single picoseconds.
However, as they were built up of discrete components the devices were large and
bulky, consumed a lot of power and were sensitive to operating conditions.
Recently the digital methods have become dominant due to the ease of imple-
mentation in integrated circuits, shorter conversion times and higher immunity to
external disturbances. In this chapter, the most representative methods and tech-
niques used for the measurement of time interval with high resolution and pre-
cision are described. This includes time stretching, time-to-amplitude followed by
amplitude-to-digital conversion, the counting method, direct time-to-digital
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conversions with a digital delay line in the single and Vernier versions, as well as
single- and two-stage interpolation methods.

Valuable supplementary information on precise T/D conversion may be found
in some previous review works [1–3]. Since the parameters of recent TDCs and
methods used are strongly connected with microelectronic technology, its dynamic
development allows for continuous progress in precise time interval metrology.
Therefore, the most topical and detailed information is always contained in sci-
entific databases (e.g., Web of Science, Springer, Scopus, Elsevier), but browsing
through databases of patent offices may also be inspiring (e.g., www.epo.org,
www.uspto.gov).

In general, the performance of TDCs are characterized by parameters typical
for A/D converters [4]. However, on account of its specificity, definitions of the
most important terms are quoted below. Resolution (denoted by q or LSB—least
significant bit) is understood as the lowest value of the measured time interval that
can be distinguished by a converter. It corresponds to the width of an ideal code
bin at the transfer function of TDC (Fig. 7.1). In a real converter the widths of
actual code bins differ from that of an ideal TDC. This causes problems with
linearity of conversion which is described quantitatively by differential nonlin-
earity (DNL) and integral nonlinaerity (INL). The former one is a measure of
evenness of code bins and its value for ith bin is given by: DNLi = LSBi - LSB,
where LSB and LSBi are the widths of ideal and actual ith code bin, respectively.
The latter one illustrates the degree of discrepancy between the ideal and actual
transfer functions of a TDC (Fig. 7.1). For the ith code bin the value of integral
nonlinearity is calculated using the formula INLi = RDNLi. The most informative
and commonly used measure is the maximum value of INL. Precision or single-
shot precision of a TDC (denoted by r) is expressed in terms of the standard

Fig. 7.1 TDC transfer function
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deviation of the distribution of measurement readouts obtained as a result of
constant time interval measurements performed in repeatable conditions. Usually
the worst case value or the characteristic of the single-shot precision as a function
of the time interval within a single clock period is provided for the narrow-range
TDCs, and such characteristic determined over the whole measurement range is
presented for interpolating TICs. Measurement range (MR) is understood as the
difference between the longest and shortest time intervals measured by the con-
verter (Fig. 7.1). Measurement rate determines the maximum frequency at which
correct measurements can be performed. This frequency depends, among others,
on the value of dead time needed for a converter to store or send the conversion
data and to reset itself preparing for the next conversion process.

7.2 Counting Methods

The simplest, and one could even say classical, method of time interval mea-
surement is the counting method. In this method pulses START and STOP that
represent, respectively, the beginning and end of the measured time interval T are
used to create an appropriate time gate (ENABLE in Fig. 7.2). This gate is then
used as an enabling signal for binary counter counting periods TC of a reference
clock. The value of measured time interval is calculated from the simple formula
T = n TC, where n is a decimal equivalent to content of the counter after mea-
surement. Since the beginning and end of the measured time gate may enable and
disable the counter at any moment within the clock period, large measurement
errors (DT1 and DT2) due to quantization are observed. The maximum value of
quantization error may reach almost 2TC [3].

The undeniable advantage of this method is its simplicity that makes the
practical implementation relatively easy. In addition, the measurement range of
such TDC may easily be extended by adding flip-flops to the counter. Each sub-
sequent flip-flop doubles the range. As they are the main drawbacks that signifi-
cantly limit its applicability in modern measurement devices the low resolution
and precision must be mentioned. The resolution depends on the frequency of the

Fig. 7.2 Principle of
counting method
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reference clock and in a single measurement is equal to the period of the clock
(q = TC). Thus, the higher the frequency, the better the resolution. In modern
integrated circuits the maximum value of the counter operating frequency is
limited technologically and in the new CMOS technology (40 nm), for instance,
the maximum applied frequency is 6.5 GHz resulting in a resolution of about
154 ps [5]. Apart from technological limitations of CMOS devices, a spectacular
increase in frequency is questionable due to the proportional increase in power
consumption.

If the measured time intervals are repeatable, the resolution of the counting
method may be improved by multiple measurements and averaging results. The
improvement in resolution is as the HN, where N is the number of averaged
independent time intervals [6]. The fundamental assumption for this approach is a
lack of synchronization between input pulses (START and STOP) and the refer-
ence clock. Such a solution is used in the counter HP5345A (Hewlett-Packard)
which allowed a decrease in the value of resolution to 1 ps at the sample size of
4 9 106. Unfortunately, averaging is time consuming and, particularly if the
measured time is long, the extended time of a measurement session may deteri-
orate precision due to changes in the measurement conditions.

Another way to increase the resolution of the counting method is to use a
multiphase clock (MPC). In such an application, the MPC with k phases is the
equivalent of a reference clock with k-times higher frequency and thus the
resolution is improved proportionally (q = 1/(kfC)). As periods of each MPC
phase have to be counted by a separate counter, the resolution improvement is
thus obtained at the expense of using (k - 1) additional counters and a multibit
adder. The measurement result is given by: T =

P
n/(kfC), where

P
n is the

decimal equivalent of total content of all counters after measurement. In inte-
grated circuits an MPC may be created with the use of a ring oscillator [7] or a
tapped delay line. Most often, however, the mentioned solutions are utilized as a
part of Phase Locked Loop (PLL) [8–10] or Delay Locked Loop (DLL) [10–12]
to provide better frequency and phase shift stability. The known applications of
the counting method with an MPC include only TDCs implemented in FPGA
(Field Programmable Gate Array) devices. They are equipped with built-in
functional blocks dedicated for the management of clock signals (described in
Sect. 7.4.2). The use of such blocks allowed to create the four phase clock with
frequency of 250 MHz that enabled to reach a resolution of 1 ns [13]. The
higher resolution of 78 ps was achieved in the approach where a 16-phase clock
with both active edges and 400 MHz frequency was used [14]. A multiphase
clock is more commonly used in the first stage of interpolation of TICs with
multistage interpolation (see Sect. 7.4).
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7.3 High-Resolution, Narrow-Range
Time-to-Digital Converters

For measurements of time interval that need higher resolution and precision than
provided by the counting methods (\200 ps), other methods in both analog and
digital domains are used. The analog methods were introduced first and developed
considerably with the coming of discrete electronic elements. However, these
methods are based on a signal representation in the voltage domain that entails
difficulties in implementation in contemporary, low-voltage nanometer CMOS
technologies. Therefore they are now much less popular than they were to be.
Instead, we can observe a continuos and rapid increase in the new methods and
techniques for time digitization exclusively in digital domain. For obvious reason,
the digital circuits cannot distinguish any information in a signal voltage level but
they offer very high resolution in the time domain. This is the source of popularity
of the conversion technique based on discrete delay lines that are used, in several
variants, in most of modern integrated TDCs.

7.3.1 Analog TDC Architectures

Analog T/D converters involve double conversion: first time-to-amplitude con-
version and then precision amplitude-to-digital conversion. The latter conversion
can be performed directly with the use of a conventional voltage-to-digital con-
verter or indirectly by means of a time stretcher followed by a digital counter.

7.3.1.1 Analog Time Stretcher

One of the oldest analog methods is analog time stretching (or expansion). In this
method, a capacitor C is linearly charged with a constant current I1 during the

Fig. 7.3 Analog time stretching based TDC
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measured time interval T and then is linearly discharged with a much smaller
current I2 (Fig. 7.3). Since the current I2 is K times smaller than I1 (I2 = I1/K), the
discharging time of TD is K times longer than the charging time (TD = K T). The
coefficient K is called a stretching (or expansion) factor while this dual-slope
approach is also known as time amplification. The time interval, being the sum of
charging and discharging times (T ? TD), is measured with the counting method
whose typical resolution TC, in this case, is improved by the stretching factor, i.e.
q = TC/(K ? 1). The value of the measured time interval is calculated as T = N
TC/(K ? 1), where N is the final content of the counter. In this case, as in most
cases analyzed below, the quantization error is ignored for analysis simplification
purposes.

The stretching factor may even assume values of thousands, hence the reso-
lution of picoseconds may easily be obtained (e.g. K = 1024, q = 19.5 ps [15]).
For further improvement in the resolution a two-stage time stretching was pro-
posed [16], and applied in a TIC built of low-cost discrete components allowed to
reach the high resolution of 1 ps. In a TIC integrated in BiCMOS technology and
based on the single-stage time stretching the 30 ps resolution and precision were
achieved [17]. Thanks to potentially very small values of achievable resolution the
quantization error in this method may be significantly reduced. Thus the main
sources of measurement uncertainty are the nonlinearity of transfer function and
signals jitter. Efficient auto-calibration and error reduction techniques have been
developed [16–18] leading to reducing the measurement uncertainty below 10 ps.
An important disadvantage of the time stretching method is a relatively long
conversion time, at least equal to TK, which eliminates the method from use in fast
TDCs.

7.3.1.2 Time-to-Voltage Converter Followed by Analogue-to-Digital
Converter

The long conversion time typical for the analog time stretching is significantly
reduced in another analog method, i.e. time-to-voltage conversion followed by
analogue-to-digital conversion. This method is also based on linear charging of a
capacitor (C in Fig. 7.4) within the measured time interval T. However, in the
second step of conversion the resulting voltage at the capacitor is temporarily held

Fig. 7.4 TDC based on time-
to-voltage conversion
followed by analogue-to-
digital conversion [3]
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and digitized with the use of a conventional analog-to-digital converter (ADC).
After that, the capacitor is discharged rapidly and thus the conversion time is
virtually equal to the conversion time of the ADC used. The resolution q of the
method depends on the assumed measurement range MR and the maximum
number n of bits of the ADC in the following way: q = MR/2n. So, to achieve
better resolution in time the use of ADC with higher voltage resolution is needed.

Due to simplicity of the conversion principle and availability of integrated
ADCs of high resolution and low power, this method is quite popular and is used
in both unique scientific designs [19, 20] and commercial, series-produced TICs
(SR620 SRS, 7186 Phillips Scientific, see Table 7.4). The highest achieved reso-
lution and precision are at the level of single picoseconds and less, e.g. 0.1 and
1 ps, respectively [21]. Such high performance is obtained thanks to the use of
Miller integrators that help to reduce the undesirable influence of parasitics on the
nonlinearity of conversion. That was particularly important in this case because the
device was built out of discrete components.

The performance of TDCs based on each of two analog methods described
above is degraded by imperfections of all building blocks (pulse former, integrator,
comparator or ADC), however, the precision is mainly limited by nonlinearity of
the capacitor charging process. A detailed description of related problems may be
found in [18–20].

7.3.2 Digital TDC Architectures

The important advantage of the digital methods over the analog ones and the main
reason of their popularity is integrability in integrated circuits. The group of the
most popular digital methods includes the method based on a single tapped delay
line, Vernier delay line, Vernier principle with startable oscillators, and pulse
shrinking.

7.3.2.1 Tapped Delay Line

The idea of the use of a tapped delay line for time digitizing is conceptually
simple. In the basic version of a converter the tapped delay line may be created by
serially connected non-inverting buffers with a unit propagation delay s (Fig. 7.5).
The flip-flops D detect and store the number m of delay buffers through which the
pulse START has propagated until the STOP pulse appeared at the line input. The
value of the measured time interval is then calculated as a product of the delay
buffers number and the unit delay: T = m s. The measurement range MR of the
converter is proportional to the length of the delay line: MR = Ns.

The important merit of this method is that the conversion process is very fast
and thus the conversion time is negligible due to a lack of any intermediate
processing (direct time-to-digital conversion) and very short time needed by D
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flip-flops to sample and store the state of the delay line (clock-to-output delay of a
flip-flop). Also, the dead time is relatively short and equals the reset time of flip-
flops. For these reasons such converters are also called flash converters.

As the resolution of the converter equals the buffer delay, then it strictly
depends on the technology in which the converter was implemented. The first
integrated TDCs based on this method were integrated in bipolar Emitter Coupled
Logic (ECL) technology, which offers short intrinsic delays at the expense of large
power consumption. There is also known design of TDC in GaAs technology,
however, the most common are TDCs made in CMOS as Application Specific
Integrated Circuit (ASIC) or FPGA devices. ASICs offer higher design flexibility
resulting in the highest available resolution of delay line-based TDCs that reaches
the level of about 10 ps [5, 9, 12]. In TDCs recently designed in CMOS FPGA
devices, the multiplexers forming the fast carry chains are most often used as delay
buffers [22, 23]. These multiplexers have the shortest propagation time among all
logical elements available for this purpose on the FPGA chips. For example, in the
programmable devices from the Spartan-6 family fabricated by Xilinx, the mean
delay of such multiplexer is only about 20 ps. However, the delays of intercon-
nections needed to create a delay line-based converter implemented in FPGA are
strongly uneven, which causes the existence of ultra wide bins at the transfer
characteristic. They limit the resolution of the converter and deteriorate its line-
arity. To effectively sub-divide those much wider bins, multiple coding during
each conversion process in a single delay line structure is proposed [24]. The
multiple coding is obtained by detecting in the delay line not a single, but several
logic transitions (0-to-l or 1-to-0) of a specially generated pulse train called the
‘‘wave union’’. Two types of the ‘‘wave union launchers’’, with the Finite Step
Response (FSR) and the Infinite Step Response (ISR), were tested in several TDCs

Fig. 7.5 TDC with a single tapped delay line
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implemented in the Cyclone II (Altera) device leading to an improvement in
precision from 40 to 10 ps (rms value) [24]. A theoretical analysis of the wave
union method and modified wave union launcher are presented in [25].

The delay line-based technique can be applied in different circuit configurations
(Figs. 7.6). In the first variant (Fig. 7.6a) the pulses START and STOP are
attached to the opposite inputs of flip-flops than in the version presented in
Fig. 7.5. The tapped delay line is a source of the multiphase START signal that
may be treated as a multiphase clock that consecutively samples the state of data
inputs D of successive flip-flops. The state of the coding line is represented in the
thermometric code and the measurement result is given by the number of the first
flip-flop set in the line. The resolution is again equal to the delay time of a single
buffer.

A simple way to double the resolution is the use of inverters instead of buffers
[26, 27]. Such a solution needs two delay chains propagating the inverted and
noninverted input signals and providing differential data to the fully symmetrical
differential flip-flops, used as sampling elements. The resolution may further be
improved by local passive interpolation based on the use of: (1) voltage dividers
that create interleaved levels between signals in two inverter-based delay lines
[28], or (2) an adjustable RC tapped delay line spanning the ‘‘length’’ of a single
delay cell [11].

In the other version of such a converter (Fig. 7.6b) the delay line is formed as a
chain of D latches. The START pulse propagates through the successive latches
with increasing delay until the STOP pulse appears. The number of the first latch
unset (remaining zeroed) is proportional to the measured time interval and its
propagation time determines the converter’s quantization step. This is the simplest
variant of a converter with a tapped delay line which does not even require any
reset signal. The drawback of this configuration is lower resolution (larger
q value).

7.3.2.2 Vernier Delay Line

An increase in the resolution of a converter with a tapped delay line is possible by
changing the technology to a newer one with a smaller feature size and conse-
quently shorter propagation times or by making modifications in the structure of

Fig. 7.6 Variants of TDC with a delay line created as a chain of buffers (a) and of latches (b)
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the delay cell. The well-known modification consists of introducing a second
tapped delay line for the STOP pulse (Fig. 7.7a). The cell delays in both delay
lines are slightly different (s1 [ s2) and their difference determines the resolution
of the converter (q = s1 – s2). Such configuration of delay lines is known as the
Vernier delay line (VDL) due to its similarity to the Vernier method described
below in this chapter. The value of a measured time interval is calculated in the
same manner as for a single tapped delay line (Fig. 7.5). The VDL in the form
presented in Fig. 7.7a was used in TDC designed as ASIC for positron emission
tomography (PET) imaging application and allowed to reach the resolution of
31 ps [29]. In another application, the VDL combined with dual PLL circuits
provided an even higher resolution of 23 ps [8]. The solution based on VDL is also
met in TDCs implemented in FPGA devices, where regular column architecture
helps to create parallel delay lines of similar unit delays [22].

Figure 7.7b shows another version of such a converter in which the delay lines
for the START and STOP signals are formed as chains of D latches and nonin-
verting buffers, respectively. The quantization step is the difference of the time
delay of the latch and the buffer. The digital coding of the measured time interval
is realized by setting a single latch in the line. Thanks to the use of local feedback
loops, the output data from the delay line is obtained directly in ‘‘1-out-of-N’’
code. The transparency feature of latches makes the separate reset signal obsolete.
Such VDL was used in the first TDC integrated in an FPGA device (pASIC1,
QuickLogic) where 200-ps resolution (LSB) and 10-ns measurement range were
obtained [30, 31].

Fig. 7.7 Vernier delay line with two chains of buffers (a) and chains of buffers and latches (b)

Fig. 7.8 Parallel tapped delay lines shifted to increase resolution
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7.3.2.3 Multiple Parallel Delay Lines

Another way to improve the TDC’s resolution is the use of two identical tapped
delay lines shifted one to another by half of a unit delay (s/2) instead of a single
delay line (Fig. 7.8) [32].

In FPGA devices, where this approach was applied, a designer cannot introduce
very short delays (tens of picoseconds) of precisely controlled value and this
method may only be used if the expected resolution is at the level of hundreds of
picoseconds [32]. This inconvenience is overcome by the use of two delay lines
(DL1 and DL2 in Fig. 7.9) operating independently, whose transfer functions are
used to create a single transfer function of a virtual equivalent delay line (EDL)
[33, 34]. To create an EDL the transfer functions of both DLs have to be identified.
It is usually performed with the aid of the statistical code density test (CDT) [18,
35], by precise identification of the quantization steps (m and n) of each DL within
a measurement range MR. Then, the transfer function of EDL is calculated and
stored either by the control software [33] or the hardware code processor [34].

The main advantages of this approach are: (1) the resolution se & s1/2 & s2/2
is improved approximately twice as much in comparison to s1 (s2) of a single TCL,
(2) the time offset between the lines is not significant and does not have to be
controlled in a design, and (3) the idea may further be expanded to create EDL
with more than two DLs. Using the expanded version of the method with sixteen
DLs in the interpolator of a TIC implemented in Spartan-6 device (Xilinx) [34],
almost thirty eight times better resolution (1.14 ps) and twelve times better pre-
cision (6 ps) were achieved in comparison with a similar TIC but operating with a
single tapped delay line in interpolator (45 and 70 ps respectively) [23].

7.3.2.4 Parallel Scaled Delay Line

A way of overcoming the technological limit in the unit delay of a tapped delay
line is the use of the parallel scaled delay line (PSDL, Fig. 7.10a) [12, 36]. Delay
elements forming this line are connected in parallel, while delay scaling is
obtained by scaling the load capacitance of successive elements. An alternative
way to provide the delay difference is to use scaled current starving transistors to

Fig. 7.9 Creation of the equivalent delay line [34]
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control the pull-up and pull-down strength of the delay elements. The resolution of
PSDL equals the difference between the propagation times of neighbor delay
elements. The undeniable merit of such delay structures is that the differential
nonlinearity does not accumulate as in cascaded structures. Moreover, making the
load capacitances controllable by coupling successive capacitors on or off, the
transfer characteristic of the line may be linearized in a significant degree.
However, it complicates the approach due to the necessity of use of a large number
(even hundreds) of small-value capacitors and related control circuits [37]. This
method used in TDC designed in 40 nm CMOS technology for digital PLL
allowed to reach 5.5 ps resolution and 4.4 ps single shot precision [5].

Two PSDLs with different numbers of delay elements (k and n) and delay
scaling factors (1 and k) are used to create a high resolution matrix of input
signals’ phases (START and STOP) (Fig. 7.10b). Detecting the coincidence of
resulting phases, the arbiter register bank, containing k 9 n registers, determines
the original time relation between input signals. Such a solution, described in
detail in [37], was recently used in the second interpolation stage of two-stage TIC
where the high precision (8.1 ps) and wide measurement range (202 ls) were
obtained [12].

7.3.2.5 Pulse Shrinking Delay Line

The inherent feature of the pulse transmission through a delay line is the pulse
shrinking or stretching due to different propagation times of integrated delay
elements (e.g. buffers) for opposite edges of the pulse (tPLH = tPHL). If infor-
mation about the measured time interval is contained in the width of a pulse this
feature may be useful for time digitizing. In the first implementation of the method
in an integrated circuit, the pulse shrinking delay line was created as a cascade of
simple buffers, each containing two serially connected inverters with a controlled

Fig. 7.10 Parallel scaled delay line (a) and scaled delay matrix (b)
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propagation time of the rising edge of a pulse [10]. As a result of thermal and
supply noise a significant timing jitter was observed limiting the maximum
obtained resolution to about 100 ps.

Due to technological spread and layout mismatches among the pulse-shrinking
delay elements, the long line is usually characterized with the large linearity error
of conversion. Closing the shorter delay line into a loop and using it cyclically is
the proposed solution of the problem [38–40]. A conceptual block diagram of the
converter based on the cyclic pulse shrinking is shown in Fig. 7.11. The measured
time interval T is represented at the input of the pulse shrinking loop by the pulse
width. Propagation times of the OR gate for both pulse edges have to be equal
(tPLH = tPHL), while these times for the entire delay line should be different
(tPLH [ tPHL). Thus, after each cycle, the width time of a pulse circulating in the
loop is reduced by the constant value equal to difference of tPLH – tPHL. The pulse
circulates until it vanishes and the total number of cycles N is counted by the
counter. The original width of the pulse is calculated as T = Nq, where the res-
olution is q = (tPLH – tPHL). The measurement range is roughly proportional to the
number K of buffers in the delay line and the unit propagation time s (MR & Ks).

In ASICs, noninverting buffers or inverters are used as delay elements to create
a pulse shrinking delay line. The pulse shrinking time per delay element is

Fig. 7.11 TDC based on
cyclic pulse shrinking

Fig. 7.12 Pulse shrinking delay element with adjusted bias voltage (a) and dimension-controlled
pulse-shrinking delay element (b) [39]
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typically varied by adjusting: the bias voltage of the current-starving series tran-
sistor (N3 in Fig. 7.12a) [38], the supply voltage of the delay element, or the
dimension ratio of the adjacent gates (Fig. 7.12b) [39].

The delay line may include only one pulse shrinking delay element
(tPLH [ tPHL), while other ‘‘transparent’’ delay elements (tPLH = tPHL) are neces-
sary to get a reasonably wide measurement range. Assuming, in the ideal case, that
the pulse-shrinking time of the element is kept constant from cycle to cycle, the
cyclic TDC has no nonlinearity problem. However, the important drawback of the
TDC is the accumulation of jitter of a pulse circulating in the delay loop. More-
over, to achieve high resolution and precision, VBIAS must be adjusted carefully
during repeated calibrations. The inconvenience of frequent calibrations is reme-
died by the solution shown in Fig. 7.12b, which does not need any bias adjustment
for pulse-shrinking control. The dimensions of the first and third inverters are the
same (1). Only that of the second inverter is different (M [ 1). The inhomoge-
neous dimension of the delay elements makes the input pulse undergo different
rising and falling times at the interface boundaries between the inverters, and this
mechanism is used to accurately control the pulse width.

The number of cycles in the loop may be reduced by increasing the pulse-
shrinking time per cycle. In order not to deteriorate the resolution, a multi-stage
pulse shrinking delay line may be used (Fig. 7.13) [39]. Each pulse shrinking delay
element of the line consists of three inverters because the first or unit inverter of
the next element is also shared with the previous one. Since each inverter couple
reduces the circulating pulse by q, the pulse disappears after a certain number
m = Nk ? n of inverter couples, where N is the content of counter, k is the total
number of inverter couples in the line, and n \ k is the number of inverter couples

Fig. 7.13 Block diagram of the TDC (a) based on the multi-stage pulse shrinking delay line
(b) [39]

224 R. Szplet



in the line after which the circulating pulse has disappeared. The measured time
interval is calculated as T = mq.

In FPGA devices, due to a lack of convenient means for adjusting the pulse-
shrinking time per delay element, the other way of controlling the pulse shrinking
per cycle is proposed [40]. The pulse shrinking is performed in a loop containing
two complementary delay lines. The first line shrinks and the second one stretches
the duration time of a circulating pulse, hence the length ratio of the lines deter-
mines the pulse shrinking capability of the converter. In addition, two forms of
representation of a measured time interval (the pulse width and the time interval
between two pulses) are utilized to improve the efficiency of resolution control.
Moreover, to diminish the jitter of edges of a circulating pulse and consequently to
increase the precision of the converter a two-stage conversion is introduced. The
first stage having a low resolution shortens the measured pulse rapidly thus lim-
iting the number of cycles, while the second one provides a final, high resolution
within a narrow time interval range.

7.3.2.6 Vernier Oscillators (Digital Time Stretcher)

The next digital technique for time digitizing is the Vernier method, known also as
digital time stretching (or expansion). This method consists of using two startable
oscillators SO_ST and SO_SP triggered consecutively by active edges of the input
pulses START and STOP (Fig. 7.14). After activation, oscillators produce signals
of known and slightly different frequencies, fST \ fSP. Periods of signals are
counted by respective counters until the coincidence of signal edges is detected
and oscillators are disabled. The value of measured time interval is calculated as
TM = NST TST – NSP TSP, where NST and NSP are the numbers of the counted
periods TST = 1/fST and TSP = 1/fSP, respectively. The resolution is equal to the
difference between periods (q = TST – TSP). As the frequencies of oscillators may
be freely adjusted, this method creates a potential possibility to reach a theoreti-
cally unlimited high resolution.

Fig. 7.14 TDC based on the Vernier method (a) and example waveforms (b)
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If the required measurement range of the converter is narrower than the period
of signal from the first oscillator, the final contents of both counters are equal to
one another (NST = NSP = N) after conversion. Therefore, the measurement result
is calculated from the simpler formula TM = N (TST – TSP) = Nq and the structure
of the converter is simplified by removing one counter.

The conversion time, lasting from the appearance of a STOP pulse at the input
of the converter to the detection of the coincidence, is proportional to the differ-
ence of the signals’ phases when the second oscillator is triggered and inversely
proportional to the quantization step. The maximum value of the conversion time
TCmax is calculated as TCmax = (TST 9 TSP)/q. For high resolution TDCs the
conversion process may last relatively long (reaching ls), which is an important
drawback of the method.

First converters based on the Vernier method with startable oscillators were
built with the use of the small-scale-integration ECL integrated circuits, in the
1970s. To achieve high resolution, a careful electromagnetic shielding of the
generators and a stable operating temperature after many hours of warming up
were absolutely necessary. In modern converters the Vernier method in its original
form (with oscillators) is rarely used. The TDC designed in 0.13 lm CMOS
technology and described in [41] is one of the few. It is based on two startable ring
oscillators in which oscillation frequencies are stabilized by related PLLs. Such an
approach provides the resolution of 37.5 ps without any calibration or external bias
adjustment. A novel Vernier ring structure obtained by connecting the outputs of a
Vernier delay line to its inputs was used to achieve a high resolution of 8 ps [42].
Also two- [43] and three-dimensional [44] Vernier ring structures were developed
to reduce the number of delay stages and power consumption, and to enlarge the
measurement range without compromising the resolution.

Fig. 7.15 Principle of TDC based on gated ring oscillator [46]
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7.3.2.7 Gated Ring Oscillator

In the delay line-based TDCs the measured time interval is quantized with a
quantization step equal to the propagation time s of a single delay buffer (Fig. 7.5).
After each measurement, as the START pulse propagates through the delay line
despite the appearance of the STOP pulse, the information about the quantization
error DT (0 B DT \ s) is irretrievably lost. Such information could be helpful to
improve the resolution through noise shaping [2]. To memorize the value of
quantization error the temporary state of delay line has to be ‘‘frozen’’ just after the
sampling by the STOP pulse. This idea is applied in the TDC with a gated ring
oscillator (GRO) [45, 46]. The principle of such a converter is shown in Fig. 7.15.

The ring oscillator is enabled only during the measured time interval
T (ENABLE = 1) and disabled otherwise. All positive and negative transitions of
all phases of GRO are counted by a set of counters. The total content of counters
(OUT) is proportional to the value of T. After each measurement, an internal state of
GRO (including transition states of some phases) is held and the starting point for
the next measurement corresponds exactly to the stopping point of the previous one.
In this way the quantization error DTSP[k - 1], which occurs at the end of a k - 1
measurement, is transferred to the next measurement as an initial value DTST[k].
The overall quantization error e[k] for the k measurement is the difference of two
residual values e[k] = DTSP[k] - DTST[k] = DTSP[k] - DTSP[k - 1]. Due to this
difference operation on DT the quantization error is first-order noise shaped and the
effective resolution is reduced well below an inverter delay [2, 45, 46].

Further improvement in the performance of the GRO-based TDC can be
achieved by using a multipath technique. A multipath gated ring oscillator con-
tains delay stages with a single output and several inputs (two inputs in the
example in Fig. 7.16) [45]. A combination of output signals from previous stages

Fig. 7.16 Concept of the multipath gated ring oscillator [45]
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(A and C) is used to speed up the transition time of a given stage (D). The
implementation of this technique requires changing the structure of the basic
inverter delay typically used in ring oscillators. Several means of accomplishing
this are described in [46]. The use of the multipath technique in a TDC manu-
factured in 0.13 lm CMOS process allowed to reduce the delay per stage from 35
to 6 ps [45].

7.3.2.8 Successive Approximation TDC

The principle of successive approximation, well-known as an A/D conversion
method, was also adopted for use in TDC [47]. The simplified block diagram of the
TDC and conceptual timing diagram of the cyclic time domain successive
approximation (CTDSA) are presented in Fig. 7.17.

Two pulses (P1 and P2) representing the beginning and end of the measured
time interval circulate in separate loops, in which delays are successively adjusted
to cause the coincidence of the pulses. According to the successive approximation
algorithm, the delay in the loop of the earlier pulse is first increased by half the
TDC measurement range (MR/2), and then the amount of the delay adjustment is
halved in each following cycle (MR/4, MR/8, and so on). The time relation

Fig. 7.17 Simplified block diagram of a 4-bit TDC based on CTDSA (a) and related timing
diagram (b)
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between pulses is verified by the phase detector after each cycle and the result of
the verification is stored in the shift register. This is also the base for decision
making of which loop delay should be increased. Delay adjustment is performed
with the use of the appropriate digital-to-time converter (DTC) controlled by the
digital loop filter. At the end of the conversion both pulses are accurately aligned
within one LSB (t6 – t5 \ 1LSB). The content of the shift register represents the
conversion result in the binary format. Figure 7.17b presents the actions required
in 4-bit TDC to convert an example time interval of 10.5 LSB [47].

7.3.2.9 Time Amplifier

Recently, the two-stage coarse-fine TDCs were developed. They, being followers
of coarse-fine ADCs, improve the resolution by amplifying in the second stage the
time residue existing at the output of the first stage. The time amplification
principle is based on the use of a metastability effect in SR latches [48] or a
dynamic change of delay of variable delay cells contained in two differential delay
lines [49]. The proposed approaches led to high resolution of conversion that
equals 1.25 and 9 ps, respectively. Both converters also offer high precision
(r = 1.25 and 2.37 ps), but the measurement range of the former one is narrow
(0.64 ns) and cannot be easily extended due to the narrow range of metastable
behavior of contemporary integrated latches.

7.4 Interpolation Method Based Time Interval Counters

A high resolution measurement of long time intervals requires at least a two stage
approach, i.e. a coarse quantization of the long time interval and a fine quanti-
zation of the remainder. It is provided by the classic Nutt method [1, 3], which
combines a simple counter method and a precise T/D conversion of short time
intervals within a single clock period (DT1 and DT2 in Fig. 7.2). Since the cal-
culation of values of the short time intervals correspond to the interpolation pro-
cess, i.e. an estimation of a function value within the range of a discrete set of
known data points (in that case defined by multiple of clock periods), such a
method is known as the interpolation method. Instruments based on this method
usually contain, among others, two narrow range TDCs and naturally are more
complicated than each single TDC described in Sect. 7.3. This is another reason to
differentiate them from the TDCs, and the name TICs is used for them in this
chapter.
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7.4.1 Single-Stage and Two-Stage Interpolation

According to the Nutt proposal the single-stage interpolation involves splitting the
measured time interval into three parts, the first being the integer number of the
reference clock periods, and two short intervals (at the initial and final part of the
measured interval), each having the duration within one clock period (Fig. 7.18a).
The first part (NTC) is measured by the binary counter with a course resolution of
TC, while the remaining two parts (TST and TSP) are measured with the aid of two

Fig. 7.18 Timing diagrams of the single-stage (a) and two-stage time interpolation (b), and the
simplified block diagram of TIC with two-stage interpolation (c)
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high resolution TDC’s with fine quantization steps qST and qSP & qST � TC,
respectively. Neglecting the conversion errors of the TDCs, the measured time
interval is given by T = N TC ? (TST – TSP).

The single-stage interpolation is often based on the tapped delay lines [10, 26].
The delay of a single cell of the line determines both the resolution of the digitizer
and the length of the line at a given clock frequency. For example, at a 100 ps
resolution and a 100 MHz clock the delay line should have at least 100 cells. It is
almost impossible to obtain uniform cell delays in such a long line and this is the
main cause of the linearity error of conversion. The line is also very sensitive to
the temperature and supply voltage variations. Obviously, such a problem with the
nonlinearity of conversion concerns also other methods that may be used.
Therefore, the designers try to shorten the range of highly precise interpolation by
increasing the clock frequency and/or using the multiphase clock (MPC). In the
latter case a two-stage interpolation method is used [3, 12, 23].

In the two-stage interpolation method the value of the measured time interval
T is evaluated through the estimation of values of five shorter time intervals
(Fig. 7.18b). The time interval N TC, similarly like in the single-stage interpola-
tion, consists of an integer number N of such clock periods TC, whose leading
pulse edges appear between the leading edges of the START and STOP pulses.
The number N is counted by the binary counter which is often called the main
counter (Fig. 7.18c), in order to distinguish from other counters that have to be
used in TICs based on other conversion methods. For example, the use of the
analog time stretching for interpolation needs two additional counters [16]. The
time interval between the START pulse and the nearest edge of the reference clock
is simultaneously measured by two stages of interpolation in the START channel.
In the first interpolation stage (FIS) a multiphase clock (MPC) is used (a four-
phase clock in the example in Fig. 7.18b). After the START signal appears at the
TIC input the nearest edge of the MPC is detected. Since the widths of the MPC
time segments are known from calibration, the time TST1 can be calculated
accurately. In the second interpolation stage (SIS) the time interval TST2 between
the START pulse and the nearest edge of the MPC is precisely measured with the
aid of a high resolution TDC with a narrow range. The time intervals TSP1 and
TSP2, related to the STOP pulse, are determined in a similar way by two respective
stages of interpolation in the STOP channel. The value of the measured time
interval T is obtained by combining the five terms: T = N TC ? (TST1 ? TST2) –
(TSP1 ? TSP2).

Figure 7.18c shows the simplified block diagram of the TIC with two-stage
interpolation. It contains the MPC generator, the main counter with synchronized
enable input, two two-stage interpolators for the START and STOP inputs, two
look-up tables (LUT) or code processors for calibration and correction of the
interpolator transfer characteristics, and the FIFO memory for fast storage of the
raw data from the measured samples (millions measurements per second [23]).
The LUTs are primarily used for nonlinearity correction [12, 37, 56], while the
more advanced hardware code processors can additionally calculate the corrected
conversion result of the whole interpolator [23]. If the corrected output data (TAC
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and TBC) is normalized to TC, the measurement result is calculated simply as
T = (N ? TAC – TBC) TC.

7.4.2 Multiphase Clock Generation

The most common way to generate the multiphase clock for the FIS of TICs
implemented in ASICs is the use of a stabilized delay line configured as a delay-
locked loop (DLL) (Fig. 7.19) [11, 12, 36, 37]. Such a circuit configuration makes
the parameters of MPC virtually independent of process, temperature and voltage
variations. The basic building block of a delay line is an adjustable delay buffer
that typically consists of two identical current starved inverters (Fig. 7.12a).
A DLL compares the phases of a clock signal from the line output and the ref-
erence clock applied to its input (next period in fact). The difference is detected,
filtered, amplified, and used to adjust the buffer delay to meet the requirement
Ns = 1/fC, where N is the number of buffers in the ‘‘active’’ part of the delay line,
s is a buffer delay, and fC is a reference clock frequency. In this way, the N-phase
clock of evenly delayed phases is generated. Simplified method of monitoring the
total delay of delay line is described in [57].

A stabilized delay line can also be configured as a ring oscillator and utilized in
a phase-locked loop (PLL) [41]. In both DLL and PLL loops an off-chip oscillator
is needed as a source of reference signal. Such a solution has two important
disadvantages, namely that the external reference cannot be integrated and typi-
cally consumes a lot of power. An interesting approach is the use of a ring
oscillator whose frequency is stabilized indirectly by converting the frequency to
voltage and locking the obtained value to a stable on-chip voltage reference [50].
Thus, the necessity of the off-chip reference is eliminated.

In contrast to ASICs, FPGA devices do not allow the integration of self-
designed DLL due to logic-resource limitations and the determined supply voltage
distribution net. To stabilize the internal delays of the FPGA chip, the supply

Fig. 7.19 Example circuit diagram of the DLL [37]
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voltage of the whole chip has to be controlled. Hence, the DLL needs external
components, at least a loop filter and a power amplifier [51].

The modern FPGAs contain specialized units for clock synthesis. For example,
such units contained in programmable devices manufactured by Xilinx are called
DCMs (Digital Clock Manager) and can operate as frequency synthesizers, digital
phase shifters and DLLs. The units may then be used for generation of MPCs
[22, 23]. Different approaches with regard to the controllability and complexity of
a four-phase clock (FPC) generator are shown in Fig. 7.20. In the first approach,
the tapped delay line formed as a chain of logic gates (XOR gates in Fig. 7.20a) is
used, while in the next approaches a DCM feature that allows shifting the phase of
an output signal by a fixed fraction of its period is utilized.

The histograms shown in Fig. 7.20, obtained as results of the CDT [18, 35],
illustrate the phase uniformity of FPCs of 250 MHz frequency generated in FPGA
device (Spartan-3, Xilinx). The second solution (Fig. 7.20b) provides the best
phase uniformity (the maximum difference \2.4 %), at the expense of a relatively
long trial and error process of phase adjustment.

Fig. 7.20 Methods of FPC generation in FPGA device and related histograms
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It may be pointed out that high phase uniformity of the MPC is an important
feature which influences the linearity of a conversion. However, reaching the ideal
uniformity is not absolutely necessary if an accurate enough calibration procedure
is provided. The other parameters of the MPC, i.e. frequency and number of
phases, have also to be carefully considered because they determine the power
dissipation and the measurement range of SIS, respectively.

7.4.3 Synchronization in the First Interpolation Stage

The START (STOP) pulse appears at the input of FIS (Fig. 7.18c) randomly with
regard to the MPC and due to the principle of FIS operation it has to be syn-
chronized to the nearest edge of the clock. A single D flip-flop (FF) can be used as

Fig. 7.21 Set of double synchronizers in FIS (a) and the output difference signal (b)
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the simplest synchronizer. However, if a change of the START (STOP) signal
occurs within a narrow time window around the clock edge the metastability effect
may be observed at the FF output. The frequency of its occurrence, among others,
is proportional to frequencies of the clock and input signals. If both frequencies are
high, the metastability effect appears frequently enough to lower the precision of
TIC. To diminish the influence of the metastability effect on the behaviour of
TICs, especially based on MPCs, more complex synchronizing circuits are applied.
The designs are based either on a set of double synchronizers [23] or multi-bit
registers [36, 37].

The double synchronizer is a two-bit shift register (the first synchronizer in
Fig. 7.21a), which allows a decrease in the frequency of metastable states com-
pared to a single DFF in the ratio of e�tRs, where s is the metastability time
constant and tR is the resolution time or time needed for an FF to recover from a
metastable state. The minimum value of the resolution time tRmin can be estimated
indirectly, through the evaluation of the mean time between failures (MTBF) due
to metastability [52]: tRmin = sln(MTBF fI fC W), where W is the width of a
metastability window or a narrow time window around the active edge of the clock
signal, fI and fC are the frequencies of the input signal (START or STOP) and
clock, respectively. The maximum operating frequency for which the required
value of MTBF is still met can be calculated from the following equation:
fCmax = 1/(tCQ ? tP ? tSU ? tR), where tCQ is the nominal propagation time of
FF1 from the clock (C) input to the Q output, tSU is the setup time of FF2 and tP is
the interconnection delay. The last parameter (tP) may be neglected in ASICs,
however, in FPGAs the interconnection contains at least one programmable switch
matrix (SM) and two path segments, whose total delay tP is comparable with the

Fig. 7.22 Synchronizer with two registers (a) and related waveforms (b)

7 Time-to-Digital Converters 235



propagation time of a simple logic gate or FF. That is why it should be taken into
consideration in precise timing analysis.

Precise synchronization in FIS requires the use of an individual double syn-
chronizer per phase (four in FIS with a four-phase clock, Fig. 7.21a). The input
signal is synchronized to the next edge of FPC and delayed by one clock period
(double synchronization), and then transmitted via the OR gate to the SIS. The
original input signal is also transmitted to the SIS, but to keep the primal time
relation between this signal and the FPC, the input signal is delayed by TC plus
delay of the OR gate (tdOR). In this way the set of synchronizers generates the
output difference signal that has the cycle and the amplitude of the delay between
phases of a MPC (TC/4) (Fig. 7.21b).

Other synchronizing circuit for FIS is based on two registers and an AND-OR
net [36]. The principle of this synchronizing method is explained in the example
where the FPC is used (Fig. 7.22). When an input pulse (START or STOP)
appears, the FPC state is stored in the first latch register. Then the data from the
register is used to select the FPC edge far enough from the input pulse for reliable
synchronization of the pulse in the second FF register. In the case of using FPC,
the furthest possible clock edge is the 3rd edge after the arrival of the input pulse.
It means that this synchronization principle provides almost half of the clock
period for latches to settle their state (� TC – tSU C tSETTLE [ � TC – tSU, where
tSU is a setup time of FF). In the modified version of this synchronizer, the
selection of the clock edge for safe synchronization in the second register is
performed without the AND-OR gates [37].

7.4.4 Synchronization of the Main Counter

Since the frequency of the clock in modern TICs is relatively high (from tens of
MHz up to hundreds of MHz) and both the beginning and end of the measured
time interval are asynchronous with respect to the clock, the main counter must be
carefully synchronized. Otherwise, the counting process would be affected by the
metastability effect that would deteriorate the precision of the time interval

Fig. 7.23 Block (a) and timing (b) diagrams of a TIC with two main counters [53]
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measurement. To achieve an undisturbed operation of a TIC, two solutions are
commonly used: either two main counters fed with two opposite phases of the
clock [39, 53] or a single counter with an additional synchronizer [23, 36, 37]. The
former solution increases complexity and power consumption of a design and
needs double the area on the chip for the counters, corresponding registers and an
arbiter circuit (Fig. 7.23a).

Each of the main counters (CNT0 and CNT1) is incremented by the opposite
edge of the clock. When an input signal (START or STOP) arrives the contents of
both counters are stored in corresponding registers. The selection signal (SEL)
created in the arbiter circuit is shifted with regard to the reference clock that
ensures the chosen register is not a subject to violation of setup or hold times.

The latter solution providing errorless operation of a TIC, utilizes a single
counter with an additional synchronizing circuit whose complexity depends on the
interpolation method and the clock frequency used in a TIC. In the TICs with
single-stage interpolation a simple synchronizer based on two D flip-flops (one per
channel) and a single XOR gate may be used to control the counter. Flip-flops
synchronize the input signals START and STOP to a clock, while XOR gate
produces an enabling gate (START � STOP, both signals after synchronization).
In the TICs with an MPC and two or more stages of interpolation the synchro-
nizing circuit typically utilizes a single-edge or dual-edge double synchronization
principle [23, 37].

In the dual-edge double synchronizer the input signal START (STOP) is syn-
chronized to both rising and falling edges of the reference clock by two flip-flops
(FF2 and FF3 in Fig. 7.24) [37]. So, if the proper time relations between signals at
inputs of one of them are violated, the relations have to be appropriate at inputs of
the second one, and no metastable behaviour will be observed at its output. The
choice of the right synchronized signal is performed by the multiplexer and based
on the state of the signal SEL from FIS. SEL carries information whether the input

Fig. 7.24 Dual-edge double synchronizer of the main counter
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signal appeared during the positive or negative half of the cycle of the reference
clock period and whether it is safer to synchronize to the rising or falling edge of
the clock. The selected signal is then synchronized again to the next edge of the
clock (in FF4) and used to create an enabling signal for the main counter. The
second synchronization is safe because it is performed at least half of the clock
period after the first one.

For effective control of the counting process, two synchronizers are needed for
the START and STOP signals. In the solution presented in Fig. 7.24 [37] the signal
produced by the START synchronizer enables the main counter to start counting,
while the signal from the STOP synchronizer enables the register for synchronous
loading of the final state of the counter. If the main counter may be stopped after
the first STOP signal has appeared, one can resign from the register using signals
from synchronizers to create an unambiguous enabling gate for the main counter.

The maximum operating frequency of the dual-edge double synchronizer
implemented in FPGAs is significantly limited due to longer delays of intercon-
nections between flip-flops (particularly between FF2 and FF4). The frequency is
almost doubled in the modified version of the synchronizer [23].

In FPGA devices, hard adjustable paths’ delays cause that the synchronizers
described above may not provide an undisturbed operation of the main counter,
especially if a high frequency clock (hundreds of MHz) is utilized. This problem
can be effectively solved with the use of a built-in functional unit such as, for
example, DCM in Xilinx’s devices. A simple solution involves the use of the DCM
unit as a fixed phase shifter [23]. A more advanced approach is based on the auto-
tuned synchronization principle which involves the DCM unit operating in the
dynamic phase adjusting mode and correcting the needed phase shift automatically
[54]. Ultimately, the active clock edge appears in the optimal position with regard
to the enable signal, i.e. in the middle of the shortest enable gate, to avoid the
metastable behaviour of the first FF in the main counter and to assure maximum
operating frequency.

Issues of synchronization of the timing signals and operating blocks in TICs
based on multilevel interpolation are also discussed in [55], where the problem of
generation of the interpolation residue between the interpolators is presented in
detail and over widening of the range of second interpolation stage is proposed to
allow some intrinsic mismatch between the internal path delays.

7.5 Measurement Uncertainty and Calibration

Regardless of the measurement method used, the value obtained as a result of time
interval measurement is usually not its real value but only a better or worse
approximation of the value. Neglecting gross errors and blunders, the discrepancy
is an effect of systematic and random errors.

The systematic error arises due to imperfections of meters or measurement
methods and generally its value remains constant. In a TIC it is mainly caused by
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the difference in delays of paths and circuits transmitting measured pulses in both
channels (START and STOP) of the counter. Most differences in delays are
roughly compensated during the TIC desingning process. The value of uncom-
pensated delays has to be identified through a calibration procedure and taken into
account, as a correction, during the calculation of a measurement result. The most
common way of evaluating the value is the measurement of a well known time
interval (e.g. T = 0).

The random error is a result of simultaneous influence of many uncorrelated
disturbing factors, of which total impact changes from measurement to measure-
ment, and manifests itself as fluctuations in the readings of a TIC while performing
measurements of the same time interval repeatedly under the same conditions. The
value of random error determines the precision of a counter. A quantitative
measure of the precision is a standard measurement uncertainty that may be
calculated as a root mean square (rms) of component uncertainties due to dis-
turbing factors. For an interpolating TIC that measures time intervals longer than a
single clock period the uncertainty is given by:

rrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

Q þ r2
INLST þ r2

INLSP þ r2
CLK þ r2

TDC þ r2
ST þ r2

SP

q
;

where rQ is a quantization error, rINLST and rINLSP are component uncertainties
due to nonlinearities of interpolators in channels START and STOP respectively,
rCLK is a timing jitter of a reference clock, rST and rSP mean timing jitter of edges
of measured signals START and STOP, and rTDC is a timing jitter of these signals
inside a TIC [12]. All values of component uncertainties are expressed as rms
values. An extensive discussion on measurement uncertainty and its sources in
TDCs and TICs is presented in [3, 12, 18, 37, 47].

If relatively short time intervals are measured (order of nano- and microsec-
onds), the main sources of random error are typically the quantization error and
nonlinearity of interpolators.

The quantization error, called also quantization noise, is an immanent attribute
of each quantization process and describes the difference between the actual
analog value of the converted quantity and its quantized digital value. The value of
the measured time interval T can be expressed as a function of resolution q of a
converter: T = q(Q ? F), where Q is an integer part and F (0 B F B 1) is a
fractional part in terms of q. The measurement uncertainty due to quantization
error is then given by standard deviation r = qH(F(1 – F)) what graphically may
be presented in the form of a semicircle with a radius of q [12]. The maximum
value of standard deviation rMAX = q/2 is obtained for F = 0.5, while its rms
value can be calculated as rRMS = q/H6 & 0.408 q [57]. The quantization error
can then be reduced by increasing the resolution of conversion and in the newest
TICs its value is far below the picosecond level [21, 47].

In real TICs the widths of bins in interpolators are uneven, which causes
nonlinearity of conversion. In the most popular delay line-based converters it is an
effect of different unit delays due to inhomogeneity in the parameters of the silicon
process, systematic interference of the essential signals with noise sources and

7 Time-to-Digital Converters 239



finally variations in the layout design, or irregularity in the layout of FPGA
devices. The integral nonlinearity reaches its maximum value in the middle of the
delay line range, where its standard deviation is given by rINL(n/2) = (r1Hn)/2,
where r1 is the standard deviation of the unit delay and n is the number of delay
elements in the chain [60]. To reduce the nonlinearity the shorter delay line should
be used. Therefore, multistage interpolation and/or a high frequency clock are
advised. Independently of it to achieve high measurement precision, the charac-
teristic linearization or nonlinearity correction should be applied.

The linearization of a transfer function is realized by the delay adjustment of a
single delay element (changing its bias voltage) or by the use of dummy loads
attached to outputs of selected delay elements. These additional loads are imple-
mented as spare inputs of logic gates (FPGA devices) [30] or correction capaci-
tances of binary controllable values (ASIC chips) [5, 12, 37]. After the ways of
‘‘hardware’’ linearization are used up, the nonlinearity of transfer function may be
identified and used for correction of a calculated result to improve the single-shot
precision [19, 31, 37]. The LUTs are often utilized for these purposes [12, 37, 56].
They can also be used to calculate the cumulative distribution function (CDF)
which maps the binary outputs of a converter to corresponding time intervals [21].
In this way, using the appropriately large sample size, the nonlinearity error may
be virtually eliminated that results in a significant improvement in precision
(Fig. 7.25a). Similar approach is used in [23, 34], where the hardware code pro-
cessor executes the nonlinearity identification procedure, calculates and stores in
the RAM memory the resulting transfer characteristic, and utilizes it for the cal-
culation of the conversion result. Also neural networks can effectively be used for
the nonlinearity correction [31].

Static parameters of a converter, such as the resolution and nonlinearities are
evaluated during a calibration procedure. In general, at least two approaches are
used, namely (1) two-points or average delay calibration and (2) statistical or bin-
by-bin calibration [30, 58]. The second one, based on a large number of mea-
surements of random time intervals within the converter measurement range
(CDT, [18, 35]), is commonly utilized due to its simplicity and complete infor-
mation that is obtained, especially concerning the converters nonlinearity. The

Fig. 7.25 Precision of a TIC within a single clock period (a) [21], and within a wide
measurement range (b) [34]
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reliability of such calibration strongly depends on the number of measurements
that should be large enough [35], and the distribution of the input stimuli that
ideally should be uniform. A pseudorandom integrated stimuli generator is pro-
posed in [59], while various issues regarding the calibration of TDCs and TICs are
discussed in [16, 18, 30, 37, 56, 58, 59].

Table 7.1 Measurement performance of recent TDCs

Ref.,
year

Method/
techn. (nm)

LSB
(ps)

r
(ps)

MR
(ns)

DNL
(LSB)

INL
(LSB)

mr
(MHz)

P
(mW)

Size (mm2)

[9], 2006 DL/130 12 – 0.5 1 1.15 – 2.5 0.4

[29],
2007

VDL/130 31 – – 1.25 1.45 500 1 0.15

[41],
2007

VOS/350 37.5 40 50 0.2 1 0.168c 150 0.6 9 0.37b

[48],
2008

TDA/90 1.25 1.25 0.64 0.8 3 10 3 0.6b

[28],
2008

LPI/90 4.7 3.3 0.6 0.6 1.2 – 0.02

[42],
2010

VR/130 8 – 32 – – 15 7.5 0.75 9 0.35

[5], 2010 PSDL/40 5.5 4.4 90 – – 40 1.8 0.01

[33],
2010

DL/130
FPGA

10 24 6.66 2.5 5.5 – – –

[49],
2011

TDA/350 8.9 2.37 27 1.3 17 3.125 2.37 0.0264

[44],
2010

VR/130 16.5 8.08 5 – – 15 4.5 0.16

[25],
2011

DL/90
FPGA

12 9 10.2 1 13.5 100 – –

[27],
2011

DL/65 80 – 4 0.01 – 250 5.66 0.0063

PS pulse shrinking, DL delay line, PSDL parallel scaled delay lines, VDL vernier delay lines, VOS vernier
oscillators, VR vernier ring, LPI local passive interpolation, TDA time difference amplification

Table 7.2 Measurement performance of selected TICs

Ref.,
year

Method/
techn. (nm)

LSB
(ps)

r
(ps)

MR
(ls)

INL
(LSB)

CLK
(MHz)

mr
(kHz)

P (mW) Size
(mm2)

[19], 1994 TAD/
discrete
ECL

3 20 2.2 3 107 – 100 – – –

[17], 2000 ATS/800 32 30 2.5 0.16 100 156 350 3.5 9 3.4

[11], 2000 PDL/250 24.5 20 102.4 4 320 – – –

[12], 2006 PSDL/350 12.2 8.1 202 1.64 175 500 40 2.5 9 3

[50], 2009 MPC/180 61 46 0.082 – 683 – 18 0.5 3 0.8
[47], 2009 SA/350 1.2 3.2 327 – 100 5 3 103 33 2.1 9 2.06

[34], 2013 EDL/45 FPGA 1.14 6 1 9 107 – 500 5 3 103 750 13.44

[21], 2011 TAD/discrete
ECL

0.1 1 Program. 0.5 200 – 5.8 9 103 –

TAD time-amplitude-digital conversion, ATS analog time stretching, PDL passive delay lines, PSDL parallel
scaled delay lines, MPC multiphase clock, SA successive approximation, EDL equivalent delay line
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As the most important measure of the random error, the single-shot precision is
evaluated and typically the worst case value is presented. More informative,
however, is the characteristic of variation of the precision as a function of the
measured time interval. Since this variation repeats itself with the period of the
reference clock [18], the time interval spanning the clock period is long enough
(Fig. 7.25a). The exceptions from the rule are TICs with a very wide measurement
range. For them, the characteristic of precision within the whole range is more
useful because it reveals the influence of the reference clock instability (time
interval [ 100 ms, Fig. 7.25b).

7.6 Comparison of Performance

The performance of several recent integrated realizations of TDCs and TICs are
summarized in Tables 7.1 and 7.2, respectively. These two groups of time digi-
tizers were separated to emphasize the significant difference in design complexity.
The recent wide-range and high-precise TICs are very often based on multistage
interpolation that requires dealing with additional problems, such as synchroni-
zation or clock jitter and instability. Surprisingly, despite the more complicated
structure the most advanced TICs offer a precision comparably high to that of
simpler TDCs. Further, the highest resolution (100 fs) and precision (1 ps) are
achieved in the TIC based on the analog interpolation method (time-to-voltage-to-
digital conversion) and built as a compound of FPGA technology and discrete
components [21].

The other way of comparing the performance of the state of the art develop-
ments is a plot that allows presenting designs from various but isolated perspec-
tives, e.g. LSB versus technology or area versus technology [49]. However, there
is a lack of universal Figure of Merit (FoM) that allows efficiently and

Table 7. 3 Figures of merit of recent TDCs and TICs

Ref., year ENOB FoM (1/Jlm2) FoMP [1/nJ]

[41], 2007 TDC 8.49 1.82 9 103 4.04 9 101

[48], 2008 TDC 7.21 8.21 9 105 4.93 9 102

[5], 2010 TDC 12.52 1.31 9 1010 1.31 9 105

[44], 2010 TDC 7.48 3.76 9 106 5.95 9 102

[17], 2000 TIC 14.55 9.01 9 102 1.07 9 101

[12], 2006 TIC 22.78 1.20 9 107 9.00 9 104

[47], 2009 TIC 24.81 1.03 9 109 4.47 9 106

[34], 2013 TIC 38.81 2.39 3 1011 3.21 3 109
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unambiguously to compare various solutions. An interesting attempt at static
characterization of time digitizers is proposed in [1], where two FoMs were
defined. The first one allows the comparison of devices in terms of precision,
speed, power dissipation and size, and it is calculated as follows: FoM =

(2ENOB 9 mr)/(P 9 A), where mr is the measurement rate, P is the power dissi-
pation, A is the device area, and ENOB is the Effective Number of Bits. The
ENOB defined originally for A/D converters as a measure of the signal-to-noise
and distortion ratio [5], after legitimate simplification based on the assumption that
the rms value of noise is represented by the worst case r value, may be expressed
by the formula: ENOB = log2 (MR/rH12).

The second figure of merit proposed in [1] is independent of the device area:
FoMP = FoM 9 A. Both FOMs are used to compare measurement performance of
several recently published TDCs and TICs (Table 7.3).

Commercially available TICs are usually designed and manufactured in form of
desktop instruments (SR620, SRS, Fig. 7.26) or computer boards (9353, Ortec).

Fig. 7.26 Desktop and portable TICs

Table 7.4 Measurement performance of commercial TICs

Model MR (ls) LSB (ps) r (ps) Td (ns) mr (MHz) P (W)

ACAM TDC-GPX (IC chip) 65 40 10 – – 0.15
Agilent U1050A

(CompactPCI)
20 9 106 5 7 50 B100 10 – \25

LeCroy 2228A (CAMAC
module)

0.1, 0.2, 0.5 50, 100, 250 – 10 10 9 10-6 10.9

Ortec 9353 (PCI board) 6.7 9 106 100 100 – *3.3 8.5
Phillips Scientific 7186

(CAMAC module)
0.1 7 0.8 25 7 200 – – *0.13 39

Blue Sky Electronics
PicoTOF400 (PCI board)

842 402 – 0 – 4

SRS SR620 (desktop) 10 3 109 4 25 800 1.3 9 10-3 70
VIGO T4100U (USB module) 1 9 109 1.8 10 200 5 2
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Recently, precise TICs are also made as small, portable modules, which may
conveniently be controlled and supplied with a notebook or netbook (T3200U,
VIGO, Fig. 7.26). The features of several commercial TICs are presented in
Table 7.4.
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contract no. DEC-2011/01/B/ST7/03278.
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Chapter 8
Look-Up Tables, Dithering and Volterra
Series for ADC Improvements

Henrik Lundin and Peter Händel

Absrtact This chapter gives an introduction and an overview to correction
methods for analog-to-digital converters (ADCs), including methods that are
implemented using look-up tables, the method known as dithering, and methods
that are based on a mathematical model of the ADC.

8.1 Introduction

This chapter gives an introduction and an overview to correction methods for
analog-to-digital converters (ADCs). The material is mainly intended to provide an
overview, and the motivated reader is encouraged to pursue deeper knowledge in
the references given herein. The work is divided into three sections, each covering
a special form of ADC correction. The classification into different families of
methods follows that of [5] to a large extent.

In Sect. 8.2, methods that are implemented using look-up tables are reviewed.
Post-correction using look-up tables is a common way of diminishing ADC errors,
and extensive research has been conducted within this field. As a natural conse-
quence, Sect. 8.2 only gives a brief summary of some of the most common
methods, and should not in any way be seen as a complete description of the field.

Section 8.3 covers the method known as dithering. The word dithering is used
for a group of methods that all add noise to the input signal, prior to sampling and
quantization. Section 8.3 starts with the fundamental theories of (ideal) quanti-
zation in order to facilitate the understanding of how additional noise can be
beneficial. In addition to improving ideal quantizers, dithering can also be useful in
randomizing the error patterns of non-ideal converters, as well as providing
increased resolution (through averaging) for slowly varying signals.

H. Lundin � P. Händel (&)
Department of Signal Processing, KTH Royal Institute of Technology, Stockholm, Sweden
e-mail: ph@kth.se

P. Carbone et al. (eds.), Design, Modeling and Testing of Data Converters,
Signals and Communication Technology, DOI: 10.1007/978-3-642-39655-7_8,
� Springer-Verlag Berlin Heidelberg 2014

249



In Sect. 8.4 methods that are based on a mathematical model of the ADC are
presented. In particular, the section is focused on inverting Volterra models.

8.2 Look-Up Table Based Methods

ADC post-correction using look-up tables (LUTs) is probably the most frequently
proposed scheme in the literature, and is the post-correction method that was first
introduced.1 The outline of a generic LUT correction system is shown in Fig. 8.1.
The basic idea of the method is that the output samples from the ADC are used as
index, or address, into the table—possibly using some indexing function. The
index points out a specific entry value in the table, and the value is either added to
or used to replace the current ADC output sample.

In theory, any post-correction methods that operate on a finite sequence of ADC
output samples can be represented as an LUT. However, implementation issues
limits the feasible methods to those of limited dynamic dependence, that is, only
those methods that directly use a few subsequent samples for indexing can be
successfully implemented as LUTs. Methods targeted at mitigating highly
dynamic error effects must be implemented using some kind of arithmetic on-line
computation of the correction values.

8.2.1 Classification of LUT Methods

Returning to Fig. 8.1, we will in this section classify various LUT methods
depending on how they implement the various blocks of the figure. In particular,
we will address the following parts:

Fig. 8.1 A generic look-up table correction system

1 Dithering methods were proposed earlier, but they do not fall into the class of post-correction
methods.
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Indexing scheme Determines how the table index I is generated from the
sequence of output samples x nð Þf g. Static, state-space, and phase-plane correction
methods can all be incorporated into this framework through proper design of the
indexing function.

Correction vs. replacement The look-up table can either be used to store
correction values to be added to the ADC output sample (̂s nð Þ ¼ x nð Þ þ eI), or
replacement values so that the output is simply replaced with a value from the
table (̂s nð Þ ¼ eI).

Nominal value An obvious question when considering ADC post-correction is
with what values the table should be loaded. Different views on this issue results in
slightly different strategies.

Reference signal Calibration of the LUT is a nontrivial task indeed, and the
choice of calibration signal has proven to be of paramount importance. Different
choices of calibration signal also give different possibilities of how to obtain a
reference signal sref nð Þ in the digital domain, which is needed for calibration of the
LUT. (The definitions of calibration and reference signals are provided in
Sect. 8.2.3 below.)

Estimation methods Different strategies on how to obtain the table values from
the reference signal have been proposed in the literature.

The above issues are all treated in the following sections.

8.2.1.1 Indexing Schemes

The indexing scheme is perhaps the most important part of the LUT system, and
also the part that determines the size and structure of the actual table. Generally
speaking, the indexing function operates on a vector of output samples

x n� Kað Þ x n� K þ 1ð Þ . . . x nð Þ . . . x nþ Kbð Þ½ �T and produces a non-
negative integer index I associated with sample index n. The indexing function is
in most cases causal, so that Kb ¼ 0 and K,Ka� 0. How the available input
samples are mapped to an index is what differs from one indexing scheme to
another.

The size of the table is determined by the range of possible indices
I 2 f0; 1; . . .; Imaxg. In the vast majority of the cases, the size of the table is a
power of 2, say 2B with B being a positive integer, implying that the index I can be
represented in a binary format using B bits, and Imax ¼ 2B � 1.

In the following we will give a short résumé of the most commonly used
indexing schemes.

8.2.1.2 Static Indexing

A static look-up table correction scheme maps the present sample x nð Þ into an
index I,
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x nð Þ ! I; ð8:1Þ

i.e., the index depends neither on past nor on future samples. In its most basic
form, the index I is simply the binary b-bit word given by the ADC, so that
I ¼ x nð Þ where x nð Þ is in binary format. It is also possible to reduce the index
space by further quantizing the ADC output, i.e., discarding one or several of the
least significant bits (LSBs) in x nð Þ providing an index of B \ b bits, as proposed
for instance in [10].

It is obvious that this scheme will produce the same index I for a given ADC
output regardless of the signal dynamics (e.g., regardless of signal history). Thus,
it is of significant importance that the errors of the ADC stay constant in the
intended range of operating signals for the ADC, and do not change depending on
which input signal is being applied.

This is the method proposed, for example, in [20, 24]. In the latter it was
demonstrated that static correction may improve performance for some frequen-
cies, while deteriorating it for other frequencies—this is a typical indication that
the ADC possesses some dynamic error mechanism.

8.2.1.3 State-Space Indexing

One way to introduce dynamics into the correction scheme is to adopt a state-space
structure. The current sample x nð Þ and the previous sample x n� 1ð Þ are used to
build the index

x nð Þ; x n� 1ð Þð Þ ) I ð8:2Þ

This method is referred to as state-space indexing. The basic form is when the b
bits from x nð Þ and x n� 1ð Þ are concatenated to form an index of B ¼ 2b bits. The
indexing is undoubtedly dependent on signal dynamics, since the index for a
sample x nð Þ ¼ xi is potentially different for different values of the previous sample
x n� 1ð Þ. This scheme can be equivalently described as a two-dimensional LUT
where x nð Þ and x n� 1ð Þ are used to index the two dimensions, respectively. State-
space ADC correction is proposed in, for example, [23, 49].

The two-dimensional state-space method generalizes to an indexing scheme
utilizing K delayed samples in conjunction with the present sample for indexing:

x nð Þ; x n� 1ð Þ; . . .; x n� Kð Þð Þ ) I: ð8:3Þ

Again, the basic form would just take all the samples and concatenate all the
bits into an index of B ¼ K þ 1ð Þb bits. This extended scheme was alluded to by
Tsimbinos in [51].

An immediate problem with extending the dimension of the table is that the
memory required to store the table becomes unwieldy very fast. The number of
table entries is M, 2B ¼ 2 Kþ1ð Þb and we see that it grows exponentially in K. The
number of ADC bits, b, of course comes into the equation, but it is reasonable to
say that for resolutions common in high-speed ADCs—some 8–14 bits in gen-
eral—it is not practical to have K greater than 2.

252 H. Lundin and P. Händel



In order to tackle the memory problem, measures must be taken to reduce the
index space. One way to accomplish this is to apply further quantization (or
truncation) to the delayed samples, so that they are represented with less than b bits
resolution (a method used for state-space indexing in [50], and in the context of
phase-plane correction in [13, 39]). In [28, 30–32], this approach is generalized to
say that a number less than or equal to b bits are used from the sample x n� kð Þ
(for k 2 0; 1; . . .; Kf g). However, these are not necessarily the most significant
bits but can be selected from all b bits of x n� kð Þ. That is, some of the bits in the
sample x n� kð Þ are masked away, and the remaining bits are used for addressing.
This is illustrated in Fig. 8.2 with the B-bit concatenated address I being bit-
masked into a b-bit address ~I, where b is an integer less than (or equal to) B.

Selecting a beneficial bit mask within implementation constraints (e.g. memory
size and number of delays) is a nontrivial bit allocation problem. In [28, 30, 32], an
analysis of the allocation problem was made, and optimization methods for finding
optimal bit masks were provided. It was also demonstrated that the bit mask could
be made rather restrictive while still giving significant compensation for dynamic
error effects.

8.2.1.4 Phase-Plane Indexing

As an alternative to state-space indexing, the phase-plane indexing, described in,
for example, [6, 21, 36, 39], may be used; sometimes the term code-slope indexing
is used. The table index is constructed from the present sample xðnÞ and an
estimate of the slope (derivative) of the input signal ŝ

0
nð Þ:

x nð Þ; ŝ
0

nð Þ
� �

) I: ð8:4Þ

The slope can either be estimated from the output samples, using for instance
the backward difference x nð Þ � x n� 1ð Þ or an FIR differentiator filter [19, 36, 50],

Fig. 8.2 Dynamic post-
correction system outline.
Since the ADC errors sought
to mitigate are dependent on
signal history, the correction
is also history dependent
through the use of K delay
elements. In order to reduce
the index size (and thereby
the memory requirements), a
subset of b samples are
selected to address the table
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or using an analog differentiator and a separate (possibly low resolution) ADC
sampling the output of the filter [23]. Just as in the state-space case, the indexing
can be generalized to higher order

x nð Þ; ŝ 1ð Þ nð Þ; . . .; ŝ Kð Þ nð Þ
� �

) I; ð8:5Þ

where ŝ kð Þ denotes the k-th derivative. Addressing with higher order derivatives has
been reported in [13].

8.2.1.5 Alternative Indexing Schemes

The static, state-space and phase-plane schemes presented above are without doubt
the most commonly proposed methods. However, alternative methods have
occasionally been suggested.

One alternative extension to the static LUT is the frequency selective indexing
proposed in [25, 32]. A frequency region estimator is applied, providing a fre-
quency region estimate—from a finite set AF of frequency regions—based on a
number of successive output samples (typically around 10 samples are used). The
estimator is very fast, providing a new estimate F̂ nð Þ 2 AF for every new sample,
with the delay of a memory reference only. Thus, the frequency region estimate
F̂ nð Þ can be used in combination with the present sample x nð Þ to build an index:

x nð Þ; F̂ nð Þ
� �

) I: ð8:6Þ

The method is depicted in Fig. 8.3. With this scheme the correction is made
frequency dependent, but the phase information is lost. An alternative frequency
dependent correction without phase information is the approach based on INL
modeling and end point correction [34, 35].

Fig. 8.3 Frequency selective
correction system outline
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8.2.2 Correction Values

While the indexing regime determines which table entries will be used at all times,
the actual value of the table entry is still not settled. In this section we will review
the most common approaches, and also touch upon the issue of finite precision in
the correction values.

First, however, we go back to the distinction between correction versus
replacement values. In the former case, the table is filled with correction terms that
are added to the output from the ADC, while the output is replaced by the LUT
values in the latter case. In other words, if the ADC produces an error eI (dif-
ference between some nominal and the actual output) for some index I, then a
correction scheme would store eI in the table, while the corresponding replacement
scheme would store eI þ x, where x is equal to the current output of the ADC.

From an implementation point of view, the replacement scheme is beneficial,
since no addition is needed during correction, which is not the case in the correction
approach. Any correction system implemented as a replacement system can be
equivalently replaced using a correction type system, while the converse is not true.
It is in fact only in the case when the table index I nð Þ is unique for distinct current
samples x nð Þ that the correction based system can be replaced with a replacement
system, i.e., if x nð Þ 6¼ x mð Þ ! I nð Þ 6¼ I mð Þ. Looking back at Sect. 8.2.1.1 we see
that it is only those schemes where all the bits from the current sample x nð Þ go
straight into the index that fulfill this criterion, e.g. the basic forms of static, state-
space and phase-plane corrections. The generalized method of Fig. 8.2 does not
qualify, since if any of the bits in x nð Þ are masked away, then different values of x nð Þ
that differ only in the masked bits may give the same index I.

8.2.2.1 Nominal Value

The goal with ADC post-correction is of course to produce an output that is better
than before correction. A few approaches will be given here.

Midpoint Correction The midpoint correction strategy is based on the
assumption that the ADC acts as a staircase quantizer. That is, the input range is

divided into M ¼ 2b disjoint sets, or quantization regions, Sj

� �M�1
j¼0 , and if the

input signal s nTsð Þ (where Ts is the sampling period and nTs is the n-th sampling
instant) falls within region Si then the i-th output xi is produced. The output value
is frequently denoted reconstruction value. Nominally, the reconstruction value
associated with a specific quantization region should be the midpoint of that
region. That is, if the i-th region is delimited below and above by Ti and Tiþ1,
respectively, then the ideal xi should be the midpoint in between, i.e.
Ti þ Tiþ1ð Þ=2. If the quantization regions should deviate from the ideal ones, then

the output values should be changed accordingly. This is then the task of the
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post-correction. Thus, in the case of midpoint correction and a static indexing
scheme, the table value for an additive correction type system should be

ei ¼
Ti þ Tiþ1

2
� xi: ð8:7Þ

Related to mid-point correction is end-point correction [34].
Minimum Mean-Squared Error Correction The widely used squared-error

distortion criterion can be applied to quantizer design and ADC post-correction.

Optimal correction values for minimizing the mean-square error E ŝ nð Þ � s nð Þð Þ2
h i

have been derived in [26] (E �½ � is the expected value operator taken with respect to
s nð Þ, noting that ŝ nð Þ is a function of s nð Þ). We will briefly review the key results
and their implications.

In [26] a quantizer operating on a value s is considered; the quantization region
model above is used. The value s ¼ s nð Þ is regarded to be drawn from a stochastic
variable with a probability density function (PDF) fs sð Þ. If the quantization regions
Sj

� �
are assumed fixed, then it is proved that the optimal reconstruction values2

xj

� �
, in the mean-squared sense, are given by

xj;opt ¼ arg min
x

E x� sð Þ2 s 2 Sj

��h i
¼
R

s2Sj
s fs sð ÞdsR

s2Sj
fs sð Þds

; ð8:8Þ

i.e., the optimal reconstruction value for each region is the ‘‘center of mass’’ of the
region. This choice of reconstruction value is evidently dependent not only on the
characteristics of the ADC under test, but also on the test signal itself. Thus, we
take into account what we know about the signal. From an ADC characterization
point of view one might want to consider the reconstruction levels to be an
inherent parameter of the ADC under test, and not of the input signal, just as in the
midpoint correction approach above. The midpoint approach is in fact consistent
with Lloyd’s approach (8.8) above if the variable S is assumed to be symmetric
within each quantization region. Two such signals are the uniform noise and the
deterministic ramp, which provide symmetric PDFs within each quantization
region, save the regions at the extremes of the signal range where the signal may
occupy only part of the region.

Minimum Harmonic Correction Hummels et al. [19, 21] have provided a
method where the correction values are selected such that the harmonic distortion
generated by the ADC is minimized. The method uses single sine-waves for
calibration and the correction tables are built using error basis functions, usually
two-dimensional Gaussian basis functions in a phase-plane indexing scheme. The
basis function coefficients are selected using minimization of the power in the M
first harmonics to the test frequency.

2 In [26] the reconstruction values are denoted ‘quanta’.
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8.2.2.2 Precision of Correction Values

In a practical post-correction application the correction values are stored with
fixed-point precision. However, most of the evaluations and experiments reported
in the literature have been conducted with infinite (or floating-point) precision in
the representation of the correction values stored in the LUT. One of few excep-
tions is [22], where experimental results indicated that the precision of the cor-
rection values strongly affect the outcome of the correction.

An ADC can in general be assumed to have zero errors in a number of the most
significant bits. Hence, these bits will never be in need of correction, and if an
additive correction system is applied (cf. Sect. 8.2.2.1 above) no memory have to
be used to store any correction for these bits. We can instead focus on the least
significant bits, and even use the excessive word-length in the LUT for sub-LSB
correction. For example, if a 10-bit converter is known to have errors only in the 3
least significant bits, then an 8-bit correction word could be shifted 5 steps so that 5
correction bits are sub-LSB bits, or binary decimal bits. Figure 8.4 gives a
graphical explanation for this. Note that the shifting is not possible when imple-
menting a replacement-value correction system, since the replacement value stored
in the LUT must have all bits.

After the correction with a shifted correction value we have an ADC with a b-
bit resolution but a supra-b bit precision. That is, the ADC still has got 2b quan-
tization regions, but the reconstruction levels after correction are represented with
more than b bits.

The choice of correction word-length and number of bits to shift are both design
parameters to be decided when implementing a post-correction system, and
depend on the ADC to be corrected. It should be noted here that if the correction
value is not shifted, so that the LSBs of the ADC and the correction align, then the
correction system can only mitigate errors that are � 1=2 LSB.

8.2.3 Calibration of LUTs

Prior to first use the correction table must be calibrated. The ADC under test is
calibrated experimentally, i.e., a signal is fed to the input of the ADC and the

ADC:

Corr:

b bits

shift

table resolution

Fig. 8.4 Addition of the
ADC output with a correction
value. The bits of the table
value are shifted in order to
enhance the precision of the
corrected ADC
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transfer characteristics of the ADC are determined from the outcome. Many
methods require that a reference signal is available in the digital domain, this
being the signal that the actual output of the ADC is compared with. This reference
signal is in the ideal case a perfect, infinite resolution, sampled version of the
signal applied to the ADC under test. In a practical situation, the reference signal
must be estimated in some way. This can be accomplished by incorporating
auxiliary devices such as a reference ADC, sampling the same signal as the ADC
under test [15], or a DAC feeding a digitally generated calibration signal to the
ADC under test [21, 49]. Another alternative is to estimate the reference signal by
applying signal processing methods to the output of the ADC under test. Special
cases of this exist; in [14] methods for blind calibration, assuming only a smooth
but otherwise unknown probability density function for the reference signal, are
presented, while [20] proposes sine-wave reference signals in conjunction with
optimal filtering techniques to extract an estimate of the reference signal. The
latter method was further developed in [27, 31] to include adaptive filtering
techniques, adapting to a calibration signal that is switching between a number of
frequencies.

When the reference signal has been acquired, the table values should be esti-
mated from it. When using Lloyd’s approach above, the following method is
frequently used. Since neither the regions Sj

� �
nor the PDF fs sð Þ is known, we are

forced to use a more practical method. Assume that the reference samples col-
lected during calibration results in a set C of N samples. Each sample in C belongs
to one, and only one, quantization region Sj. Hence, we can split C into M ¼ 2b

subsets, Cj

� �M�1
j¼0 , such that sref nð Þ 2 Ci ) s nð Þ 2 Si. Here, s nð Þ, n ¼ 0; 1; N � 1,

are the calibration samples input to the ADC under test and sref nð Þ,
n ¼ 0; 1; N � 1, are the corresponding reference samples. It is assumed that the
sample-and-hold of the ADC under test is ideal, so that the entire error behavior is
captured in the following quantizer and the discrete-time signal s nð Þ,
n ¼ 0; 1; N � 1, can be considered to be the exact calibration signal.

To summarize, Ci contains all reference samples in C collected when the index i
was produced in the ADC under test. Each subset Cj has Nj samples, and naturallyPM�1

j¼0 Nj ¼ N. Since the actual PDF fs sð Þ is unknown, the collected reference
samples C is all information at hand. We assign to each sample in C the probability
1=N, i.e., all samples in C are equally probable, and the probabilities sum up to
one. Now we can approximate the integrals in (8.8) with

Z

s2Sj

s fs sð Þds �
X
s2Cj

s
1
N
¼ 1

N

X
s2Cj

s ¼ Nj

N
Cj ð8:9Þ

Z

s2Sj

fs sð Þds �
X
s2Cj

1
N
¼ Nj

N
; ð8:10Þ

xj;opt � Cj; ð8:11Þ

258 H. Lundin and P. Händel



where Cj is the mean value of all samples in Cj.
Recent research has shown that it is not always optimal to use the sample mean

Cj. In [29] it was shown that under specific conditions, it is better to use an
estimator based on ordered samples. In particular, it is shown that when the
quantizer obeys the usual quantization region model above, when the calibration
signal is symmetric within each quantization region and the reference signal is
perturbed by a Gaussian noise, then it is better (in the mean-squared sense) to use
min Cð Þ þmax Cð Þð Þ=2 instead of Cj when the standard deviation of the Gaussian

perturbation is small compared to the quantization bin width. Note that this is an
estimator based on ordered samples, and is therefore a nonlinear estimator.

Calibration methods that do not rely on any digital reference signal has also
been proposed in the literature. In [15], a method is proposed that estimates the
integral nonlinearity (INL) from the output code histogram and subsequently
builds an LUT from the INL sequence.

Daponte et al. proposes a hybrid correction system in [11]. The correction
comprises an LUT using the minimum mean-squared approach followed by a low-
pass filter. The filtering is possible since the system is aimed at over-sampling
applications, so that the signal of interest only can reside in the lower part of the
spectrum. The LUT is calibrated using the sine-wave histogram method and
Bayesian estimation.

8.3 Dithering Based Methods

Distortion resulting from quantization—both ideal and non-ideal quantization—
can often be reduced using a technique called dithering. The method can be
divided into subtractive and non-subtractive dithering. Figure 8.5 shows the two
different structures. The somewhat counterintuitive basic idea of dithering is to add
some kind of noise to the signal prior to quantization. The same noise signal is
subsequently subtracted after quantization in the subtractive method, while this is

dither
generator

X W Z

V V

Y

dither
generator

X W

V

Y
(a) (b)

Fig. 8.5 Figures of subtractive and non-subtractive dither. a Subtractive, b Non-subtractive
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obviously not the case in the non-subtractive one. There are three main purposes
for adding noise to the signal:

1. Break up statistical correlations between the quantization error and the input
signal, and make the popular pseudo quantization noise model (explained later)
valid;

2. Randomize the DNL pattern of a non-ideal uniform quantizer;
3. Increase the resolution for slowly varying signals.

The three approaches will be briefly explained in this chapter. The basics of
statistical quantization theory can be found in [54], and briefly outlined in
Sects. 8.3.1 and 8.3.2 explains how dithering can reduce the distortion by ran-
domization. Finally, dithering in conjunction with low-pass post-processing is
dealt with in Sect. 8.3.3.

8.3.1 Statistical Theory of Quantization and Dithering

Below, a short historical overview of the development of statistical quantization
theory and provide the key results, intentionally focused on dithering applications.
The motivated reader will find a comprehensive insight into the topic with
numerous references and an exhaustive historical resumé in [17], which is the
main reference for the historical overview given here. We will restrict ourselves to
fixed-rate scalar quantization, and refrain from dealing with deeper information
theoretical concepts such as variable-rate quantization and vector quantization.
Following the quantization theory is the theories for dithering. In this section we
are mainly concerned with small-scale dithering for ideal uniform quantizers;
large-scale dithering and dithering intended to mitigate DNL errors is considered
in Sects. 8.3.2 and 8.3.3.

Perhaps the oldest example of quantization is rounding off, first analyzed by
Sheppard [43] in his work on histograms. The real starting point for quantization
theory, however, was the invention of pulse-code modulation (PCM), patented by
Reeves in 1938 and accurately predicted to become a ubiquitous part of com-
munication, both for audio and video. Oliver, Pierce and Shannon [38] provided
the first general contribution to statistical quantization theory in their analysis of
PCM for communications. One of their contributions is the classical result that for
a high resolution quantizer the average distortion, in terms of squared-error (i.e.,
quantization noise power), is

r2
Q �

D2

12
; ð8:12Þ

where D is the width of the quantization regions. A uniform quantizer with M ¼ 2b

quantization regions and an input range V would then have D ¼ V=2b and (8.12)
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can be applied to yield the classical ‘‘6-dB-per-bit’’ result for the signal-to-noise
and distortion ratio (SINAD) [45]

SINAD ¼ 10 log10
signal power

V2

22b 12

� 6:02bþ constant: ð8:13Þ

In response to the need for a simple model for the effects of quantization, the
pseudo quantization noise model was introduced. The model replaces a quantizer
with an additive noise source, independent of the input signal. The model was
popularized by Widrow [52, 53, 55], who also gave conditions for when it is valid.

The pioneering work on dithering was carried out by Roberts [40] in his work
on image quantization. Roberts argued that adding noise to an image before
quantization and subtracting it before reconstruction could mitigate the quanti-
zation effects on the image, seen as regular (i.e., signal dependent) patterns. The
general theory of dithering was then further developed by Schuchman [41].

8.3.1.1 Quantization Theory

These results, many of them originally due to Widrow, gives the amplitude
quantization counterpart to the widespread Nyquist’s sampling theorem (note that
sampling can be seen as time quantization). The following results and discussion
applies to uniform, scalar, mid-tread quantization with a quantization step size D.
Figure 8.6 shows the input–output transfer function of such a quantizer.

Assume that the input to a quantizer is a stochastic variable (s.v.) X with
probability density function (PDF) fXðxÞ. The output from the quantizer is an s.v.
denoted Y . Figure 8.7 shows the signal relations, including the quantization error
E, Y � X. The Fourier transform of the input PDF, usually referred to as the
characteristic function (CF), is

Fig. 8.6 The input–output
transfer function of a
uniform, scalar, mid-tread
quantizer with quantization
step size D
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UX uð Þ ¼
Z 1
�1

fX xð Þejuxdx ¼ E ejux
	 


: ð8:14Þ

Two quantization theorems based on the CF were provided by Widrow, and
they are recapitulated here without proofs:

Theorem 1 (QT I) If the CF of X is bandlimited, so that

UX uð Þ ¼ 0 for uj j[ p
D
; ð8:15Þ

where D is the width of the quantization regions, then the CF (PDF) of X can be
derived from the CF (PDF) of Y .

Theorem 2 (QT II) If the CF of X is bandlimited, so that

UX uð Þ ¼ 0 for uj j[ 2p
D
� e; ð8:16Þ

with e positive and arbitrarily small, then the moments of X can be calculated from
the moments of Y .

Theorem 1 is in direct analogy with Nyquist’s sampling theorem: if the Fourier
transform of the continuous-time signal is bandlimited within a maximum angular
frequency xmax, then the continuous-time signal can be perfectly reconstructed
from the sampled signal if the samples are taken at an angular frequency at least
2xmax. This is because quantization is in fact a discretization in the PDF domain,
just as sampling is a discretization in the time domain. We see that D—the distance
between two adjacent quantization points—is the quantization counterpart of the
sampling period—the distance between two adjacent samples.

It is of less importance for our purposes here to know whether we can recon-
struct the input PDF from the output PDF, which is the primary result of the
quantization theorems. However, the theorems can be used to say when a pseudo
quantization noise (PQN) model can be used with success. The PQN model
(sometimes also called the classical model of quantization) models a quantizer as
an additive, white noise source, independent of the input signal, and with a zero-
mean uniform distribution with variance D2�12 (i.e., uniform in ½�D=2;D=2�).
This model can of course never hold true, since the quantization error, defined as
the difference between the output and the input of the quantizer, is a deterministic
function of the input signal. However, when the conditions for Theorem 1 or

YX

E

Fig. 8.7 The quantizer Q
with input X, output Y and
error E defined
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Theorem 2 are met, all moments and joint moments correspond exactly for
quantization and the addition of said independent noise [55], and the PDF of the
quantization error is exactly zero-mean uniform with variance D2�12 [52, 53].
Under the same conditions it can also be shown [52, 53] that the quantization error
is uncorrelated with the input to the quantizer. Sripad and Snyder [44] gave a
weaker sufficient and necessary condition for the quantization error.

Next, we will see how the input signal to the quantizer can be forced to fulfill
some or all of the conditions in the preceding theorems.

8.3.1.2 Dithering Theory

We have now established some conditions under which the quantization noise is
uniform, zero mean, white and uncorrelated with the input. In this section we will
see how the input to the quantizer can be manipulated so that certain conditions are
met. The material presented here is to a large extent compiled from [56]. As
before, we consider a uniform, scalar, mid-tread quantizer with quantization step
size D (cf. Fig. 8.6). The quantizer is assumed to be infinite, but the practical
implication is that the input should be such that the quantizer never saturates. The
theoretical results of dithering—both subtractive and non-subtractive—applied to
such a quantizer is provided in the sequel.

The general framework for both cases is shown in Fig. 8.5. The input to the
system is an s.v. X to which a dither V is added forming the quantizer input W . In
the non-subtractive case, the output Y ¼ Q Wð Þ from the quantizer is also the
system output, while Y ¼ Q Wð Þ � V is the system output in the subtractive case.
In both cases, the total error E is defined as

E ¼ Y � X ¼ Q X þ Vð Þ � X non-subtractive dithering;
Q X þ Vð Þ � X þ Vð Þ subtractive dithering:

�
ð8:17Þ

The two different topologies are now treated separately.
Subtractive Dither It can be argued that subtractive dithering is more powerful

in some sense than non-subtractive dithering. The main results of subtractive
dithering are summarized in the following theorem [56]:

Theorem 3 (Subtractive dithering) The total error E induced by a subtractive
dithering system can be made uniformly distributed in ½�D=2;D=2� for arbitrary
input distributions if and only if the CF UVðuÞ of the dither obeys

UV
2pk

D

 �
¼ 0 for all integers k 6¼ 0: ð8:18Þ

Moreover, the total error E is statistically independent of the system input X if
and only if the same condition (8.17) holds. Finally, two total error samples, E1

and E2 say, with a non-zero separation in time, will be statistically independent of
each other if and only if the joint CF UV1 V2 v1; v2ð Þ of the dither satisfies
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UV1 V2

2pk1

D
;

2pk2

D

 �
¼ 0 for all k1; k2ð Þ 2 Z

2
0: ð8:19Þ

The set Z
n
0 is defined as all integer component vectors of length n with the

exception of the vector of all zeros, i.e., Zn
0 ¼ Z

nn0. The first part of the theorem
(uniform distribution) was proven by Schuchman [41], and the condition (8.18) is
also referred to as Schuchman’s condition. The second and third parts (indepen-
dence and temporal characteristics) have been shown in various publications, e.g.
[44]. Note that Schuchman’s condition is satisfied if V is a s.v. with uniform
density in ½�D=2; D=2�, and (8.19) is satisfied for any independent identically
distributed (i.i.d.) dither sequence satisfying Schuchman’s condition. That is,
selecting the dither to be white and uniform in ½�D=2; D=2� renders a total error
that is white, uniform and statistically independent of the system input.

A final remark on subtractive dithering is that when the dithering is selected as
stipulated in Therorem 3, the quantization noise power equals D2�12 and the PQN
model is in fact valid. Thus, properly designed subtractive dithering can make a
quantizer behave according to the PQN model for arbitrary (non-saturating) input
signals.

Non-Subtractive Dither Subtractive dithering has obvious advantages, being
able to give an overall quantization system that behaves according to the idealized
PQN model. However, in many practical cases, it is impossible to subtract the
same signal that was added prior to quantization, simply because the dither signal
is not known in the digital domain. The following results—most of them due to
Wannamaker et al. [56], but relying on the quantization theories presented by
Widrow—summarizes the properties of non-subtractive dithering.

The first result states the fundamental limitations of non-subtractive dithering:

Theorem 4 In a non-subtractive dithering system it is not possible to make the
total error E either statistically independent of the system input X or uniformly
distributed for arbitrary system input distributions.

That is, we can never expect to get such good results as with a perfect sub-
tractively dithered system. Careful design of a non-subtractive dither can never-
theless improve a quantization system considerably. The following results tells
how, and what results can be expected.

The next theorem on non-subtractive dithering concerns the dependence
between the quantization error and the input signal [33, 56]:

Theorem 5 The m-th moment of the total error, E½Em� is independent of the
distribution of the system input if and only if

GðmÞV

2pk

D

 �
¼ 0 for all integers k 6¼ 0: ð8:20Þ

Further, when (8.20) is fulfilled, the m-th moment is
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E Em½ � ¼ �jð ÞmGðmÞV 0ð Þ: ð8:21Þ

Here, the function GVðuÞ is

GV uð Þ, sinc
D
2p

u

 �
UV uð Þ; ð8:22Þ

the notation ðmÞ denotes the m-th derivative, and

sinc xð Þ, sin pxð Þ
px

: ð8:23Þ

Since E Vm½ � ¼ �jð ÞmUm
V 0ð Þ, we can use (8.21) to express the moments of E in

the moments of V ; for instance,

E E½ � ¼ E V½ � ð8:24Þ

and

E E2
	 


¼ E V2
	 


þ D2�12 ð8:25Þ

when (8.20) holds. An immediate result of (8.25) is that using non-subtractive
dither to make the quantization noise power independent of the input signal results
in an increase in the quantization noise power, over that of a PQN model, by an
amount equal to the dither variance. The quantization noise power can be made
smaller, however, that comes at the expense of making the noise power dependent
of the input signal.

It can also be shown that when condition (8.20) in Theorem 5 is satisfied for
some m, then Em is uncorrelated with the input X. In fact, E Em � Xn½ � ¼
E Em½ � � E Xn½ � for any positive integer n. Finally, before moving on to the temporal
properties of non-subtractive dithering, a stronger version of condition (8.20) is
provided:

Corollary 1 When using non-subtractive dithering, all moments E½E‘� for ‘ ¼
1; 2; . . .; m are independent of the distribution of the system input if and only if

U rð Þ
V

2pk

D

 �
¼ 0 for all integers k 6¼ 0 and all r ¼ 0; 1; . . .; m� 1: ð8:26Þ

For the temporal properties of non-subtractive dithering, we give one theorem
and an important corollary:

Theorem 6 The joint moment E Em1
1 Em1

2

	 

of two total errors E1 and E2, with a

non-zero separation in time, is independent of the system input for arbitrary input
distributions if and only if

G m1;m2ð Þ
V1 V2

2pk1

D
;

2pk2

D

 �
¼ 0 for all k1; k2ð Þ 2 Z

2
0: ð8:27Þ
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Here, the function GV1 V2 u1; u2ð Þ is defined as

GV1 V2 u1; u2ð Þ ¼ sinc
D
2p

u1

 �
sinc

D
2p

u2

 �
UV1 V2 u1; u2ð Þ ð8:28Þ

and m1;m2ð Þ denotes differentiating m1 and m2 times with respect to u1 and u2,
respectively. The proof is provided in [56]. Finally, an important implication of
Theorem 6 is pointed out:

Corollary 2 Any i.i.d. non-subtractive dither signal that satisfies (8.26) for m ¼
max m1;m2ð Þ will provide

E Em1
1 � E

m2
2

	 

¼ E Em1

1

	 

� E Em2

2

	 

ð8:29Þ

for two error values E1 and E2 with a non-zero separation in time.
When this hold true, the moments E Em1

1

	 

and E Em2

2

	 

are given by (8.21). From

(8.24) we have that when Corollary 2 holds and the dither signal is zero-mean, the
total error signal is uncorrelated in time, i.e., E E1E2½ � ¼ 0.

In summary, non-subtractive dithering can neither make the total error statis-
tically independent of the system input, nor ensure that the distribution of the total
error is uniform. However, clever design of the dither signal can make arbitrary
powers of the error uncorrelated with the input signal, and also make the error
signal temporally uncorrelated—in particular it can be made white.

8.3.1.3 Two Common Dither Distributions

Two very common dither distributions are rectangular and triangular distributions.
In the following, we will briefly asses their merits in the light of the theory
provided for subtractive and non-subtractive dithering.

Rectangular Distribution A frequently proposed dither signal is an i.i.d.
uniform noise signal with a 1 LSB range, that is producing samples uniformly in
½�D=2; D=2�. This dither signal is zero-mean and has a variance D2�12.

As noted before, this dither satisfies all conditions of Theorem 3. Hence, a
subtractively dithered system using such a rectangular noise totally obeys the PQN
model.

In the non-subtractive case, we see that Theorem 5 is satisfied only for m ¼ 1,
implying that the mean error E E½ � ¼ E V½ � ¼ 0, while the noise power (and higher
moments of E) varies with the input; despite our dithering effort, we still have
noise modulation. From Corollary 2 we conclude that since (8.26) is satisfied for
m ¼ 1 and since the dither is i.i.d. the error signal is temporally uncorrelated;
E E1 � E2½ � ¼ E E1½ � � E E2½ � ¼ 0.
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Triangular Distribution For subtractive dithering the rectangular noise turned
out to be quite sufficient, but in the non-subtractive topology rectangular dither fell
short in breaking the correlation between the input signal and the quantization
noise power. Our knowledge from Theorem 5 tells us that we need a dither
distributed such that (8.20) is fulfilled for m ¼ 1; 2.

One such distribution is the symmetric triangular distribution ranging from �D
to D, i.e.,

fV vð Þ ¼
D� vj j

D2

0

(
vj j\D

otherwise:
ð8:30Þ

Triangular dither can easily be generated by adding two independent zero-mean
rectangular variables, each with variance D2�12. The mean of the triangular dither

is zero, and the variance is D2�6. This distribution satisfies Theorem 5 for both
m ¼ 1 and m ¼ 2 and also Corollary 1 for m ¼ 2. Thus, E½E� ¼ 0 from (8.24) and
var Eð Þ ¼ E E2½ � ¼ D2�4 from (8.25). Again, if the individual dither samples are
i.i.d. the error sequence is white.

8.3.2 Randomizing INL and DNL Patterns with Dithering

Until now, we have only discussed dithering methods aimed at mitigating the
unwanted quantization effects of an ideal quantizer, mainly the deterministic
nature of the quantization error giving rise to phenomenons such as noise mod-
ulation. But dithering can also be a powerful tool for diminishing the distortion
induced by quantizer non-idealities.

While the purpose of the dither investigated in Sect. 8.3.1 was to break the
statistical dependence between the input and the quantization error, we will now
see how dithering can randomize the non-linearity pattern of an ADC (or quan-
tizer). Consider the INL and DNL curves in Fig. 8.8, showing respectively the
deviation from an ideal transfer function and the actual bin widths’ deviation from
the ideal width (D), as a function of input value. A given input value x will always
face the same INL and DNL—provided that these do not change—giving rise to a
deterministic distortion in the output from the ADC. The deterministic distortion
will manifest itself as unwanted spurs in the spectrum of the output signal.
However, if we add a dithering signal v to the input x prior to quantization, we
might shift the input to the quantizer to a value that renders another INL and DNL.
Hence, if the dither is independent of the input and large enough to shift the input
signal to another quantization bin (at least occasionally), then the distortion
inflicted for a certain input value will be different from time to time. The result is
that the deterministic nature of the distortion is broken.

8 Look-Up Tables, Dithering and Volterra Series 267



An early contribution in this direction was given by De Lotto and Paglia in [12],
where the authors show how dithering can smooth out the errors of the different
quantization regions. A more recent publication—and also more relevant for
contemporary ADCs—is [4], where the basic methods of dithering are explained.
Also, exemplary results for an Analog Devices AD9042 with non-subtractive,
large-scale ( [ 1 LSB), Gaussian dither is given. In the same reference the out-of-
band dithering method is mentioned. In this particular method, the dither is band-
pass filtered to fit into a band which is not occupied by the signal of interest. Two
such bands are proposed, viz. near DC and near Nyquist. The experimental results
using the AD9042 12-bit converter shows that the strongest unwanted spur is
decreased from �81 dBFS to �103 dBFS using an out-of-band dither occupying
the lowest 5 % (near DC) of the Nyquist range. Meanwhile, the overall noise floor
is increased by approximately 5 dB; the spurs are converted into noncoherent
noise.
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Fig. 8.8 INL and DNL from an Analog Devices AD9430. a INL, b DNL
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8.3.3 Increasing the Resolution for Slowly Varying Signals

The last dithering application considered here is dithering in combination with
low-pass post-processing. Numerous aspects and versions of this has been treated
in the literature, e.g. [2, 3, 8, 9]. The fundamental idea is the following. An ADC is
sampling a slowly varying signal—the signal can be considered constant for a
number of samples, N, say. The signal falls within a specific quantization region
for all of these samples, with a resulting quantization error dependent on where
within this region the signal is situated. Averaging the output samples will not
reduce this error, because the samples are all the same. However, if a dither signal,
with large enough amplitude, is added to the input prior to quantization, then the
output will no longer be constant for all N samples, but will fluctuate around the
previously constant output. Taking the mean of the N output samples now has a
meaning, and might in fact yield a result with a higher resolution than that of the
quantizer itself. We have thus traded bandwidth for resolution (since the averaging
in effect is an LP filter). The dither signal must however possess certain properties
for the dithering to be successful.

In [9], a uniform random dither is compared with a periodic, self-subtractive,
deterministic dither. Self-subtractive means that the sum of the dither samples over
one period is zero. The benefit of using this type of dither signal is that when an N-
sample average is applied, where N is the period of the dither signal, the dither is
automatically subtracted from the output, mimicking a subtractively dithered
system. The periodicity of the dither does however give rise to some spurs in the
output spectrum, but this can be mitigated using a random permutation of the
samples within each period. The simulation results in [9] indicate that an increase
of up to 3 effective bits can be obtained using dithering and averaging.

In [3], different types of dither signals are investigated in conjunction with
averaging. Both deterministic and stochastic uniform dithering is considered, as
well as Gaussian and mixed dither densities. For the uniform dithers it is stated that
the number of effective bits can be increased to

ENOB U determ ¼ bþ log2 N ð8:31Þ

in the case of deterministic uniform dither in the range ½�D=2; D=2�, and

ENOB U stoch ¼ bþ 1
2

log2
N

1þ k2
; ð8:32Þ

when the dither is stochastic and uniform in �kD=2; kD=2½ �. The number of
samples averaged is N. Experimental results in [3] indicates that the effective
number of bits for a practical 12-bit converter can be increased up to 16 bits using
non-subtractive stochastic uniform dithering in �D; D½ � and N ¼ 16384, and even
further for subtractive dither.
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8.4 Model Inversion Methods

ADC nonlinearity correction through model inversion has been proposed in the
literature on several occasions (cf. [5]). This family of correction schemes is based
on some mathematical system model and its inverse. Typically, a model is iden-
tified for the ADC considered. The model gives an approximation of the input–
output signal relationship. An inverse—possibly approximate—of the model is
calculated thereafter. The model inverse is used in sequence after the ADC, i.e.
operating on the output samples, in order to reduce or even cancel the unwanted
distortion. Figure 8.9 shows the general concept of ADC correction with inverse
models.

The vast majority of the references proposing a model inversion method are
based on the Volterra model, e.g. [16], but the use of other models have been
reported, e.g. orthogonal polynomials and Wiener models in [51] and Chebyshev
polynomials in [1]. In this chapter we will concentrate on the Volterra model.

8.4.1 Volterra Model

The causal discrete-time M-th order Volterra model (or filter) is an extension of the
linear time-invariant discrete-time filter

y nð Þ ¼
X1
k¼0

hk x n� kð Þ; ð8:33Þ

where xðnÞ is the input signal and yðnÞ is the output from the filter. The discrete-
time M-th order Volterra extension then is

y nð Þ ¼ H0 þ H1 x nð Þð Þ þ � � � þ HM x nð Þð Þ ð8:34Þ

where

(a)

(b)

Fig. 8.9 ADC correction
using inverse system models.
In (a) a model H for the ADC
is found by identification. In
(b) the inverse G ¼ H�1 of
the identified model is used in
sequence with the ADC,
applying post-distortion to
reduce the nonlinearities of
the converter
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Hm xðnÞð Þ ¼
X1
k1¼0

X1
k2¼k1

� � �
X1

km¼km�1

hm k1; k2; . . .; kmð Þ

� x n� k1ð Þx n� k2ð Þ � � � x n� kmð Þ: ð8:35Þ

The Volterra kernels hm are assumed to be symmetric, hence the indexing in
(8.35) where subsequent summation indices start at the index of the preceding
sum. Finally, the kernels are truncated to finite length sums

Hm x nð Þð Þ ¼
XK1

k1¼0

XK2

k2¼k1

. . .
XKm

km¼km�1

hm k1; k2; . . .; kmð Þ

� xð n� k1ð Þx n� k2ð Þ � � � x n� kmð Þ: ð8:36Þ

that can be implemented in practical applications.
Volterra models have long been used in general system modeling. One of the

first contributions specifically targeted at modeling and correcting ADCs with
Volterra models was made by Tsimbinos and Lever [46], in which they propose to
use both Volterra and Wiener models for ADC modeling. They also show how to
obtain the inverse of a fifth-order Volterra model, which is a nontrivial task. In their
subsequent publications they also determine the computational complexity of
Volterra based correction [47] and make a comparison between a look-up table
correction and a Volterra based correction [48]. Gao and Sun [18] also made an
early publication on ADC modeling using a Volterra model, although they did not
explicitly propose any correction scheme based on the model. Experimental three
tone characterization of Volterra kernels of a pipelined ADC was performed in [7].

8.4.2 Volterra Inverse

First we must ask ourselves what the inverse of a nonlinear system with memory,
such as the Volterra model, actually is. The following definition is commonly used
[42, 51]

Definition 1 A p-th order inverse G of a given nonlinear system H is a system that
when connected in tandem with H results in a system in which the first order
Volterra kernel is the unity system and the second through p-th order Volterra
kernels are zero. That is, if the H and G in tandem are a Volterra model denoted F,
then

F x nð Þð Þ ¼ x nð Þ þ
X1

m¼pþ1

Fm x nð Þð Þ: ð8:37Þ

In particular, we are interested in post-inverses, i.e., the inverse system G is to
be used posterior to the original system H. However, as a matter of curiosity it has
been shown in [42] that the p-th order post-inverse of a system H is in fact
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identical to the p-th order pre-inverse; only the Volterra operators of order higher
than p of the tandem system are affected by which comes first of G and H.

Two different techniques can be used in finding the inverse Volterra model to
be used as a correction.

1. A Volterra model H is identified for the ADC under test. From this model, an
analytical inverse G is derived and used as corrector. Figure 8.9 shows this
approach.

2. The inverse system G is identified directly as in Fig. 8.10, minimizing a suit-
able function of the error signal, such as the mean squared error.

When finding the analytical inverse we are of course concerned about the
stability of the inverse. It has been shown, again in [42], that the p-th order inverse
of H will be stable and causal if and only if the inverse of H1 is stable and causal.
That is, we only have to check that the linear part of the system does not have any
zeros outside the unit circle.

The two different approaches above would typically yield slightly different
results. The computational burden of the two methods when engaged in correction
differ significantly. The second approach—sometimes referred to as adaptive Vol-
terra inverse—is far more computationally heavy than the analytical inverse [47].
The difference stems from the fact that the adaptively identified inverse generates a
more general inverse system while the analytical inverse gains from the structure
given by the original model H.

One of the key features of the Volterra model correction method is its ability to
capture highly dynamic error effects at a moderate cost. A look-up table can hardly
be used in practice to successfully model errors that depend on more than a few
subsequent input samples—the size (memory requirements) of the table grows
exponentially in the number of samples K used for addressing. Meanwhile, a
Volterra model, or an FIR-filter in particular, can easily use tens of input samples
in the calculation of the correction values, at a moderate computational cost. Quite
opposite, the computational complexity of the Volterra model rapidly becomes too
heavy when the nonlinearity order M is increased (see [47]) while a look-up table
has (theoretically) infinite nonlinearity order at a very low computational cost.

Another issue for Volterra models is the identification process, both when the
system model H is identified first, and if the inverse G is identified directly.
Imposing further structure on the Volterra model can ease the burden of identi-
fication. This was proposed in [37], where the Volterra model was compared to an

Fig. 8.10 Direct
identification of the inverse
system from experiments
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error model for an integrating ADC. The coefficients of the Volterra model that are
most important in modeling such a converter could thus be isolated, and the
identification process was significantly simplified.
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Chapter 9
A/D Conversion with Non-uniform
Differential Quantization

Dušan Agrež

Abstract The result of measurement has an uncertain value-band depending on the
dynamic behavior of the measured object and the measurement instrumentation.
Digitalization as the main part of measurement consists of prefiltering, sampling,
windowing, and quantization. In addition to this, the dynamics of the analogue-to-
digital (A/D) conversion are also important. Here a trade-off between the number of
references for generating the reference levels and the number of steps of the con-
version is presented. On the one hand, the pure parallel techniques have considerable
redundancy of the used reference levels for estimation of the current measurement
value and its change; on the other hand, the successive-approximation techniques are
relatively slower and they have no possibility of adaptation to the signal until the end
of the conversion [1]. Serial-parallel A/D techniques have similar structures as
differential pulse-code converters. Numerical value is attained with a successive
approximation of the difference between the reference and the measured quantity, gr

and g respectively. Estimation of the difference between two levels of signal Dg is
possible with at least two sampling pulses. The dynamic error is proportional to that
difference. In the differential multi-step A/D techniques, the change of signal Dg in
the time between two sampling points Dt is tracked by a suitably large step y of the
reference quantity, y / Dg ¼ g0 tð ÞDt. Considering the presumption of dynamic
error, a larger uncertainty can be added to a larger step. It is reasonable to use a finite
set of possible step representatives (yi; i ¼ 1; 2; . . .). They have to be selected in such
a way that their quantization intervals Di (/ uncertainty intervals) have a minimum
overlap. At the same time there should be no empty space between the quantization
intervals. For effectiveness of differential tracking, the non-uniform quantization
must fulfill three conditions: partitions into halves, increasing quantization uncer-
tainty with difference, and low overlapping of the quantization intervals. The best
trade-off between the number of decision levels and the settling time is with the pure
exponential quantization rule: yi ¼ ai�1D0 ¼ 2i�1D0, where D0 ¼ R

�
2b is the
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smallest quantization interval (i ¼ 1; 2; . . .; b, R—full scale of the measurement
range, b—a number of bits). The fastest response is achievable with base 2. The
principle that the larger the distance between two levels Dg is, the larger also the
dynamic error of estimation is, shows the limitation of the information flow. In
comparison with uniform quantization, the information H of the first step does not
increase with an increase in the number of bits, b. It is limited to the constant value
H a ¼ 2ð Þb!1¼ 3. The quantity of information decreases when approaching the last
step of conversion. The limited band of the measurement channel or more precisely
the finite impulse response of the sampling device, which is not infinitely short, is the
cause of the finite information capacity of the measurement channel. The number of
bits required for the conversion decreases towards the end of conversion, and the
sharp stop of the uniform constant information flow is smoothed. The differential
tracking b-bit A/D conversion gives better results than the classical A/D conversion
with the successive approximation procedure, due to b-times more available sam-
pling points, and the adaptive property of the A/D procedure that every previous
approximation step to signal becomes the center of observation with an exponential
increase in resolution in the new step. Taking into consideration only the quanti-
zation noise contribution, the adaptive A/D conversion provides better results if the
sampling ratio s ¼ f ðsamplingÞ=f signalð Þ is high enough. Considering together the
systematic and the random errors in the signal parameters estimation, shows the
advantage of the adaptive A/D conversion at lower values of the sampling ratio, s [2].

Keywords Measurement dynamics � Differential tracking � Exponential quanti-
zation � Settling time � Limited information flow � Quantization noise

9.1 Introduction

Estimation of the measured quantity in a technical system has the discrete nature in
the amplitude and time dimensions. In the majority of different structures of A/D
converters [1, 3, 4], a numerical value of the measured quantity is attained by
reducing the error E between the auxiliary reference quantity gr and the real value
of the measured quantity g (Fig. 9.1: Eg ¼ gr � g).

The residual error is reduced through the estimation procedure in steps
(Fig. 9.2: Dtk is time of one step) and it finally attains the basic resolution D0 ¼
Rg

�
2b of b-bit conversion in the input dynamic range Rg. Here a trade-off between

the number of references for generating the reference levels xi and the number of
steps of conversion is presented. The fastest A/D converters use the pure one-step
parallel (or flash) method or a few-step sub ranging method [3, 5]. The flash
converter in which the input analog signal is presented to a bank of 2b � 1 ref-
erence levels and belonging comparators, has the advantage that no front-end
sample-and-hold circuit is required. However, the exponential increase in the
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number of the reference levels (as a function of b) limits the realization of this
approach as the value of b increases (practical realizations are up to 9–10 bits).
A slower class of digitizer in common use is the feedback A/D converter
(Fig. 9.1). Here the analog input signal is compared with the output of a D/A
converter. The comparator output is then used to control the feedback logic in such
a way as to equalize the D/A output and the input signals. Perhaps the simplest
method of this class is the tracking type with fixed uniform quantization, in which
the feedback logic comprises a digital up/down counter clocked at a constant rate,
and whose count direction is controlled by the comparator output [3]. This tech-
nique is quite effective for slowly varying input signals whose rate of change can
be more than matched by the counting rate of the feedback logic. However,
shortcomings arise for rapidly changing input signals; for example, a full-scale
step input would take 2b � 1 clock intervals to track. The tracking A/D converter
requires no sample-and-hold stage. The speed limitation of the tracking A/D
converter (slope overload) is partially overcome by the successive approximation
type. Successive approximation A/D converters require a sample-and-hold stage.
Here each bit is compared in turn commencing with the most significant bit
(Fig. 9.2: x�;k are threshold levels of the examination intervals, which become the
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origin representatives y0;k in the next successive steps k). The total conversion time
is now fixed to b clock intervals Dtk.

Optimal results for the A/D conversion with regard to the time of conversion,
resolution, and used references are obtained with multi-step parallel techniques
[5]. As they estimate the residual error with more threshold levels then the pure
successive approximation procedure with one threshold level in every step
(Fig. 9.2), they are faster, and at the same time they need a lower number of
references for threshold levels in comparison with the pure one-step parallel flash
method, due to the higher number of steps in the estimation procedure.

Serial-parallel A/D techniques have similar structures as differential pulse-code
converters. Numerical value is attained with a successive approximation of the
difference between the reference and the measured quantity. Estimation of the
difference between two levels is possible with at least two sampling pulses, and if
the amplitude difference is larger, then the estimation error is also larger due to the
pulse leakage, and this will be shown in the following analysis.

Before quantization the band-limited signal g(t) with the maximal frequency fm
has to be sampled by a sampling function where we have to consider the finite
sampling frequency 1=ts ¼ fs\1 [6, 7] and the finite-time sampling pulses
h tð Þ 6¼ d tð Þ [8, 9]. In this acquisition process one can theoretically obtain only a
finite number of samples by multiplication of the signal with the finite-time
measurement interval H tð Þ\1 [10–12] (Fig. 9.3a). These operations perform
filtering on the signal as can be better seen in the frequency domain (Fig. 9.3b).

Considering real circumstances in the sampling process shows us the problem
of the time resolution of sampling pulses. They carry the information of the
amplitude of the measured signal. Distinguishing pulses in the time space is the
basis for distinguishing the amplitude values of the measured signal. If they
overlap too much, then the amplitude values are not resolved. Distinguishing them
is possible by the relative shortening of the sampling pulses to the sampling
interval ts so that the leakage tails of the pulses decline sufficiently. However, there
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Fig. 9.3 Signal sampling process waveforms in the time domain (a) and the frequency domain
(b) where G fð Þj j is the Fourier spectrum amplitude part of the signal before sampling and
windowing, GH fð Þ

�� �� is the Fourier spectrum amplitude part of the windowed signal, and H fð Þj j is
frequency spectrum of the sampling pulses
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will always remain dynamic measurement errors caused by the finite disposal
energy in the real sampling.

During the successive approach towards the real value of the measured signal,
the distance between the current state and the searched value is estimated in every
step. This is made possible with at least two sampling pulses. We can distinguish
two pulses when both of them decrease to less than a half of their original peak
values at the middle time point between the time origins of pulses (Fig. 9.4). When
two peaks in the common sampling signal are perceived, the pulses are distin-
guished, but the amplitude of the pulses g� tð Þ at their sampling origins t1 and t2 are
not equal to the real values g tið Þ of the measured signal. They are generally
distorted by the leakage parts, E12 and E21.

g� t1ð Þ ¼ g t1ð Þ þ E12 ¼ g t1ð Þ þ k12g t2ð Þ;
g� t2ð Þ ¼ g t2ð Þ þ E21 ¼ g t2ð Þ þ k21g t1ð Þ

ð9:1Þ

With two dynamically distorted pulses as carriers of the information of the
sampled signal, it is possible to estimate the distorted amplitude difference Dg�.
The dynamic error of estimating the difference of the two amplitudes Dg ¼
g t2ð Þ � g t1ð Þ is proportional to that difference with the addition of some constant:

EDg ¼ Dg� � Dg ¼ g� t2ð Þ � g� t1ð Þ � g t2ð Þ þ g t1ð Þ ¼ k21g t1ð Þ � k12g t2ð Þ
¼ �k12Dgþ g t1ð Þ k21 � k12ð Þ ð9:2aÞ

or generally:

EDg ¼ kaDgþ kb ð9:2bÞ

If the sampling pulses have some symmetry in the pulse shape k12 � k21, the
error is proportional to the amplitude difference EDg � kaDg.

Considering the presumption of dynamic error, a larger uncertainty Dy

�
2 can be

added to a larger step and the change of signal is tracked by a suitably large step of
the reference quantity, yi / g0 tð ÞDt. Using the dynamic error property of the
amplitude difference estimation in the quantization, one should increase the

Fig. 9.4 Dynamic error of the amplitude difference estimation
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quantization uncertainty of the increased values of the representatives yi with the
distance from the origin of the examination y0 (Fig. 9.5). The representatives yi

and the associated threshold levels xi can be arranged in a non-uniform exponential
rule with the increased quantization resolution at the origin of the examination of
the residual error [2, 4, 13] (Fig. 9.5).

The purpose of this chapter is to present a means of processing the error signal,
i.e., the difference between the reference value of the feedback loop in the digi-
tizer, and the input signal with the non-uniform differential quantization which
yields the following performance features:

(a) the conversion rate for an arbitrary input step is faster than that achieved with
successive approximation;

(b) data is valid during all clock intervals with different quantization error;
(c) a sample-and-hold stage is not required; and
(d) the quantization noise is comparable to the uniform one if the sampling ratio is

high enough.

9.2 Non-uniform Quantization

Non-uniform quantization in contrast to the uniform one introduces the problems
of positioning and spacing the representatives, and the threshold decision levels of
the quantization intervals in the measurement range of the A/D converter. Their
arrangement can depend on the expected probability density function (pdf) of the
input signal, as with well-known ‘l-law’ and ‘A-law’ compression in telecom-
munications systems [3, 14], or on the logical structure of the presentations as in
the floating-point quantization in terms of binary numbers [14]. Because there are
always dynamic errors in the sampling process, it is reasonable to append the
larger quantization intervals to the estimations of the larger amplitude difference.
These intervals should contain the real value represented by the corresponding
representatives. The optimum spacing of the levels of representatives in the
quantizing intervals is achieved when they are centers of their intervals, or better
centers of the probability density function of the measured signal appearing in
their intervals [4, 15].

0Δ
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Fig. 9.5 Representatives yi ¼ 2i�1D0 and threshold levels xi of the non-uniform exponential
quantization in the measurement range R3 for base a ¼ 2 and i ¼ 1; 2; 3
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With the differential A/D techniques, the change of signal is tracked by a
suitably large step y / g0 tð ÞDt of the reference quantity. It is reasonable to use a
finite set of possible step representatives yi; i ¼ 1; 2; . . .f g. They have to be
selected in such a way that their quantization intervals (/ uncertainty intervals) Di

have a minimum overlap. At the same time there should be no empty space
between the quantization intervals.

Using the above conclusions, it is possible to specify the levels of represen-
tatives yi and the decision levels xi, which fix the quantization intervals
Di ¼ xiþ1 � xi. For an effective approach to the real measured value, the non-
uniform quantization must fulfill three conditions:

(a) the representative must lie in the middle of the quantization interval [16, 17],
especially if it becomes the origin during the next step of approaching;

yi ¼
xiþ1 þ xi

2
ð9:3Þ

(b) increasing the distance between the representative yi and the current starting
point y0, causes also increasing of the quantization uncertainty �Di=2 for that
representative (yiþ1 � y0� yi � y0 ) Diþ1=2�Di=2) according to (9.2a) and
(9.2b);

yiþ1 � xiþ1 ¼
Diþ1

2
� Di

2
¼ xiþ1 � yi ) yiþ1� 2xiþ1 � yi ð9:4Þ

(c) quantization intervals Di should cross each other as low as possible. At the
same time they must not leave empty spaces on the quantization scale [18].
The distance between the representative yi of the quantization interval and the
first decision level xi of that interval must not be larger than the distance
between the starting point y0 and xi. In the opposite case, the successive
approximation steps of the A/D conversion alter their values for the difference
yi, if the searched value lies between y0 þ yi � xi and y0 þ xi.

yi � xij j � xi � y0j j ð9:5Þ
The first condition defines that the best position of the representative is the

middle of the quantization interval, if the representative serves as a decision level
in the next step of approximation. If this condition is fulfilled, then the relation
between the representatives and the decision levels is fixed. The quantization
characteristic depends on the pattern of representatives.

The minimum step of the representative’s arrangement can be derived from the
first (yi ¼ xiþ1 þ xið Þ=2) xiþ1 ¼ 2yi � xi) and the second condition
(yiþ1� 2xiþ1 � yi ) yiþ1 þ yið Þ=2� xiþ1).

yiþ1 þ yi

2
� xiþ1 ¼ 2yi � xi and

yi þ yi�1

2
� xi

yiþ1 þ yi

2
� 2yi � xi� 2yi �

yi þ yi�1

2

ð9:6Þ
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After rearranging, it can be written as follows:

yiþ1� 2yi � yi�1 or yiþ2� 2yiþ1 � yi ð9:7Þ

The maximum step spacing between yiþ1 and yi can be obtained from the
conditions (yi � xi� xi � y0; y0 ¼ 0) yi� 2xi) and xiþ1 ¼ 2yi � xi by induction:

yiþ1

2
� xiþ1� 2yi �

yi

2
) yiþ1� 3yi ð9:8Þ

Independently of the pattern function, the successive representatives of one step
must be situated within the following borders:

3yi� yiþ1� 2yi � yi�1 ð9:9Þ

Considering equality in (9.7) the minimum step is defined. The first two rep-
resentatives are determined by y0 ¼ 0 as origin, and y1 ¼ 1D0 as the smallest step
of quantization. Other higher representatives can be obtained as follows:

y2 ¼ 2y1 ¼ 2D0; y3 ¼ 2y2 � y1 ¼ 3D0; y4 ¼ 2y3 � y2 ¼ 4D0; . . . ð9:10Þ

With the minimum spacing of yiþ1 and yi, the representatives are uniformly
spaced and the A/D conversion is a pure parallel one.

9.2.1 Exponential Distribution of Representatives

The selection of the distribution function of representatives depends on the
boundary conditions (9.3), (9.4), and (9.5). The exponential distribution function
has several advantages, such as: simplicity of the mathematical implementation,
and exponential emphasis on the surroundings of origin [19].

yi ¼ ai�1D0 i ¼ 1; 2; . . .; b ð9:11Þ

There must be symmetry around the origin y0 to attain effectiveness of quan-
tization—minimum distortion and the fastest response of conversion. Index i of
representatives obtains a negative sign, but their distance to y0 remains the same
yi � y0j j ¼ y�i � y0j j (Fig. 9.6).

Independently of the base a, the nearest representative from the origin with
index i ¼ 1 is for the smallest quantization interval D0 apart. The lower bound of
the base can be easily obtained from (9.7) with y1 ¼ 1D0 and y0 ¼ 0.

a1D0 ¼ y2� 2y1 ¼ 2 � D0 ) a� 2 ð9:12Þ

The upper bound from (9.8) is 3.

3� yi

yi�1
¼ ai�1D0

ai�2D0
¼ a ð9:13Þ
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The minimum value of the base for the pure exponential quantization is 2
(9.12). If we want to fulfill the condition under b and also for a\2, it is possible to
uniformly distribute representatives from the origin, to the representative where
the associated quantization interval becomes larger than D0 (9.10). From this point
onwards the quantization interval Di should increase with proportion to the
exponent on a.

The first threshold-decision level x1 must lie in the middle of y1 and y0. This
assures that the smallest quantization interval D0 is that around the origin.

y1 � x1 ¼
D1

2
� D0

2
¼ x1 � y0 ¼ x1 )

y1

2
� x1 and x1 ¼

D0

2
ð9:14Þ

Other decision levels can be obtained by induction if the generic function
xiþ1 ¼ 2yi � xi (9.3), x1, and y1 are known.

x2 ¼ 2y1 � x1 ¼ 2a0 � 1
2

� �
D0

..

.

xi

D0
¼ �1ð Þi2 �að Þi�2þ � � � þ �að Þ2þ �að Þ1þ �að Þ0

h i
� �1ð Þi1

2

In the square brackets there is a sum of the exponential series 1þ aþ a2 þ
� � � þ an ¼ 1� anþ1ð Þ

�
1� að Þ and the expression for xi can be written as:

y1 y1

y2

y2

y3

y3
y4

y−1 y−1
y−2

y−2

y−3

y−3

y−4

y0 y0
x1 x1

x2 x2

x3

x3

x4

x−1 x−1

x−2 x−2

x−3

x−3
x−4

Δ3

2
Δ3
2

rg rg
(a) (b)Fig. 9.6 Examples of the

bias pattern of the
representative levels; a a ¼ 2
and b a ¼ 3
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xi ¼ �1ð Þi 2
1� �að Þi�1

1� �að Þ �
1
2

" #
D0 ð9:15Þ

The distance of yi from y0 increases the uncertainty of the representative Di=2 or
the quantization interval Di. The quantization interval is fixed with the difference
of adjacent thresholds.

Di

D0
¼ xiþ1 � xið Þ

D0

¼ �1ð Þiþ1 2
1� �að Þi

1þ a
� 1

2

" #
� �1ð Þi 2

1� �að Þi�1

1þ a
� 1

2

" #
¼ 2ai�1 a� 1ð Þ

1þ a
þ �1ð Þiþ13� a

1þ a

ð9:16Þ

9.3 Settling Time

Emphasizing the dynamics of response, the base that enables the shortest settling
time of the A/D conversion to the signal step function at the input can be inves-
tigated (Fig. 9.7). The speed of the approximation procedure for different struc-
tures of A/D converters is measured by the number of steps required to achieve the
basic resolution around the searched value. The number of steps of the A/D
conversion with an exponential differential quantization depends on the value of
the signal step. The larger the signal change is, the larger the number of
approximation steps needed to within �D0=2.

Many A/D structures have to fulfil the condition that the uncertainty of the
previous step must be smaller than current step plus the uncertainty of the current
step. At the beginning of the conversion process the uncertainty is the approxi-
mation of the signal step. Being yi kð Þ the step k representative with index i,
Di kð Þ=2 it’s uncertainty (9.18), yj k � 1ð Þ the previous step representative with
index j, and Dj k � 1ð Þ=2 it’s uncertainty, this leads to the following condition:

yi kð Þ þ Di kð Þ
2
� Dj k � 1ð Þ

2
ð9:17Þ

Figure 9.7 gives a practical representation of the condition fulfilment. The
representative yi denotes all values g tð Þ in the interval Di

(yi � Di=2\ g� y0ð Þ� yi þ Di=2).
The difference between representatives’ indexes l ¼ j� i (j [ i;

i ¼ 0; 1; . . .; j� 1; j ¼ 1; 2; . . .; b) in the successive steps (j k � 1ð Þ ! i kð Þ) repre-
sents the reduction of the approximation representative yi and the reduction of the
examination range Di in the procedure of approaching to the measured value.
Figure 9.7 shows the reduction of the approximation representative from y7 in step
k � 1 to representative y5 in the next k step with l ¼ 7� 5 ¼ 2 in the case of signal
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ga tð Þ and the reduction to representative y�3j j ¼ y3 in the k step with l ¼ 7� 3 ¼
4 in the case of signal gb tð Þ. A larger value of l (l ¼ 1; 2; . . .) means a larger
reduction of the quantization uncertainty between the steps and a faster response.
Condition (9.17) can be rearranged Di kð Þ þ 2yi kð Þ�Dj k � 1ð Þ and expressed by
the terms of yi (9.11) and Di (9.16).

2ai�1 a� 1ð Þ
aþ 1

þ �1ð Þiþ13� a

1þ a
þ 2ai�1� 2aj�1 a� 1ð Þ

aþ 1
þ �1ð Þjþ13� a

1þ a
ð9:18Þ

The solution for al (l ¼ j� i) can be written as:

al� 2a

a� 1
� �1ð Þi 3� a

2 a� 1ð Þ a
�iþ1 1� �1ð Þl

� �
ð9:19Þ

The difference l depends on the base a and index i. To resolve equation (9.19)
the value of l should be defined and the solution for a is found:

l ¼ 1 : a� 2a

a� 1
� �1ð Þi3� a

a� 1
a�iþ1 ) 1\a� 3 ð9:20Þ

If the base a is between 1 and 3 (9.20), the index i is reduced during the
successive steps for at least l ¼ 1.

l ¼ 2 : a2� 2a

a� 1
) 1\a� 2 ð9:21Þ

In this case index i is reduced at least for 2. For the pure exponential distri-
bution the value for base a = 2 is the only solution. Examination intervals of the
successive steps are certainly reduced with the index change of l ¼ 2
(Diþ2 k � 1ð Þ ! Di kð Þ) (Fig. 9.7).

l ¼ 3 : a3� 2a

a� 1
� �1ð Þi3� a

a� 1
a�iþ1 ) 1\a\1:66 ð9:22Þ

( )tgr

( )tga

1−k k

( )ky a,5

5x( )17 −ky

5x
6x

8x

7x

ktt Δ

6x

( )10 −ky

( ) ( )tgtg r,

( )2−kyi

( )
2

17 −Δ k
( )ky0

( )
2

5 kΔ

( )tgb

3−x

4−x ( )ky b,3−

Fig. 9.7 Approximation procedures of the non-uniform differential quantization to the signals
with two different steps (ga tð Þ red and gb tð Þ blue)
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l ¼ 4 : a4� 2a

a� 1
) 1\a� 1:5437 ð9:23Þ

The results of the last two expressions (9.22) and (9.23), show that the index
reduction l is larger with a decrease of the base and the response is faster, but the
number of thresholds or the required references increases exponentially and in the
limit a ¼ 1 we get the pure parallel AD conversion with r ¼ 2b � 1 references for
decision levels and the settling time of one step k ¼ 1. Optimal results for the A/D
conversion with regard to the used references and the time of conversion using
criterion rðnumber of referencesÞ 	 kðnumber of stepsÞ ! min, are obtained with
through multi-step serial-parallel techniques [1, 3]. The best trade-off between the
number of decision levels and the settling time is achieved with the pure expo-
nential quantization rule r � kmax � b2, where the number of decision levels can be
approximated by r � 2b due to b references on both sides of the origin and the
maximal number of steps can be halved kmax � b=2 if there is a reduction of
representative index by 2 in the successive steps. The fastest response or the
shortest settling time in the error band of the smallest quantization interval is
achievable with the base a ¼ 2 if we vary the base between 2 and 3 since only this
base gives reduction of the representative index by 2. The exponential distribution
function of representatives yi with base a ¼ 2 has several advantages: the fastest
step response, and as mentioned, the simplicity of the mathematical implemen-
tation. As steps yi are exponentially interspaced with base a ¼ 2 (9.11), it is easy to
logically implement one step by increment or decrement the value in the register of
the feedback logic by 1 at the suitable weighted bin (000lyi

1lyi�1
110. . .) [19].

The problem of the worst case settling time is similar to the problem of the
range width—the signal step, which can be examined at the fixed number of
approximation steps k. For a base varying between 2\a� 3 the maximal possible
examinations widths (Fig. 9.8) are:

kmax : D0=2

kmax � 1 : y1 þ D1=2

. . .;

kmax � i : ai�1 þ ai�1 a� 1ð Þ
� 	�

aþ 1ð Þ þ �1ð Þiþ1 3� að Þ= 2 1þ að Þð Þ
h i

� D0— from 9:11ð Þ

and 9:16ð Þ�
ð9:24Þ

For the base a ¼ 2, two ways of expansion of the examination interval are
possible, because there are two possibilities in reduction within the smallest
quantization uncertainty �D0=2 in the last step (kmax�1 ! kmax): y1 with the

preceding steps 22kþ1 þ �1ð Þ2k
� �.

6 � D0 � � � ! y1 þ D1=2! D0=2 and y2 with

the successive steps 22kþ2 þ �1ð Þ2kþ1
� �.

6 � D0 � � � ! y2 þ D2=2! D0=2.
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9.3.1 Probability Distribution of Steps

In the worst case of approaching the searched value, the index is reduced only for 2
(a ¼ 2) or for 1 (2\a� 3). There are also positions of the searched signal to
which the approximation steps yi approach within the borders of �D0=2 and the
approximation procedure is finished in one step. The question is: what is the
probability of the appearance of the approaching path by a given number of steps
k (k0 ¼ 0; k1 ¼ 1; . . .; kmax)? The probability density function of the measured
signal pdf gð Þ ¼ f gð Þ is assumed to be constant in the measurement range as in
many A/D conversion techniques. The increase of index i increases the uncertainty
interval of the first step—the range of examination (di ¼ yi þ Di=2,
i ¼ 0; 1; 2; . . . ; b). In these intervals the probability density functions are con-
stant fi gð Þ ¼ 1=di (0� g� di). For the base a ¼ 2 with the shortest worst case

settling time (Fig. 9.8), the following relations are valid (di ¼ 2iþ2 þ �1ð Þiþ1
� �

D0

.
6):

i = 0: d0 ¼ y0 þ D0=2 ¼ D0=2. In this trivial case the signal is positioned
within D0=2 and the number of steps is 0.

i = 1 (Fig. 9.9a): d1 ¼ y1 þ D1=2 ¼ 3 � D0=2

�k ¼ p0k0 þ p1k1 ¼
Z x1

y0

f1 gð Þdg � k0 þ
Z x2

x1

f1 gð Þdg � k1

¼ f1 gð Þ D0

2
� k0 þ 2

D0

2
� k1

� �
¼ D0

2d1
k0 þ 2k1ð Þ ¼ 1

3
k0 þ 2k1ð Þ ¼ 0:666

ð9:25Þ

The probability p1 of path with one step is 2=3 and without step p0 is 1=3
(Fig. 9.9a). The examination is finished with the uncertainty of �D0=2 and the
average number of steps is 0.66.

i ¼ 2 (Fig. 9.9b): d2 ¼ y2 þ D2=2 ¼ 5 � D0=2

0

Fig. 9.8 The worst case settling to �D0=2 during the last four steps (a ¼ 21; 2 2; 2:3 ; e; 3)
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�k ¼
Z x1

y0

f2 gð Þdg � k0 þ
Z x2

x1

f2 gð Þdg � k1 þ
Z x3

x2

f2 gð Þdg � k1 ¼
1
5

k0 þ 4k1ð Þ ¼ 0:8

ð9:26Þ

For the probability of the path with one step (p1 ¼ 4=5 ), two equal length
quantization intervals D1 ¼ x2 � x1 and D2 ¼ x3 � x2 participate in the expression
(9.26) (Fig. 9.9b).

i ¼ 3 (Fig. 9.9c): d3 ¼ y3 þ D3=2 ¼ 11 � D0=2

�k¼
Z x1

y0

f3 gð Þdg � k0þ
Z x3

x1

f3 gð Þdg � k1þ 2
Z x1

y0

f3 gð Þdg � k0þ
Z x2

x1

f3 gð Þdg � k1

� �
� k1

¼ D0

2d3
k0 þ 4k1þ 2 k0þ 2k1ð Þk1ð Þ ¼ 1

11
k0þ 4k1þ 2k1þ0þ 4k1þ1ð Þ

�k¼ 1
11

k0þ 6k1þ 4k2ð Þ ¼ 1
11

1 � 0þ 6 � 1þ 4 � 2ð Þ ¼ 1:2727 ð9:27Þ

If y3 is the approximation to the signal in the first step then one more step is
possible to achieve �D0=2 (Fig. 9.9c). The term k1þ0 ¼ k1 denotes the path with
one step to all values in the interval y3 � D0=2\g� y3 þ D0=2. The term k1þ1 ¼
k2 is used for the path with two steps (! y3 ! yþ1;�1). The double probability at
y3 is obtained, because the approximation y3 in the first step becomes the origin y0

in the next step with symmetrically arranged thresholds xi and x�i around it.

i ¼ 4 : d4 ¼ y4 þ D4=2

�k ¼ D0

2d4
k0 þ 6k1 þ 4k2 þ 2 k0 þ 4k1ð Þ � k1ð Þ ¼ 1

21
k0 þ 8k1 þ 12k2ð Þ ¼ 1:5238

ð9:28Þ

(a) (b)

(c)

Fig. 9.9 Ranges of examination for the first three values of index i
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With an increasing value of i, the average number of steps �k can be written by
the induction and the way of determining the path probability of the k steps
(k1þ2 ¼ k3; . . .) should be considered.

i ¼ 5 : �k ¼ D0

2d5
k0 þ 8k1 þ 12k2 þ 2 k0 þ 6k1 þ 4k2

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{from 9:27ð Þ
0
B@

1
CA � k1

0
B@

1
CA

¼ 1
43

k0 þ 10k1 þ 24k2 þ 8k3ð Þ ¼ 1:9070 ð9:29Þ

i ¼ 10 : �k ¼ 1
1365

k0 þ 20k1 þ 144k2 þ 448k3 þ 560k4 þ 192k5ð Þ ¼ 3:5546

ð9:30Þ

i ¼ 11 : �k ¼ 1
2731

k0 þ 22k1 þ 180k2 þ 672k3 þ 1120k4 þ 672k5 þ 64k6ð Þ ¼ 3:8894

ð9:31Þ

i ¼ 12 : �k ¼ 1
5461

k0 þ 24k1 þ 220k2 þ 960k3 þ 2016k4 þ 1792k5 þ 448k6ð Þ ¼ 4:2219

ð9:32Þ

An approximation of the arbitrary value with the quantization uncertainty of
�D0=2 has the probability distribution of steps as is shown in Fig. 9.10. The
average number of steps is limited to two thirds of the maximal value of steps
(i ¼ 12 ! 2=3 � kmax ¼ 2=3 � 6 ¼ 4; i ¼ 10 ! 2=3 � kmax ¼ 2=3 � 5 ¼ 3:33; …
etc.).

The maximum number of conversion steps kmax in the worst case of the non-
uniform differential A/D conversion is half of that with the successive-approxi-
mation method (ksa ¼ i ¼ b) and the average number is one third (Fig. 9.11 and
Eqs. (9.26)–(9.32). The settling time is shortened three times on average in
comparison to the successive-approximation method where we have b steps for
b-bit A/D conversion.

k

kp

0 1 2 3 4 5 6

4.0

1.0

2.0

3.0 10=i

11=i

12=i

Fig. 9.10 Probability
distributions of the k steps at
i ¼ 10; 11; 12 (normalized
values from (9.30), (9.31),
and (9.32))
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9.3.2 Dynamics of One Step

The adaptive property of the A/D procedure that every previous approximation
step becomes the center of observation with the exponential increasing resolution
in the new step reduces the time of conversion (Fig. 9.11). The difference between
the approximation and the real value is measured in every step, and it is not
necessary to begin testing the most significant bits if the new value at the input of
the converter does not differ greatly from the previous one. The value of the
previous approximation grðtk�1Þ holds the latch register in the logic of the feed-
back path (Figs. 9.1 and 9.7) until the estimation by the non-uniform quantization
EGh i ¼ Q Eð Þ ¼ yi of difference between the new value of the measured signal and

the previous approximation is available after Dtk ¼ tk � tk�1.

grðtkÞ ¼ grðtk�1Þ þ yiðtkÞ ð9:33Þ

Fig. 9.11 Number of steps of A/D conversions: ksa ¼ i is a number of steps of the successive-
approximation A/D conversion; kmax and �k are the maximal and the average number of steps of
the non-uniform differential A/D conversion

( )ktQ

( )1r −ktg

( )ktgr

ltQt

ADt

( )ktg( ) ( )kk tgtg r−

Σt

Fig. 9.12 Loop timing diagram of one approximation step

292 D. Agrež



In one step we have three distinct timing intervals: tD=A—D/A converter settling
time and tR—adder response time; tQ—quantizer response time and tl—time to
accumulate and latch (Fig. 9.12).

The most time consumption is tD=A with added tR [20, 21] (Fig. 9.13).

9.4 Information Contents

A finite impulse response of the sampler, which has been considered in the pro-
cedure of the non-uniform quantization, also causes the finite information rate of
the measurement channel. Quantization of a certain measurement interval gives a
finite set of output levels or representatives N, and has a great accent on the rate-
distortion theory [22]. At the initial state of the measurement approximation
procedure, the uncertainty of the site of the searched signal is determined by the
measurement range R ¼ gmax � gmin. In our case, the representative of the mea-
surement range lies in the middle and the uncertainty interval is the half of range.
At the end of the measurement procedure, the uncertainty interval is reduced to the
uncertainty of the resolution interval—the smallest quantization interval. Some
information is gained in the Hartley sense I ¼ log2 Nð Þ ¼ lb N [22–24] if one
representative among a certain number of alternatives N is determined.

The uniform quantization equalizes the probabilities of individual representa-
tives, assuming the constant probability density function of the searched signal in
the measurement range f gð Þ ¼ 1=R. With the non-uniform quantization in the A/D
conversion procedure, the probabilities pj of representatives are no longer equal, if
f gð Þ is constant. It is better to use the Shannon probabilistic definition of uncer-
tainty—the Shannon entropy [14, 25].

( )setdy tte

settt

ate −e

AD5760e

Σ+ADe

0 0.1 0.2

1
110−

510−

Fig. 9.13 Typical dynamic error edy in full scale step response (tset settling time) of D/A
converter and adder
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H ¼ �
X

j

pjlbpj ð9:34Þ

The measurement range R, calibrated with the resolution interval, is the whole
interval around the origin y0 within the borders � yi þ Di=2ð Þ (Fig. 9.5).

Ri ¼ 2di ¼ 2yi þ Di ¼ ai�1 4a

aþ 1
þ �1ð Þiþ13� a

aþ 1

� �
D0 ð9:35Þ

If the absolute value of the range remains unchanged, then the smallest quan-
tization interval relatively decreases by the increasing of i. The probability of the
representatives occurrence is proportional to the width of the associated quanti-
zation interval.

pj ¼
Dj

Ri
j ¼ �i; . . .;�1; 0; 1; . . .; i ð9:36Þ

Now the entropy for the range Ri can be written:

Hi ¼ � p0lbp0 þ 2
Xi

j¼1

pjlbpj

 !
: ð9:37Þ

The entropy depends on the value of index i, or in other words on the number of
bits b ¼ i of the A/D conversion, and can be expressed by the quantization
intervals as follows:

Hi ¼ �
D0

Ri
lb

D0

Ri

� �
þ 2

Xi

j¼1

Dj

Ri
lb

Dj

Ri

� � !

Hi ¼ �
D0

Ri
2
Xi

j¼1

Dj

D0
lb

Dj

D0

� �
� lb

Ri

D0

� �
1þ 2

Xi

j¼1

Dj

D0

 ! ! ð9:38Þ

In (9.38) the range and the quantization interval are normalized by the minimal
quantization interval.

From (9.38), (9.35), and (9.16) it can be deduced that the increase of i, or the
number of representatives, does not proportionally increase the entropy as is the
case with the uniform quantization Hmax ¼ lb Ri=D0ð Þ. It is limited to the constant
value (H a ¼ 2ð Þ ¼

i!1
3:0000 bits, H a ¼ 2:3ð Þ ¼

i!1
2:7475 bits, H a ¼ eð Þ ¼

i!1
2:5013 bits, H a ¼ 3ð Þ ¼

i!1
2:3774 bits). The non-uniform exponential quantization

with its limited information rate, shows one of the possible ways how a mea-
surement system with a limited capacity of channel (c ¼ H=step ¼ const:) can be
adapted to the increased information rate at the input (i!1).
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9.4.1 Expected Rate of Information in Successive Steps

The expected information of the first step is determined by the probabilities of
possible representatives, which could become the origins in the next step of
examination. The information content is expressed as the weighted arithmetic
mean of uncertainties � lb pj, which is exactly the same as the Shannon entropy.
Because the quantization intervals have no overlap, and the probability density
function of the searched signal is assumed to be constant in the measurement
range, the probabilities are proportional to the widths of quantization intervals.

During the next steps, the branching property of the Shannon entropy is used. In
the second step, the entropy depends upon the probabilities of the paths, which
have remained for examination to the final approximation within �D0=2, and upon
the entropy that is obtained during the first steps of continuation on these paths.

As an illustration, the example of i ¼ 3 ; a ¼ 2 (Figs. 9.5 and 9.9c) is analyzed.
According to (9.38), the entropy of the first step is 1H ¼ Hi ¼ H3 ¼ 2:5949 bit. In
the second step, the intervals around representatives y�3 and y3 (D�3 ;D3 [ D0)
have remained for examination. They have equal probabilities p3 ¼ D3=R3. The
information that is obtained in one of these intervals is equal Hi ¼ H1 (9.38). The
entropy for the second step is 2H ¼ 2p3H1 ¼ 2 � D3=R3 � H1 ¼ 2 � 3=11�
1:5850 ¼ 0:8645 bit. The sum of entropies of both steps gives us the maximal
information for the measurement range R3 ¼ 11D0 with the resolution of D0.

H i ¼ 3ð Þ ¼ 1H þ 2H ¼ 3:4594 bit ¼ lb 11ð Þ ð9:39Þ

Similar considerations are also valid for larger values of i. The number of steps
kmax is increased for 1 at odd values of the index (kmax i ¼ 1ð Þ ¼ 1,
kmax i ¼ 3ð Þ ¼ 2, kmax i ¼ 5ð Þ ¼ 3,…).

The entropy of the first step of approximation is expressed by (9.38).

1. step:

1H ¼ Hi ð9:40Þ

For the second step, the reflection from the example can be generalized:
2. step:

2H ¼ 2 p3H1 þ p4H2 þ p5H3 þ � � � þ piHi�2ð Þ ¼ 2
1
Ri

Xi

j¼3

DjHj�2 ð9:41Þ

During the remaining steps of the A/D conversion with the exponential
quantization and base a ¼ 2 the index i is reduced by 2 (in Appendix (A1)).
The entropy for the third step can be generally obtained with induction as in the
example in Appendix.
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3. step:

3H ¼ 4
1
Ri

Xi�2

j¼3

i� j� 1ð ÞDjHj�2 ð9:42Þ

For the remaining higher steps, the entropy can be written as follows:
k. step:

kH ¼ 2k�1

Ri
�
Xi�2 k�2ð Þ

j¼3

1
k � 2ð Þ!

Yk�3

m¼0

i� 2k þ 5� jþ mð Þ
" #

DjHj�2 ð9:43Þ

The entropy curve of the kth step in dependence of i monotonously increases
from zero to three (Fig. 9.14). In (9.43) the expressions for Dj¼i (9.16), Ri (9.35),
and Hj¼i (9.38) are used.

If we now collect the entropy’s contribution of several steps at the same index
i (Fig. 9.14, vertical dotted lines), it appears that the information flow is not
constant as in the uniform parallel-serial A/D conversions. The number of bits
decreases towards the end of conversion and the sharp stop of the constant
information flow is smoothed (Fig. 9.15).

At the beginning of the conversion procedure, the information rate per step is a
little below 3. During the last two steps it decreases. Depending upon how much
information is neglected, the last steps may be omitted. However, the sum of
entropy contributions of all steps is equal to the maximal information contents of
the measurement range calibrated by D0(Hmax ¼ lbRi=D0).

bit
ik H

i

Fig. 9.14 Increasing of entropies in steps (k ¼ 1; . . .; 8)

296 D. Agrež



9.5 Quantization Noise

It is possible to use the adaptive A/D converter in two different ways: with and
without the sample/hold device. In the first case, the converter proceeds with a
non-linear approach of reducing uncertainty to the constant measured value
(Fig. 9.7). Each conversion is finished with the quantization uncertainty of the
smallest quantizing interval �D0=2. The adaptive A/D converter also works
without sample/hold device (Fig. 9.16). Part of the sample/hold function takes
over the latch register in the logic of the feedback path (Fig. 9.1). Tracking of the
signal is achieved by the non-uniform estimation of the error difference EGh i and
by increasing the value of the reference quantity by a suitable step yi. Estimation of
the signal at time instant tk has uncertainty of the quantization interval Di, which

bit
H (k)

k

12=i 14=i 16=i

Fig. 9.15 Information rate per step during the conversion procedure (i ¼ 12; 14; 16)
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Fig. 9.16 Estimation and tracking of the sine shape signal with 24 samples in the period
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belongs to yi. Typically, they are the largest at the zero level crossings of the AC
signals. The quality of tracking the signal, which can be evaluated by the quan-
tization noise, depends mainly on the number of samples in one period s ¼ T=Dtk.
The lower value of the sampling ratio s causes the larger signal change in one time
increment Dtk and consequently the larger non-uniform increment yi with asso-
ciated quantization uncertainty Di (Fig. 9.16).

9.5.1 Tracking of the Square Signal

Tracking of the square signal is like using A/D converter with the sample/hold
device (Fig. 9.17) if the sampling ratio is high enough.

Larger steps in tracking and belonging uncertainties Di

� ffiffiffiffiffi
12
p

also increases
quantization noise [26] in comparison with the lowest value of the quantization
standard uncertainty r0 ¼ D0

� ffiffiffiffiffi
12
p

(Fig. 9.18). The relative increase of the
quantization uncertainty was tested by the square signal with an amplitude of half
of the maximal possible first step with belonging uncertainty
db ¼ yb þ Db=2 ¼ 1þ 0:333ð ÞR=2 ¼ 1:333R=2, A ¼ db=2 ¼ 0:6661 � R=2 for the
longest settling response. In this worst case scenario the tracking algorithm uses
the maximal possible number of steps to attain the minimal quantization interval
kmax ¼ b=2. Ten cycles of the signal were examined for b ¼ 10 and b ¼ 12 bit A/
D converters, and the number of sampling points in one signal period was changed
between 6� s� 200.

After settling time (kmax ¼ b=2) around the amplitude within the interval of
�D0=2 all remaining samples of the half period are quantized by this minimal
resolution, and the collective quantization uncertainty relatively decreases with an
increase of the sampling ratio s. In Fig. 9.18, it can be seen that with a 12-bit AD
converter the standard deviation is 600 times larger than r0 at s ¼ 2kmax ¼ 12,
with a 10-bit AD converter the ratio is about 100 at s ¼ 10.

It can be seen that the quantization standard deviation of tracking the square
signal differs from the expected standard deviation using the probability distri-
butions of the approximation steps by about two times (Fig. 9.18: curves a and b

( )tgr

( )tg

ktt Δ

( ) ( )tg t gr,

0 1 2

Fig. 9.17 Tracking of the
square shape signal s ¼ 8
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for 12-bit A/DC and c and d for 10-bit A/DC), due to the small number of samples
in the particular quantization intervals and errors on the borders as we have used
the worst case of the signal position. The ratios of the standard deviations are
smaller with a 10-bit AD converter due to the relatively larger minimum quanti-
zation interval (D0ðb ¼ 10Þ[ D0ðb ¼ 12Þ if we fix the range R.

9.5.2 Tracking and Quantization of the Noisy Signal

From the previous section, it can be concluded that the adaptive tracking A/D
converter searches for the largest values of the signal pdf. By adding noise to the
DC signal the search behavior and robustness of the adaptive AD converter can be
investigated. For this purpose, two shapes of white noise with rectangular and
approximated Gaussian distributions were added to the DC signal with value
gDC ¼ �0:125�R=2. For this value of signal the tracking algorithm needs only one
settling step and all other steps depend only on the added noise (N ¼ 4000). Both
shapes of the noise have the same standard deviation rs and different amplitudes
(Anoise rectð Þ ¼

ffiffiffi
3
p
� rs, Anoise Gaussð Þ � 3:4 � rs). The noise standard deviation rs

was changed in relation to the quantization standard uncertainty r0 ¼ D0
� ffiffiffiffiffi

12
p

¼
0:141 � 10�3�R=2 of the basic resolution D0 ¼ 0:488 � 10�3�R=2 for 12-bit AD
conversion (x-axes in Fig. 9.19).

In Fig. 9.19a, a small difference of tracking the noise with different shapes can
be seen. After the noise standard deviation crosses the value of minimal quanti-
zation standard uncertainty r0, the standard deviations of the A/D output become
constant relative to rs (rt=rs rectð Þ � 1:13, rt=rs Gaussð Þ � 1). The difference is
due to the wider shape of the rectangular noise pdf.

0
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210

310

40 80 120 200 s

c d

a b

12s =
10s =

0σσ

Fig. 9.18 Ratios of the standard deviations to r0 ¼ D0
� ffiffiffiffiffi

12
p

in relation to the sampling ratio s in
tracking the square signal: a with 12-bit A/D converter; b approximation using the probability
distributions of the approximation steps of 12-bit A/D converter; c with 10-bit A/D converter;
d approximation using the probability distributions of the approximation steps of 10-bit A/D
converter
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The quantization standard deviations of the errors E ¼ gr � g increase with an
increase of the input noise standard deviation (Fig. 9.19b). If the noise pdf shape is
Gaussian then the output errors have almost the same values as with the uniform
quantization with D0 between 1\rs=r0\7. Both conclusions show the robustness
of the non-uniform exponential quantization tracking procedure. Probabilities of
the steps in tracking the noisy signals depend on the noise pdf shape (Fig. 9.20)
and with the rectangular shape, larger steps contribute in the tracking (Fig. 9.20:
curve a).

9.5.3 Tracking of the Sine Shape Signal

Increasing the sampling ratio s in the case of tracking the sine shape signal
decreases the largest step yimax

(Fig. 9.16), but that is not the case in tracking the
square signal (Fig. 9.17). The reduction of the largest step with index imax was
tested by the sine-shape signal with amplitude A ¼ R=2 for the worst case

0

2.0

6.0

0.1
2.1

1 2 5 0
0s σσ

st σσ
a

b

0

0.1

0.2

0.3

0.4

1 2 5 0
0s σσ

0E σσ

a

b

st σσ 0E σσ

(a) (b)

Fig. 9.19 Ratios of the standard deviations of the tracking values rt to the standard deviation of
the input noise rs (a) and the standard deviations of the output errors (rE ¼ rgr�g) to the minimal
quantization standard uncertainty r0 (b): a the rectangular noise distribution, b the Gaussian noise
distribution
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Fig. 9.20 Probabilities of the steps in tracking the noisy signals: a the rectangular noise
distribution, b the Gaussian noise distribution
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(Fig. 9.21). As the number of the A/D converter bits was b ¼ 12 the first six
settling steps of the tracking were removed and following that, four cycles of the
signal were examined. To find the maximal possible step yimax

at every sampling
ratio s the phase of the sine signal was changed 0
 �u� 90
 with resolution
Du ¼ 1
. The first reduction of the largest step yimax

¼ R=2 to yimax�1 ¼ R=4 is at
s ¼ 11imax�1 samples in the period. The next reductions are at s ¼ 24imax�2;
48imax�3; 98imax�4; 198imax�5; 398imax�6; 797imax�7; 1602imax�8; . . .. The reduction of
the largest steps is independent of the number of bits b.

The probability distributions of the steps show (Fig. 9.22) that effectively the
largest six steps make the greatest contribution in tracking.

The largest six steps in tracking and belonging uncertainties Di

� ffiffiffiffiffi
12
p

increases

quantization noise in comparison to the lowest value r0 ¼ D0

� ffiffiffiffiffi
12
p

(Fig. 9.23b).
With an increase of the sampling ratio s in tracking, it is possible to decrease very
quickly the quantization uncertainty rq(Fig. 9.23, testing conditions are the same
as for Fig. 9.21). It can be seen that the quantization standard deviation of tracking
the signal differs slightly from the expected standard deviation using the proba-
bility distributions of the approximation steps at the lower values of s (Fig. 9.23:
curves a and b), due to the small number of samples in the particular quantization
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intervals, and accordingly the expected rectangular error distributions are not
achieved.

The increased quantization noise at lower sampling ratios s is at the price of
increasing b-times the available sampling points in comparison with the classic A/D
converter, with the successive approximation procedure having to perform all
b steps to the final uncertainty D0

� ffiffiffiffiffi
12
p

of the smallest quantization interval D0. As
we have b-times more sampling points using the adaptive A/D converter, the noise
contribution in the estimation of the sine signal parameter (like amplitude, fre-
quency, and phase) is reduced by

ffiffiffi
b
p

[26] (Fig. 9.24). Taking into consideration
only the quantization noise contribution in parameter estimations, the adaptive A/D
conversion performs better than the successive approximation A/D conversion, if
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Fig. 9.23 Standard deviations (a) and ratios of the standard deviations to r0 ¼ D0
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relation to the sampling ratio s of the 12-bit adaptive A/D converter: a approximation using the
probability distributions of the approximation steps like in Fig. 9.21; b results of tracking the
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the sampling ratio s is high enough (Fig. 9.24: s [ 634 for 10-bit A/D converter and
s [ 1730 for 12-bit A/D converter).

Considering together contributions of both—the systematic and the random
errors—in the signal parameters estimations, shows the advantage of the adaptive
A/D conversion even at lower values of the sampling ratio s. To demonstrate, we
checked the error of the amplitude estimation e Að Þ ¼ A=A� � 1 (A� is the true
value of the amplitude) for one sine component m with a double scan varying both
the relative frequency hm ¼ fm � TM ¼ im þ dm (the number of cycles in the mea-
surement interval TM) and the phase of the signal, because the long-range leakages
are frequency and phase dependent (Fig. 9.25: A ¼ 1, 1:6� hm� 10, Dh ¼ 0:01
and �90
 �u� 90
, Du ¼ 3
, b ¼ 12). In estimations, the three-point interpo-
lated DFT algorithms and the Hann window were used [27].

dm ¼ 2
G im þ 1ð Þj j � G im � 1ð Þj j

G im � 1ð Þj j þ 2 G imð Þj j þ G im þ 1ð Þj j ð9:44Þ

A ¼ pdm

sin pdmð Þ
1� d2

m

� 	
4� d2

m

� 	
3

� G im � 1ð Þj j þ 2 G imð Þj j þ G im þ 1ð Þj j½ � ð9:45Þ

The maximum values of errors (from 60 iterations) at the given relative fre-
quency show the benefit of the adaptive A/D conversion, even at lower values of
the sampling ratio, if the number of the measured signal cycles is small.

9.6 Conclusion

In this chapter, the possibility of an adaptive A/D conversion with the differential
tracking procedure of the signal by non-uniform exponential quantization is pre-
sented. The adaptive property of the method that every previous approximation
step to signal becomes the center of observation with an exponential increase in
resolution at the new step, gives a possibility of reducing the time of conversion.
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Fig. 9.25 Maximal errors of
the amplitude estimations
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approximation A/D converter
with s0 ¼ 4 samples per
period; b the adaptive A/D
converter with s ¼ b � s0 ¼
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The best trade-off between the number of decision levels and the settling time is
achieved by the pure exponential quantization rule. The fastest response is
achievable with base 2. The adaptive method is equivalent to the optimal parallel-
serial method at worst by a maximum possible number of steps kmax � b=2. On
average, the number of steps is smaller than one third.

The principle that the larger the distance is, the larger the dynamic error of
estimation is, shows the limitation of the information flow. In comparison with
uniform quantization, the information of the first step does not increase with
increasing the number of bits b. It is limited to the constant value
H a ¼ 2ð Þi!1¼ 3. The quantity of information decreases on approach to the last
step of conversion. The finite impulse response of the sampling device, which is
not infinitely short, is the cause of the finite information capacity of the mea-
surement channel.

By analyses, it has been shown that the non-uniform exponential quantization
b-bit A/D conversion gives better results in tracking the signal and its parameters
estimations than the classical A/D conversion with the successive approximation
procedure, due to b-times more available sampling points. The non-uniform
exponential quantization procedure shows robustness in tracking the noisy signals
with standard deviations a few times higher than the quantization standard
uncertainty of the basic resolution. Taking into consideration only the quantization
noise contribution, the adaptive A/D conversion provides better results if the
sampling ratio s is high enough. Considering together both the systematic and
the random errors in the signal parameter estimations, shows the advantage of the
adaptive A/D conversion even at lower values of the sampling ratio s.

Appendix A

After the second step of the A/D conversion with the exponential quantization and
base a ¼ 2 the index i is reduced by 2 (9.21). The representatives with the index
above i ¼ 5 enable the following paths and their entropies:

y5 ! 2p3H1

y6 ! 2 p3H1 þ p4H2ð Þ

..

.

yi ! 2 p3H1 þ p4H2 þ � � � þ pi�2Hi�4ð Þ

ðA1Þ

In an example with parameters i ¼ 8; a ¼ 2 ) kmax ¼ 4, the following
information flow can be evaluated.
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Chapter 10
Dynamic Testing of Analog-to-Digital
Converters by Means of the Sine-Fitting
Algorithms

Dario Petri, Daniel Belega and Dominique Dallet

Abstract The chapter is dedicated to dynamic testing of Analog-to-Digital
Converters (ADCs) by means of both time- and frequency-domain sine-fitting
algorithms (SFAs). At first the sine-fitting procedure used for the estimation of
SIgnal-to-Noise And Distortion ratio (SINAD) and Effective Number Of Bits
(ENOB) parameters is described. In the following the expressions for the bias and
the standard deviation of the ENOB estimator provided by a SFA are derived.
Then, the SFAs based on the Interpolated Discrete Fourier Transform (IpDFT)
method, the Energy-Based (EB) method, and the well known three- and four-
parameter SFAs are separately analyzed. For each algorithm, the basic theoretical
background and the operational detail are given. Moreover, the accuracy of all the
presented algorithms are compared by means of both theoretical and simulation
results. Some aspects concerning the influence of the harmonics, time jitter, and
time base distortions on the dynamic performance of an ADC are also discussed.
Besides, some Multi-Harmonics Sine-Fitting Algorithms (MHSFAs) are briefly
described. Finally, the accuracy of the ENOB estimates provided by the considered
SFAs and MHSFAs are compared through real-world data.
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10.1 Introduction

The overall dynamic performance of an Analog-to-Digital Converter (ADC) is
evaluated by means of different parameters. Two of the parameters mostly used are
the SIgnal-to-Noise And Distortion ratio (SINAD) and the Effective Number Of
Bits (ENOB) [1, 2]. The first one is defined as the ratio between the rms value of
the adopted test sine-wave and the rms value of the overall ADC output noise.
Conversely, the ENOB represents the number of bits of an ideal ADC with a
quantization error rms value equal to the rms value of the overall output noise of
the ADC under test. This last parameter is used very often since it provides an easy
to understand figure of an ADC dynamic performance [1]. The Sine-Fitting
Algorithms (SFAs) are a very powerful tool for estimating these parameters. They
operate either in the time-domain or in the frequency-domain in order to determine
the best sine fit to the output signal of an ADC fed with a pure sine-wave. Then,
the parameters of interest are estimated by evaluating the power of the residual
signal. To this aim the current Standards for ADC dynamic testing—the IEEE
Standard 1241 [1] and the European Project DYNAD [2]—suggest the use of time-
domain SFAs, which are based on the application of the least squares approach.
They are named three-parameter sine-fitting algorithm (3PSFA) and four-param-
eter sine-fitting algorithm (4PSFA), according to the number of the sine-wave
parameters to be estimated. Due to the least squares approach the above algorithms
are robust with respect to non-coherent sampling, and provide accurate estimates.
Besides, they are simple to implement.

Among different frequency-domain SFAs, those based on the Interpolated
Discrete Fourier Transform (IpDFT) method or the Energy-Based (EB) method
provide accurate ENOB and SINAD estimates [3, 4]. In the following, they are
called SFA-IpDFT and SFA-EB, respectively. The SFA-IpDFT and the SFA-EB
exhibit a smaller computational complexity than the 3PSFA and 4PSFA, and are
very simple to understand and to apply.

This chapter is focused on the dynamic testing of ADCs based on either time-
domain and frequency-domain SFAs. At first, the statistical description of the
ENOB estimator returned by a SFA is provided. Then, the main features of the
3PSFA, 4PSFA, SFA-IpDFT, and SFA-EB are presented. Moreover, the accura-
cies of these algorithms as expressed by the expected sum-squared fitting error are
compared through theoretical and simulations results. The influences of harmon-
ics, time jitter, and time base distortions on the dynamic performance of an ADC
are also briefly discussed. Also, some Multi-Harmonics Sine-Fitting Algorithms
(MHSFAs) are briefly described. Further, the accuracies of the considered SFAs
and MHSFAs are compared by means of experimental results. Finally, some
conclusions are presented.
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10.2 Estimation of the SINAD and ENOB Parameters
by Sine-Fitting Algorithms

Let us consider an N-bit ADC with full-scale range FSR, fed with a pure sine-
wave. Ideally, to test all the ADC output codes, the sine-wave amplitude should be
equal to FSR/2, while the sine-wave offset should be zero for bipolar ADCs and
FSR/2 for unipolar ADCs. The signal obtained at the ADC output can be expressed
as follows:

y nð Þ ¼ sðnÞ þ r nð Þ ¼ A sin 2p
fin
fs

nþ u

� �
þ Bþ r nð Þ; n ¼ 0; 1; 2; . . .;M � 1

ð10:1Þ

where A, fin, u, and B are, respectively, the amplitude, the frequency, the phase,
and the offset of the output sine-wave s(�), M is the number of samples acquired
with sampling frequency fs, whereas r(�) is the ADC output noise, which represents
the overall error introduced during conversion and includes the effects of random
noise, fixed pattern errors, nonlinearities (e.g. harmonic or spurious components),
aperture uncertainty, etc. The frequency fin is usually chosen smaller than fs/2 to
satisfy the Nyquist theorem. The ratio between fin and fs can be expressed as:

fin

fs
¼ m

M
¼ J þ d

M
; ð10:2Þ

where J and d (-0.5 B d\ 0.5) are respectively the integer and the fractional
parts of the number of recorded sine-wave cycles m. It is worth noticing that m
represents also the sine-wave normalized frequency expressed in bins and it is
usually evaluated by estimating J and d separately. It is well-known that d = 0
corresponds to the so called coherent sampling. However, non-coherent sampling
(that is d = 0) often occurs in practice due to lack of synchronization between
sine-wave and sampling frequencies.

Usually the value of J can be determined exactly by means of (10.2) when
enough accurate estimates for fin and fs are available, or by using a maximum
search routine applied to the DFT samples of the ADC output spectrum. Thus,
from (10.2) it follows that the estimation uncertainties of m and d coincide.

All the SFAs estimate the SINAD and ENOB parameters through the following
steps [1, 2]:

1. Acquire M consecutive samples of the ADC output signal y(n), n = 0, 1, 2,…,
M-1.

2. Determine the best sine fitting of the ADC output sequence y(�):

ŝ nð Þ ¼ Â sin 2pm̂
n

M
þ û

� �
þ B̂; n ¼ 0; 1; . . .; M � 1 ð10:3Þ
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where Â, m̂, û, and B̂ are respectively the amplitude, normalized frequency, phase,
and offset of the best fitting sine-wave. In particular, to achieve m̂, only an

estimate of d, d̂, is needed since m̂ ¼ J þ d̂.
The above parameter estimates can be determined by means of time-domain or
frequency-domain methods [1–4].

3. Evaluate the residual signal:

r̂ nð Þ ¼ y nð Þ � ŝ nð Þ; n ¼ 0; 1; . . .; M � 1 ð10:4Þ

4. Evaluate the residual rms value:

r̂rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

XM�1

n¼0

r̂2 nð Þ

vuut : ð10:5Þ

5. Determine the SINAD and ENOB parameters as:

SIN̂AD ¼ 10 log10
Â2

2 r̂2
rms

 !
dBð Þ ð10:6Þ

EN̂OB ¼ N � 1
2

log2
r̂2

rms

r2
q

 !
bitsð Þ ð10:7Þ

where r2
q is the variance of the quantization error of an ideal quantizer, which is

usually assumed uniformly distributed [1], that is

r2
q ¼

Q2

12
¼ 1

12
FSR

2N

� �2

; ð10:8Þ

where Q is the theoretical code bin width of the ADC under test.
It is worth noticing that when the input sequence can be described as a zero-

mean, uniform and stationary random process, the quantization noise can be
modeled as additive white noise, uniformly distributed over the range (-Q/2, Q/2),
and uncorrelated with the input [5, 6]. Conversely, when sine-wave inputs are
applied, the corresponding quantization noise variance can be accurately expressed
as [7]:

r2
q; sin ffi

Q2

12
þ 1:34 � Q2

p32N=2
: ð10:9Þ

This implies that (10.8) provides very good accuracy even when sine-waves are
quantized by means of small resolution ADCs. For instance, when N = 6 bits, the
relative error introduced by (10.8) is about 6.1 %, a value that can be accepted in
many engineering applications. This is the reason why the current Standards for

312 D. Petri et al.



ADC testing recommend the evaluation of the ideal quantization variance r2
q by

using (10.8), which can be evaluated very easily.
It is well known that a linear relationship exists between the ENOB and SINAD

(in dB) [1]:

SINAD dBð Þ ¼ 6:02ENOBþ 1:76: ð10:10Þ

In the following we limit our analysis to the ENOB parameter only without any
loss of generality.

10.3 Statistical Performance of the ENOB Estimator
Provided by a Sine-Fitting Algorithm

The ENOB of an ADC is defined as [1, 2]:

ENOB ¼ N � 1

2
log2

r2
r

r2
q

 !
bitsð Þ; ð10:11Þ

where r2
r is the variance of the output noise r(�) and r2

qis defined by (10.8).
Using (10.7) and (10.11) we obtain:

EN̂OB ¼ ENOB� 1
2

log2
r2

rms

r2
r

� �
bitsð Þ ð10:12Þ

Thus, the bias and the standard deviation of the ENOB estimator can be
expressed as:

bias EN̂OB
� �

¼ E EN̂OB
� �

� ENOB ¼ � 1
2

E log2 r̂2
rms

	 
� �
þ 1

2
log2 r2

r

	 

; ð10:13Þ

and

std EN̂OB
� �

¼ 1
2

std log2 r̂2
rms

	 
� �
: ð10:14Þ

By modeling the residual rms value r̂2
rms as a random variable and linearizing

the log2 �ð Þ function, we have [8]:

E log2 r̂2
rms

	 
� �
ffi log2 E r̂2

rms

� �	 

� 1

2 ln 2ð Þ
var r̂2

rms

� �

E2 r̂2
rms

� �
 !

; ð10:15Þ

and

std log2 r̂2
rms

	 
� �
ffi 1

ln 2ð Þ
std r̂2

rms

� �

E r̂2
rms

� � ; ð10:16Þ

where E r̂2
rms

� �
, std r̂2

rms

� �
, var r̂2

rms

� �
are respectively the expectation, the standard

deviation, and the variance of the random variable r̂2
rms:
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By replacing (10.15), expression (10.13) becomes:

bias EN̂OB
� �

ffi 1
2

log2
r2

r

E r̂2
rms

� �
 !

þ 1
4 ln 2ð Þ

var r̂2
rms

� �

E2 r̂2
rms

� � ; ð10:17Þ

while using (10.16), expression (10.14) provides:

std EN̂OB
� �

ffi 1
2 ln 2ð Þ

std r̂2
rms

� �

E r̂2
rms

� � : ð10:18Þ

It should be noted that (10.17) and (10.18) hold regardless the overall ADC
output noise characteristics.

In the following we assume that the residual signal r̂ �ð Þ can be modelled as a
zero-mean white noise. This occurs in practice when the input sine-wave fre-
quency is well below the ADC sampling rate. In this case, from (10.5), it follows:

E r̂2
rms

� �
¼ E r̂2

� �
¼ r2

r̂ ; ð10:19Þ

and:

var r̂2
rms

� �
¼ E r̂4

rms

� �
� E2 r̂2

rms

� �
¼ E r̂4

rms

� �
� r4

r̂ ; ð10:20Þ

where r2
r̂ represents the variance of the residual signal.

Using (10.5) and (10.19) we have:

E r̂4
rms

� �
¼ 1

M
E r̂4
� �
þM � 1

M
r4

r̂ : ð10:21Þ

By replacing (10.21) in (10.20) we achieve:

var r̂2
rms

� �
¼ 1

M
E r̂4
� �
� r4

r̂

	 

: ð10:22Þ

Finally, using (10.19) and (10.22), the bias and the standard deviation of the
ENOB estimator result:

bias EN̂OB
� �

ffi 1
2

log2
r2

r

r2
r̂

� �
þ 1

4 ln 2ð Þ M

E r̂4½ �
r4

r̂

� 1

� �
; ð10:23Þ

and:

std EN̂OB
� �

ffi 1

2 ln 2ð Þ
ffiffiffiffiffi
M
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E r̂4½ �
r4

r̂

� 1

s
: ð10:24Þ

Since r2
r̂ converges to r2

r as M increases [9], (10.23), and (10.24) show that both

bias EN̂OB
� �

and std EN̂OB
� �

tend to zero. Hence we can conclude that the ENOB
estimators provided by SFAs are statistically consistent.

In particular, when the residual signal r̂ �ð Þ is a Gaussian noise, we have [10]:
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E r̂4
� �
ffi 3r4

r̂ : ð10:25Þ

and the above expressions becomes:

bias EN̂OB
� �

ffi 1
2

log2
r2

r

r2
r̂

� �
þ 0:72

M
; ð10:26Þ

std EN̂OB
� �

ffi 1:02ffiffiffiffiffi
M
p : ð10:27Þ

Simulation results with white noise affecting the ADC output showed that,
independently of the ADC resolution, the estimator bias (10.26) is always between
1/M and 4/M. Thus, (10.27) shows that the ratio between the ENOB estimator bias
and the standard deviation is proportional to 1=

ffiffiffiffiffi
M
p

. As a consequence, for values
of M commonly adopted in practice (e.g. M C 512) the estimator bias due to wide-
band noise is negligible as compared to the related standard deviation.

10.4 Interpolated DFT and Energy-based Methods

The aim of this Section is to provide the essential information needed to correctly
apply the IpDFT and EB methods to sine-fitting algorithms.

10.4.1 Interpolated DFT method

In the IpDFT method, the acquired sequence y(�) is firstly multiplied by a suitable
window w(�) [11–15]. Usually a H-term cosine window (H C 2) is employed,
which is defined as:

w nð Þ ¼
XH�1

h¼0

�1ð Þhah cos 2ph
n

M

� �
; n ¼ 0; 1; . . .;M � 1 ð10:28Þ

where ah, h = 0, …, H-1 are the window coefficients.
Then the Discrete-Time Fourier Transform (DTFT), Yw(�), of the windowed

signal yw(n) = y(n)�w(n) is evaluated. From (10.1) we obtain:

Yw kð Þ ¼ A

2j
W k� mð Þeju �W kþ mð Þe�ju
� �

þ BW kð Þ þ Rw kð Þ; k 2 0; M½ Þ

ð10:29Þ

where W(�) is the DTFT of the adopted window w(�) and Rw(�) is the DTFT of the
sequence rw(n) = r(n)�w(n), n = 0, 1, 2,…, M-1.

The window transform W(�) can be expressed as [12]:
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W kð Þ ¼ sin pkð Þe�jpM�1
M kW0 kð Þ; k 2 0; M½ Þ ð10:30Þ

where

W0 kð Þ ¼
XH�1

h¼0

�1ð Þh0:5ah
e�jp

Mh

sin p
M k� hð Þ þ

ejp
Mh

sin p
M kþ hð Þ

� �
; k 2 0;M½ Þ: ð10:31Þ

For |k| � M and high values of M, we have [14]:

W kð Þ ffi Mk sin pkð Þ
p

e�jpM�1
M k
XH�1

h¼0

�1ð Þhah

k2 � h2
: ð10:32Þ

It is worth noticing that the second term within the square brackets in (10.29)
represents the sine-wave image component.

The integer part J of the number of acquired sine-wave cycles can be deter-
mined by using a maximum search routine applied to the DFT samples |Yw(k)|,
k = 0, 1,…, M/2-1. Moreover, the fractional part d can be estimated by evalu-
ating the ratio a of the two maximum DFT spectrum samples:

a ¼ Yw J þ ið Þj j
Yw J � 1þ ið Þj j ; ð10:33Þ

where i = 0 if |Yw(J-1)| [ |Yw(J ? 1)| and i = 1 if |Yw(J-1)| \ |Yw(J ? 1)|.
In practice the number of acquired sine-wave cycles and the number of samples

are usually quite high (e.g. m C 15 and M C 512). Thus, the effect of both the
spectral interference from the image component and the output noise Rw(�) on the
spectrum samples close to the peak (that is for k % m) are negligible [13, 15], and
(10.29) becomes:

Yw kð Þ ffi A

2j
W k� mð Þeju; if k ffi m ð10:34Þ

By using (10.34), expression (10.33) provides:

a ffi W i� dð Þj j
W �1þ i� dð Þj j : ð10:35Þ

Thus, the knowledge of the ratio (10.33) allows us to estimate the fractional
frequency d by simply inverting (10.35) [12, 15]:

d̂ip ¼ g að Þ; ð10:36Þ

The function g(�) is often approximated in least squares sense by a polynomial.
However, if a Maximum Sidelobe Decay (MSD) window (known also as the class
I Rife-Vincent windows) is used, analytical expressions for the function g(�) can be
easily achieved starting from (10.32) and (10.35). The H-term MSD window
(H C 2) has the most rapidly spectrum sidelobe decaying rate among all the cosine
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windows of a given number of terms H. Its coefficients are given by the following
expressions [16]:

a0 ¼
CH�1

2H�2

22H�2
; ah ¼

CH�h�1
2H�2

22H�3
; h ¼ 1; 2; . . .;H � 1 ð10:37Þ

in which Cp
m ¼ m != m� pð Þ ! p !ð Þ.

In fact, for the H-term MSD window, the DTFT (10.32) becomes [14]:

W kð Þ ¼ M sin pkð Þ
22H�2pk

e�jpM�1
M k 2H � 2ð Þ !

QH�1

h¼1
h2 � k2	 
 : ð10:38Þ

By using (10.35) and (10.38), (10.36) reduces to the following very simple
formula:

d̂ip ¼
H � 1þ ið Þa� H þ i

aþ 1
: ð10:39Þ

From (10.34) and (10.38) the amplitude A can then be estimated as:

Âip ¼
22H�1pd̂ip Yw Jð Þj j

M sinðpd̂ipÞ 2H � 2ð Þ !

YH�1

h¼1

h2 � d̂2
ip

� �
: ð10:40Þ

Also (10.34) and (10.30) show that the sine-wave phase can be estimated as:

ûip ¼ arg Yw Jð Þ½ � � pd̂ip þ p
d̂ip

M
� p

2
signðd̂ipÞ � arg W0 �d̂ip

� �h i
; ð10:41Þ

where sign(�) is the sign function.

The estimators m̂ip ¼ J þ d̂ip, Âip, and ûip represent the parameters of the sine fit
returned by the IpDFT method based on the H-term MSD window.

Moreover, the acquired signal offset can be estimated as [3]:

B̂ip ¼
Yw 0ð Þ

M � NPSG
; ð10:42Þ

where NPSG is the window normalized peak signal gain [17], which for a H-term
MSD window is given by NPSG ¼ a0 ¼ CH�1

2H�2=22H�2 [14].

The estimators Âip and ûip depend on d̂ip. Hence, the related estimator error

Ddip ¼ d̂ip � d is of main interest. This error is mainly due to the spectral inter-
ference from the image component of the ADC output signal. Indeed, the effect of
this component is usually quite stronger than harmonics or spurious tones. In
particular, Ddip depends on the sine-wave phase and exhibits a sine-wave like
behavior of amplitude [15]:
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Ddip

 
max
ffi 2 dj j J þ dð Þ H � dj jð Þ

2J þ dð Þð2J þ dþ �1ð Þiþ1HÞ

QH�1

h¼1
h2 � d2	 


QH�1

h¼1
2J þ dð Þ2�h2

h i : ð10:43Þ

Thus, its mean square value is equal to Ddip

 2
max
=2:

Conversely, the frequency estimator standard deviation due to wide-band noise
is [3, 14]:

rd̂ip
¼ rm̂ip ffi

H � dj j
2H � 1

� 1
A � SL dð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ENBW

M

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 4H � 3ð Þ d2 � dj j

	 

þ 2H2 � 1

2H � 1

s
� rr

¼ 2 H � dj jð Þ
2H � 1ð Þ ! �

pd
sin pdð Þ �

QH�1

h¼1
h2 � d2	 


A
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2H�2

4H�4

2M
�

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 4H � 3ð Þ d2 � dj j

	 

þ 2H2 � 1

2H � 1

s
� rr;

ð10:44Þ

where ENBW is the window equivalent noise bandwidth [17], expressed as [14]:

ENBW ¼D
M
PM�1

n¼0
w2 nð Þ

PM�1

n¼0
w nð Þ

� �2 ¼ 1þ 0:5
XH�1

h¼1

ah

a0

� �2

¼ C2H�2
4H�4

CH�1
2H�2

	 
2 ; ð10:45Þ

and SL(�) is the window Scalloping Loss [17], defined as [14]:

SL dð Þ¼D W dð Þj j
W 0ð Þj j ¼

W dð Þj j
M a0

¼ sin pdð Þ
pd

� H � 1ð Þ !½ �2

QH�1

h¼1
h2 � d2	 
 : ð10:46Þ

Expressions (10.43) and (10.44) provide the combined standard deviation of the
IpDFT frequency estimator as [18]:

rc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ddip

 2
max

2
þ r2

d̂ip

s
; ð10:47Þ

which maximum, rc max, is reached for d = -0.5 [14].
It is worth noticing that the values of rd̂ip

provided by (10.44) decrease as

H decreases, whereas (10.43) shows that Ddip

 
max

decreases as H increases. Thus,
there exists a value of H that ensures a minimum value for rc max, i.e. an optimal
number of terms Hopt. In order to determine Hopt, let us define H rc maxð Þrr¼rq

; as the

value of rc max achieved using the H-term MSD window when rr = rq. Then,
since rr C rq, the following proposition holds [3]:
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Proposition If H rc maxð Þrr¼rq
\Hþ1 rc maxð Þrr¼rq

, then H rc maxð Þrr
\ Hþ1 rc maxð Þrr

for any rr C rq.

This implies that the optimal MSD window to be used in the IpDFT method can
be selected by means of the following two-step procedure:

• if 2 rc maxð Þrr¼rq
\3 rc maxð Þrr¼rq

; then Hopt = 2, that is the optimal MSD window

is the two-term or Hann window.
• if 2 rc maxð Þrr¼rq

[ 3 rc maxð Þrr¼rq
; then we continue the comparison by increasing

the value of H until H� rc maxð Þrr¼rq
\H�þ1 rc maxð Þrr¼rq

; H = 3, 4,… The first

value of H satisfying the previous relationship provides the optimal MSD
window, that is Hopt = H*.
For values of J used in practice (e.g. J C 15) we usually obtain Hopt = 2 or 3.

10.4.2 Energy-based Method

Another frequency-domain method providing fast and accurate estimates of the
best sine-wave parameters is the so-called Energy-Based (EB) method [8, 19, 20].

The estimator for the fractional part d of the normalized sine-wave frequency is
given by [19]:

d̂eb ¼

PH
k¼�H

k Yw J þ kð Þj j2

PH
k¼�H

Yw J þ kð Þj j2
: ð10:48Þ

It is worth noticing that the frequency estimator (10.48) exhibits quite low
accuracy when two-term cosine windows are used. Thus, only windows with
higher number of terms are adopted in the EB method [20].

Moreover, the sine-wave amplitude and phase can be estimated either directly
from selected spectral samples [19] or indirectly by applying the same expressions
of the IpDFT method and using the frequency estimate returned by (10.48) [4]. In
the following, only the indirect procedure is analysed. Thus we have:

Âeb ¼
2 Yw Jð Þj j

W �d̂eb

� �

; ð10:49Þ

and:

ûeb ¼ arg Yw Jð Þ½ � � pd̂eb þ p
d̂eb

M
� p

2
signðd̂ebÞ � arg W0 �d̂eb

� �h i
; ð10:50Þ

where W(�) and W0(�) are defined in (10.32) and (10.31), respectively.
The offset B is finally estimated by means of the same expression used by the

IpDFT method, that is:
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B̂eb ¼
Yw 0ð Þ

M � NPSG
: ð10:51Þ

The accuracy of the estimator (10.48) is mostly affected by the algorithm error,
the spectral interference due to the image component, and wide-band noise [20].
The best accuracy is usually achieved by adopting three- or four-term cosine
windows [4]. Among the most commonly used three-term windows, optimal
results are achieved with the rapid sidelobe decay 18 dB/octave (rsd18) window
[20], for which a0 = 0.40897, a1 = 0.5, and a2 = 0.09103 [21]. Differently, the
four-term cosine window providing the most accurate results is the rapid sidelobe
decay 30 dB/octave (rsd30) window [20], characterized by a0 = 0.338946,
a1 = 0.481973, a2 = 0.161054, and a3 = 0.018027 [21].

10.5 Three- and Four-Parameter Algorithms

The three-parameter and the four-parameter algorithms determine the best sine fit
of the analyzed data by using the least squares approach. Specifically, the best
sine-wave parameters are determined by minimizing the following sum of squared
residuals [1, 2, 9, 22]:

c ¼
XM�1

n¼0

r̂2 nð Þ ¼
XM�1

n¼0

y nð Þ � ŝ nð Þ½ �2: ð10:52Þ

Both algorithms are briefly described in the following subsections.

10.5.1 Three-Parameter Algorithm

In the three-parameter algorithm, the signal normalized frequency m̂ is assumed to
be known and the amplitude, phase, and offset providing the best sine fit are to be
determined. Since the signal frequency is known, the cost function c can be
minimized by using a simple linear least squares procedure, which provides a
closed form analytical expression for all the unknown parameters. As a conse-
quence, the computational effort required by the algorithm is very low.

The sine fit ŝð�Þ expressed by (10.3) can be rewritten as:

ŝ nð Þ ¼ Âs cos x̂ nð Þ þ Âc sin x̂ nð Þ þ B̂; n ¼ 0; 1; . . .; M � 1 ð10:53Þ

where x̂ ¼ 2pm̂=M is known, while Âs ¼ Â sin ûð Þ, Âc ¼ Â cos ûð Þ, and B̂ are
unknown. For the sake of notation, we represent the unknown parameters as the

vector x ¼ Âs Âc B̂
� �T

:

The three-parameter algorithm is based on the following four steps procedure:
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1. Acquire M consecutive samples of the ADC output signal y(n), n = 0, 1, 2,…,
M-1, and construct the vector:

y ¼ y 0ð Þ y 1ð Þ. . .y M � 1ð Þ½ �T ð10:54Þ

2. Use the known frequency x̂ to construct the M 9 3 matrix D with the following
entries:

Dk1 ¼ cos k � 1ð Þx̂ð Þ
Dk2 ¼ sin k � 1ð Þx̂ð Þ
Dk3 ¼ 1

8><
>:

ð10:55Þ

where k = 1, 2,…, M.
3. Determine the solution of the set of equations y = Dx that minimize the cost

function (10.52):

x̂ ¼ DT D
	 
�1

DT y: ð10:56Þ

4. Determine the unknown sine-wave parameters as follows:

Â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Â2

s þ Â2
c

q
; ð10:57Þ

û ¼ arctan
Âs

Âc

 !
; ð10:58Þ

and the offset is equal to B̂.

The uncertainty of the estimates (10.57) and (10.58) depends on the accuracy of
the sine-wave frequency m̂ [1, 2, 9, 22]. It can be shown that accurate ENOB
estimates can be achieved if the normalized frequency error Dm ¼ m̂� m satisfies
the following constraint [23]:

Dmj j\
ffiffiffi
2
p

p2Nþ2
: ð10:59Þ

This constraint can be satisfied when the sine-wave frequency is estimated by
means of the IpDFT method based on the MSD window, i.e. by using (10.39), and
the adopted window is selected according to the criterion presented in Sect. 10.4.1.
Also, the EB method can be used to achieve accurate estimates of the sine-wave
frequency.
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10.5.2 Four-Parameter Algorithm

In the four-parameter algorithm, all the sine-wave parameters are assumed to be
unknown. Thus, the minimization of the cost function (10.52) requires the solution
of a nonlinear problem, which must be performed by means of an iterative process.
It follows that the required computational effort is quite high and the convergence
to the optimal solution is not always ensured.

The best sine fit ŝð�Þ expressed by (10.3) can be rewritten as:

ŝ nð Þ ¼ Âs cos x̂ nð Þ þ Âc sin x̂ nð Þ þ B̂; n ¼ 0; 1; . . .; M � 1 ð10:60Þ

where x̂ ¼ 2pm̂=M, Âs ¼ Â sin ûð Þ, Âc ¼ Â cos ûð Þ, and B̂ are unknown.
A first-order Taylor series expansion around the estimate x̂i achieved at the i-th

iteration gives:

cos x̂nð Þ ffi cos x̂inð Þ � n sin x̂inð ÞDxi; ð10:61Þ

and:

sin x̂nð Þ ffi sin x̂inð Þ þ n cos x̂inð ÞDxi; ð10:62Þ

where Dxi ¼ x̂� x̂i:
Using (10.60), (10.61), and (10.62), the best sine fit ŝ �ð Þ can be estimated as:

ŝ nð Þ ffi Âs cos x̂i nð Þ þ Âc sin x̂i nð Þ þ B̂þ �nÂs sinðx̂i nÞ þ nÂc cosðxi nÞ
� �

Dxi ;

n ¼ 0; 1; . . .; M � 1

ð10:63Þ

in which Âs ¼ Â sin ûð Þ and Âc ¼ Â cos ûð Þ:
In the i-th iteration the unknown parameters Âs, Âc, and B̂ in (10.63) are

substituted by their estimates achieved in the previous iteration Âsi�1 ; Âci�1 , and
B̂i�1:

Representing the unknown parameters as the vector xi ¼ Âsi Âci Bi Dxi

� �T
, the

four-parameter algorithm can be described by the following eight steps procedure:

1. Acquire M consecutive samples of the ADC output signal y(n), n = 0, 1, 2,…,
M-1, and construct the vector:

y ¼ yð0Þ yð1Þ. . .yðM � 1Þ½ �T : ð10:64Þ

2. Set iteration index i = 0. Provide the initial estimates Âs0 , Âc0 , and x̂0 for the
unknown parameters.

3. Start the next iteration, i.e. i: = i ? 1.
4. Construct the M 9 4 matrix Di with the following entries:
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Dið Þk1 ¼ cos k � 1ð Þx̂i�1ð Þ
Dið Þk2 ¼ sin k � 1ð Þx̂i�1ð Þ
Dið Þk3 ¼ 1

Dið Þk4 ¼ �Âsi�1 k � 1ð Þ sin k � 1ð Þx̂i�1ð Þ þ Âci�1 k � 1ð Þ cos k � 1ð Þx̂i�1ð Þ

8>>>><
>>>>:

ð10:65Þ

where k = 1, 2,…, M.
5. Determine the solution xi of the set of equations y = Di xi that minimize the

cost function (10.52) at the iteration i:

x̂i ¼ DT
i Di

	 
�1
DT

i y: ð10:66Þ

6. Determine the parameters Âsi , Âci , B̂i, and Dxi related to the i-th iteration.
7. Update the frequency value:

x̂i ¼ x̂i�1 þ Dxi: ð10:67Þ

8. Repeat the steps (3)–(7) until the relative distance between two successive

iterations
Dxi
xi


 is smaller than a suitable threshold. When that constraint is

fulfilled, the iterations are stopped and the sine-wave parameters provided by
the last iteration are returned, that are:

Â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Â2

si þ Â2
ci

q
; ð10:68Þ

û ¼ arctan
Âsi

Âci

 !
; ð10:69Þ

and:

B̂ ¼ B̂i: ð10:70Þ

The performance of the four-parameter algorithm strongly depends on the
accuracy of the initial estimates [1, 2, 9, 22]. They should be properly chosen to
avoid convergence to local minima. Very good performance is achieved when the
initial frequency estimate x̂0 is determined by means of the IpDFT method based
on the rectangular window and Âs0 and Âc0 are achieved by the three-parameter
algorithm [24] or when all the initial estimates are determined by means of the
IpDFT method [3]. In this latter case they are given by [25] (see expressions
derived in the Sect. 10.4.1 for H = 1):
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x̂0 ¼ 2p
J þ d̂0

M

 !
; ð10:71Þ

Âs0 ¼
2pd̂0 Y Jð Þj j
M sin pd̂0

� � sin û0ð Þ; ð10:72Þ

Âc0 ¼
2pd̂0 Y Jð Þj j
M sin pd̂0

� � cos û0ð Þ; ð10:73Þ

in which d̂0 ¼ ia�1þi
aþ1 , a ¼ Y Jþið Þj j

Y J�1þið Þj j ; and û0 ¼ arg Y Jð Þ½ � � pd̂0 þ p d̂0
M þ p

2 ;
where Y(�) is the DTFT of the ADC output signal (10.1).

Simulations show that for all actual ADCs, the error |DENOB| achieved by
using the above algorithm is smaller than 0.1 bits when J C 10 and M C 1024.

10.6 Sine-Fitting Algorithms Accuracy Comparison

In this Section, the accuracy of the SFAs based on the IpDFT and EB methods are
compared with those achieved by the 3PSFA and 4PSFA through both theoretical
and simulation results. The analysis is performed assuming that the overall ADC
output noise can be modelled as a zero mean white Gaussian noise.

The fitting error is defined as:

e nð Þ ¼ ŝ nð Þ � s nð Þ; n ¼ 0; 1; . . .; M � 1 ð10:74Þ

From (10.1), (10.4), and (10.74) we obtain:

r̂ nð Þ ¼ r nð Þ � e nð Þ; n ¼ 0; 1; . . .; M � 1 ð10:75Þ

The accuracies of the aforementioned algorithms will be evaluated by means of
the sum-squared of fitting and residual errors. The former error is defined as:

e ¼ 1
M

XM�1

n¼0

e2 nð Þ: ð10:76Þ

The above expression can be accurately estimated as [3]:

e ffi D2
B þ

D2
A

2
þ 2p2A2D2

m

3
þ

A2D2
u

2
þ A2pDmDu; ð10:77Þ

where DA ¼ Â� A; Dm ¼ m̂� m ¼ d̂� d; Du ¼ û� u; DB ¼ B̂� B are the
parameter estimation errors, which can be modeled as random variables [3].

324 D. Petri et al.



For values of M often used in ADCs testing (e.g. M C 512) the estimators
provided by the considered SFAs are almost unbiased [3, 9]. Thus, the expected
sum-squared fitting error results:

E e½ � ffi r2
B̂ þ

r2
Â

2
þ 2p2A2r2

m̂

3
þ

A2r2
û

2
þ pA2E DmDu

� �
; ð10:78Þ

where r2
Â
, r2

m̂ , r2
û, and r2

B̂
represent the variances of the estimators provided by the

considered SFAs.
The relationship between the sine-wave phases at the beginning (that is for

n = 0) and at the center of the observation interval, respectively u and us, is given
by:

u ¼ us � pm: ð10:79Þ

Since the us and m estimators are asymptotically uncorrelated [13, 26], (10.79)
provides:

E DmDu
� �

ffi �p E D2
m

� �
¼ �p r2

m̂ ; ð10:80Þ

and:

r2
û ¼ r2

ûs
þ p2r2

m̂ : ð10:81Þ

Using (10.80) and (10.81), (10.78) becomes:

E e½ � ffi r2
B̂
þ

r2
Â

2
þ p2A2r2

m̂

6
þ

A2r2
/̂s

2
: ð10:82Þ

In the following, the expression (10.82) will be evaluated for each of the
considered algorithms.

• Sine-fitting based on the IpDTF or EB methods

When the IpDFT or the EB methods are employed, we have [3, 14]:

r2
B̂
ffi ENBW

r2
r

M
; ð10:83Þ

r2
Â
ffi 2ENBW

SL2 dð Þ
r2

r

M
; ð10:84Þ

and:

r2
ûs
ffi 2ENBW

M A2 SL2 dð Þ r
2
r ; ð10:85Þ
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where the window parameters ENBW and SL(d) are defined by the first equality in
(10.45) and (10.46), respectively.

Using (10.83–10.85), expression (10.82) becomes:

E e½ � ffi ENBW 1þ 2
SL2 dð Þ

� �
r2

r

M
þ p2A2r2

m̂

6
: ð10:86Þ

Thus, the expected sum-squared fitting error that occurs when using the IpDFT
method can be expressed as:

E eip

� �
ffi ENBW 1þ 2

SL2 dð Þ

� �
r2

r

M
þ

p2A2r2
m̂ip

6
; ð10:87Þ

where r2
m̂ip

is given by (10.44).
It is worth noticing that the minimum and the maximum values of r2

m̂ip
are

reached for d equal to -0.5 and 0, respectively [14]. Conversely, SL(d) assumes its
maximum value (equal to 1) for d = 0, but it remains very close to it for -

0.5 B d\ 0.5. Hence, the minimum and the maximum values of the E[eip] are
reached for d equal to -0.5 and 0, respectively.

Similarly, the expected sum-squared fitting error when using the EB method
can be expressed as:

E eeb½ � ffi ENBW 1þ 2
SL2 dð Þ

� �
r2

r

M
þ

p2A2r2
m̂eb

6
; ð10:88Þ

in which the variance r2
m̂eb

is given by [20]:

r2
m̂eb
ffi 16

M � NNPG
2
XH�2

i¼1

XH�1

j¼iþ1

i jbibj r i; jð Þþ
X�1

i¼�Hþ1

XH�1

j¼1

i jb ij jb jj j r i; jð Þþ
XH�1

i¼1

i2 b2
i

" #
r2

r

A2
:

ð10:89Þ

In (10.89) NNPG is the window noise normalized power gain [17], given by:

NNPG¼D
PM�1

n¼0
w2 nð Þ

M
¼ a2

0 þ 0:5
XH�1

h¼1

a2
h; ð10:90Þ

bi ¼
a0; for i ¼ 0

0:5ai; for i ¼ 1; 2; . . .; H � 1

0; for i�H

8><
>:

ð10:91Þ

and r(i, j) is the correlation coefficient between the spectral samples |Yw(J ? i)| and
|Yw(J ? j)| [27]:
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r i; jð Þ ¼ r uð Þ ¼

PH�1�u

k¼�Hþ1
b kj jb kþuj j

NNPG
; ð10:92Þ

in which u = |i - j|.
Since r2

m̂eb
does not depend on d, the minimum and the maximum values of

E[eeb] are reached for d equal to 0 and -0.5, respectively.

• 3PSF and 4PSF algorithms

As already mentioned, in practice both the number of acquired samples M and
the number of acquired sine-wave cycles m are quite high (e.g. M C 512 and
m C 15). Thus, the 3PSFA and 4PSFA estimator variances almost attain their
related single-tone Cramér-Rao lower bounds (CRLBs), that is [26]:

r2
B̂ ffi

r2
r

M
; ð10:93Þ

r2
Â
ffi 2r2

r

M
; ð10:94Þ

r2
ûs
ffi 2r2

r

A2M
; ð10:95Þ

r2
m̂ ffi

6r2
r

p2A2M
: ð10:96Þ

Using (10.93–10.95), expression (10.82) provides the expected sum-squared
fitting error for the 3PSFA as:

E e3p

� �
ffi 3r2

r

M
þ p2A2r2

m̂

6
: ð10:97Þ

When m is estimated by the IpDFT method, in (10.97) we have r2
m̂ ¼ r2

m̂ip
, where

r2
m̂ip

is given by (10.44). Also, the minimum and the maximum values of the E[e3p]

are reached for d equal to -0.5 and 0, respectively.
Conversely, using (10.93–10.96), expression (10.82) shows that the expected

sum-squared fitting error for the 4PSFA is:

E e4p

� �
ffi 4r2

r

M
: ð10:98Þ

By comparing the expressions (10.87), (10.88), (10.97), and (10.98), it follows
that: E[e4p] \ E[e3p] \ E[eip] \ E[eeb]. Thus, the time-domain SFAs provide more
accurate sine-wave fitting than the frequency-domain SFAs. In particular, the best
accuracy is provided by the 4PSFA, while the worst accuracy is achieved by the
SFA-EB.
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However, the above expressions show that the expected sum-squared fitting
error is always proportional to r2

r=M. Hence, for values of M used in practice, it is
negligible with respect to the noise variance r2

r : This implies that for any SFA, the
expectation of the residual mean square value results very close to the noise
variance:

E r̂2
rms

� �
ffi r2

r : ð10:99Þ

In order to confirm the above expressions, both theoretical and simulation
results for the ratio E e½ �= r2

r=M
	 


are reported in Fig. 10.1 as a function of d for all
the considered SFAs. The input sine-wave was characterized by the following
parameters: A = 5, u = p/3 rad, and B = 0.02. It was corrupted by additive
Gaussian noise with zero mean and variance r2

r chosen in such a way that the
Signal-to-Noise Ratio (SNR) is equal to 60 dB. The integer part J was set to 37.
The fractional part d was varied in the range [-0.5, 0.5) with a step of 1/20. For
each value of d, 10,000 runs of M = 512 samples each were performed. In the
3PSFA and the SFA-IpDFT, the Hann window was used, while the SFA-EB is
based on the rsd18 window. The initial values used in the four-parameter algo-
rithm were estimated through the IpDFT method based on the rectangular window,
while the iterations were stopped when the relative distance between the frequency
values estimated in two consecutive iterations was smaller than 10-6.

As we can see, the agreement between theoretical and simulation results is very
good.

In Fig. 10.2 both theoretical and simulation results of the ratio E r̂2
rms

� �
=r2

r are
reported as a function of d. The adopted parameters were exactly the same as in the
previous figure. As we can see, the ratio E r̂2

rms

� �
=r2

r is always very close to 1.
Indeed, the contribution of the fitting error to the residual signal is negligible, as
suggested by the theoretical analysis.

All the considered SFAs were implemented in MATLAB running on a portable
computer with a CPU clock rate of 2 GHz. Choosing M = 512, the average

Fig. 10.1 Ratio
E e½ �= r2

r=M
	 


provided by
theoretical (continuous line)
and simulation (crosses)
results versus. d. The number
of acquired samples was
M = 512
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computational time required to determine a single residual mean square value r̂2
rms

for a given value of d was equal to 0.47, 0.57, 0.74, and 1.28 ms, for the SFA-
IpDFT, SFA-EB, 3PSFA, and 4PSFA, respectively. Thus, the SFA-IpDFT and the
4PSFA exhibit the smaller and the highest processing burden, respectively. The
same conclusion holds regardless the number of acquired samples.

Thus, the SFA-IpDFT is a good choice when dealing with ENOB estimation.

10.7 Influence of Harmonics, Time Jitter,
and Time Base Distortions

The detrimental effects of harmonics, time jitter, and time base distortions on an
ADC performance increases with the input signal frequency. Thus, these effects
must be taken into account when estimating the ADC dynamic parameters at high
frequencies. In the following, some important issues concerning the estimation of
harmonics, time jitter, and time base distortions are discussed.

10.7.1 Harmonics Estimation

When non-coherent sampling occurs, the 3PSFA and the 4PSFA provide biased
estimates when harmonics affect the ADC output signal [28]. To improve the
accuracy of the related procedures the Multiharmonics Sine-Fitting Algorithms
(MHSFAs) have been proposed in the scientific literature [29–31]. They provide
accurate estimates for the parameters of both the fundamental component and its
harmonics. Hence, by using these algorithms, not only the ENOB and the SINAD
parameters can be estimated, but also the Total Harmonic Distortion ratio (THD),
and the Signal to Non-Harmonic Ratio (SNHR).

Fig. 10.2 Ratio E r̂2
rms

� �
=r2

r

provided by simulation
results (circles) versus. d. The
number of acquired samples
was M = 512
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Two of the most accurate MHSFAs are proposed in [29, 30]. In the following
we denote them as MHSFA1 and MHSFA2. Moreover, the latter one is denoted as
MHSFA2a or MHSFA2b depending on whether the signal frequency is assumed to
be known or unknown, similarly to the 3PSFA and the 4PSFA, respectively.
Compared with the MHSFA1, the MHSFA2a and MHSFA2b have a higher
robustness to inaccuracies in the signal frequency initial value, are faster, easier to
implement [32], and can be applied even when the number of acquired samples is
high, as needed when testing high resolution ADCs.

In the MHSFA2a and MHSFA2b the related best sine fit ŝð�Þ is modelled as
[30]:

ŝ nð Þ ¼ B̂þ
XK

k¼1

Âk sin 2pkm̂
n

M
þ ûk

� �

¼ B̂þ
XK

k¼1

Âsk cos knx̂ð Þ þ Âck sin knx̂ð Þ
� �

; n ¼ 0; 1; . . .; M � 1

ð10:100Þ

where K represents the number of harmonics, Âk and ûk are the amplitude and the

phase of the k-th harmonic, B̂ is the offset, x̂ ¼ 2pm̂=M, Âsk ¼ Âk sin ûkð Þ; and

Âck ¼ Âk cos ûkð Þ:
When the frequency x̂ is known the procedure to determine the unknown

parameter vector x ¼ Âs1 Âc1 . . .ÂsK ÂcK B̂
� �T

is an extension of the three-param-
eter algorithm. The entries of the related matrix D, of size M 9 (2 K ? 1), are
given by:

Dp 2q�1ð Þ ¼ cos p� 1ð Þqx̂ð Þ
Dp 2qð Þ ¼ sin p� 1ð Þqx̂ð Þ
Dp 2Kþ1ð Þ ¼ 1

8><
>:

ð10:101Þ

where p = 1, 2,…, M and q = 1,.., K. The unknown parameters of the k-th signal
spectral line (k = 1, 2, 3,…, K) are derived as follows:

Âk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Â2

sk þ Â2
ck

q
ð10:102Þ

ûk ¼ arctan
Âsk

Âck

 !
; ð10:103Þ

and the offset is equal to B̂:
It is worth noticing that the frequency x̂ can be determined by means of the

IpDFT method based on a MSD window chosen according to the criteria presented
in Sect. 10.4.1 [31, 32].

Opposite, when the frequency x̂ is considered unknown, a non-linear optimi-
zation procedure based on the four-parameter algorithm must be adopted and the
unknown parameter vector employed in the i-th algorithm iteration is
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xi ¼ Âs1i Âcli . . . ÂsKi ÂcKi B̂i Dxi

� �T
, where Dxi ¼ x̂� x̂i: The entries of the

matrix Di, of size M 9 (2 K ? 2), are given by:

Dið Þp 2q�1ð Þ¼ cos p� 1ð Þqx̂i�1ð Þ
Dið Þp 2qð Þ¼ sin p� 1ð Þqx̂i�1ð Þ
Dið Þp 2Kþ1ð Þ¼ 1

Dið Þp 2Kþ2ð Þ¼
XK

k¼1

�Âski�1 p� 1ð Þk sin p� 1ð Þkx̂i�1ð Þ þ Âcki�1 p� 1ð Þk cos p� 1ð Þkx̂i�1ð Þ
� �

8>>>>>>><
>>>>>>>:

ð10:104Þ

where p = 1, 2,…, M and q = 1,.., K. The unknown parameters of the k-th signal
spectral line (k = 1, 2, 3,…, K) obtained by the i-th iteration (i C 1) are given by:

Âk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Â2

ski
þ Â2

cki

q
ð10:105Þ

ûk ¼ arctan
Âski

Âcki

 !
; ð10:106Þ

and:

B̂ ¼ B̂i: ð10:107Þ

The above procedure is repeated until the relative distance
Dxi
xi


 is smaller than a

suitable small threshold [31].
Of course, the initial value for the frequency x̂ can be estimated by means of

the IpDFT method based on a MSD window chosen according to the criteria
presented in Sect. 10.4.1, and the initial estimates for the remaining signal
parameters can be determined by using the MHSFA2a [31, 32].

Moreover, using the values returned by the previous expressions, the following
parameters can be easily estimated [1, 33]:

THD dBð Þ ¼ 20 log10

ffiffiffiffiffiffiffiffiffiffiffiffi
PK
k¼2

Â2
k

s

Â1

0
BBBB@

1
CCCCA
; ð10:108Þ

SNHR dBð Þ ¼ 20 log10
Â1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2r̂2
rms �

PK
k¼2

Â2
k

s

0
BBBB@

1
CCCCA
; ð10:109Þ

where the residual error r̂2
rms is given by (10.5).
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The processing times required by the MHSFA1, the MHSFA2a, and the
MHSFA2b were also analyzed. To this aim they were implemented in MATLAB and
the same portable computer used for the SFAs analyzed in the previous section was
employed to test a 12-bit ADC. The ADC output signal was synthesized by adding a
sine-wave, its second, third, and fourth harmonics, and wide-band noise, resulting
from the superposition of both quantization noise and Gaussian noise. The harmonics
power and the noise variance were chosen in such a way that ENOB = 10.5 bits were
obtained. The number of analyzed samples was set to M = 512 and the number of
analyzed sine-wave cycles was m = 72.5. The initial values of the parameters used by
the algorithms were estimated through the IpDFT method based on the Hann win-
dow. The MHSFA1 and the MHSFA2b were stopped when the relative distance
between the frequency values estimated in two consecutive iterations was smaller
than 10-6. The average computational time required to determine a single residual
mean square value r̂2

rms and the harmonic parameters was equal to 53.6, 5.1, and
14.5 ms, for the MHSFA1, MHSFA2a, and MHSFA2b, respectively. Thus, the
MHSFA1 exhibits the highest processing burden. Also, all the considered MHSFAs
require a much higher computational burden than the SFA, as expected.

10.7.2 Time Jitter and Time Base Distortion Estimations

Time base errors exhibit both a random component (time jitter) and a systematic
component (time base distortions). In an ADC dynamic three different jitter
components contribute to the overall time jitter: two or them are due to the test
setup (input signal jitter and sampling clock jitter), while the third one is related to
the ADC under test (sampling circuit jitter) [34]. The time jitter spreads the input
sine-wave energy over a range of frequencies and it acts as a low-pass filter on the
average spectra [35, 36]. Conversely, the time base distortions yield to new
spectral components in the ADC output signal spectrum [33, 37]. In particular, the
ENOB and SINAD parameters decrease as the time jitter standard deviation or the
time base distortions increase [1].

The standard deviation of the time jitter can be estimated by [38]:

r̂t ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r̂2

rms2
� r̂2

rms1

q
ffiffiffi
2
p

pA
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
2 � f 2

1

p ; ð10:110Þ

where r̂2
rms1

and r̂2
rms2

are the rms of the residual errors (see (10.5)) achieved at the
frequencies f1 and f2 (with f2 [ f1), respectively.

Assuming a coherent sampling and null harmonics the estimator (10.110) is
consistent [38]. However, since at high frequencies both harmonics and time base
distortions are significant and (10.110) includes their effects in practice it provides
only an upper bound to the time jitter standard deviation [33]. Several other
methods have been proposed for the estimation of the time jitter standard deviation
[36, 39, 40]. Moreover, a sine fit procedure able to take into account all the
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considered phenomena, that are harmonics, time base distortions, and time jitter
has been proposed in [41]. This is a complex procedure which combines the
MHSFA proposed in [29] and the time base distortions measurement technique
presented in [42].

10.8 Applications of the Sine-Fitting Algorithms
in ADC Testing

The accuracies of the ENOB estimates achieved by means of all the considered
sine-fitting algorithms have been compared using real-world data. The three- and
four-parameter algorithms presented above, the IpDFT and EB methods, and the
multi-parameter algorithms proposed in [29, 30], were implemented in MATLAB.
They are named as follows: sf3p.m (three-parameter algorithm), sf4p.m (four-
parameter algorithm), ipdft1.m (IpDFT method based on the rectangular window),
ipdft2.m (IpDFT method based on the Hann window), ebm.m (EB method based on
the rsd18 window), sfmh1.m (multi-harmonics sine-fitting algorithm proposed in
[29]), sfmh2a.m (multi-harmonics sine-fitting algorithm proposed in [30] with
known frequency), and sfmh2b.m (multi-multiharmonics sine-fitting algorithm
proposed in [30] with unknown frequency). The related code is freely available at
the book support website.

The SINAD and ENOB estimates were achieved by implementing the rela-
tionships (10.6) and (10.7). For example, if we wish to achieve these estimates for
a 12-bit ADC with FSR = 10 V, by means of the 3PSFA, we can use the fol-
lowing very simple program implemented in MATLAB, in which the adc.dat file
contains the values of the acquired samples:
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The considered SFAs were applied to data acquired using a 12-bit data
acquisition board NI-6023E, developed by the National Instruments. This board
allows a maximum sampling rate of 200 kHz and contains a 12-bit bipolar suc-
cessive approximation ADC. The FSR and the sampling frequency were set to
10 V and 100 kHz, respectively.

The mean and the standard deviation of the ENOB estimates achieved by all the
considered SFAs are reported in Table 10.1 for different values of the fractional
frequency d. Conversely, the statistical parameters achieved when using the
considered MHSFAs are reported in Table 10.2.

A signal generator Agilent 33220A was employed. The signal amplitude was
set to 5 V while the frequency was varied in the range [14.70, 14.79] kHz with a
step of 10 Hz. The achieved value of J was equal to 151. According to the criteria
presented in Sect. 10.4.1, the Hann window was used for the 3PSFA and the SFA-
IpDFT, while the rsd18 window was adopted for the SFA-EB. The parameters
used in the 4PSFA were the same as in Fig. 10.1. The initial values for the
parameters used in the considered MHSFAs were estimated through the IpDFT
method based on the Hann window. The MHSFA1 and the MHSFA2b were
stopped when the relative distance between the frequency values returned in two
consecutive iterations was smaller than 10-6. The number of harmonics adopted in
the considered MHSFAs was set to 5, since higher order harmonics were
negligible.

For each value of d, 1000 runs of M = 1024 samples each were performed. The
values of the fractional frequency d reported in Tables 10.1 and 10.2 represent the
mean value returned by the IpDFT method.

Coherently with the theoretical results, both Tables 10.1 and 10.2 show that the
standard deviations are negligible with respect to the mean values, which are
always very close to each other regardless the value of d. This implies that har-
monics did not significantly affect the accuracy of the ENOB estimates provided by

Table 10.1 ENOB mean and standard deviation achieved at different values of d by all the
considered SFAs

d SFA-IpDFT SFA-EB 3PSFA 4PSFA

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

-0.471 10.685 0.042 10.683 0.043 10.686 0.042 10.687 0.042
-0.368 10.687 0.045 10.685 0.045 10.689 0.045 10.689 0.045
-0.266 10.690 0.054 10.688 0.055 10.691 0.054 10.691 0.054
-0.163 10.684 0.043 10.683 0.043 10.685 0.043 10.686 0.043
-0.061 10.686 0.040 10.684 0.040 10.687 0.040 10.687 0.040

0.041 10.682 0.034 10.681 0.034 10.683 0.034 10.684 0.034
0.144 10.680 0.030 10.678 0.030 10.681 0.029 10.682 0.030
0.246 10.681 0.028 10.679 0.029 10.682 0.028 10.683 0.028
0.349 10.683 0.029 10.681 0.029 10.684 0.029 10.684 0.029
0.451 10.679 0.029 10.677 0.029 10.680 0.029 10.681 0.029
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the 3PSFA and the 4PSFA. Moreover, it is worth noticing that the maximum
relative difference between the experimental standard deviations and the values
returned by (10.18) when E r̂2

rms

� �
and std r̂2

rms

� �
are determined from the acquired

data, is less than 0.39 % for all the considered algorithms.
The mean and the standard deviation values of the THD and SNHR parameters

estimated by means of (10.108) and (10.109) are reported in Table 10.3 for all the
considered MHSFAs. In particular, for any given value of d, all algorithms
returned the same THD value, so only one column is reported for this parameter.

Table 10.3 shows that the standard deviations of the estimated THD and SNHR
parameters are negligible with respect to the mean values, which are always close

Table 10.2 ENOB mean and standard deviation achieved at different values of d by all the
considered MHSFAs

d MHSFA1 MHSFA2a MHSFA2b

Mean
(bits)

Standard
deviation (bits)

Mean
(bits)

Standard
deviation (bits)

Mean
(bits)

Standard
deviation (bits)

-0.471 10.685 0.042 10.686 0.042 10.685 0.042
-0.368 10.687 0.045 10.689 0.045 10.687 0.045
-0.266 10.689 0.054 10.691 0.054 10.689 0.054
-0.163 10.684 0.043 10.685 0.043 10.684 0.043
-0.061 10.685 0.040 10.687 0.040 10.685 0.040

0.041 10.680 0.035 10.683 0.034 10.680 0.035
0.144 10.680 0.030 10.681 0.029 10.680 0.030
0.246 10.681 0.028 10.682 0.028 10.681 0.028
0.349 10.683 0.029 10.684 0.029 10.683 0.029
0.451 10.679 0.029 10.680 0.029 10.679 0.029

Table 10.3 THD and SNHR mean and standard deviation achieved at different values of d by all
the considered MHSFAs

d MHSFAs MHSFA1 MHSFA2a MHSFA2b

THD SNHR SNHR SNHR

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

-0.471 -71.31 0.28 67.61 0.34 67.62 0.34 67.61 0.34
-0.368 -71.31 0.27 67.63 0.37 67.64 0.37 67.63 0.37
-0.266 -71.29 0.27 67.65 0.45 67.67 0.45 67.65 0.45
-0.163 -71.28 0.27 67.61 0.35 67.62 0.35 67.61 0.35
-0.061 -71.29 0.26 67.62 0.33 67.63 0.33 67.62 0.33

0.041 -71.28 0.31 67.58 0.26 67.60 0.26 67.58 0.26
0.144 -71.27 0.30 67.58 0.21 67.59 0.21 67.58 0.21
0.246 -71.24 0.29 67.60 0.21 67.61 0.21 67.60 0.21
0.349 -71.28 0.28 67.60 0.21 67.61 0.21 67.60 0.21
0.451 -71.25 0.29 67.59 0.21 67.59 0.21 67.59 0.21
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to each other. In particular, it is worth observing that the MHSFA1 and MHSFA2b
provided the same results, as happened for the estimated ENOBs.

The mean and the standard deviation values of the ENOB estimates returned by
the considered SFAs and MHSFAs are reported in Tables 10.4 and 10.5 for dif-
ferent values of the input sine-wave frequency. For each value of d, 1000 runs of
M = 1024 samples each were performed.

As expected from the theoretical results, the standard deviation is much smaller
than the mean value and, at each considered frequency, all the achieved results are
very close to each other. This implies that the effect of harmonics on the ENOB
estimates provided by the 3PSFA and the 4PSFA is negligible. The maximum rel-
ative difference between the experimental standard deviation and the value returned
by (10.18) is less than 0.40 % for the SFAs and less than 0.38 % for the MHSFAs.

The mean and the standard deviation values of the THD and SNHR estimates
achieved by the considered MHSFAs are reported in Table 10.6. As above, for
each given frequency all algorithms returned the same THD value, so only one
column is reported for this parameter.

Again, the THD and the SNHR estimates returned by all the considered
MHSFAs are very close to each other.

Table 10.4 ENOB mean and standard deviation achieved at different frequencies by all the
considered SFAs

Fin (kHz) SFA-IpDFT SFA-EB 3PSFA 4PSFA

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

Mean
(bits)

Standard
deviation
(bits)

3.1 10.837 0.031 10.836 0.031 10.837 0.031 10.838 0.031
7.9 10.790 0.031 10.789 0.031 10.791 0.031 10.792 0.031

12.3 10.699 0.033 10.698 0.033 10.699 0.033 10.700 0.033
17.5 10.544 0.030 10.543 0.030 10.544 0.030 10.545 0.030
22.1 10.391 0.021 10.390 0.021 10.391 0.021 10.391 0.021
26.7 10.264 0.021 10.263 0.021 10.264 0.021 10.265 0.021

Table 10.5 ENOB mean and standard deviation achieved at different frequencies by all the
considered MHSFAs

fin (kHz) MHSFA1 MHSFA2a MHSFA2b

Mean
(bits)

Standard
deviation (bits)

Mean
(bits)

Standard
deviation (bits)

Mean
(bits)

Standard
deviation (bits)

3.1 10.836 0.031 10.837 0.031 10.836 0.031
7.9 10.789 0.031 10.791 0.031 10.789 0.031

12.3 10.698 0.033 10.699 0.033 10.698 0.033
17.5 10.543 0.030 10.544 0.030 10.543 0.030
22.1 10.390 0.021 10.391 0.021 10.390 0.021
26.7 10.264 0.021 10.264 0.021 10.264 0.021
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10.9 Conclusion

This Chapter has been focused on the estimation of the ENOB parameter of an
ADC by means of both time- and frequency-domain SFAs. The analyzed fre-
quency-domain SFAs are based on the IpDFT method (SFA-IpDFT) or the EB
method (SFA-EB), while the three-parameter algorithm (3PSFA) and the four-
parameter algorithm (4PSFA) have been considered when operating in the time-
domain. In Sect. 10.3 the expressions for the bias and the standard deviation of the
ENOB estimator provided by a SFA, have been derived. These expressions hold
regardless the overall ADC output noise characteristics. In particular, when the
overall ADC output noise is zero mean and white, as often occurs in practice when
the input sine-wave frequency is well below the ADC sampling rate, it has been
shown that the ENOB estimators provided by SFAs are statistically consistent.
Also, the bias is negligible as compared to the standard deviations when the noise
is Gaussian. In Sects. 10.4 and 10.5 the information needed to understand and
easily implement the IpDFT method, the EB method, and the three- and four-
parameter algorithms has been provided. In Sect. 10.6, it has been shown that the
time-domain SFAs provide better sine-wave fitting accuracies when the overall
ADC output noise is zero mean, white, and normally distributed. In particular, the
best fitting accuracy is provided by the 4PSFA, followed by the 3PSFA, the SFA-
IpDFT, and the SFA-EB respectively. However the sum-squared fitting error
related to any considered SFA is negligible with respect to the ADC output noise
variance. This implies that the ENOB estimates provided by all the considered
SFAs exhibit almost the same accuracy. Ranking the algorithms with respect to the
processing time, the SFA-IpDFT is the faster, followed by the SFA-EB, the
3PSFA, and the 4PSFA, respectively. Thus, the SFA-IpDFT is a good choice when
dealing with ENOB estimation. In Sect. 10.7 the main issues concerning the effect
of harmonics, time jitter, and time base distortions on the estimation accuracy are
discussed. Since these effects become significant when estimating the ADC
dynamic parameters at high frequencies, some procedures for their estimation have

Table 10.6 THD and SNHR mean and standard deviation achieved at different frequencies by
all the considered MHSFAs

fin (kHz) MHSFAs MHSFA1 MHSFA2a MHSFA2b

THD SNHR SNHR SNHR

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

Mean
(dB)

Standard
deviation
(dB)

3.1 -83.55 1.51 67.09 0.19 67.10 0.19 67.10 0.19
7.9 -76.73 0.61 67.15 0.20 67.16 0.20 67.15 0.20

12.3 -72.97 0.61 67.16 0.19 67.17 0.19 67.16 0.19
17.5 -69.60 0.30 67.17 0.21 67.18 0.21 67.17 0.21
22.1 -67.44 0.16 67.16 0.19 67.17 0.19 67.16 0.19
26.7 -65.98 0.17 67.17 0.20 67.17 0.20 67.17 0.20
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been briefly introduced. In particular, it should be noticed, that even though the
MHSFAs require a higher processing times than the SFAs, they can provide fur-
ther important ADC dynamic parameters, like THD and SNHR. Finally, some
experimental results have been presented in order to compare the different SFAs
and MHSFAs accuracies. As expected from the theoretical analysis, the ENOB
estimates provided by the 4PSFA, the 3PSFA, the SFA-IpDFT, and the SFA-EB
exhibit very close mean values and standard deviations. Moreover, the experi-
mental results validated the theoretical expression for the ENOB estimates stan-
dard deviation The MATLAB programs implementing the methods used by the
considered SFAs and MHSFAs are freely available at the book support website.
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Chapter 11
Histogram-Based Techniques for ADC
Testing

Antonio Moschitta, David Macii, Francisco Corrêa Alegria
and Paolo Carbone

11.1 Introduction

Over the past 20 years, researchers both in academia and in industry have carried out
a large amount of research on the topic of Data Converter Testing. The motivations
are both economical and technical. In fact, both the high percentage of testing costs
over total production costs and the large increase in the market demand for both
Analog-To-Digital (ADC) and digital-to-analog converters have justified investi-
gations and development of new and more efficient testing methods. On the technical
side, the problem of data converter testing is challenging for several reasons, such as
the nonlinear behavior of the quantizer inside an ADC and the ever-increasing
sampling rate. Test engineers have also been challenged both in modeling the test
process and in actual implementation of testing procedures. Both sides of this issue
are important: modeling brings about new insights in the solution of practical testing
problems and, conversely, experimental results help validate and improve models
accuracy and usability.

The aim of this chapter is that of presenting in an ordered way, the state-of-the-art
in the properties of one of the most important ADC testing techniques, that is the
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histogram or code density test. The intended audience is supposed to be made of both
electrical engineers interested in the subject and experts seeking a reference and a
reasoned comparison between the features and applicability of various histogram-
based techniques published in the scientific and technical literature. Starting from the
basic definitions of most important terms, the reader is exposed to the details
regarding the test design, including configuration and expressions of estimators with
the related properties. All relevant literature is considered, including several inter-
national technical standards on this subject, owing to the long-lasting experience of
some of the authors of this chapter in the group of experts drafting the standards
contents.

11.2 A General Overview of Histogram-Based Methods

As known, all ADC test methods apply a supposedly known signal to the input and
acquire a given number of samples (i.e., the signal in the digital domain). Any
Analog-to-Digital Converter testing method compares the captured samples from
the output to a theoretical model of the signal used to stimulate the input. Some
methods, such as sine-wave fitting or Fourier analysis, compare directly the signal
itself; others, like the histogram method, compare the distribution characteristics.
While the Static Test Method uses the simplest input signal imaginable (a DC
voltage), the Histogram Test Method uses an alternate signal, which is often a
sinewave. In particular, a mathematical model of input is compared in the digital
domain to the output signal samples, through the comparison of code density
functions. A code density function gives the percentage of occurrence for which an
analog signal is in the range of a given ADC output code, that is, how long its
value lies between the two transition voltages (T[k] and T[k ? 1]) corresponding
to code k. This function is a representation of the analog signal in the digital
domain defined by the ADC. The code density function is thus compared with the
actual relative number of samples obtained with each possible output code—the
Histogram [1, 2]. If the analog input signal (i.e. the stimulus) is a stationary and
ergodic process, the histogram built using the ADC output samples asymptotically
estimates the probability P(T[k], T[k ? 1]) that the input signal takes values in the
interval with endpoints T[k] and T[k ? 1]. Thus, if the stimulus probability model
is known a priori, it can be inverted to estimate the transition levels. Therefore, the
experimentally collected histogram could be used to estimate each probability
P(T[k], T[k ? 1]). In practice, histogram tests are carried out more easily by
evaluating experimentally the cumulative histogram, that is the fraction of time
that the stimulus is below a given transition level T[k]. This estimation technique
would be perfect if were it not for the finite number of samples that can be
acquired, the imperfections of the actual input signal, and other non-idealities
associated to the behaviour of an ADC, such as jitter and voltage noise.
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The estimation of the actual ADC transfer function allows the estimation of
several interrelated parameters, namely, transition levels, code bin widths, gain
error, offset, integral nonlinearity (INL) and differential nonlinearity (DNL) [45].
The knowledge of these parameters is important not only to compare the quality of
different ADCs, but also to determine the values of an unknown input signal. In
addition, various ADC defects, like the existence of missing codes could be dis-
covered as well.

The histogram-based testing methods are recommended (although with some
differences) in the main standard documents dealing with data acquisition devices,
most notably the standards IEEE 1241 and IEC 60748-4-3 (which are specifically
focused on ADCs) [3, 4], and the dual norms IEEE 1057 and IEC 62008 con-
cerning with digitizers and data acquisition systems [5, 6].

In principle, any kind of deterministic or stochastic signal with a known dis-
tribution function can be used for histogram testing. The mentioned standard
documents suggest using just simple deterministic signals, such as sinewaves
(IEEE 1241, IEC 60748-4-3 and IEEE 1057), linear ramps (IEEE 1241, IEC
60748-4-3 and IEEE 1057), full-scale triangle waveforms (IEEE 1057) or high-
precision increasing DC values with or without ramp vernier (IEEE 1057 and IEC
62008). The main reason underlying the use of deterministic waveforms is that the
parameters of such stimuli can be defined and controlled much better than those of
more complex signals. Furthermore, the theoretical output code density functions
associated with such waveforms are generally quite simple and easier to compare
with the corresponding experimental histogram-based patterns. For instance, when
a triangular or sawtooth waveform with proper amplitude is used as input signal,
the code density function is constant. However, the histogram test accuracy in this
case depends on ramp linearity, which in turn is influenced by the nonlinearities
affecting the Digital-to-Analog (DAC) converter inside the adopted arbitrary
waveform generator commonly used nowadays to produce test signals. Moreover,
the high-frequency components of the test sawtooth or triangle wave can be
unwillingly filtered by the limited bandwidth of the experimental setup. For all the
reasons above, the full-range ramp-based methods are recommended just to
determine either the static or low-frequency characteristics of an ADC.

An alternative approach based on a highly accurate DC source combined with a
small triangle waveform is presented in [7] and it is also included in the standards
IEEE 1057 and IEC 62008. In this case, instead of estimating all the transition
levels at the same time using a full-range sawtooth or a triangle waveform, a small
triangular waveform superimposed to a progressively increasing DC signal is used
to excite small groups of adjacent transition levels in quasi static conditions. The
main advantage of this approach is that the linearity and accuracy requirements of
the ramps can be relaxed. Also, the number of DC source output changes is much
lower than in the classic step-by-step static test. Similarly, the amount of samples
that must be collected to reach a given target uncertainty is much smaller than
using a full-range waveform. As a result, the test duration is typically shorter than
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in the other cases, especially when high-resolution ADCs are considered. Unfor-
tunately, this method can never be used in dynamic conditions. On the contrary,
the sinewave histogram test (SHT) is preferable in dynamic conditions, although
only a specific operating frequency can be explored at a time. In practice, SHT is
the most common histogram test because the sinewaves can easily be generated,
characterized and adjusted in order to optimize the test performance. In addition,
all test parameters (e.g., amplitude and frequency of the input waveform, as well as
number of data records) can be set properly to minimize the effect of noise and
other uncertainty contributions affecting measurement results.

Deterministic test waveforms are apparently better also to implement built-in
self-test (BIST) techniques [8–11]. Generally speaking, any BIST strategy relies
on the integration of some additional testing-oriented circuitry on the same chip as
the device to be tested (e.g., low-costs standard waveform generators in this case),
thus reducing the complexity of the automated testing equipment and the related
costs. In mixed-signal integrated circuits, such costs are particularly high. Typi-
cally, from 15 % to 20 % of the ADC unit selling price is indeed due to testing
procedures [12]. Unfortunately, producing high-accuracy signals having adequate
spectral purity, linearity and frequency stability by means of low-cost on-chip
circuitry is a very challenging task [13], especially when the resolution of the
converter grows [14]. In order to relax the tight low distortion requirements of the
input test waveforms, some researchers proposed using either nonstandard deter-
ministic signals (e.g. exponential ramps) or stochastic signals, particularly
Gaussian noise [15], step Gaussian noise [16], or truncated Gaussian noise [17].
Suitable exponential test signals with a given shape and a given accuracy can
easily be generated by discharging a high-precision capacitor across a known
resistance [18]. Therefore, the main advantage of this approach is the easiness in
generating the wanted test waveform.

Stochastic test signals instead are advantageous because a noise generator is
completely described by the distribution of the output signal. In addition, it
requires simpler circuitry than high-accuracy ramp and sinewave generators and it
makes the ADC testing intrinsically robust to the influence of noise. If the noise is
normally distributed, any additional independent Gaussian noise source introduced
by the experimental setup just increases the total variance of the test signal, with
no significant effects on the resulting output code histogram, except for a possible
gain error [19]. Moreover, since noise is intrinsically a wideband signal, it is more
suitable than narrowband deterministic periodic waveforms to evaluate the per-
formance of an ADC over a given frequency band. In fact, the transition levels
change as a function of frequency (e.g. due to various parasitic capacitances).
Accordingly, also the INL and DNL patterns may change significantly as a function
of the frequency content in the signal to be converted. For all the reasons above,
the noise generators are particularly interesting for BIST strategies [20], especially
when high-resolution ADCs or ultra high-speed ADCs are considered. The main
limitation of the Gaussian histogram test (GHT) is that for a given amount of
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collected samples, the transition level estimation accuracy is about 10 times
smaller than the accuracy achievable with a standard sinewave histogram test at
different frequencies over a given band [21]. Moreover, no perfect Gaussian dis-
tributions can be built in practice. As a consequence, the actual noise variance is
never exactly the same as the assumed one. Moreover, the amplitude of the input
signal may occasionally exceed the full-scale range of the ADC, thus unneces-
sarily prolonging the time required to collect a sufficiently large number of output
code samples. A simple, but effective idea to tackle these problems is to make the
peak-to-peak noise amplitude just large enough as the full-scale ADC range. This
can be done in various ways. In [16] the authors suggest that a noise-based test
signal with a quasi-uniform distribution over the ADC input range can be gen-
erated by adding multiple, slightly shifted low-variance Gaussian noise sources
exhibiting the same stochastic behaviour. Alternatively, a truncated Gaussian noise
generator is presented in [17]. This generator is able to excite all and only the ADC
transition levels (including the lowest and the highest ones) with a reasonably high
probability. Consequently, the histogram test duration is shorter than the GHT,
because a reasonably large number of samples in each code bin can be reached in a
shorter time. In fact, the Cramer-Rao lower bound (CRLB) to the variance of the
transition level estimators is higher in the case when the noise is truncated [17].

In Table 11.1 the various types of considered histogram tests are compared
qualitatively, in terms of easiness of signal generation, testing speed and accuracy
[22].

Note that the nonstandard input stimuli are easier to generate and lead to faster
results at the expense of some loss in accuracy. However, the SHT provides the
best trade-off between testing speed and accuracy in dynamic conditions. For this
reason, as well as for the widespread use of sinewaves in practical scenarios, the
rest of this chapter will be mostly focused on SHT description and optimization. In
Sect. 11.3 the theoretical fundamentals of the SHT are explained. In Sect. 11.4 the
main criteria used for choosing the test parameters are presented. Section 11.5
focuses on some processing techniques for reducing test duration. Finally, some
examples of test results are reported in Sect. 11.6.

Table 11.1 Qualitative comparison of different histogram tests [22]

Easiness of signal
generation

Speed of the
histogram test

Histogram test
accuracy

Sinewave Medium Medium High
Full scale triangular wave/ramp Low Medium High (low frequency only)
Ramp Vernier Medium Low High (quasi-static only)
Exponential curve High High Medium
Gaussian noise High High Medium
Step-Gaussian noise High Low Medium
Truncated Gaussian noise High High Medium/low
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11.3 Histogram Test Fundamentals

11.3.1 General Definitions

The Histogram Test Method is used to estimate the transfer function of an ADC.
This transfer function relates each value of an input signal (usually a voltage) to
the output code obtained as a result of the analog-to-digital conversion process. As
mentioned in Sect. 11.2, its knowledge is essential to determine the unknown
interval of input voltages leading to a given output code.

The transfer function can be described using various inter-related parameters.
At first, the transition voltages are usually estimated from the codes of the test
samples. There are 2N-1 transition voltages for a N-bit ADC (with 2N output
codes) which are typically represented by T[k] (with k = 1,…,2N-1). In practice,
due to noise, there is not just one single input voltage value for which the output
code is always k-1 and an infinitesimally higher voltage value for which the
output code is always k. Therefore, T[k] represents the signal value at which the
ADC generates an output code equal to or smaller than k-1 50 % of the time and
an output code larger than or equal to k the rest of the time [23].

Although the transition voltages are useful for determining the input signal
from the output code, they are not useful to compare different ADCs. In this case a
parameter called integral nonlinearity (INL) is generally used. The underlying
rationale is that a better ADC has a transfer function closer to the ideal one. A
good performance figure is then given by the difference between actual and
nominal transition thresholds Tnom[k]. There are, however, two additional con-
siderations to be made. First of all, possible differences in gain or offsets do not
affect linearity. Thus, the actual transition voltages can be ‘‘corrected’’ to eliminate
their effect in the computation of INL[k]. In particular, the gain and the offset, are
computed so as to make the actual value of the first and last transition voltages
(after ‘‘correction’’) equal to the nominal ones. As a consequence, INL[1] and
INL[2N-1] are 0 by definition. Actually, this is just one definition of INL (called
terminal based). According to another quite common definition the values of gain
and offset are computed in such a way that the mean squared difference between
‘‘corrected’’ and nominal transition voltages is made as small as possible.

The second consideration is that, in order to compare ADCs having different
input ranges and number of bits, the difference in transition voltages should be
preferably expressed as a function of the ideal code bin width Q. In fact, Q is the
(constant) difference between any pair of consecutive ideal transition voltages.
Note that there are some differences among manufacturers and among researchers
about how the transfer function, the ADC input range, the value of the transition
voltages and the value of the ideal code bin width are defined [24].

In general, the integral non-linearity is defined as [3]
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INL k½ � ¼ G � T k½ � þ O� Tnom k½ �
Q

k ¼ 1; . . .; 2N � 1 ð11:1Þ

and expressed in units of LSB (least significant bit). An ideal ADC has, by defi-
nition, a unity gain, a null offset and all values of INL[k] equal to 0.

Note that the INL depends on the specific transition level considered. When a
single parameter is desirable to express ADC integral linearity, the maximum
absolute value of the INL pattern is typically used, i.e. INL ¼ max

k¼1;...;2N�1
INL k½ �j j.

Similarly, the differential non-linearity (DNL) is defined as

DNL k½ � ¼ G �W k½ � � Q

Q
k ¼ 1; . . .; 2N � 2 ð11:2Þ

where W[k] = T[k ? 1]-T[k] is the actual width of the kth code bin. Note that
W[k] = Q in an ideal ADC. This equivalently means that DNL[k] = 0 in an ideal
ADC. In the particular case, which is sometimes encountered in practice, of an
ADC that never outputs a given code (a missing code) the corresponding code
width is 0 and the DNL of that code is equal -1. In practice, however, a missing
code is conventionally reported when DNL[k] B -0.9 [3].

Again, if a single parameter has to be used to express ADC differential linearity,
the maximum absolute value of the DNL pattern is commonly adopted, i.e.
DNL ¼ max

k¼1;...;2N�1
DNL k½ �j j. Alternatively, the root mean square (rms) value is

employed.
Assume that S samples of a known periodic waveform are collected by the

ADC under test. At the ADC output, the codes produced by the converter and
associated with the same level k, for k = 0,…,2N-1, can be counted and used to
build a histogram. In the following, we will refer to H[k] as the total number of

samples associated with code bin k and to Hc k½ � ¼
Pk

j¼0 H j½ � as the cumulative
number of samples ranging from 0 to k. Depending on the properties of the input
signal, different relationships between Hc[k-1] and T[k] exist. Accordingly, the
values of T[k] as well as the INL and DNL patterns can be estimated from the bins
of the cumulative histogram Hc[k], as it will be shown in the next section for the
case of a sinusoidal test signal.

Histogram methods may return inaccurate results if the device under test
exhibits a significant non-monotonic behavior. In such cases, the test result may
apparently look even when some output codes are swapped. For this reason, the
Signal-to-Noise and Distortion Ratio (SINAD) of the converter should be mea-
sured as well to confirm that the ADC characteristic exhibits a monotonic
behaviour [3].
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11.3.2 The Sinewave Histogram Test

In a SHT the input waveform is a high-purity sinewave defined as

v tð Þ ¼ A � cos xt þ uð Þ þ C ð11:3Þ

where x, u, A and C represent the angular frequency, the initial phase, the
waveform amplitude and the offset (i.e. DC level), respectively. As explained in
Sect. 11.2, the SHT is the most widely used histogram-based test and it is rec-
ommended in all standard documents dealing with analog-to-digital converter and
digitizer testing [3, 4]. If the instantaneous phase h(t) = xt ? u of the sinewave is
assumed to be uniformly distributed in the interval [-p, p), then the probability
density function associated with the amplitude of the input waveform to be con-
verted is [25]

fm vð Þ ¼
1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2� v�Cð Þ2
p ; v� Cj j\A

0; elsewhere

(
: ð11:4Þ

Therefore, the probability that a given input signal value lies between Va and
Vb, with |Va - C| B A and |Vb - C| B A, is

P Va;Vbð Þ ¼ 1
p

cos�1 Vb � C

A

� �
� cos�1 Va � C

A

� �� �
: ð11:5Þ

This signal in the analog domain may be converted to the digital domain by
considering an ADC with transition voltages T[k]. Considering that the stimulus
signal amplitude is large enough to excite the whole ADC input range (i.e.,
A C FS, where FS is the ADC full-scale range), one can set Vb = T[k] and
Va = (-A ? C). In this case, (11.5) can simply be rewritten as

Pk ¼ P �A; T k½ �ð Þ ¼ 1
p

cos�1 T k½ � � C

A

� �
� 1: ð11:6Þ

Therefore, the transition voltage can be retrieved from (11.6), and results from

T k½ � ¼ C þ A � cos p � Pk þ pð Þ ¼ C � A � cos p � Pkð Þ: ð11:7Þ

A common estimator of Pk is the ratio between the number of elements of the
bin k-1 of the output code cumulative histogram and the overall number of
collected samples S, i.e. P̂k ¼ Hc k � 1½ �=S. Accordingly, the kth transition level
can be estimated from

T̂ k½ � ¼ C � A � cos p � Hc k � 1½ �
S

� �
for k ¼ 1; 2; . . .; 2N � 1

� �
ð11:8Þ

and the code bin widths from
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Ŵ k½ � ¼ T̂ k þ 1½ � � T̂ k½ � for k ¼ 1; 2; . . .; 2N � 2
� �

: ð11:9Þ

Accordingly, the INL and DNL patterns can be estimated by replacing (11.8)
and (11.9) into (11.1) and (11.2), respectively.

Note that, if the values of A and C are known, the SHT assures that the
transition levels are estimated with a comparable accuracy. If instead the ampli-
tude and the offset of the sinewave are unknown, A and C can be obtained from
(11.8) and from two independent estimates of any two of the transition levels [23].

11.4 Configuration and Execution of the Sinewave
Histogram Test

11.4.1 Test Description and Achievable Performance

The SHT allows to trade estimator accuracy for test duration, and can tolerate
additive noise as long as a proper amount of overdrive is used [23]. The sinusoidal
stimulus has also been recently proposed for ADC static non-linearity estimation
as an alternative to ramp signals, since this kind of signals can be considered
approximately linear when its argument is close to zero [26]. Consistently with the
statements of Sect. 11.3, and assuming that the stimulus (11.1) is coherently
sampled and affected by Additive White Gaussian Noise (AWGN) w(�) with
standard deviation rw, the test is performed by coherently sampling and acquiring
a record of M samples from stimulus (11.1), thus obtaining the sequence

v n½ � ¼ A � cos xnTs þ uð Þ þ C þ w n½ �; n ¼ 0; . . .;M � 1
Ts ¼ 1=fs; x ¼ 2pfi;

fi
fs
¼ J

M ;
ð11:10Þ

where Ts = 1/fs is the sampling period, fi is the stimulus frequency, and J is an
integer number, such that J and the record length M are co-prime integers. Then,
after evaluating the cumulative histograms, the transition levels can be estimated
using (11.8). Notice that the SHT approach provides meaningful results only if no
hysteresis is present. Techniques to detect hysteresis are described in various
standards [3–5]. For instance, the SHT may be carried out twice, using the two
subsets of samples acquired respectively in the rising edges and in the falling edges
of the stimulus [27]. Hysteresis, if present, would lead to differences in the esti-
mated transition levels. As known, the Cramér-Rao Lower Bound (CRLB) pro-
vides the minimum achievable estimator variance for a parameter of interest. The
SHT is indeed asymptotically efficient and almost unbiased in practical testing
conditions. In fact, the CRLB of the Tk estimator variance has been modeled in
[28] for 1-bit ADCs and in [29] for the general case of an N-bit memory-less
converter. Let us define Tk ¼ Tk � C. By assuming that A [ Tk

		 		 and that an
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overall amount of M samples is collected in a single- or in multi-record acquisi-
tions, the estimator variance for the transition voltages is approximately given by
[30]

r2
k ffi ak 1� akð Þ p2

M2
A2 � T

2
k


 �
þ 1:78

M
rw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � T

2
k

q
ð11:11Þ

where D/M ¼ 2p
M , wk ¼ arccos � Tk

A


 �
, ak ¼ 2wk

D/M

D E
, and �h i is the fractional part

operator. Note that, for large values of M, the first term in (11.11), modeling the
effect of phase variability between different records can be neglected. As a result,
(11.11) can be approximately rewritten as

r2
k ffi

1:78
M

rw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � T

2
k

q
: ð11:12Þ

Moreover, under the same conditions, the estimator bias is expressed as [30]

mk ¼ E bT k � Tk

h i
¼ r2

w

2

�Tk

A2 � T
2
k

; ð11:13Þ

where the ‘‘hat’’ symbol denotes an estimated quantity.

Fig. 11.1 Flowchart of SHT configuration procedure
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In general, the design of an SHT is based on the flowchart shown in Fig. 11.1.
The individual steps are described in the following.

11.4.2 SHT Configuration Criteria and Procedures

The test configuration should guarantee that the stimulus excites each ADC bin
with enough samples to estimate the corresponding transition levels with a suitable
accuracy.

In addition, the probability density function (pdf) of the collected samples
should not significantly differ from the theoretical arcsine one (11.4), postulated in
[3]. In fact, a stimulus with a pdf different from (11.4) may result in biased
transition level estimators. Notice that bin excitation is guaranteed by selecting
both a suitably large record length M and a suitable ratio between sampling fre-
quency and sinewave frequency. On the other hand, the pdf of arcsine distribution
is ensured by overdriving the ADC, that is by applying a sinewave with a larger
amplitude than the ADC Full Scale Range. In this way, the noise contribution to
the stimulus pdf becomes negligible [23].

The degrees of freedom in configuring the SHT are sinewave amplitude, offset,
and frequency, coupled with the record length M. Furthermore, input noise power,
sinewave phase noise, and sampling jitter should be preliminarily estimated,
because such parameters are required to properly select the stimulus amplitude and
the test duration.

11.4.2.1 Noise Estimation

Consistently with IEEE Standard 1241, noise can be defined as ‘‘any deviation
between the output signal (converted to input units) and the input signal except
deviations caused by linear time invariant system response (gain and phase shift), a
dc level shift, or total harmonic distortion’’.

The noise level estimation is needed, since it is necessary both to design the
required overdrive level (see Sect. 11.4.2.3) and to assess the INL and DNL
estimation uncertainty (see Sect. 11.4.2.4). Various estimation procedures are
available. In the following, both the main standardized approaches and some
approaches proposed in the literature are mentioned. Notice that the effectiveness
of the described procedures may be assessed by comparing each estimator variance
against the Cramér-Rao Lower Bound (CRLB) on the noise power [31]. In par-
ticular, for a bipolar, memory-less ADCs with quantization levels uniformly dis-
tributed in [-FS, FS] and affected by AWGN, the CRLB when estimating the
noise power is given by [31]
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CRLBr2
w

rw

Q

� �
ffi 2FS4

9M24N
12

rw

Q

� �2

þ1

 !2

; ð11:14Þ

where Q is the ADC converter quantizer step, N is the ADC resolution, and M is
the record length.

IEEE standard 1241 presents three different methods for noise estimation. The
first two approaches are differential, and entail feeding the ADC twice with the
same stimulus (a constant signal in the first approach and the rising front of a
triangular signal in the second, which is preferred for low noise ADCs). In par-
ticular, in the case of a constant stimulus, the noise is estimated with

d ¼ r̂2
w ¼

1
2M

XM�1

n¼0

x1½n� � x2½n�ð Þ2; ð11:15Þ

where d ¼ r̂2
w is the estimator of the noise power r2

w, while x1[�] and x2[�] are the
two collected ADC output records of length M. Such an approach is suitable when
noise variations are at least comparable with the quantization step. For lower noise
levels, the estimator (11.15) is biased, depending on the position of the selected
DC level within a code bin [3].

In the case of low-level noise, the standard IEEE 1241 suggests an alternative
estimation methodology. In particular, the constant input signal is replaced by a
period of a triangular wave, spanning at least 10 code bins and triggered by the
beginning of the rising ramp. Accordingly, the noise is estimated as

r̂2
w ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
d

� �2þ Q
0:886d

� �4
q ð11:16Þ

where d is given by (11.15). Notice that the standard deviation of such noise level
estimator is given by [3]:

rd ¼
rwffiffiffiffiffiffiffiffiffiffiffiffiffi

M � 1
p : ð11:17Þ

Fig. 11.2 Servo-loop based setup for noise estimation
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This means that the uncertainty associated with noise power estimation
decreases when the number of collected samples becomes larger.

The third approach proposed in [3] relies on a feedback loop strategy, and it is
based on the very same servo-loop architecture proposed for locating ADC tran-
sition levels. This approach, sketched in Fig. 11.2, requires feeding the ADC with
a DAC or an accurate analog source. In fact, this is driven so as to track a desired
ADC output word, by subsequently changing the DAC/analog source by a given
step. By using two different steps for the servo-loop, the ADC input settles to two
different mean values that can be measured using a voltmeter. The noise standard
deviation may then be inferred from the difference between the two voltage values.
This procedure may provide accurate results, but it requires an accurate voltmeter
and a longer test duration. Therefore, it is not advisable for slow converters.

In addition to the procedures reported in IEEE Std. 1241 and 1057, it is worth
noticing that other approaches have been developed. For instance, the IEC 60748-4-3
proposes three approaches. Two of them are similar to those reported in the IEEE
standards, whereas the third one is a frequency-based method, relying on the DFT
computed on the samples collected when the ADC is stimulated with a sinewave. In
this case, the DFT bins corresponding to the sinewave frequency and to its harmonics
are discarded while all the others are used to estimate the noise power. Such a
methodology is very similar to those described in clauses 8.2.1, 8.2.2 and 8.2.3 of
IEEE Std. 1057, although they are aimed at SNR estimation, rather than at noise
power estimation.

Another method based on Maximum Likelihood Estimation is described in [31].
Such an approach relies on the difference sequence

d½n� ¼ x1½n� � x2½n�; n ¼ 0; . . .;M � 1; ð11:18Þ

and requires evaluating the likelihood P(d[�], rw), namely the probability of
observing the collected sequence d[�] as a function of the noise standard deviation
rw. By maximizing P(d[�], rw) with respect to rw, an estimator of rw is obtained.
This estimator is characterized by the same statistical efficiency of the IEEE 1241
algorithms, as it trades unbiasedness for computational complexity.

Finally, a method considering a sinewave as a slow drift in the mean value of a
wideband Gaussian noise has been recently proposed in [32]. This approach is
based on the analysis of the output code oscillations. In particular, at first the mean
value and the standard deviation of the ADC output codes are estimated around a
suitable transition level. The estimation results are then weighted by the sine-wave
slope corresponding to the transition level itself, thus obtaining an estimator of the
noise standard deviation [32]. A similar analysis has been carried out in [33] and in
[34], where a ramp signal is considered as stimulus and a Maximum Likelihood
estimator is used.
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11.4.2.2 Jitter and Phase Noise Estimation

Timing fluctuations may lead to non-uniform sampling intervals. As a result, the
sample values can be affected by the product between timing error and signal slope
at the sampling instant, thus influencing SNR, SINAD, INL, and DNL [3, 5, 27].
Similar effects are associated to phase noise. However, phase noise is a stimulus
feature rather than a performance limit of the device under test (DUT). Both
stimulus phase noise and ADC sampling time fluctuations are important, since
their joint contribution, together with any other significant timing uncertainty
source (such as, for example, the jitter introduced by active circuitry and buffers),
contribute to the total jitter. Such jitter should be properly measured in order to
configure some of the SHT parameters [4, 27]. In particular, the standard deviation
rui

of the total jitter expressed in radians, is given by [27]

rui
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

sig þ r2
clk

f 2
i

f 2
s

þ r2
T 2pfið Þ2

s
; ð11:19Þ

where fi and fs are the stimulus and sampling frequencies respectively, rsig is the
standard deviation of the input signal phase noise rclk is the standard deviation of
the ADC clock and rT is the ADC aperture jitter, expressed in seconds. Since in
[3–5] the total jitter is referred to the sampling period and expressed in radians,
(11.19) may be rewritten as

ru ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

sig
f 2
s

f 2
i

þ r2
clk þ r2

T 2pfsð Þ2
s

: ð11:20Þ

Various procedures exist to estimate the mentioned contributions, listed mainly
in [3, 5, 27]. For instance, if the ADC clock can be directly accessed, its jitter rclk

may be directly estimated using a counter. Similarly, the stimulus phase noise may
be estimated using a wideband oscilloscope, since modern instrumentation usually
provides automated tools for such a measurement.

Phase noise estimation procedures in the frequency domain also exist. For
instance, a procedure is provided in [5, Sect. B.3], where the phase noise,
expressed as time jitter, is derived as a function of the phase noise spectrum.
Regarding the aperture uncertainty, also referred to as timing jitter in [4, 5], the
most recent approach is described in the IEEE Standard 1241 [3]. This approach is
based on an external and stable clock that feeds both the ADC analog input and the
ADC clock input. An adjustable delay is used to control the synchronization
between the two signal replicas, as shown in Fig. 11.3a.

Notice that, in general, the ADC Analog Input (AI) path and the ADC Clock
Input (CI) path experience different delays. Such a difference may be compensated
using the variable delay term mentioned above. In this way, the ADC can actually
sample its clock in the midpoint of its rising edge. For instance, in Fig. 11.3b the
clock, with unitary period and a duty cycle of 50 %, experiences delays
DAI = 0.37 s and DCI = 0.15 s when propagating along the AI and CI paths,
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respectively. In particular, the topmost sub-plot in Fig. 11.3b shows the original
clock signal, while the two underlying sub-plots show the two delayed replicas.
The bottom-most sub-plot, obtained by assuming that the ADC collects a sample
when also the rising edge of the CI signal crosses its midpoint, shows the actually
collected sample as a function of the variable delay. Under such conditions, the
overall output noise power r2

A may be estimated according to methods like those
described in Sect. 11.4.2.1. By disconnecting the input signal and by measuring
again the output noise power r2

B, the output noise contribution introduced by
aperture uncertainty may be estimated as r2

A � r2
B. Then, the aperture uncertainty

rT may be obtained with
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Fig. 11.3 a Test setup for assessing the ADC aperture jitter. AI is the ADC analog input, CI is
the ADC clock input, DO is the ADC digital output. b From top to bottom, clock signal, clock
delayed by the AI path, clock delayed by the CI path, and collected samples as a function of the
variable delay T
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rT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

A � r2
B

p
Seff

ð11:21Þ

where the effective slope Seff relates amplitude variations to temporal variations.
The effective slope is obtained by setting the variable delay equal to two distinct
values T1 and T2. If m1 and m2 are the respective average ADC outputs the
effective slope finally results from

Seff ¼
m2 � m1j j
T2 � T1j j : ð11:22Þ

Further methods for jitter estimation are listed in [5], specifically in Sects.
12.1.1, 12.1.2 and 12.3.3, with the last one being similar to that discussed in [3].

11.4.2.3 Amplitude and Offset Selection

The selected stimulus amplitude A and offset C should guarantee two conditions.
As a first requirement the offset C should be set equal to the midpoint of the ADC
Full-Scale range. Furthermore, the sinewave amplitude should be set large enough
to overdrive the ADC, in order to reduce the effect of noise on the signal pdf,
which is maximum when the input sinewave reaches its peaks [23]. This can be
seen in Fig. 11.4a, b. In particular, Fig. 11.4a shows the pdf of a zero-mean noise-
less sinewave with peak amplitude A = 1 and random initial phase (black line),
and the pdf of a noisy sinewave with A = 1, affected by AWGN with
SNR = 20 dB (blue line). Two dotted vertical lines highlight the Full-Scale range
[-FS, FS] of a bipolar uniform ADC, with FS = 1. It can be observed that noise
significantly alters the signal distribution, especially when the sinewave reaches its
peaks. This in turn tends to bias the estimates of the ADC outermost transition
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Fig. 11.4 a Probability density function of a noisy sinewave, in absence of overdrive. Vertical
lines mark the normalized FSR of the ADC to be tested. b Probability density function of a noisy
sinewave, in presence of a 15 % overdrive. Vertical lines mark the normalized FSR of the ADC
to be tested
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levels, when the SHT is carried out. Conversely, Fig. 11.4b shows the same
results, obtained by overdriving the sinewave amplitude by 15 % with respect to
the ADC Full-Scale. As expected, noise effects are negligible in the ADC dynamic
range, thus improving the accuracy of the following histogram test.

It should be noticed that overdriving the ADC is not effective in reducing the
influence of phase noise. In fact, it is shown in [35] that phase noise increases the
transition level estimator variance, but it does not introduce any estimator bias.

A procedure for amplitude selection is reported in the following. According to
[3], the minimum amplitude required to excite all the ADC levels may be iden-
tified iteratively, by choosing an initial amplitude and by progressively increasing
this value, until the collected record systematically includes samples from the
ADC outermost bins. Notice that, if the ADC input range is non-symmetrical
around 0, a DC offset may be applied so as to center the stimulus within the ADC
input range [5]. Various standards and standard drafts address the problem of
determining the required overdrive level VO, as a function of the parameter to be
estimated (INL or DNL), noise level, and target accuracy.

In particular, in the latest editions of IEC 60748-4-3, IEEE 1057 and IEEE 1241
the amount of overdrive is defined as follows, i.e.

VO�max 3rw; rw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:43

3
8B

r( )
ð11:23Þ

for DNL measurements, and

VO�max 2rw;
r2

w2N

FS � B

� 
ð11:24Þ

for INL measurements. In (11.23) and (11.24) rw is the rms of the input-referred
noise, B is the target expanded uncertainty expressed as a fraction of the nominal
code bin width and FS is the input full-scale range of the ADC [46]. When
choosing the sinewave amplitude and offset values, the uncertainty due to the input
signal generator should be also taken into account. In particular, the input sine-
wave amplitude should be at least larger than the sum of the worst-case uncertainty
values affecting amplitude (eA) and offset (eC) of the generated stimulus, in
accordance with the instrument specifications.

One final consideration about the measurement uncertainty affecting the SHT,
is related to the presence of possible gain and offset errors in the ADC under test.
This implies that the actual transition voltages may be different (in absolute value)
from those of the corresponding ideal ADC. An estimation of the actual values will
be available after the Histogram Test is carried out. However, the lowest possible
magnitude of the gain (Glow) and the highest possible absolute value of the offset
(Ohigh) have to be estimated if they are not known a priori.

In short, the amplitude of the sinusoidal stimulus should meet the following
condition to minimize testing uncertainty, i.e.
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A� 1
Glow

Tideal 2N � 1½ � � Tideal 1½ �
2

þmax VOINL ;VODNLf g þ eA þ eC þ Ohigh

� �
:

ð11:25Þ

This value should be halved in the case of unipolar ADCs. The offset C instead
should be set equal to 0 for a bipolar ADC or equal to the sinewave amplitude for a
unipolar ADC.

11.4.2.4 Record Length Selection

The main advantage of the SHT is that the variance of the transition level esti-
mators tends to the Cramér-Rao lower bound even in presence of noise [23, 30].
Unfortunately, when the resolution of the converter grows, also the amount of data
required to reduce the estimator accuracy below one Least Significant Bit (LSB)
tends to increase exponentially. In fact, the relationship between accuracy and
record size depends on the estimator variance described by (11.11) and (11.12), for
large values of M. Thus, since Q = FS/(2N-1), the number of samples for SHT
testing tends to increase exponentially as a function of the ADC resolution. This in
turn means that the testing time and the related costs also increase exponentially.
Various constraints exist in choosing the record length M. On one hand, the upper
bound to M is limited by the maximum memory depth available on the chosen
acquisition system considered. On the other, the lower bound to M is related to the
need of exciting all the ADC codes. An additional bound is described by the
following expression, i.e.

M� 1
2Jmq

; ð11:26Þ

which relates the maximum record length to the tolerance mq associated with the
frequency ratio fi/fs, as described in Sect. 11.4.2.5 [3]. Jitter and phase noise
effects, when present, can be compensated by further increasing the number of
collected samples through multi-record acquisitions. In particular, if R records of
M samples each are collected, the SHT can be performed over M�R samples.
Moreover, if (11.26) holds, R can be chosen so as to assure the target uncertainty
B with a desired confidence level by using the following expression [3, 23, 27], i.e.

R�D
2N�1Ku

B

� �
cp
M

1:13
r�

FS
þ cru

2

� �
þ 0:25 � cp

M

� 
ð11:27Þ

where:

• D ¼ 1 for INL measurements and D ¼ 2 for DNL measurements;
• c ¼ 1þ Vo=VFSð Þ;
• FS is the full-scale range of the ADC under test;
• Vo is the input overdrive;
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• r� is the total rms value of the random noise (including both additive noise and
jitter) for INL measurements; while r� ¼ min rw ;Q=2:26ð Þfor DNL
measurements;

• ru is the rms value of the random phase fluctuations (expressed in radians)
affecting the input stimulus;

• B is the target expanded uncertainty, expressed as a fraction of the code bin
width;

• Ku can be set equal to Z0;u=2 to assure that an individual transition level or code
bin width does not exceed B with a specified confidence level v (with u = 1 - v).
Setting Ku ¼ ZN;u=2 corresponds to the ‘‘worst case’’ confidence level, which is
associated to the event that none of the transition levels (for INL measurements)
or code bin widths (for DNL measurements) is estimated with expanded
uncertainty larger than B.

In particular, the percentiles of the normal pdf are given by:

ZN;u=2 ¼
ffiffiffi
2
p

erfc�1 1� 1� uð Þ2
�N


 �
: ð11:28Þ

Notice that for a given number of records R, (11.27) can be rearranged to
determine the data record size, i.e. [4]

M ¼ a 4:5rT 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4:5rTð Þ2þ cp

a

r� �
ð11:29Þ

where rT ¼ r�
VFS
þ cru

2 and a ¼ cpD 2N�1Ku
B

� �2

R .
Observe also that, if the effect of jitter and phase noise is negligible, by

inverting (11.12) for the chosen value of B, the target uncertainty can be reached if
the following condition is met, i.e.

M � R� 1:78 A rw K2
u

Q2 � B2
: ð11:30Þ

Expression (11.30) will be used in Sect. 11.5, where solutions to reduce the
SHT test duration are explored and discussed.

11.4.2.5 Frequency Selection

The SHT performance models have been derived under the assumption that
coherent sampling is used. In addition, the coherent sampling hypothesis can also
be used to derive sufficient conditions to maximize the probability that each code
bin is excited in the presence of noise. Coherent sampling is ensured by setting

q ¼ fi

fs
¼ J

M
; ð11:31Þ
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where M and J are reciprocally prime integers as explained in Sect. 11.4.1. The
coherence condition ensures that the separation D/ between consecutive phases of
the collected samples is constant and equal to D/M = 2P/M, as shown in
Fig. 11.5a. Notice that in practice the ratio q cannot be completely controlled, due
to inaccuracies and drifts affecting both input frequency and ADC sampling fre-
quency. Moreover, variations in q induce variations in D/, resulting in a non-
uniform phase separation between the acquired samples. As a result, some D/
values are smaller than D/M. Others instead are larger than D/M. Due to this
phenomenon (shown in Fig. 11.5a, b), the chosen input stimulus could fail to
excite all the ADC codes [36–38]. In order to cope with this problem, some results
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Fig. 11.5 Phase gaps D/ for M = 7 collected samples, with fi/fs = J/M = 2/7, when sampling
is coherent (a), and when the ratio slightly differs from 2/7, before (b) and after (c) collecting 3
more samples

360 A. Moschitta et al.



have been derived in the literature to provide an upper bound to the drift ratio mq,
defined as

mq ¼
Dq
q
; ð11:32Þ

which guarantees the validity of the SHT design procedure. For instance, in [3, 5]
the condition

mq�
1

2JM
ð11:33Þ

has been derived under the assumption that the D/ variations corresponding to a
given mq are within ±25 % [3, 5].

An alternative solution to design an effective test in presence of limited fre-
quency accuracy is to collect a data record longer than M samples. This would
result in a smaller maximum phase separation. In fact, in general the ratio between
fs and fi is usually a real irrational number. Consequently, if the record length is
suitably increased, the phase intervals are also progressively filled and partitioned
into smaller ones, as shown in Fig. 11.5c, until when none of the remaining phase
intervals exceeds D/M. In particular, if the drift ratio (11.32) is due to a frequency
offset Df caused by the stimulus frequency fi only, the following condition holds

M� ffi C 1þM2 Dfj j
fs

� �
; ð11:34Þ

where

C ¼ ML; Df [ 0
MR ¼ M �ML; Df \0

;

�
ð11:35Þ

with ML and MR being the denominators of the two fractions JL/ML and JR/MR of
the Farey Series of order M, adjacent to J/M such that JL/ML \ J/M \ JR/MR. This
expression shows how to guarantee that the maximum phase interval is smaller
than the nominal value D/M [36, 38].

11.4.2.6 Comments on the Stimulus Spectral Purity

Spectral purity is an important requirement, since the accuracy of some SHT
results strongly relies on the assumption that the stimulus is a pure sinewave. For
instance, limited spectral purity may affect the estimation of the ADC Effective
Number of Bits (ENOB) [3, 5]. According to [3], typical spectral impurities are
harmonics, spurs, wideband noise, and both amplitude and phase modulations in
the converted stimulus [3, 5]. Spectral purity may be assessed using a spectrum
analyzer, and improved by filtering the signal generator stimulus [27]. Spectral
purity requirements for SHT have been defined in [27]. In particular, if EINL and
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EDNL are the maximum admitted systematic errors in estimating INL and DNL
respectively, the following conditions hold, i.e.

1
Q

Xh

i¼2

Ai ffi
2N�1

A1

1
Q

Xh

i¼2

Ai�EINL; ð11:36Þ

and
ffiffiffiffiffiffiffiffiffi

2
QA1

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ VO

Q

r
�

ffiffiffiffiffiffi
VO

Q

r� �Xh

i¼2

iAi�EDNL; ð11:37Þ

Such conditions have been derived in [27, Sect. 4.2.2], where Ai is the ampli-
tude of the ith harmonic, and A1 = A is the amplitude of the fundamental
component.

11.5 Techniques for Reducing Histogram Test Duration

As explained in Sect. 11.4, the SHT testing time and the related costs increase
exponentially with the ADC resolution. In order to tackle this problem and to
speed up ADC characterization, some researchers proposed to combine the basic
histogram test with other techniques or general error models [39]. Some of these
solutions are shortly described in the following sections.

11.5.1 Combined Spectral and Histogram-Based Test

The nonlinear error pattern of an ADC can often be described by a behavioral model
consisting of low and high code frequency components (LCF and HCF) [40].
According to this model, the INL value associated with the kth output code is
given by

INL kð Þ ¼ LCFINL kð Þ þ HCFINL kð Þ ¼ LCFINL kð Þ þ
Xk

j¼0

DNL jð Þ: ð11:38Þ

In practice, the LCF term is due to significant systematic deviations of the ADC
transfer curve from the corresponding nominal values and can be described by a
polynomial, i.e.

LCFINL kð Þ ¼ G0 þ G1k þ G2k2 þ � � � þ GLkL; ð11:39Þ

with L depending on the wanted accuracy (typically L \ 6). The HCF component
instead is due to the superimposition of several less relevant circuit-related factors
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(e.g., component mismatching, glitches due to imperfect simultaneous switching
and other input-related systematic singularities of the ADC transfer curve [41])
and can be described by the accumulation of the individual DNL terms, whose low
code frequency content is indeed negligible in most cases [40]. The estimation of
the LCF and HCF components in (11.38) is performed in 2 steps. First, the
sinewave applied to the ADC input is replaced into (11.39). Let G =

[G0,G1,…,GL]T be the (unknown) vector of the model parameters and Y =

[Y0,Y1,…,YL]T be the vector containing the magnitude of the harmonics arising
from nonlinear distortion. If the elements of Y are measured in the frequency or in
the time domains (e.g., using a variant of the four-parameter best fitting algorithm
[40]), the coefficients of G can easily be obtained from

G ¼ P�1 � Ŷ ð11:40Þ

where Ŷ is the vector of the estimated harmonics, and P is a matrix describing the
analytical relationship between the polynomial coefficients and the spectral com-
ponents observed at the output of the ADC according to model (11.39). In par-
ticular, if L is an even number, P can be rewritten as

P ¼

0
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 !
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1
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: ð11:41Þ

Once the coefficients of the LCF term are estimated, the HCF component of the
INL pattern can be obtained by adding the individual DNL values resulting from a
histogram test over a reduced number of samples.

In [40] the authors suggest that using a small triangular waveform superim-
posed to a progressively growing DC signal is preferable to relax histogram test
requirements. However, in practice any kind of histogram test (including the SHT)
can be used. Of course, in this case the minimum number of samples that needs to
be collected to meet given uncertainty boundaries depends not only on the his-
togram test per se, but also on the performance of the method used to estimate the
LCF component only.
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11.5.2 Test Duration Reduction Through Filtering

The procedure described in this section trades a reduction in the histogram test
duration for an increment in complexity due to the additional use of the spectral
approach used to determine the INL LCF component. However, if the INL pattern
exhibits mostly a low frequency spectral content (as it often occurs in practice
[42]), then the HCF component can be neglected and the INL can be estimated just
by low-pass filtering the transition level sequence obtained with a SHT over a
reduced number of samples. In order to remove the estimation noise at no cost in
terms of accuracy, the following general conditions must hold, i.e.

• The equivalent noise bandwidth (ENBW) of the chosen filter in the code fre-
quency domain should be large enough not to filter the LCF component
significantly;

• The magnitude response of the filter should be as flat as possible in the pass-
band (ideally equal to 1);

• The filter should have a zero phase response to avoid any phase distortion;
• The correlation coefficients between groups of adjacent transition level esti-

mators have to be preliminarily estimated.

Let ek, for k = 1,…, 2N-1, be the random variable modeling the estimation
error associated with the kth transition level. The correlation coefficient between
the kth and the (k ? i)th estimators is defined as

rkþi;k ¼
E ekþi � ekf g

rkþirk
i ¼ 1� k; . . .; 2N � 1� k; k ¼ 1; . . .; 2N � 1; ð11:42Þ

where E{�} is the expectation operator, while rk and rk+i are the standard devia-
tions associated with the estimators of transition levels k and k ? i, respectively. In
a standard SHT the amount of correlation depends on the amplitude of the AWGN
superimposed to the test stimulus. In particular, if the amplitude of the AWGN is
smaller than the ideal code bin width Q, the estimation errors tend to be uncor-
related and identically distributed. On the contrary, when the noise amplitude
grows, the amount of correlation also increases [23]. In this case the correlation
coefficients decrease as function of the distance i between any pair of transition
levels, regardless of both the output code value (i.e., rk+i,k = ri) and the resolution
of the ADC. In [43] it is shown that any pair of transition level estimators that are
distant more than S bins from one another, with S given by

S ¼ 2 � rw

Q

� �

 2N ð11:43Þ

can be assumed to be uncorrelated. Note that in (11.43) the operator �b c rounds the
argument to the nearest smaller integer value. If we assume that

1. ri & 0 for i [ S;
2. the adopted filter has a finite impulse response;
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3. the coefficients of the filter impulse response are almost constant in the range
[k - S, k] for any value of k = 1,…2N-1;

4. the ADC input is suitably overdriven by the sinewave stimulus and
5. the number of acquired record R = 1,

then the bias of the kth filtered transition level estimator is negligible and the
corresponding variance based on (11.30) is modified as follows [43]

r2
kf
ffi 1:78rw

M � Q2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � T

2
k

q
� ENBW � 1þ 2 �

XS

i¼1

ri

 !
k ¼ 1; . . .; 2N � 1; ð11:44Þ

where the subscript f in (11.43) stands for ‘‘filtered’’, Mf \ M is the reduced
number of test samples used for the SHT, and ENBW B 1 is the two-side nor-
malized equivalent noise bandwidth of the chosen unit-gain filter. In essence,
expression (11.44) implies that in the best case (i.e., when the peak-to-peak
amplitude of the superimposed AWGN noise is smaller than Q/2), adjacent esti-
mators can be assumed to be uncorrelated and the accuracy in estimating the LCF
component is comparable with a standard SHT over M = Mf/ENBW samples.
Conversely, if the noise amplitude is larger than Q/2 (e.g., simply because the
resolution of an ADC with a given full-scale range grows), the correlation coef-
ficients in (11.42) are no longer negligible. Accordingly, the estimation uncertainty
as well as the test duration are reduced by a factor lower than ENBW.

Two types of elementary filters are proposed in the literature to implement the
fast sinewave histogram test based on the principle above (FHST). In [43] the
authors describe a procedure relying on Discrete Fourier Transform (DFT) filter-
ing. Such a procedure is summarized by the flow chart shown in Fig. 11.6. A
similar approach based on a centered (i.e., non-causal) moving average filter over
P samples is reported in [44]. In this case, ENBW = 1/P. Both solutions are very
friendly because the relationship between the definition of the low-pass filter and
the ENBW value is extremely simple. Also, both filters exhibit intrinsically a zero-
phase response. This instead is not possible when more sophisticated (e.g. infinite
input response, IIR) filters are chosen.

11.6 Illustrative Examples

11.6.1 Simplest Possible Example

We will begin our illustration of how the SHT can estimate the transfer function of
an ADC in a very simple and ideal situation. All the examples in this section are
based on simulations. The first stage of the SHT consists in applying a sinewave to
the input and to acquire a given number of samples. Let us consider a 3-bit ADC
(i.e. N = 3) with an ideal bipolar transfer function with ‘‘no true zero,’’ a 5 V full-
scale voltage and a sampling rate of fs = 200 kHz. Assume that both internal noise
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Fig. 11.6 Flowchart of a fast
sinewave histogram test
(FSHT) based on INL
filtering
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and timing errors are negligible and that a sinewave with amplitude A = 4.375 V,
no offset (i.e. C = 0 V) and frequency f = 10 kHz is used as input stimulus. Since
the ratio between stimulus signal frequency and sampling frequency is 1/20, 20
samples cover exactly one full period of the sinewave.

Figure 11.7 illustrates this step—it shows the input signal, the ADC transfer
function and the output codes. The bottom right quadrant of the figure shows
M = 20 input sinewave samples spaced by 5 ls over one full period (i.e. 100 ls).
The solid circles show the values of the input voltage at each sampling instant.

The dotted vertical lines that emerge from those circles reach the 3-bit ADC
transfer function depicted in the upper right quadrant of the figure. The output
codes resulting from the quantization of each sample (open circles) cover the
whole range from 0 (0002) to 7 (1112). Note that the amplitude of the sinewave
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Fig. 11.7 Illustration of the quantization of a sinewave
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(4.375 V) corresponds to the middle of the last quantization level. In the example
under consideration all quantization levels have the same width W equal to the
ideal code bin width Q = 1.25 V (2 9 VFS/2N = 2 9 5/23). The transition volt-
ages in a bipolar ADC with a transfer function with no true zero are also the ideal
ones, that is, T[k] = -VFS ? k 9 Q with k ranging from 1 to 7. This ideal transfer
function has a unit gain and no offset error. Moreover, all the values of INL[k] and
DNL[k] are equal to 0.

The resulting output codes of all the 20 samples can be seen in the upper left
quadrant of the figure (filled squares). As expected many samples have the same
output code. Just for clarity one can see in grey the locus of the output codes if the
ADC had an infinite number of bits. Note that the solid squares are not on top of
that grey line because the ADC used in this example has just 3 bits.

The next stage of SHT consists in building the histogram (and the cumulative
histogram) of the output codes associated with the acquired samples. The result is
shown in Fig. 11.8 (left) together with the cumulative histogram (right) built by
counting the number of samples with a code equal to or lower than each of the 8
possible output codes. Note that the cumulative histogram is going to be used in
the next stage of the SHT for the estimation of the ADC transition voltages.
Observe that there are no samples with code 3. Furthermore, the number of counts
of the histograms slightly differ if the phase of the first sample changes.

Afterwards, by using (11.6), with C = 0, A = 4.375 V, M = 20 and Hc[k] as
depicted in Fig. 11.8 (right) the threshold levels are obtained. In general, the
estimated values are different from the actual ones even when there is no noise or
uncertainty affecting the sampling instant. This is a consequence of equating the
values of the code density function to the relative number of samples obtained for
each output code. If an infinite number of samples were acquired for testing, the
estimated transition voltages would be exactly the same as the actual ones. Con-
sider, for example, transition level 6. The probability that the input signal is lower
than T[6] (i.e. 2.5 V), for a uniformly distributed initial phase between 0 and 2p, is
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13
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Fig. 11.8 Histogram (left) and cumulative histogram (right) of the collected sample codes
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69.4 % in accordance with (11.6). However, in our example, 13 out of 20 samples
have an output code lower than 6 (see Table 11.2). This means that 65 % of the
collected samples has a code lower than 6, which is clearly smaller than 69.4 %.
This equivalently means that T̂[6] = 1.986 V.

The rest of the parameters of the ADC transfer function are computed from the
estimated transition voltages. The code bin widths, for example, are computed by
subtracting the values of two consecutive transition voltages. The result can be
seen in the last column of Table 11.2. Note that the first (0) and the last (7)
quantization levels have no width, since they extend to infinity.

In the following, the ADC gain and offset errors are estimated using a ‘‘ter-
minal-based’’ definition. According to this definition gain and offsets are the values
that need to be multiplied and added, respectively, to all transition voltages so as to
make the first and the last transition levels (i.e. T[1] and T[7]) equal to the cor-
responding ideal values. In this case the ideal values are -3.75 V and 3.75 V,
respectively. The estimated values, however, are different as seen in Table 11.2
(-3.898 and 3.898 V respectively). The estimated gain and offset are, as a con-
sequence, 0.962 and 0 respectively (±3.898 9 0.962 ? 0 = ±3.75). The null
offset error is expected, since in the current example the actual and estimated
transition voltages are symmetrical (i.e. the bipolar transfer function has no true
zero). Note once again that in spite of the fact that the actual simulated ADC
behaves exactly like an ideal one and no noise or other uncertainty contributions
are considered, the estimated gain is different from the actual one (i.e. equal to 1).

Finally, the INL and DNL can be computed from (11.1) and (11.2), in Sect.
11.2. The results are shown in the two rightmost columns of Table 11.2. Since the
values of gain and offset error are ‘‘terminal-based’’, the obtained INL and DNL are
also ‘‘terminal-based’’. Notice the relatively high values of INL. This is because
only 20 samples are acquired. In fact, the higher the number of collected samples
the more accurate the estimation becomes.

Notice also that the DNL value is equal to -1 for quantization level 3
(DNL[3] = -1). This generally means the ADC has a ‘‘missing code’’ that is, no

Table 11.2 SHT results in the case of a 3-bit ADC with an ideal transfer function

k T k½ � Vð Þ Hc k½ � T̂ k½ � Vð Þ Ŵ k½ � Vð Þ INL k½ � LSBð Þ DNL k½ � LSBð Þ
0 – 3 – – – –
1 -3.75 7 -3.898 1.912 0 0.471
2 -2.5 9 -1.986 1.302 -0.471 0.002
3 -1.25 9 -0.684 0 -0.473 -1
4 0 11 -0.684 1.369 0.526 0.053
5 1.25 13 0.684 1.302 0.473 0.002
6 2.5 17 1.986 1.912 0.471 0.471
7 3.75 20 3.898 – 0 –

The columns, from left to right, contain (1) the index (k), (2) the actual transition voltage, (3) the
number of counts of the cumulative histogram Hc, (4) the estimated transition voltages, (5) the
estimated code bin widths, (6) the estimated terminal based INL and (7) the estimated terminal
based DNL
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sample can be produced with this output code. In terms of the transfer function,
this means that the width of the quantization level is 0 (i.e., W[3] = 0) or
equivalently that the transition voltages T[3] and T[4] have the same value. Of
course this is an erroneous conclusion in the case of the ADC under consideration
and is simply due to the low number of samples acquired. It just happened that
none of the 20 samples acquired ended up in the range of the quantization level 3
(between -1.25 and 0). If more samples were acquired then, eventually, some
samples would have an output code of 3.

11.6.2 Example Using a Real-World Scenario

We will consider now the more realistic case of an 8-bit ADC clocked at 1 MHz in
the ±5 V range, with Q = 39 mV. The transfer function is characterized by a gain
G = 0.95, an offset O = 40 mV and an INL pattern exhibiting an inverted
parabola shape with a maximum value INLmax = 3 LSB (Fig. 11.9, left). The
made-up analytical description of the transition voltages created for this example
is

T½k� ¼ 1
G

Tideal k½ � þ 4Q� INLmax

2N � 2
1

2N � 2
k2 � k

� �� �
� O: ð11:45Þ

The corresponding DNL has a linear dependence on its index (Fig. 11.9, right).
In fact, the DNL can be seen has the derivative of the INL. Output codes in the low
end of the range have negative DNL, that is, their width is smaller than the ideal
value, whereas the output codes in the high end have a width larger than the ideal
value (positive DNL). The maximum value of the actual DNL is 0.047 LSB
(DNLmax). Typical ADCs do not have such a ‘‘well-behaved’’ transfer function.
However, the regular shape of this INL pattern leads to a better illustration.

The SHT requires setting the values of stimulus signal amplitude, offset and
frequency as well as the number of samples to acquire. As seen in Sect. 11.4,
additive noise, phase noise, timing jitter and frequency error affect the estimates
and should be preliminarily determined. In the example presented here 60 mV due
to the internal ADC noise are referred to its input and 80 mV are added to the input
stimulus. On the whole, the standard deviation rw of the total additive noise is

Fig. 11.9 Actual terminal based INL (left) and a DNL (right) of the 8-bit simulated ADC
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100 mV. Phase noise with ru = 0.01p was assumed to affect the generated signal.
However, no ADC sampling jitter (i.e. rt = 0) was taken into account.

Besides such sources of noise, other uncertainty sources were considered to
affect the signal produced by the generator. In particular, a maximum error of
20 mV for both amplitude (eA) and offset settings (eC) and a maximum relative
frequency error ef = 50 ppm were included in the simulations.

Again, the minimum gain and the maximum offset of the ADC must be pre-
liminarily estimated in order to choose a stimulus signal that does not fail to excite
all the output codes. In the presented case study, the minimum ADC gain and the
maximum offset are assumed to be Glow = 0.9 and Ohigh = 50 mV respectively.
The actual values for the simulated ADC (i.e. 0.95 and 40 mV, respectively) are in
accordance with the chosen limits.

In this section a bipolar ADC is considered. Therefore, using expression (11.25)
from Sect. 11.4, we have that the amplitude setting of the stimulus generator
results from

Asetting�
1

0:9
VFS � Qþmax max 2� 0:1;

0:12 � 28

5� 0:1

� 
;

��

max 3� 0:1; 0:1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:43

3
8� 0:1

r( ))
þ 0:02þ 0:02þ 0:05

! ð11:46Þ

where in (11.46) B = 0.5 LSB and the offset setting is 0. From (11.46) it follows
that the signal amplitude should be larger than 6.75 V. The next step in setting up
the SHT is to determine the number of records and the number of samples per
record. The dynamic performance of an ADC is dependent on the frequency of the
input signal. The Histogram Test is usually carried at different stimulus frequen-
cies. Here, we suppose to characterize the ADC around f = 10 kHz. The exact
testing frequency and the number of samples to acquire per record have to be
determined considering two conditions. First of all, the ratio between the stimulus
frequency and sampling frequency has to be equal to the ratio of two integer
numbers that have no common factors (as per Eq. (11.31) in Sect. 11.4). These
integer numbers represent the number of signal cycles J in one record of samples
and the number of samples per record M, respectively. The second condition is that
the product of those two integers has to be lower than a given limit determined by
the frequency accuracy of the stimulus signal and of the sampling clock as
described by (11.33) in Sect. 11.4. Since the sampling clock is assumed not to be
affected by frequency fluctuations, while the stimulus has a relative frequency
offset up to 50 ppm, J 9 M B 104.

Since the stimulus frequency has to be around 10 kHz and the sampling fre-
quency is 1 MHz the frequency ratio q has to be about 0.01. As a consequence
J and M can be set equal to 9 and 1024, respectively (q = 0.0088). In fact, all
numbers which are a power of 2 never have common factors with odd numbers.
With such values the stimulus signal frequency is 8.789 kHz, which is close to
10 kHz.
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Having defined the number of samples per record, the next step is to determine
the minimum number of records to achieve the given target uncertainty (i.e.
B = 0.5 LSB in this example). In particular, it follows from (11.27) that

RINL�
28�1 � 3:719

0:5

� �2
1:716p
1024

1:13
0:1
5
þ 1:716� 0:01p

2

� �
þ 0:25

1:716p
1024

� �� 

¼ 259:3;

and

RDNL� 2
28�1 � 3:719

0:5

� �2
1:716p
1024

1:13
0:017

5
þ 1:716� 0:01p

2

� �
þ 0:25

1:716p
1024

� �� 

¼ 340:3

for INL and DNL estimation, respectively. Variable c, depends on the amount of
overdrive and it is defined as c = 1 ? 2(Vo/VFS) with Vo ¼ Asetting � VFS � Qð Þ.
Since we want to estimate INL and DNL at the same time (in the same test) the
larger of these two values is used, i.e. R = 341. The total number of samples to
acquire is thus 349,184 (341 9 1024).

The results obtained for INL and DNL are represented in Fig. 11.10 with an
estimated gain of 0.94975 and offset of 40.784 mV. By comparing Fig. 11.10 with
Fig. 11.9 we can see that the estimated values of INL and DNL are close to the
actual ones. Moreover, the uncertainty associated with the INL estimates is smaller
than expected, because the chosen number of records was set to meet the accuracy
requirements for DNL estimation.

In fact, the maximum estimated INL and DNL values are 3.1 LSB and 0.103
LSB, respectively. Table 11.3 sums up symbols and values of the parameters used
in this simulation.

11.6.3 Examples with Incorrect Test Set-Up

Imagine that the sinewave amplitude used (Asetting) does not include the overdrive
needed to avoid threshold estimation biasing. This may happen, for instance, if the
previous simulation is repeated using Asetting = 5 V.

Fig. 11.10 Estimated terminal based INL (left) and a DNL (right) of the 8-bit simulated ADC
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The corresponding results can be seen in Fig. 11.11. It is noticeable that the
DNL values at the edges of the transfer function are missed. This has an even more
severe consequence in the estimation of the terminal-based INL.

In another simulation only 1 record of 1024 samples (instead of 341) is col-
lected. As a result, the uncertainty affecting the estimated INL and DNL values is
much larger, as shown in Fig. 11.12.

A further simulation was carried out to show the importance of choosing the
proper value for stimulus signal frequency. In the original simulation a frequency
of 8.789 kHz was used and 341 records of 1024 samples were collected. If the
stimulus signal frequency were exactly 10 kHz and just one record of 349,184
samples were acquired, the testing results would be completely different, as shown
in Fig. 11.13. This is due to the fact the phases of the stimulus signal are not
uniformly distributed. Indeed, there are some input voltages that are sampled much
more often than expected, and others that are sampled rarely. Consequently, the
samples used to build the histogram are not distributed according to the model
described in Sect. 11.3.

Table 11.3 Simulation setting for a SHT applied to an 8-bit ADC with a non-ideal transfer
function
Analog-to-digital converter Stimulus generator

Parameter name Symbol Actual Estimated Parameter name Symbol Value
Number of bits N 8 – Amplitude Asetting 6.75 V
Full-scale VFS 5 V – Offset Csetting 0
Sampling frequency fs 1 MHz – Frequency fsetting 8.789 kHz
Gain G 0.95 0.94975 Amplitude error eA 20 mV
Offset O 40 mV 40.784 mV Offset error eC 20 mV
Prior gain Glow 0.9 – Frequency error ef 50 ppm
Prior offset Ohigh 50 mV – Additive noise rGEN 80 mV
Maximum INL INLmax 3 LSB 3.047 LSB Phase noise ru 0.01p rad
Maximum DNL DNLmax 0.047 LSB 0.103 LSB Histogram test
Additive Noise rADC 60 mV – Parameter name Symbol Value
Jitter rt 0 – Number of samples M 1024
Clock frequency error efs 0 – Number or records R 341

Fig. 11.11 Estimated terminal-based INL (left) and a DNL (right) of the 8-bit simulated ADC
when an insufficient stimulus signal amplitude is used (5 V instead of 6.75 V)
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11.7 Conclusion

The histogram-based techniques are recommended in the main standard docu-
ments for ADC testing as they assure excellent performance in estimating the ADC
transition voltages as well as the INL and DNL patterns, especially at low fre-
quencies. While the theory underlying the histogram-based techniques is
straightforward in principle, the practical design of this kind of tests requires a
careful analysis of various (nonideal) issues and a proper selection of several
parameters. The main issues and parameters affecting histogram-based tests
include the following, i.e. type, frequency and spectral purity of the input stimulus,
additive wideband noise power, phase noise power and jitter of both input stimulus
and sampling signal, input overdrive amplitude with respect to the ADC full-scale
range, number of data records and number of samples per record. In this chapter,
after a general description of the histogram-based techniques, the selection criteria
of the various testing parameters listed above are orderly presented and explained
in the case of the Sine-wave Histogram Test (SHT), which is indeed the most
widely used approach. In order to provide the reader with a clear overview of the
testing procedure some simple, but realistic examples of SHT testing results are
reported and commented. In addition, some solutions to reduce the SHT duration
are shortly described.

Fig. 11.13 Estimated terminal based INL (left) and a DNL (right) of the 8-bit simulated ADC
when a stimulus signal of 10 kHz is used and all the 349184 samples are acquired consecutively
(1 record)

Fig. 11.12 Estimated terminal-based INL (left) and a DNL (right) of the 8-bit simulated ADC
when only 1 record of samples is acquired (instead of 341)
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Chapter 12
DAC Standardization and Advanced
Testing Methods

Eulalia Balestrieri, Domenico Luca Carnì, Pasquale Daponte,
Luca De Vito, Domenico Grimaldi and Sergio Rapuano

12.1 Introduction

Nowadays, due to the wide availability and low cost of digital processors, most of
the electronic equipment interacting with analogue quantities process the incoming
data in digital format and translate the results into the analogue format by means of
Digital-to-Analogue Converters (DACs). As a consequence, the quality of the
results provided by such equipment depends on the characteristics of the DAC.

To quantitatively assess the non-ideal behaviour of DACs in different operating
conditions it is necessary to rely on a suitable set of parameters and test methods.
Several proposals can be found in scientific and technical literature to provide
design and test engineers with the minimal toolset allowing a reliable quantitative
assessment of the performances of an actual DAC. Recently, with the aim of
organizing them better, the Waveform Measurement and Analysis Technical
Committee (TC-10) of the IEEE Instrumentation and Measurement Society has
delivered an IEEE Standard on ‘‘Definitions and test methods for DAC
converters’’.

Sections 12.1 and 12.2 provide respectively an overview of the main existing
DAC standards and a brief discussion about the need for a standard consistent
terminology. Then, some of the most used figures of merit definition issues are
dealt with and new proposals suggested as a guidance to the design and test
engineers as well as researchers starting their involvement in the DAC field.
Finally, Sect. 12.3 focuses on test methods proposed in the literature, which are
used to overcome the problems arising from the increasing resolution and speed of
the new generations of DACs.
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12.2 DAC Standardization

Until 2012 the main existing DAC standards were: (i) IEC 60748–4, which
included only DAC static specifications and test methods [1]; (ii) IEEE Std. 746
which addressed the testing of Analog-to-Digital (ADC) and Digital-to-Analog
converters, used for PCM television video signal processing [2], (iii) JEDEC Std.
99, addendum number 1, which dealt with the terms and definitions used to
describe ADC and DAC converters and did not include test methods [3], and
(vi) EBU Technical Information I15–1998 [4] which reported ADC and DAC
performance parameters for testing in conformity with ITU-R Recommendations
BT.601 and BT.656.

The standardization of DAC terminology and test methods has been charac-
terized, for years, by the lack of a comprehensive approach focusing specifically
on terms, definitions and test methods for a wide range of applications. In order to
fill this lack the Waveform Measurement and Analysis Technical Committee
(TC-10) of the IEEE Instrumentation and Measurement Society has recently
published a new standard providing common terminology and test methods for the
testing and evaluation of DACs [5].

12.3 Proposals for DAC Standard Consistent Terminology

Although DACs perform the same function, in practice different converters may
behave quite differently. Moreover, DACs made by different manufacturers are
often not comparable, due to the different ways of specifying and testing param-
eters, making the user fail in selecting the best suited device for his needs.

Standards can help users to avoid misinterpretation of the real device perfor-
mance and the dependence on a single manufacturer allowing a broader choice
among cheaper products. Users can also have increased confidence in the quality and
reliability of manufacturers who use standards. DAC metrology standardization
leads to benefits also to manufacturers in terms of compatible products and services,
reduction in development costs, easy conformity assessment, mass production,
economy of scale as well as facilitation of satisfying user requirements and access to
new markets. However, developing a DAC metrology standard means not only
providing methods to be applied in testing but also a consistent terminology,
essential so that written specifications can be interpreted properly and misunder-
standings about common terms can be avoided. Moreover, the choice of the term to
be used for the particular specification to be tested is as important as its unambiguous
definition, prerequisite for DAC test method consistency and interoperability.

In this Section DAC terminology taken from existing standards, scientific lit-
erature and manufacturers’ documentation has been collected in order to highlight
similarities, ambiguities and voids in the parameter definitions. Each proposed
definition has been joined with its measurement unit taking as reference the
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International System of Units (SI). The main parameters presented in the following
have been classified according to the test method (static or dynamic) and the
measurement domain (time or frequency).

12.3.1 Static DAC Parameters

The target of the DAC static characterization is its transfer characteristic. The
differences among the actual and the nominal output values are used to estimate
the static parameters. Next subsections analyze one by one the most used DAC
static parameters: gain, offset, INL and DNL.

12.3.1.1 Gain and Offset

The manner in which the DAC actual characteristic is matched to the ideal char-
acteristic must be clearly specified to define gain and offset unambiguously [6]. The
general transfer curve of the DAC can be represented by the following equation:

y ¼ mxþ b ð12:1Þ

where m is the DAC gain and b is the DAC offset. There are two main methods for
determining gain and offset. The former is the endpoint method which sets gain
based on the minimum scale point and full-scale (FS) point. Offset is determined
from the intercept of the line (Fig. 12.1a). The latter is the best-fit line. The m and
b (gain and offset) parameters are set based on the minimum mean squared error
from line to sample (Fig. 12.1b) [7].

The IEC 60748–4 defines the gain as ‘‘the slope of the straight line of the
transfer diagram or of a specified part of it expressed as the quotient of a change
in analogue output quantity, by the change in digital input quantity, stated as
number of steps, producing it’’. From the reported definition, the ideal straight line
is traced between ‘‘the specified points for the most positive (least-negative) and

Fig. 12.1 a Endpoint method. b Best-fit method [7]
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the most negative (least positive) nominal step values respectively’’. As a conse-
quence, the endpoint method seems to be adopted for the gain value determination.
The best-fit method is not considered. Moreover, the slope of the straight line
representing the entire transfer characteristic is different from the slope values
achieved considering only a part of the transfer diagram, so the definition is
ambiguous. According to the IEC 60748–4 the terms gain error and offset error
should be used only ‘‘for converters that have arrangement for an external
adjustment of offset and gain errors’’ while the terms zero-scale error and full-
scale error should be used in all other cases. The IEC Standard defines offset error
and gain error for adjustable DAC introducing a gain point and an offset point. The
first one is ‘‘a point in the transfer diagram corresponding to the step value of the
step for which the offset error is specified, and by reference to which the offset
adjustment must be performed’’. The gain point is ‘‘a point in the transfer diagram
corresponding to the step value of the step for which the gain error is specified,
and in reference to which the gain adjustment is performed’’. The gain error is
defined as ‘‘the difference between the actual step value and the nominal step value
in the transfer diagram at the specified gain point, after the offset error has been
adjusted to zero’’. The offset error is defined as ‘‘the difference between the actual
step value and the nominal step value at the offset point’’.

These definitions seem to consider the possibility to determine offset and gain
errors referring to any point of the transfer diagram. An offset error should affect
all codes by the same amount, but its value strictly depends on the chosen offset
point because ‘‘the difference between the actual and the nominal step value’’ can
include linearity errors. So, clearly defining an offset point is essential to achieve
an unambiguous offset error definition. In the same way, gain error has different
values for different gain points (smaller values nearest the first codes). So a
univocal gain error definition is necessary too.

Dealing with ADCs, the IEEE Std. 1241 [6] reports two different definitions for
gain and offset: independently based and terminal based. In the first instance gain
and offset are ‘‘the values by which the input values are multiplied and then to
which the input values are added, respectively, to minimize the mean squared
deviation from the output values’’. In the second instance gain and offset are ‘‘the
values by which the input values are multiplied and then to which the input values
are added, respectively, to cause the deviations from the output values to be zero
at the terminal points, that is, at the first and last codes’’.

IEEE Std. 1241 independently based and terminal based gain and offset are
perfectly equivalent to the best-fit and the endpoint method respectively. The IEEE
1658 gain and offset definitions follow the IEEE 1241 approach with suitable
modifications for the DAC case, stating that ‘‘Gain and offset are the values by
which the ideal output values are multiplied and then to which the ideal output
values are added, respectively, to cause the output values to satisfy specified
conditions. Two conditions are commonly used: ‘‘independently based’’ where the
sum of the squared deviations from the ideal output values is minimized, and
‘‘terminal-based’’ where the ideal outputs are matched at the first and the last
code’’.
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Reference [8] states that in the case of bipolar DAC it is common to specify the
bipolar zero error (or zero error). This parameter is measured by applying the
midscale code to the DAC and measuring its output. If no gain error exists (i.e.,
slope error), the bipolar zero error is the same as the offset error.

Several DAC manufacturers relate offset error to the digital input zero and
define gain error as the difference between the output voltage (or current) with full-
scale input code and the ideal voltage (or current) that should exist with a full-scale
input code, specifying that the offset has to be already removed [9]. However,
definitions strongly dependent on the input code can’t be used for all DACs (they
do not work for complementary coding DAC). The definition for gain error [9]
considers the error at the last code without taking into account the other ones.

From what is quoted above, some conclusions can be drawn. Gain and offset
definitions are strictly related to each other and to the definition of the transfer
characteristic. These relations should lead to joint parameter definitions. More-
over, the definitions have to be independent from the input code used and valid for
unipolar and bipolar DACs. The IEEE 1658 offset and gain definitions seem to
satisfy these requirements but the definitions should be clarified by joining them
with the DAC transfer function equations. Therefore, these could be used for the
corresponding DAC parameters with additional comments. The common use of the
bipolar zero error in the case of bipolar DACs has to be taken into account, paying
attention to the considered ideal value. Many DACs are commonly used in
application requiring a single power supply, in this case the ideal value corre-
sponding to the midscale DAC code should be nonzero [10].

Offset can be expressed in least significant bit (LSB), ampere, volt, %FSR (full-
scale range) and %FS. The gain error can be both the difference between the real
and the ideal gain of the DAC (dimensionless) and also defined as a percent:

gain error ¼ Gactual

Gideal
� 1

� �
� 100 % ð12:2Þ

12.3.1.2 Differential and Integral NonLinearity

The Differential NonLinearity ( DNL) and the Integral NonLinearity (INL) rep-
resent DAC nonlinearity errors. These parameters should be evaluated once gain
and offset errors have been cancelled by trimming (if possible), or compensated for
by mathematical operations, so that they can be distinguished from linear errors
[11]. DNL is computed by the difference between the analogue output values
corresponding to two successive input codes relative to one LSB.

IEC 60748–4 defines DNL as ‘‘the difference between the actual step height and
the ideal value (1 LSB)’’, specifying also that a DNL greater then 1 LSB can lead
to non monotonicity of a DAC.

IEEE 1658, again coherently with IEEE 1241, defines DNL as ‘‘the difference,
after correcting for static gain, between the outputs corresponding to two
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consecutive input codes minus the difference between two consecutive ideal output
values (Q), divided by Q. When given as one number without specification, it is
the absolute maximum differential nonlinearity over the entire range’’.

The DNL formula as expressed in [5, 12] requires the static gain correction
only, as it is independent from the offset error. From the previous definitions it’s
clear that DNL value depends also on the definition of the average LSB size, too.
To highlight this matter [11] introduces three types of DNL calculation methods:
best-fit, endpoint and absolute. Best-fit DNL method uses the best-fit line’s slope to
calculate the average LSB size; endpoint DNL method calculates DNL by dividing
the full-scale range by the number of transitions; absolute DNL method uses the
ideal LSB size derived from the ideal maximum and minimum full-scale values.
The order of methods from most relaxed to most demanding is best-fit, endpoint
and absolute [11]. The three methods result in nearly identical results (Fig. 12.2),
as long as the DAC doesn’t exhibit grotesque gain or linearity errors so the choice
of method is actually not so important for DNL as for INL calculation.

Most datasheets define DNL as the difference between the measured output
voltage or current difference between two adjacent codes without specifying if
gain and offset correction has been carried out. This is important information
despite the small difference seen in Fig. 12.2, because non-linearity errors should
be evaluated once gain and offset errors have been evaluated. The definition
reported in IEEE Std. 1658 could be adopted by adding that ‘‘DNL is expressed in
LSB’’ to take into account the DNL dependence from the LSB definition.

While DNL is a measurement of the uniformity in the voltage or current DAC
step from one code to the next, INL is a measure of accumulated errors in the step
sizes. INL is obtained by comparing the actual DAC characteristic and a reference
DAC line, so the value of this parameter is strongly dependent on the line chosen
as reference.

IEC 60748 proposes two different INL definitions valid for linear and adjustable
DAC. The endpoint linearity error is ‘‘the difference between the actual and the

Fig. 12.2 Best-fit DNL
(dotted line), endpoint DNL
(solid line), and absolute
DNL (dashed line) of a 4-bit
two’s complement DAC [9]
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nominal step value, after offset and gain errors have been adjusted to zero’’. The
best-straight-line linearity error is ‘‘the difference between the actual and nominal
step value, after offset and gain error have been adjusted to minimize the extreme
value of this difference (either positive or negative)’’.

IEEE 1241 defines INL as ‘‘the difference between the ideal and measured code
transition levels after correcting for static gain and offset. Integral nonlinearity is
usually expressed as a percentage of full-scale or in units of LSBs. It will be inde-
pendently based or terminal-based depending on how static gain and offset are
defined. When the integral nonlinearity is given as one number without code speci-
fication, it is the maximum absolute value integral nonlinearity of the entire range’’.

IEEE 1658 INL definition is the same as 1241, but the parameter formula has
been modified according to the DAC case.

It is worth noting that the INL value depends not only on the considered refer-
ence line. In fact, since it is calculated after gain and offset error correction, the
definition of gain and offset parameters could lead to different INL values. Manu-
facturer’s datasheets adopt both INL definitions, although the endpoint is the most
adopted, often without specifying if the gain and offset errors have been deleted or
not [9]. Sometimes understanding the adopted INL definition isn’t possible because
it is not reported or it is referred to a generic ‘‘best straight line’’ [9].

As above quoted, gain, offset and INL definitions are strictly related and need to be
clearly defined. A good definition for INL, is that proposed by IEEE 1658, because it
specifies that INL must be calculated after correcting gain and offset and that its value
is dependent on how these two parameters have been defined. This definition also
agrees with the gain and offset definition previously proposed in this subsection.

12.3.2 Dynamic DAC Parameters

DAC dynamic characterization tracks the response of the component to steps,
impulses or sinusoidal stimuli in the time or frequency domain. Several dynamic
parameters can be measured by digitizing the DAC output responses. Next sub-
sections analyze a couple of the most used DAC dynamic parameters starting from
the time domain with the settling time and then moving to the frequency domain
with Spurious Free Dynamic Range (SFDR).

12.3.2.1 Settling Time

In DACs the settling time gives information about the time required by the con-
verter to produce a steady-state output value after a change in the input code.

DAC settling time has four distinct components (Fig. 12.3).
The delay (or dead) time is usually very small relative the total settling time

interval and during this interval there is no output change. During slew time, the
output amplifier moves at its highest possible speed towards the final value. The
recovery time, describes when the DAC is recovering from its fast slew and may
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overshoot, and the linear settling time, describes when the DAC output approaches
its final value in an exponential or near-exponential manner [8].

Several different settling time definitions can be found, mostly depending on the
chosen starting and ending instants that can include or not the delay time or only a
part of the slew time, or the considered error band amplitude. The most traditional
definition is ‘‘the amount of time required for the output to settle with the specified
error band measured with respect to the 50 % point of either the data strobe to the
DAC (if it has a parallel register driving the DAC switches) or the time when the
input data to the switches changes (if there is no internal register)’’ [8]. Another
definition considers the settling time with respect to the instant when the output
leaves the initial error band excluding the dead time from the measurement
(Fig. 12.3) [8].

IEC Standard 60748–4 reports three definitions: digital, reference, and
steadystate ramp settling time taking into account also the reference voltage
variations in multiplying DACs. The former is included in the digital character-
istics of a linear or multiplying DAC considering as starting instant a ‘‘change at
the digital input, the reference voltage being constant’’. The latter two are, instead,
included in the reference signal characteristics of a multiplying DAC, referring to a
‘‘change of the reference voltage, the digital input being constant’’.

The same three definitions quoted above are reported in the JEDEC Standard
No.99 A.01, together with the definition of analog settling time as ‘‘the time
interval between the instant when the analog output passes a specified value and
the instant when the analog output enters for the last time a specified error band
about its final value’’.

The final value is not really determined in many cases. Long tails due to thermal
or dielectric absorption effects can led to long term settling phenomena.

Fig. 12.3 DAC settling time components [8]
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The more recently released IEEE Std. 181 [13] states that the word time refers
exclusively to an instant and not an interval. So the term settling time, although
widely used, is deprecated because it is ambiguous and confusing. So, IEEE Std.
181 defines the transition settling duration also considering as a deprecated term
also the word ‘‘mesial’’ which is replaced with the 50 % reference level.

All the definitions discussed until now do not give information about which
code has to be chosen to produce the initial and final output levels. The suggested
approach consists in determining and measuring the codes representing the worst-
case transitions. Reference [8] states that typical prescribed changes for the settling
time measurements are ‘‘full-scale, 1 MSB and 1 LSB at a major carry’’.

Concerning the error band, it could be expressed as a percentage ‘‘of the full-
scale range, of the final voltage or of a fixed voltage’’ [10] or in terms of an LSB
[8]. Clearly for a specified DAC the greater the error band, the shorter the settling
time.

Concerning the manufacturers’ documentation several different settling time
definitions are provided, too. Also in this case an agreement concerning the
starting instant from which to compute the settling time is missing. Often infor-
mation about the error band amplitude or the DAC transition considered is pro-
vided, but the final value determination and reference voltage variations in
multiplying DACs are not taken into account.

From the presented state of art of settling time definitions some conclusions can
be drawn. Starting from the two parameter definitions with respect to the input and
to the output, in the former case the settling time measurement is clearly more
complete since it includes all its components (dead time, slew time, recovery time
and linear settling). However, this kind of definition involves considering two
different signals (at the input and at the output of the DAC) requiring a more
complex test bench, (an instrument with at least two channels is needed). On the
other hand, defining the settling time with respect to the output, involves the
analysis of only the DAC output signal and consequently a more immediate
measurement. However, since it is often difficult to identify the transition starting
instant, setting an output amplitude threshold is necessary. The 50 % point stated
in [12] and [13] as a triggering threshold is fairly unambiguous, and is not affected
by noise, such as clock or trigger transients, which can mislead the observer into
believing that the transition has started. Another problem is the determination of
the final value to be considered in the settling time computation. Because of the
presence of noise, and specifically 1/f noise, the final value is not really determined
in many cases. IEEE Std. 1241 suggests the 1 s time interval as a good compro-
mise as after this time the transition can be measured statically with instruments
like digital voltmeters. When waiting for 1 s is not allowable, the short settling
time definition [12] has to be considered. The problem concerning the ambiguity
of the word time both to refer to an instant and an interval, could be addressed with
the simple addition of the word ‘‘interval’’ after settling time preserving the tra-
ditional parameter name taking into account its currently wide use.

All these considerations led to the following proposed definitions. In the case of
settling time with respect to the input two different definitions are suggested:
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The settling time interval is the time interval measured from the instant when
the digital input changes and the instant at which the step response enters and
subsequently remains within a specified error band around the final value. The
final value (unless otherwise specified) is defined to occur 1 s after the beginning
of the step. Unless otherwise specified the worst-case transition has to be
considered.

The short-term settling time interval differs from the settling time interval for
the final value determination, being defined to occur at a specified time less than
1 s after the beginning of the step [14].

In the case of settling time, with respect to the output, two definitions are
proposed:

The output settling time interval is the time at which the step response enters
and subsequently remains within a specified error band around the final value,
measured from 50 % point of the response. The final value (unless otherwise
specified) is defined to occur 1 s after the beginning of the step.

The output short-term settling time interval has the same definition of the output
settling time except for the final value determination, since, in this case, it is
defined to occur at a specified time less than 1 s after the beginning of the step
[14].

These definitions require the specification of the error band, the time at which
the final value is defined to occur and the transitions considered as the worst case.
Four is the minimum number of definitions to take into account the settling time
measurements including all its components (settling time interval) and or not
(output settling time interval) as well as applications for which it is not allowable
waiting for 1 s to determine the final value (short-term settling time interval and
short-term output settling time interval) [14].

In case of multiplying DACs, two other definitions are needed: the reference
settling time interval and the settling time to steady-state ramp as suggested by
IEC Std. 607478. The former is ‘‘the time interval between the time when a
specified step change of the reference voltage occurs and the instant when the
analog output enters and subsequently remains within a specified error band
around the final value’’. The latter is ‘‘the time interval between the instant a ramp
in the reference voltage starts and the instant when the analog output value and
subsequently remains within a specified error band about the final ramp in the
output’’[14].

IEEE 1658 has partially adopted these definitions by adding the word ‘‘inter-
val’’ to the parameter name and considering only the settling time and short-term
settling time definitions with respect to the output, as follows:

the settling time interval: the time at which the step response enters and sub-
sequently remains within a specified error band around the final value, measured
from the 50 % reference level instant of the response. The final value is defined to
occur 1 s after the beginning of the step unless otherwise specified.

the short-term settling time interval that is equivalent to the settling time
interval except for the final value determination, since it is defined to occur at a
specified time less than or equal to one second after the beginning of the step.
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12.3.2.2 Spurious Free Dynamic Range

Spurious Free Dynamic Range (SFDR) is the usable DAC dynamic range before
spurious noise interferes or distorts the fundamental signal [15]. It is the difference
between the fundamental and the highest spur power over a frequency band of
interest. There are different definitions for SFDR, mainly depending on the
exclusion of harmonics and on the definition of a frequency window around the
fundamental in the computation of this parameter (Fig. 12.4) [16].

Considering or not the harmonically related distortion components as spurious
is subject to debate. A spur is defined in [10] as ‘‘any non signal component that is
confined to a single frequency’’, and can be caused by ‘‘harmonic and intermod-
ulation distortion, clock feedthrough, Sigma-Delta converter self-tones, stray
oscillations, or any of dozens of other undesirable processes’’. The worst spur,
considered in the SFDR computation is ‘‘the largest spectral component excluding
the input signal and DC’’ [17], ‘‘the highest peak of any of the harmonic or
intermodulation distortion products’’ [18], ‘‘possibly harmonic component’’ [11]
or ‘‘usually but not necessarily always a harmonic of the fundamental’’ [8].,
Hendriks [19] states that ‘‘the spur does not have to be harmonically related to the
fundamental’’.

Reference [20] explains the exclusion of harmonics in the SFDR computation
stating that ‘‘since harmonic distortion typically exceeds noise in the DAC spec-
trum, little information about the characteristics of the noise floor are obtained’’.

Fig. 12.4 SFDR computation methods [20]. NOTE 1: SFDR defined in a narrow band. NOTE 2:
SFDR to Nyquist without harmonics. NOTE 3: SFDR to Nyquist including harmonics
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But the inclusion of harmonics gives important information for example in high
frequency telecommunications DACs, because ‘‘an offending spur at an odd
harmonic is likely related to amplitude distortion and at even harmonics is likely
related to phase distortion’’ [7]. Moreover, both spectral spurious and harmonics
restrict the dynamic range. The frequency band of interest over which the SFDR is
specified does not always coincide with the full Nyquist band. Many definitions do
not set the frequency band to be considered for the SFDR only mentioning ‘‘a
specified bandwidth’’ [15]. The reason for this practice, reported in [19], is that
‘‘SFDR is sometimes specified over a narrow bandwidth which typically excludes
the worst spur falling within the Nyquist zone’’, assuming the user ‘‘will operate
over a narrow frequency band and will filter out any larger out of band spurs’’, as
for example in the case of frequency synthesizers employing direct digital syn-
thesis, for maintaining low phase noise [19].

Reference [15] takes into account the designers’ point of view stating that ‘‘by
picking an arbitrary window size, the 2nd or 3rd harmonic are often not included
in the measurement. Because many systems designers intend to use a narrow band
pass filter around the fundamental signal, they are more interested in the spectral
performance within a band that the filter will pass. However, having full knowl-
edge of a DAC spectral performance is essential to the selection of an appropriate
band pass filter to remove the harmonics’’. Therefore, the spurs and spectral
performance up to Nyquist frequency is also important for designers.

SFDR over a narrow bandwidth takes into account the high frequency spurs
generated by glitch impulses that fold back in band, reside close to the funda-
mental, cannot be filtered and dominate the noise within that range of frequencies.
However, ‘‘unless the user filters the output signal in a similar fashion to that
being used to test the converter, the effect of the remainder of the noise floor on the
application is unknown’’ [20].

In any case, different SFDR values can arise depending on the method used for
its measurement. SFDR is generally a function of the amplitude and the frequency
of the input sine wave and the sample frequency. For signal amplitudes near full-
scale, one of the first input harmonics usually determines the highest spectral spur.
As the signal falls several dB below full-scale, other spurs which are not har-
monics of the input signal can become dominant [8].

SFDR is usually measured with respect to the carrier frequency amplitude in
dBc, (degrading as signal level is lowered) or with respect to the DAC full-scale
range, in dBFS, (always relating back to converter full-scale).

Taking into account all these considerations, the proposed definition for SFDR
is the following: ‘‘For a pure sinewave input of specified amplitude and frequency,
SFDR is the ratio of the amplitude of the DAC output averaged spectral compo-
nent at the input frequency to the amplitude of the largest unwanted spectral
component observed over a specified frequency band. SFDR is expressed in dBc or
in dBFS’’.

This definition requires the specification of amplitude and frequency of the
input sine wave as well as of the frequency band considered. Reporting in the
definition unwanted spectral component allows the choice of considering the
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largest harmonic spectral component or not in the SFDR without having to define
what the term ‘‘spurious’’ is intended to mean. Harmonics can be excluded by a
suitable choice of frequency band over which the SFDR is computed [16].

The IEEE 1658 has partially adopted the proposed definition stating that SFDR
‘‘specifies the available signal range as the difference in magnitude between the
amplitude of the fundamental and the amplitude of the largest spurious component
in the frequency band of interest’’, and adding a note stating that ‘‘some industry
spec sheets include harmonics along with spurious components in their specifi-
cation of SFDR. It is important to specify for any SFDR spec whether or not the
harmonics are included’’.

12.4 Advanced Test Methods for Assessing DAC Static
Parameters

There are many methods to carry out the DAC static characterization. The man-
ufacturers generally perform production testing on DACs using specialized auto-
matic test equipment [8] that feeds the DAC with all possible digital input codes
and relies on accurate digital voltmeters for measuring all the possible DAC output
values.

As a result, the test execution time is an exponential function of the DAC
number of bits. If the DAC has resolution N, and the time TM is necessary to
evaluate the analog output corresponding to each DAC input code, the time to
obtain the whole static characteristic is equal to 2N TM.

For high resolution DACs the test time becomes significant, leading to an
economic interest in its reduction.

The test time reduction could be achieved by using waveform digitizers instead
of high accuracy voltmeters. However this approach leads to an additional problem
when testing high resolution and high linearity DACs: the digitizer should have
higher resolution and linearity than the Device Under Test (DUT). There are
significant technology problems in realizing ADCs with such characteristics.

To overcome these drawbacks, some advanced test strategies have been pro-
posed in the literature. Each strategy has been implemented in several procedures
to execute the DAC test. The next subsections are devoted to describe such test
strategies and the corresponding experimental procedures.

The advanced test strategies can be divided in two main groups. The former
includes the strategies to reduce the execution time of the DAC tests. The latter
includes the strategies to reduce the resolution and linearity requirements of the
digitizer.

Strategies belonging to the former group focus on the evaluation of the analog
output corresponding only to suitable subsets of the 2N possible input codes [21–27]
instead of looking at all of them. These subsets are usually referred to as test vectors
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and they are defined considering that, in the different DAC architectures, each
elementary part has a different influence on the actual output voltages. In this way,
only the input codes that have a significant effect on the DAC characteristic no-
nideality have to be used.

In order to find the most efficient test vector it is necessary to define appropriate
models able to describe the influence of each part of the DAC.

Strategies belonging to the latter group focus on:

• analogue comparison of the DAC output signal to reference voltages [28–31].
The results of the comparison are analysed to reconstruct the DAC output signal
or to evaluate the difference between the real and theoretical trend.

• inference of the nonlinearity from a pulse counter [32–34]. The DAC output
signal is not directly acquired, but it is included in an appropriate structure that
permits evaluating the DAC output values or the nonideality.

• amplification of the DAC output by variable gain amplifier [35]. Different DAC
input codes are translated to the same amplitude level and compared to a single
reference value.

Based on each strategy, suitable test procedures have been developed.

12.4.1 Procedures Based on Strategies to Reduce
the Execution Time

Several papers [21–27] have been presented aiming to determine the optimal test
vectors, however, the solutions depend on specific DAC schemes.

Many DACs are designed by using an architecture in which a series of binary
weighted resistors or capacitors is used to convert the bits of the converter code to
binary weighted currents or voltages. These currents or voltages are summed
together to produce the DAC output. For instance, a binary weighted DAC output
can be obtained as a sum of binary weighted voltage or current values, W0, W1,���
Wn, multiplied by the individual bits of the DAC input code, D = [B0, B1,��� Bn].
In this case the DAC ideal output is equal to:

Vid Dð Þ ¼ B0
�W0 þ B1

�W1 þ � � � þ Bn
�Wn þ DC Base ð12:3Þ

where W1 = 2*W0; W2 = 2*W1 ��� Wn = 2*Wn–1 and DC Base is the DAC output
value corresponding to D = 0. If this theoretical model of the DAC is accurate
enough, the DACs transfer characteristic could be obtained by measuring the Wi.
This test is called ‘‘major carrier’’. However, the Wi levels are widely different in
magnitude and are difficult to be realized and measured accurately [21].

In order to overcome the technology problem, the manufacturers usually design
high resolution DACs with segmented architectures including binary weighted
parts for the least significant bits (LSB) and equally weighted parts for the most
significant bits (MSB).
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In [21] a modified segmented method is proposed. The MSB part is measured
by all-code testing while the LSB part is performed by the major carrier method.
This method requires only 36 measurements for testing a 10-bit current-steering
DAC.

The paper [36] describes a test procedure for DAC with segmented current-
steering architecture modified to switch each current source individually. The
current-steering DAC is based on the sum of the currents from reference binary-
weighted current sources according to the digital inputs. The segmented archi-
tecture combines binary-weighted and unary-weighted sources.

The procedure uses a loopback composed by a gain control and offset control
blocks. The gain control block is a resistor network that scales the DAC output
signal. The offset control block adds dc offset to the DAC output signal. The
procedure utilizes the output voltage measure produced by each current source.
The measures are provided first by selecting a scale-up of the DAC output by using
a known factor and iteratively connecting one of the current source of the DAC
architecture corresponding to the less significant bits. For the DAC current sources
corresponding to the unary-weighted sources the scale factor is changed to obtain
that the full-scale of the digitizer is equal to the full-scale of the DAC. For these
sources a measure is obtained for each of the most significant bits. Finally, the
DAC transfer characteristic is calculated as combination of the binary-weighted
and unary-weighted sources measurements after the scale compensation. Experi-
mental validation confirms the possibility to test a 10-bits DAC with a 10-bits
ADC.

In [22] a different approach has been proposed for the DAC testing. Figure 12.5
shows the corresponding model scheme. It consists of M different sub-DAC sec-
tions of Nm bits each, so that the overall converter resolution N is equal to the sum
of all the section resolutions Nm. The input word D is divided in independent
M sub-words Dm = (d1…dNm), with m = 1, …, M. Each sub-word feeds a different
sub-DAC so that each bit di drives a dedicated output circuit element. In the first
B sub-DACs the circuit elements are binary-weighted sources. The other M-B sub-
DACs include equally weighted sources after a thermometer decoding. The bits
(sB+1…s2

N
B+1) control the summation of the equally weighted sources.

Defining Wm as the binary-weight that expresses the significance level of the
mth DAC section as:

Wm ¼
Ym�1

k¼0
2Nk ð12:4Þ

The ideal transfer characteristic is:

Vid Dð Þ ¼ Vref

XB

m¼1

Wm

XNm

i¼1

dmi

2i

� �" #
þ
XM

m¼Bþ1

Wm
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This expression doesn’t take into consideration the influence of the nonideal-
ities in the device that cause offset O, gain errors G and non-linearity. So the DAC
output is:

Vout Dð Þ ¼ GVid Dð Þ þ Oþ INL Dð Þ ð12:6Þ

By using this model, it is possible to establish a test vector for the DAC under
test. The procedure starts with the estimation of the offset and gain errors of the
DAC under test. To obtain these results the DAC output voltage corresponding to
the code 0 and 2N–1 are measured and used in the following relations:

O ¼ Vout 0ð Þ; ð12:7Þ

G ¼ Vout 2N � 1ð Þ � O

Vref 1� 2�Nð Þ � 1
; ð12:8Þ

where Vref is the reference voltage coming from the power supply module. The test
vectors are determined by taking into consideration the digital word D with only
one sub-word Dm different from zero.

By means of (12.6) the INL contribution is evaluated for each code from the
measured DAC output voltage Vout(D) after the offset and gain error compensation
[22].

Fig. 12.5 Block diagram of the DAC model used in the test method [22]
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In order to experimentally validate the proposed method the INL of the Analog
Devices AD9762 12-bit DAC is measured by using the all-code method.
Figure 12.6 shows the difference between the all-code INL and that obtained with
the model proposed in [22] by using 55 test vectors. From Fig. 12.6 it can be seen
that the reconstruction error is lower than 0.2 LSB.

Other procedures have been proposed to minimize the number of input codes
aimed at testing both specific device families and basic DAC parametric tests
using the Linear Error Mechanism Model Algorithm (LEMMA) test point selec-
tion strategy is proposed in [26, 27]. In [27] the authors show that this leads, in the
particular case of the AD5320 DAC, to a cut in the number of test points from 124
to 66.

12.4.2 Procedures Based on Strategies to Improve the Test
Resolution

12.4.2.1 Analogue Comparison of the DAC Output Values
with Reference Voltages

In order to remove strict specifications about resolution and linearity of the digi-
tizer it has been proposed to compare the DAC outputs with a reference signal
[28].

The reference signal must be similar to a theoretical sine wave whose frequency
matches the DAC-generated one. In this way, it is possible to acquire the DAC
output signal with a resolution greater than the digitizer amplitude resolution and
to reconstruct the DAC transfer characteristic.

The reconstruction method proposed in [28] uses a reference signal obtained by
suitably filtering the DAC output.

A high performance differential amplifier is used to implement the difference
between the two signals. The residue has amplitude lower than the DAC absolute

Fig. 12.6 Difference
between the measured INL
and that obtained with the
model proposed in [22] by
using 55 test vectors
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maximum error, however it can be amplified and acquired by means of a low-
resolution digitizer to obtain the desired enhancement of the measurement system
resolution. In fact, this last is acquired using a digitizer with full-scale voltage
corresponding to a few DAC LSBs, in order to provide the needed resolution. In
order to reconstruct the DAC output, the DAC output signal is simultaneously
acquired with the differential amplifier output signal. The obtained samples are
used to estimate the frequency, amplitude and phase of the filtered DAC output.
The reconstructed DAC output is equal to the sum of the theoretical signal and the
differential amplifier output.

The attenuation and the phase displacement introduced by the filter generate a
residual sine wave in the difference signal with small amplitude, and frequency
equal to the DAC output frequency. To overcome this problem a modified version
of the test scheme is used, Fig. 12.7, where the gain mismatch is compensated by
means of a potentiometer reducing the amplitude of the DAC output to the same
value as the filtered version. The phase displacement is negligible if finely tuned at
the DAC signal frequency.

The experimental tests on the method have been carried out by testing a 12-bit
DAC, with LSB equal to 1.95 mV, by means of an 8-bit ADC with 10 mV of full-
scale. The results presented in Fig. 12.8 highlight how the DAC error signal
exhibits amplitude within the range –1.3–0.8 mV that is comparable with the DAC
LSB. This result is remarkably near the specifications of the DAC manufacturer.

In [29, 30] the problem of testing the DAC by using high-resolution acquisition
is translated into high frequency–low-resolution acquisition. With this aim, an
acquisition procedure is proposed based on the detection of the Zero Crossing
Time Sequence (ZCTS) within the difference signal obtained by subtracting a
reference signal from the DAC output one.

Figure 12.9 shows the block scheme of the test system. The DAC under test is
forced to generate the sinusoidal signal vk(t), with amplitude VDAC and frequency
fDAC. A sinusoidal signal vst(t), with amplitude V and frequency f, provided using a
reference generator with higher resolution and linearity than the DUT is subtracted
from vk(t). The reference signal is band-pass filtered to ensure adequate spectral
purity compared to the DAC under test.

The difference signal vr(t) = vk(t) – vst(t) is oversampled by means of low
resolution ADC#1 and stored in the PC.

Fig. 12.7 Block scheme of the procedure for the DAC static characterization based on reference
signal and high performance differential amplifier [28]
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The DAC output voltage is obtained by using the ZCTS t1,…,tn detected on the
difference signal. In each of the n elements of the ZCTS the value of the reference
signal is inferred and, consequently, n corresponding values of the DAC output
signal are determined.

The obtained ZCTS is non-uniformly distributed in the time domain, therefore,
the reconstructed signal vk(tm) is characterised by non-uniform sampling. By
applying the Discrete Fourier Transform to the non-uniformly sampled signal, the
resulting spectrum shows spectral lines not included into the original signal. This
spectrum does not allow determining the dynamic characteristics of the effective
input signal. To overcome such problem the reconstruction algorithm of the uni-
formly sampled spectrum from a non-uniformly sampled one, presented in [30],
has been adopted.

ADC#2 digitizes the reference signal in order to evaluate amplitude, frequency
and phase of vst(t), by the sine fit algorithm [12], and to reconstruct the output
signal of DUT.

Experimental results presented in [29] confirm that a 12-bit DAC can be
characterized by means of a 6-bit ADC and a 14-bit reference signal generator.
The same DAC has been tested by a direct acquisition of the DAC output signal by

Fig. 12.8 Trend of the
differential amplifier output
in the case of 12-bit DAC and
8-bit ADC [28]

Fig. 12.9 Block scheme of
the acquisition system of
DAC output signal [29]
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means of a high resolution digitizer and by applying the method proposed in [29]
and the two estimated nonlinearities (Fig. 12.10) showed the same shape.

Paper [37] proposes the use of a wobbling signal to test high resolution DAC
with a low resolution, high speed digitizer. The DAC under test generates a
periodic ramp signal and adds this last to the output of the wobbling generator. The
wobbling voltage is constant during each period of the DAC-generated ramp as
shown in Fig. 12.11.

The output amplitude of the wobbling generator is scaled to cover 3 LSBs of the
digitizer. The digitizer acquires several periods of this composite signal each one
characterized by a different wobbling level. The digitizer output codes are then
used to obtain a matrix where the rows mark the DAC output values and the
columns mark the wobbling generator input code.

By using this matrix, the method first calculates the digitizer code bin widths
for each code j as the maximum difference of the wobbling levels corresponding
code j in the rows of the matrix. The results for all the rows for the same code j are
averaged to reduce the noise effects. Then, the transition levels Tj of the digitizer
are calculated as the cumulative sum of code bins width evaluated. Finally, the
DAC output voltages corresponding to each digital input code k are calculated as
the mean value of the difference between the digitizer transfer level and the
wobbling level, corresponding to k, that causes a code transition of the digitizer.

Experimental tests confirm that a 10-bits DAC can be characterized by using a
6-bit ADC and 9-bit wobbling generator as described in [37]. The 10-bits DAC has
been emulated by using a 16-bit DAC to generate 10-bit output values affected by
a sinusoidal shape INL. Such pseudo-DAC has been tested by using the proposed

Fig. 12.10 Nonlinearity
affecting the DAC transfer
characteristic estimated by
the procedure proposed in
[29]

Fig. 12.11 Trend of the
output voltage of the DAC,
wobbling and resulting
signals [37]
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method and a 14-bit resolution digitizer. The resulting INLs are reported in
Figs. 12.12. As it can be seen that the two INLs are very close.

12.4.2.2 Inferring the Nonlinearity from a Pulse Counter

In [31], the time taken by a linear ramp to cross two consecutive output levels is
considered as measure of the difference between two corresponding DAC outputs
level.

In [32] the DAC under test is included in the feedback path of a RD modulator,
as shown in Fig. 12.13. The input of the DAC is switched between two codes with
same value but opposite signs Cj and Ck. The one bit digital output of the mod-
ulator feeds an up/down counter. For an ideal DAC with Ck = –Cj, the counter
output goes to zero. For a non-ideal DAC the non ideality affecting the DAC static
characteristic affects the counter results. In fact, using N(j,k) the mean value of the
counter for each pair of codes Cj and Ck, it is possible to evaluate the input offset
O and the INL associated to a code j (INLj):

Fig. 12.12 Trend of measured INL using: a the method in [37] and b a high resolution digitizer
[37]
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O ¼ j� N j; kð Þ � LSB ð12:9Þ

INLj ¼ j� k
N j; kð Þ þ 1
N j; kð Þ � 1

� i

� �
LSB ð12:10Þ

In [33] the DAC output voltage is used to control a Voltage Controlled
Oscillator (VCO) obtaining the DAC output errors in terms of the frequency shift.
However, this method requires that the used VCO has a linearity better than the
DAC under test in the entire output range.

In [34], a modification of such scheme, which reduces the linearity require-
ments of the VCO is proposed. The tests are based on estimating the voltage step
corresponding to adjacent codes. This is done using an on-chip offset-compensated
sample-and-subtract module and a VCO. An up-down counter is used to measure
the frequency. The reference clock is used to set the counting window.

In [38] the DAC output voltages, corresponding to each input code, are con-
verted to time intervals. From the difference between the ideal and actual values of
the time intervals the DAC static parameters can be estimated. Figure 12.14 shows
the block diagram of the test setup. The main blocks are: a test pattern code
generator to impose the input code of the DAC, a ramp generator that integrates
the DAC output, a threshold detector that indicates when the ramp from the
integrator is within the range defined by two reference voltages, a tick counter that
evaluates the time interval between the beginning of the ramp signal and the
threshold exceeding, and a control module that manages the test procedure.

Initially, the pattern generator sets the DAC input code, the ramp generator
output is set to zero and the counter is reset. Afterwards, the ramp generator
integrates the DAC constant output. When the threshold detector indicates that the
ramp is equal to the low reference voltage VOL the counting is started and stopped
when the ramp is higher than the high reference voltage VOH. The estimated time
interval DT is inversely proportional to the ramp slope, which in turn is propor-
tional to the DAC output. Therefore the DAC output is:

VDAC Dð Þ ¼ VOH � VOL

�kRCDT
ð12:11Þ

where kRC is the integrator circuit constant.

Fig. 12.13 Block diagram of
the RD modulator DAC test
scheme [32]
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12.4.2.3 Procedure Based on the Comparison with a Few Reference
Voltages

The paper [35] proposes a procedure for the static characterization of the DACs
based on a variable gain amplifier with low resolution for a Built-In Self-Test. The
procedure starts by dividing all the possible input codes of the DAC into a pre-
determined number of segments. The DAC output voltages corresponding to
different codes in the same segment are amplified to reach a specified number of
reference voltages. In this way, it is not necessary to use many reference voltages,
because the same reference voltage can be used to test all codes in each segment.
The procedure responses are analyzed by comparing the actual outputs of the
amplifier and the comparator reference voltages. By knowing gain, reference
values and comparator outputs, it is possible to determine a range where the DAC
output is included. By setting this range equal to ±1/2LSB, the DAC transfer
characteristic is determined with accuracy equal to ±1/2LSB.

12.5 Conclusions

The considerable development that has characterized DACs in these last years has
given a wider and deeper choice to the user. However such development has
produced burdensome problems due to the lack of a unique approach to standard
terminology and the difficulty of testing high resolution DACs.

With the aim of providing a basic knowledge to quantitatively assess the non-
ideal behaviour of DACs in different operating conditions a suitable set of
parameter definitions and test methods have been provided in the chapter. In
particular, the most used figures of merit and a discussion about their meaning
have been given, along with new proposals concerning their definitions.

Fig. 12.14 Block diagram of the test setup [38]
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Some advanced test methods proposed in the literature that overcome the
problems arising from the increasing resolution and speed of the new generations
of DACs, have been summarized.

First the problem of test time reduction has been dealt with by presenting
procedures that exploit the characteristics of the current-steering and segmented
current-steering architectures to reduce the number of acquisitions needed to
reconstruct the DAC transfer characteristic.

Then, the problem of testing high resolution and linearity DACs with similar or
lower resolution digitizer has been taken in account. Several proposals, coming
from the literature, to overcome such problem have been presented based on
different strategies. Several papers from literature present encouraging experi-
mental results that show how, by accepting a result variability below 0.5 LSB, it is
possible to test high resolution DACs also by means of low resolution ADCs.
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Chapter 13
Uncertainty Analysis of Data Converters
Testing Parameters

Andrea Zanobini, Lorenzo Ciani and Marcantonio Catelani

13.1 Summary

There has been a rapid increase in the speed and accuracy of data conversion
systems, whose characteristics play a fundamental role in the performance of
digital instruments as well as in the quality of measurement systems. Conse-
quently, the test equipment required for checking is becoming increasingly
expensive. Characterization and testing activities represent, in fact, a major factor
of cost in integrated circuit (IC) manufacturing, circuits may cover nearly 50 % of
the whole production budget. Apart from being a design challenge, testing of high-
performance data converters has become a an important issue for the engineers.
For this reason, in order to provide a guide for technicians in designing test
methods and systems for Analog-to-Digital Converters (ADCs) and Digitizing
Waveform Recorders (DWRs), two technical standards IEEE Std 1241 [1] and
IEEE Std 1057 [2] have been developed throughout the years by the IEEE
Instrumentation and Measurement Society TC-10 ‘‘Waveform generation, mea-
surement and analysis.’’ In addition, a Standard concerning Digital-to-Analog
Converters (DACs) terminology and test methods is currently under development.

Of course, the removal of the ambiguities existing in data converters termi-
nology and testing methods cannot provide useful compatibility information
without specifying the parameter measurement uncertainty. The measurement
uncertainty is a quantitative indication of its quality, allowing the comparison of
results coming from different sources or from reference values given in specifi-
cations or standards. Therefore, a customer is able to compare correctly and choose
the converter suitable to particular needs only if the uncertainty about the
parameters of interest has been specified in the manufacturer’s datasheet. Unfor-
tunately, at the moment, the evaluation of the measurement uncertainty is not yet
included in any data converters standard.
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In this chapter the uncertainty analysis of data converters testing parameters
will be introduced and practical case studies, carried out on commercial generation
and acquisition equipment, will be described.

For the test parameters taken into consideration, the uncertainty assessment and
the corresponding confidence level is evaluated according to different statistical
methodologies proposed by the ‘‘Guide to the expression of uncertainty in mea-
surement’’ (GUM) [3]. Other different test methodologies are proposed in litera-
ture. In [4], for instance, a methodology to test high-speed A/D converters using
low-frequency resources is discussed. However, often, the uncertainty assessment
of the converters test parameters does not well explained in the approaches pro-
pose in literature. The aim of the proposed technique in this chapter is to obtain a
suitable confidence interval estimation by using only a few measures; considering
a minimization of the acquisition record length, the approach could be more
attractive from the industrial point of view. To this end all the distributions that
allow to solve statistical inference problems will be considered in the follows.

When a sample is taken from a discrete and finite distribution it is necessary:

1. to extract all the possible n-random measurements from a finite population of
dimension N;

2. to compute the desired statistic related to the testing parameters under
examination;

3. to achieve a table containing all the different values assumed from this statistic
and the corresponding frequencies. The achieving of a sampling distribution is
difficult with huge population and sometimes impossible if the population is
infinite.

In general the main characteristics of a sampling distribution that allow to
evaluate the measurement uncertainty are the mean, the variance and the shape.

13.2 Uncertainty Evaluation in the Measure of Data
Converters Testing Parameters

The objective of a measurement, such as the testing of data converters, is to
determine the value of the measurand, that is the specific quantity subject to
measurement. In general, no measurement or test is perfect and the imperfections
give rise to errors in the result. Consequently, the result of a measurement, as
testing parameters, is only an approximation to the value of the measurand and is
complete only when accompanied by a statement of the uncertainty of the
approximation [5, 6]. The International Vocabulary of Basic and General Terms in
Metrology defines uncertainty as ‘‘a parameter associated with the result of a
measurement, that characterizes the dispersion of the values that could reasonably
be attributed to the measurand’’ [7].
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Obviously, it is important to take into consideration that testing parameters are
strictly linked to their corresponding definitions. Such relations are connected to
some physical states like temperature variation, reliability, electromagnetic cou-
pling and other important phenomena. With these relations it is possible to elevate
the quality level of the whole measurement process. It is important to reduce the
uncertainty in the information and to enhance the detail of the measurand. The
measure of the parameters above mentioned cannot be characterized by just one
value.

First of all it is important to point out that the measurement process, say the
measurement activity, cannot generate a rational number as result; in fact, some
information connected to its validity and to the quality of the whole measurement
process are necessary. Both these numbers should be referred to their measurement
unit.

Now it should be clear that a measurement process should be able to transform
an unknown measurand in a measurement result, with all the information neces-
sary to state its quality level. To this aim, measurement instruments or sensors,
samples and often also an acquisition data system with software would be
necessary.

In this process the statistical inference plays a fundamental role but some
questions have to be taken into account in the parameters estimation: expected
value, variance and standard deviation by means of sample statistics. It is possible
to obtain different punctual estimation for the same parameter. For example, to
assess the expected value of a population it is possible to adopt also the sample
median. However in the selection of the estimators it is fundamental to verify the
properties of such estimators. These are the correctness, or unbiased, and the
efficiency. An estimator is said to be unbiased if its bias, that is the difference
between the expected value of the estimator and the true value of the statistical
parameter being estimated, is equal to zero. For example the expected value of the
mean of the sample distribution is an unbiased estimation of the population mean.
It is important to remember that the unbiased estimation is not the only one; in
fact, the sample median is also an unbiased estimation of the population mean.

For this reason it is necessary to emphasize another important property, called
efficiency, to decide what is the better parameter estimator.

If two or more statistical parameters are both unbiased estimators, the estimator
for which the variance of the sample distribution is lower is called a more efficient
estimator.

It is possible to demonstrate that, between all the parameters that estimate the
sample population, the sample mean is the more efficient. Also the sample vari-
ance is an unbiased and efficient estimator of the population variance.

In addition to the properties of the estimators other aspects, which are not taken
into consideration here, are also important such as measurement procedures, cal-
ibrations with reference samples and international standards link the conformity of
the process to requirements.
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Concerning the uncertainty it is possible to identify two main contributes: the
first is originated by random effects (GUM—type A); the other one depends on
systematical effects (GUM—type B) [3, 8]. In particular:

• The first contribute is essentially related to the stochastic variations of the
influence quantities which will give different observation obtained in repeat-
ability conditions. This means that the same person can collect these observa-
tions, in an independent way, with the same procedure, the same instrument, in
the same conditions of use and in a restricted time interval.

• The second contribute is essentially related to those effects that are identical
every time the measure is repeated and it depends, for example, on instrument
accuracy and resolution, reference samples, and others.

If these two contributes are present, it is often possible to correct them and,
eventually, to delete many of these effects.

The measurement, thus the data converters testing parameters, can be treated
like a random variable, M, distributed within the measurement interval. This
random variable determines the measurement process and so the quality of the test
results.

It is important to introduce the confidence level to attribute to every single
event, associated to M in S ¼ mmin�M�mmaxf g, the space domain of the results.

Obviously the maximum confidence level, equal to one, can be assigned when
M belongs to S; vice versa the minimum confidence level, equal to zero, is
assumed when the values of M do not belong to the space S of all the possible
measurement results. Consequently, it is logical to assign a real positive number,
in the range from zero to one, to the confidence level defined in a subinterval

ma�M�mbf g of S; this number is named probability.
To each M is associated a probability distribution, or a function of random

events which represents the probability that a measure belongs to one of the
possible subintervals in which it is possible to divide the space S of all the possible
measurement results. The probability distribution of M is all that is known about
the measurement interval. Then, if a connection is established with the classic
probability definition, the one that, according to Laplace, is referred to the relative
frequency, it is possible to write

P ma�M�mbf g ¼ lim
N!1

N ma�M�mbf g
N

ð13:1Þ

where N ma�M�mbf g is the number of the events ma�M�mbf g, with respect
to the total number N of the events, with N !1.

Generally M is a continuous random variable, so it is necessary to define the
Probability Density Function (PDF) fM mð Þ expressed as

fM mð Þ ¼ lim
dm!0

P m�M�mþ dmf g
dm

ð13:2Þ

where dm is greater than zero. It is also possible to consider the following equation
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P M 2 Sf g ¼ P mmin�M�mmaxf g ¼
XN

i¼1

P mi�M�mi þ dmf g ¼ 1 ð13:3Þ

So, for the probability density function as well, Eq. (13.3) means that the area
under the curve is equal to one as follows

Zmmax

mmin

fM mð Þ dm ¼ P mmin�M�mmaxf g ¼ 1 ð13:4Þ

It is often useful to introduce the Cumulative Distribution Function (CDF) of M,
defined by

FM mð Þ ¼ P M�mf g ¼
Zm

mmin

fM mð Þ dm ð13:5Þ

The PDF is the derivative (when it exists) of FM mð Þ, and

fMðmÞ ¼
dFM mð Þ

dm
ð13:6Þ

The more immediate and important consequence of the Eq. (13.5) is

P ma�M�mbf g ¼ FM mbð Þ � FM mað Þ ¼
Zmb

ma

fM mð Þ dm ð13:7Þ

The CDF, as is showed in Fig. 13.1, is always greater than zero, monotone non-
decreasing and characterized by the properties

FM þ1ð Þ ¼ 1; FM �1ð Þ ¼ 0 ð13:8Þ

A fundamental parameter of a distribution is the mean value or expected value
E Mf g of the random variable M. It could be considered as a reference value for the
measure, with the same dimensions, defined by the following formula

E Mf g ¼
Zmb

ma

m fM mð Þ dm ð13:9Þ

If there are only random effects a good estimate of such a value could be the
arithmetical mean of the n measurement observations, mi

E Mf g ¼ m ¼
Xn

i¼1

mi

n
ð13:10Þ

Denoting g(M) as a function of the random variable M, it is possible to deduce
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E g Mð Þf g ¼
Zmb

ma

g mð Þ fM mð Þ dm ð13:11Þ

It is also easy to demonstrate the following expressions

E aM þ bf g ¼ a E Mf g þ b with a; b constants ð13:12Þ

E M � E Mf gf g ¼ 0 ð13:13Þ

E
Xn

i¼1

aiMi

( )
¼
Xn

i¼1

aiE Mif g ð13:14Þ

Another important parameter of a distribution is the variance of the random
variable M defined as

Var Mf g ¼ E M � E Mf g½ �2
n o

¼ E M2
� �

� E2 Mf g; ð13:15Þ
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Equation (13.15) is general and it can be applied to both discrete and contin-
uous random variables. In the case of continuous random variable it is possible to
write the following expression

Var Mf g ¼
Zmb

ma

m� E Mf g½ �2fM mð Þ dm ¼
Zmb

ma

m2fM mð Þ dm� E Mf g½ �2 ð13:16Þ

Var Mf g represents a synthesis of the distribution spread around the mean value
E Mf g. If there are only random effects a good estimate of the variance of mi

observations in n successive repetitions is given by the empirical (or sample)
variance, that is defined as

Var Mf g ¼
Xn

i¼1

mi � mð Þ2

n� 1
ð13:17Þ

where (n-1) are the so called degrees of freedom.
The estimation of variance, always greater than zero, corresponding with the

square of the dimension of the measurement value. For this reason it is possible to
take its square root: the standard deviation or mean square root. Both the standard

uncertainty uM , expressed as uM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Mf g

p
and the relative standard uncer-

tainty u0M are strictly connected to this last concept and defined as follows

u0M ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Mf g

p
E Mf gj j ¼

uM

m
ð13:18Þ

This is evident because the standard deviation, like the variance, is the best
variability index of the measure around its expected value.

Other two important properties, easy to demonstrate, could be expressed by the
following equations

Var af g ¼ 0 ð13:19Þ

Var aM þ bf g ¼ a2 Var Mf g ð13:20Þ

If a measure M is equal to the sum on n independent measures, the variance of
M is equal to the sum of the single variances

Var
Xn

i¼1

aiMi

( )
¼
Xn

i¼1

a2
i Var Mif g ð13:21Þ

For the case of dependent measures see [9] and [10] where covariance is
introduced.

If, instead, a measure is given by the product of two independent measures, it
can be demonstrated that the variance of such a product is
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Var M1M2f g ¼ Var M1f gVar M2f g þ E2 M1f gVar M2f g þ E2 M2f gVar M1f g
ð13:22Þ

In some applications the k-order moments, with k = 1,2,…, are of a certain
interest, and they are defined by the following expression

lk ¼ E Mk
� �

¼
Zþ1

�1

mkfM mð Þ dm ð13:23Þ

where, obviously, lo ¼ 1 and l1 ¼ E Mf g.
The k-order central moments can also be defined as follows

mk ¼ E M � l1ð Þk
n o

¼
Zþ1

�1

m� l1ð ÞkfM mð Þ dm ð13:24Þ

In this case too, it is easy to deduce that mo ¼ 1, m1 ¼ 0, m2 ¼ Var Mf g.
It is of a particular interest the so called Mean Square Error (MSE) that could

be expressed as

m2
a ¼ E M � að Þ2

n o
¼ m2 þ l1 � að Þ2¼ Var Mf g þ E Mf g � að Þ2 ð13:25Þ

The difference l1 � að Þ ¼ E Mf g � að Þ, where a is a value different from the
mean, in the GUM [3] is denoted as bias.

In the follows some important continuous distributions that can be considered
on the uncertainty evaluation of the data converters testing parameters are
reported.

13.2.1 Uniform Distribution

In the case in which the probability density function is constant in a given interval,
the distribution is denoted as uniform, or rectangular. Such distribution is con-
sidered in a situation where no information on the measurement value, thus on the
testing data, and therefore on the data converters testing parameters is given in its
definition interval. In this case

fM mð Þ ¼
1

mmax�mmin
when mmin�M�mmax

0 otherwise

�
ð13:26Þ

P ma�M�mbf g ¼ FM mbð Þ � FM mað Þ ¼ mb � ma

mmax � mmin

ð13:27Þ

where F(�) denotes the cumulative distribution function (Fig. 13.2).
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From Eqs. (13.9) and (13.16) the expected value and the variance of the rect-
angular distribution can be respectively obtained as

E Mf g ¼ mmin þ mmax

2
; Var Mf g ¼ mmax � mminð Þ2

12
ð13:28Þ

13.2.2 Gaussian or Normal Distribution

The probability density of the normal random variable M (measurement—testing
data) is expressed by

fM mð Þ ¼ 1

r
ffiffiffiffiffiffi
2p
p e�

m�lð Þ2

2r2 �1\x\þ1 ð13:29Þ

Note that fM(m) contains two statistical parameters: l is the expected value and
r denotes the standard deviation. Such distribution is denoted as Gaussian or
Normal distribution with plot shown in Fig. 13.3 and notation M * N (l, r 2).

2520151050

0,10

0,08

0,06

0,04

0,02

0,00

x

f(
x)

2520151050

1,0

0,8

0,6

0,4

0,2

0,0

x

F
(x

)

(a)

(b)

Fig. 13.2 Probability density
function (PDF) and
Cumulative distribution
function (CDF) for a
rectangular distribution,
defined in the interval [5, 15]
and zero outside

13 Uncertainty Analysis of Data Converters Testing Parameters 413



The graph is symmetrical with respect to l, with higher concentration of
measurement values near l. From Eq. (13.29) it also appears that the density is the
same for the two symmetrical points of l; the points on the graph at which
correspond l - r and l ? r in the abscissa, represent the points of inflexion of
the curve.
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For different values of the mean l and same r, the plot changes in the position
with respect to the abscissa. Instead, with different r values and same l, the graph
changes in shape maintaining the symmetrical condition; in other words, the
higher r is, the higher is the dispersion of measures close to l, and vice versa.

The distribution function of Eq. (13.29) is

P ma�M�mbf g ¼ FM mbð Þ � FM mað Þ

¼ 1

r
ffiffiffiffiffiffi
2p
p

Zmb

ma

e�
m�lð Þ2

2r2 dm ¼ 1ffiffiffiffiffiffi
2p
p

Zmb�l

ma�l

e�
m2
2 dm

¼ Z
mb � l

r

� �
� Z

ma � l
r

� �
ð13:30Þ

where Z ¼ ðM � lÞ=r denotes the standardized random variable.
Considering k the coverage factor, in Table 13.1 the probability, in percent, that

M is in the closed interval l ± kr is shown in function of k.
As application in metrology, it is possible to centre the uncertainty interval in

the measurement value m 6¼ E Mf g ¼ l, where the random variable M is normally
distributed; in addition, the interval l� krf g is assumed as measurement result.
Recalling Eq. (13.25) the quantity m� lf g is denoted as bias.

Equation (13.30) represents the confidence level associated to uncertainty
interval; in the case of Gaussian distribution it can be evaluated as

P M � mj j � 1:96 rf g ¼ Z
m� l

r
þ 1:96

� 	
� Z

m� l
r
� 1:96

� 	
ð13:31Þ

where k = 1.96, corresponding to 95 % probability (see Table 13.1), is assumed
as example.

13.2.3 Symmetrical Trapezoidal and Triangular
Distributions

The probability density functions of a symmetrical trapezoidal and triangular
distributions are shown in Fig. 13.4.

Table 13.1 Different
probability values, in percent,
in function of the coverage
factor k

P l� kr�M� lþ krf g k

68.27 1
90 1.645
95 1.960
95.45 2
99 2.576
99.73 3
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Where h ¼ 2
1þbð Þ b�að Þ, a represents the lower limit of the M variable, b its upper

limit, (b-a) the M range; b is a particular value in the interval [0, 1] evaluated as
ratio between the lowest and highest basic of the trapezium.

The probability density above introduced is equivalent to considering the
convolution of densities for two independent variables R1 and R2, with uniform
distribution in the intervals a1; b1½ � and a2; b2½ �, respectively, and so with PDFs:
fR1 ¼ 1

b1�a1
and fR2 ¼ 1

b2�a2
on the basis of the relation M ¼ R1 þ R2.

Parameters R1 and R2 are correlated to M parameters by means of the following
properties

a ¼ a1 þ a2; b ¼ b1 þ b2; b ¼ b2 � a2ð Þ � b1 � a1ð Þj j
b� að Þ

Considering M ¼ R1 þ R2, it is possible to calculate the expected value and the
variance of the trapezoidal distribution as

E Mf g ¼ aþ b

2
ð13:32Þ

Var Mf g ¼ b1 � a1ð Þ2

12
þ b2 � a2ð Þ2

12
¼ 1þ b2
 � b� að Þ2

24
ð13:33Þ

Assuming b ¼ 0 and then b1 � a1ð Þ ¼ b2 � a2ð Þ, the trapezoidal distribution

corresponds to triangular shape (see Fig. 13.4) with E Mf g ¼ aþb
2 ,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Mf g

p
¼

b�að Þ
2
ffiffi
6
p . With b ¼ 1, instead, an uniform distribution can be obtained.

From the foregoing it is clear that the transition from a rectangular distribution
to a trapezoidal and, then, to a triangular distribution, implies an increase that
focuses on a greater probability of values near the mean value. The uncertainty is
greatest in the case of rectangular distribution and gradually decreases to the
normal distribution. In Table 13.2 the values of the standard deviation are sum-
marized for different types of distributions.
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13.2.4 Student’s t-Distribution

Considering n independent successive observations o1; � � � ; on½ � of the same
measurand (data converters testing parameters) at the output of the same mea-
surement process in the same conditions of repeatability, random effects inside the
measurement process are present.

Assuming each observation as a random variable normally distributed with
same expected value mo and uncertainty uo so that Oi ¼ N mo; uoð Þ 8i ¼ 1; . . .; n,

the arithmetic mean O ¼
Pn
i¼1

oi
n ¼N mo;

u2
0ffiffi
n
p

� �
is, as known, a random variable

normally distributed with the same expected value l = mo and variance
r2=n ¼ u2

0=n.
Considering the arithmetic mean in standardized (normalized) form, so that

O�mo
uoffiffi

n
p ¼ N 0; 1ð Þ, an estimator S O


 �
of uoffiffi

n
p can be defined as

S O

 �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

oi � O

 �2

n n� 1ð Þ½ �

vuut ð13:34Þ

As a consequence it can be proved that the quantity

Tn�1 ¼ Tt ¼
O� mo

S O

 � ð13:35Þ

is distributed as a Student variable with t = (n-1) degrees of freedom and
probability density function [9]

fm tð Þ ¼ 1ffiffiffiffiffi
pm
p C mþ 1ð Þ=2½ �

C m=2ð Þ
1

1þ t2=mð Þ mþ1ð Þ=2
�1\t\þ1; m ¼ 1; 2; . . .

ð13:36Þ

as shown in Fig. 13.5. In Eq. 13.36 C að Þ ¼
Rþ1
0

e�x xa�1 dx represents the generic
Gamma function.

Table 13.2 Continuous
distributions: there is a
decrease in uncertainties

Distribution Standard deviation

Uniform in [a, b] b�að Þ
2
ffiffi
3
p

Trapezoidal in [a, b]
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ b2
 �q

b�að Þ
2
ffiffi
6
p

Triangular in [a, b] b�að Þ
2
ffiffi
6
p

Normal with probability 99.73 % in [a, b] b�að Þ
6
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In the case of m = 1, Eq. (13.36) represents the probability density function of
the Cauchy [10] distribution for which neither the expected value nor the variance
is defined. It can be demonstrated

lim
m!1

fm tð Þ ¼ 1ffiffiffiffiffiffi
2p
p e�t2=2; lim

m!1
Var Tmf g ¼ lim

m!1

m
m� 2

¼ 1

From the previous formula it can be observed that in the case of infinite degrees
of freedom the Student variable tends to the standardized variable. The probability,
or the confidence level p, and the corresponding uncertainty interval �tp;þtp

� 
,

centered around zero for the Student’s t-variable with m degrees of freedom, are
evaluated by Eq. (13.35) as follows

P �tp� Tm� tp
� �

¼ P mo � tpS O

 �
�O�mo þ tpS O


 �� �
¼
Ztp

�tp

f m tð Þ dt ¼ p

The values of tp computed for different degrees of freedom are summarized in
tables that can be found in literature [11] or by means of statistical software.

13.2.5 Chi Square Distribution (v2)

In the case of m normal variables expressed in reduced (or standardized) form
N1 0; 1ð Þ; . . .;Nm 0; 1ð Þ, such variables can be assumed as mutually independent and

independent from M [9], the sum of squares v2
m ¼

Pn
i¼1

N2
i 0; 1ð Þ is a random variable

distributed as a Chi square (v2) with m degrees of freedom [12].
The probability density, asymmetrical as shown in Fig. 13.6, is represented by [9]
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fm mð Þ ¼ m m=2ð Þ�1

2 m=2ð ÞC m=2ð Þ e
� m=2ð Þ 0�m\þ1; m ¼ 1; 2; . . . ð13:37Þ

where C að Þ ¼
Rþ1

0 e�x xa�1 dx denotes again the generic Gamma function.
For this distribution it is possible to evaluate the expected value and variance as

t and 2t, respectively.
From Eq. (13.37), if t = 2, the Rayleigh distribution can be obtained and the

Maxwell distribution with m = 3 [13].
Recalling Eq. (13.34) for the Chi Square

S O

 �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

oi � O

 �2

n n� 1ð Þ½ �

vuut ¼ uoffiffiffi
n
p

ffiffiffiffiffiffiffiffiffiffiffi
v2

n�1

n� 1

r
ð13:38Þ

being

v2
n�1 ¼

Xn

i¼1

N2
i 0; 1ð Þ ¼

Xn

i¼1

oi � O

 �2

u2
o

¼
n� 1ð ÞS2 O


 �
r2

ð13:39Þ

a Chi square with n-1 degrees of freedom, considering Ni (0,1) mutually inde-
pendent and independent with respect to O that is No(0,1). Consequently, Eq.
(13.35) can be rewritten as

Tn�1 ¼
O� mo

S O

 � ¼ O� mo


 ��
uo=

ffiffiffi
n
p

ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
i¼1

oi�Oð Þ2
u2

o

s ¼ No 0; 1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

n�1

�
n� 1ð Þ

q ð13:40Þ

where the relationship with the Student t-variable with (n-1) degrees of freedom
appears clear.
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In addition, from Eq. (13.38) and considering a confidence level p = (1-a), a
confidence interval for the variance of the population can be estimated and,
consequently, the standard deviation r.

P v2
1�a

2
� v2

n�1� v2
a
2

n o
¼ P

n� 1ð ÞS2 O

 �

v2
a
2

� r2�
n� 1ð ÞS2 O


 �
v2

1�a
2

( )
¼
Zv

2
a
2

v2
1�a

2

fm mð Þ dt

¼ p

13.2.6 Confidence Interval of Measurement Results

The data converters testing parameters, denoted as the measure M, can be defined,
as introduced in the paragraph 2, by the following expression

P M � E Mf gj j � k uMf g ¼ P E Mf g � k uM �M�E Mf g þ k uMf g ¼ p ð13:41Þ

This is the probability that the measure M is comprised within an interval that is
a function of its expected value and of the standard uncertainty uM multiplied by
the coverage factor k. Obviously the confidence level p should be greater than
possible, better if near to one. The interval

E Mf g � k uM �M�E Mf g þ k uM ð13:42Þ

is called confidence interval; it represents the interval in which the probability to
find a great number of possible values of M, within this interval, is near to one.

When the probability density function of M is known, it is possible to evaluate
the confidence level p by the following expression

p ¼
ZE Mf gþk uM

E Mf g�k uM

fM mð Þ dm ð13:43Þ

It is now possible to deduce the measurement result as the uncertainty
interval, connected to the measurand with confidence level equal to p.

From Eq. (13.7), it is possible to write

P ma�M�mpþa
� �

¼
Zmpþa

ma

fM mð Þ dm ¼ F mpþa

 �

� F mað Þ ¼ p ð13:44Þ

where a is a value, comprised between zero and one, defined by 0� p� pþ a� 1.
Finally

F mað Þ ¼ P M�maf g ¼ a ð13:45Þ
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The following figure represents an example of this interesting situation.
The choice of a = (1-p)/2 generates, a symmetric uncertainty interval, with

p as the uncertainty level, in the sense that the three sectors showed in Fig. 13.7
seem identical.

If the probability distribution of M is symmetrical, in the sense that its PDF is
also symmetrical, this means that the distribution is symmetrically centered around
the expected value of M, and the borders of the narrower interval, with confidence
level equal to p, are equidistant.

In this case, introducing again the standard uncertainty of M, uM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var Mf g

p
,

the uncertainty interval can be written as E Mf g � kuM where k is the coverage
factor opportunely chosen to realize that E Mf g � kuMand E Mf g þ kuM are
respectively the so called [(1-p)/2]-quantile and [(1 ? p)/2]-quantile of the
cumulative distribution function F(m).

In case of asymmetrical distribution, all things change but, conceptually, the
problem remains the same and in this case the value of a in (13.44) should be
different by (1-p)/2 in order to have the minimum amplitude of mpþa � ma


 �
and

the uncertainty interval is the narrowest interval with a given confidence level p.

13.2.7 The Bootstrap Method in the Uncertainty Assessment

In the case of testing activities voted, for instance, to the fault diagnosis or
destructive testing a limited number of data is often available. In this case the
bootstrapping is a statistical method for estimating properties of an estimator from
an approximating distribution, such as the empirical distribution of the observed
values [14–19]. The method can be used for deriving robust estimates of standard
errors and confidence intervals of a population parameter like mean, median,
proportion, odds ratio, correlation coefficient or regression coefficient. It can be
implemented by resampling the original measurement set several times. Each new
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sample is obtained by random sampling with replacement from the original
measurement set.

Bootstrapping may also be used for constructing hypothesis tests and it can be
applied when the population is affected by outliers, too. The basic idea behind
bootstrapping consists in drawing inferences from the observed sample rather than
making potentially unrealistic assumptions about the unknown population the
sample has been taken from. Therefore, the observed sample is processed as if it
were the whole population.

In fact, the bootstrap method is often used as a robust alternative to inference
based on parametric assumptions when those assumptions are in doubt and when
parametric inference is impossible or requires very complicated formulas for the
calculation of standard errors.

Moreover, the bootstrap doesn’t require a big sample size: approximately 5–10
samples are enough [14, 15]. This is an important property, from the manufac-
tures’ point of view, considering the increase in testing time and equipment cost
due to the exponential growth in DAC internal complexity.

A technical standard including easy test procedures that can be executed in the
industrial environment, within a reasonable amount of time, would be more easily
adopted by manufacturers.

As written above, the basic idea of the bootstrap method is to generate a large
number of independent bootstrap samples by random resampling at the original
observed values, W1; . . .;Wn. The bootstrap samples W�1 ; . . .;W�n , are defined as
being a random sample of size n drawn randomly with replacement from the
original observed values, with elements taken zero, once or multiple times. Pro-
vided that n is big enough, for example about 1000, the 95 % confidence interval
of the mean estimator can be obtained using the 0.025 percentile, X

�
0:025, and 0.975

percentile, X
�
0:975, of the bootstrap sample arithmetic means as endpoints.

13.3 Case Studies

13.3.1 Word Error Rate Measurement and Uncertainty
Analysis in A/D Converters

A first example of the application of the proposed method based on the Student’s
t distribution can be carried out by using the test setup shown in Fig. 13.8, [20].
The Tektronix Arbitrary Waveform Generator AWG420 has been used to provide
a sinusoidal signal to the Tektronix oscilloscope TDS 7704B. The records acquired
by the oscilloscope have been then processed by a PC to compute the Word Error
Rate (WER). Since the WER is small (usually measured in parts per million or
parts per billion), a lot of samples must be collected to test for it [1, 2]. Before
starting the test, a qualified error level (QEL) has to be chosen. This should be,
according to [1, 2], the smallest value that excludes all other sources of error from
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this test. Particular attention should be paid to excluding the tails of the noise
distribution as a source of word errors [21]. Therefore, the WER test has been
carried out several times changing the considered QEL to find the value complying
with the IEEE Std. 1241 and 1057 requirements.

The WER tests have been carried out in two phases in order to compare the
results achieved by applying the proposed approach with those obtained by
applying the Annex C of the IEEE Std. 1057. In the first phase six successive
records of 10 M samples each have been acquired, spaced out at 1 min intervals.
During the second phase, three sets of sixty records of 1 M samples each have
been acquired. The time delay between two successive records has been set to
1 min. The first two acquisition sets (Set#1 and Set#2) were spaced 6 h from each
other, while the third one (Set#3) has been taken 24 h after the first one.

The test sine wave, having an amplitude of 2 VPP and a frequency of 100 kHz,
has been acquired with a sampling frequency of 10 GS/s. Before starting each
acquisition phase a warm up time of 1 h has elapsed.

The Student’s t distribution [22–24] has been applied to the WER values
obtained by means of the test procedure described above, the results have then
been compared with the ones obtained by applying the method described in [2].

In Table 13.3 the experimental WER measurements obtained during the first
phase are shown, considering two QEL, equal to 8 and 9 LSB, respectively.

In order to use the Student’s t distribution for a more accurate WER mea-
surement, the population distribution should be hypothesized as approximately
normal. When sample size is big enough, it isn’t necessary to analyze the nature of
the population, because the central limit theorem guarantees that the expected
value of the sample will be approximately distributed as a Gaussian. But when, as

TEKTRONIX AWG 420
TEKTRONIX TDS 7704B PC

Fig. 13.8 WER measurement setup

Table 13.3 Experimental WER measurements

WER 8
LSB

Samples 8 LSB
(M)

Wrong words 8
LSB

WER 9
LSB

Samples 9 LSB
(M)

Wrong words 9
LSB

7.7910-6 10 77 2910-7 10 2
7.6910-6 10 76 4910-7 10 4
6.4910-6 10 64 3910-7 10 3
8.6910-6 10 86 2910-7 10 2
7.1910-6 10 71 8910-7 10 8
6.1910-6 10 61 4910-7 10 4
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in this case, the sample size is small, less than approximately 30–35 samples, an
assessment of the sample is required. A possible way is to build a box plot of the
sample. If this representation does not reveal any significant asymmetries or
outliers, it is reasonable to use a Student’s t distribution [9].

Figures 13.9 and 13.10 show the dot plot and the box plot trend of the measured
values. The dot plots report in a bidimensional graph the number of times a given
WER has been observed (y axis) for each WER value (x axis), as can clearly be
seen by comparing the values in Table 13.3 and Fig. 13.9.

Dot-plot is used to assess the distribution of continuous data. This plots each
observation as a dot along a number line (x-axis). When values are close or the
same, the dots are stacked. Dot plots are particularly useful for assessing distri-
butions when there is a relatively small amount of data.

Boxplot is a graphical summary of the distribution of a sample that shows its
shape, central tendency, and variability. Box plots can help to understand the
distribution: the smallest observation (sample minimum), lower quartile (Q1),
median (Q2), upper quartile (Q3), and largest observation (sample maximum). Box

Fig. 13.9 Measurement dot plot trend

D
at

a

wrong words 9LSBwrong words 8LSB

90

80

70

60

50

40

30

20

10

0

Boxplot of wrong words 8LSB; wrong words 9LSB

Max
Q3
Q2

Q1

Min

Fig. 13.10 Measurement box plot trend
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plots is also useful for comparing several distributions; it can also indicate which
measurements, if any, might be considered outliers. This is possible considering
the spacing between the different parts of the box that indicates the degree of
dispersion (spread) and skewness in the data, and identify outliers.

Figures 13.9 and 13.10 represent respectively the dot plot and the box plot
trends of the data summarized in Table 13.3. Both the figures allow to see that the
trends do not show a significant drift from normality: the plots are not strongly
asymmetric and contain no outliers. Under these conditions the use of Student’s
t distribution has been considered appropriate and the statistical analysis results
based on such distribution are shown in Table 13.4.

For a confidence level of 95 and 99 % with five degrees of freedom, the cor-
responding uncertainty intervals, determined from Eq. (13.42), have been reported
in Table 13.5.

The results obtained by applying the proposed method, appropriately rounded,
can be compared with the calculation of worst-case error rate as indicated by
Annex C of the IEEE Std. 1057.

Only when the sample of WER observations is extracted from a normal pop-
ulation with known standard deviation, the quantiles of normal distribution can be
used and, therefore, uncertainty intervals can be obtained using the method
specified in Annex C.

From the results shown in Table 13.6, instead, it can be seen that by using the
Student’s t distribution the upper limit of the confidence interval is always greater
that that obtained by following the method reported in Annex C, in proportion to
the QEL, as in 8 LSB and 9 LSB cases. In both cases, in fact, using a t distribution
with five degrees of freedom is enough to obtain a confidence interval wider than
the one obtained using normal distribution, as suggested by the standard.

Table 13.4 Student’s t distribution statistical analysis

Variable Samples Mean StDev Minimum Q1 Median Q3 Maximum

Wrong words 8LSB 6 72.5 9.2 61.0 63.2 73.5 79.2 86.0
Wrong words 9LSB 6 3.8 2.2 2.0 2.0 3.5 5.0 8.0

Table 13.5 Uncertainty intervals versus confidence levels

Measurement data Confidence level
(%)

Uncertainty
interval

Variable N Mean StDev SE mean 95 (62.87–82.14)
Wrong words

8LSB
6 72.50 9.18 3.75

99 (57.39–87.61)
Variable N Mean StDev SE mean 95 (1.50–6.17)
Wrong words

9LSB
6 3.83 2.23 0.91

99 (0.17–7.50)
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13.3.2 Uncertainty Assessment of DAC Time Response
Parameters

Modern digital storage scopes (DSOs) and digital phosphor scopes (DPOs) are
widely diffused and provide an excellent instrument to perform rise and fall time
measurements [21, 25].

The method described in the Sect. 13.7 has been applied in the measurements of
rise time and fall time of square waveforms produced by different equipment
including DAC output sections, i.e. arbitrary waveform generators and data
acquisition boards [26]. DACs represent an essential component that provide a link
between the digital and analog sections of a mixed-signal system. These compo-
nents are crucial in fields such as optical networking, high-end medical imaging,
cellular and smart phones, and digital video camcorders, requiring wide frequency
band and high resolution. Therefore, there is an increasing interest in these
devices, both from the scientific and industrial communities, resulting in a wider
and deeper choice to the potential users.

A given customer can correctly compare and choose the converter suitable to
his/her particular needs only if the uncertainty about the parameters of interest has
been specified in the manufacturer’s datasheet. Unfortunately, currently the
evaluation of the measurement uncertainty is not yet included in any DAC stan-
dard [27].

The measures have been carried out by automating the preset measurement
functions of two digital oscilloscopes. The number of generating and digitizing
equipment has been chosen to highlight the potential influence of instrument-
related biases on the correct estimation of the confidence levels.

On each generator-digitizer couple, ten groups of ten rise time and fall time
measures have been taken, thus achieving 100 values for each parameter trans-
ferred on a PC where the calculations have been carried out. The aim of the whole
validation phase is to compare the uncertainty analysis results obtained by the
proposed bootstrap method, for which only ten samples are required, with the
Student’s t method, based on 100 samples, in order to prove the validity of the
proposed approach.

The test phase has been carried out by using a data acquisition board as gen-
erator. In particular, the parameter values of the DAC embedded in the acquisition
board NI PCI MIO 16E1, installed in and controlled by a PC, have been measured
by means of the oscilloscope Tektronix TDS 5104 and an oscilloscope LeCroy

Table 13.6 Comparison
between the upper limits of
confidence intervals obtained
by applying the proposed
approach and the IEEE Std
1057-Annex C

Student’s t Annex C

8 LSB (95 %) 82 78
8 LSB (99 %) 88 81
9 LSB (95 %) 6 5
9 LSB (99 %) 8 6

Only the significant digits have been used

426 A. Zanobini et al.



SDA 6000 by changing the characteristics of the generated signals. A square wave
having an amplitude of 10 V and a frequency of 1 kHz, has been first generated by
the DAC of the acquisition board, using a LabVIEW virtual instrument, at an
update rate of 100 kHz acquired by means of the Tektronix oscilloscope (signal
S1). Then, the rise and fall time have been measured by the oscilloscope at the
sampling frequency of 5 GSa/s. The second signal, generated with the same data
acquisition board, a square wave with an amplitude of 150 mV, a frequency of
1 kHz, and an update rate of 1 MHz, has been acquired by the LeCroy oscillo-
scope at the sampling frequency of 20 GSa/s (signal S2).

The uncertainty intervals, with a confidence level of 95 %, for the rise and the
fall time measurement are shown in Table 13.7 and compared with the results
achieved by applying the traditional estimation method relying on Student’s
t distribution.

By analyzing the first results, it can be seen that both methods provide similar
uncertainty intervals. The main differences between the measures corresponding to
S1 and S2 are due to the very different slew rates set for the tests. The comparison
between the confidence intervals for the same figure of merit on the same signal
shows the effectiveness of the bootstrap method and its advantages: (i) no
assumptions about the samples distribution, (ii) a reduced number of measure-
ments required, (iii) easier and faster acquisition sessions than the inference-based
methods, and (iv) therefore, more suitable for industrial applications.

The second experimental session has been carried out by changing the gener-
ation equipment while keeping the same digitizer. Both the second test phase
configurations use the oscilloscope LeCroy SDA 6000 to measure 10 values of
both rise time and fall time by setting a sampling frequency of 20 GS/s.

In the first test setup the DAC is embedded in an Agilent 33220A arbitrary
waveform generator. Both the rise time and fall time have been measured, by
means of the oscilloscope, on a square wave having an amplitude of 1 V and a
frequency of 20 MHz (Signal S3).

In the second test setup the DAC is embedded in a Tektronix AWG 420
arbitrary waveform generator. The square wave signal used for the test has been
generated with an amplitude of 1 V and a frequency of 10 MHz (Signal S4).

Table 13.7 DAC time response parameters: statistical analysis

DAC
parameter

Bootstrap method Student’s t-method

Mean Standard
deviation

Confidence
interval @ 95 %

Mean Standard
deviation

Confidence
interval @ 95 %

S1 rise time
[ns]

715 2 711–719 715 6 714–716

S1 fall time
[ns]

825 3 820–829 825 8 823–826

S2 rise time
[ns]

1.38 0.01 1.37–1.39 1.38 0.02 1.38–1.39

S2 fall time
[ns]

1.44 0.01 1.43–1.45 1.44 0.02 1.43–1.44
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In this second measurement campaign too, ten groups of ten rise time and fall
time measures have been carried out, thus achieving 100 values for each param-
eter. The achieved confidence intervals, with a confidence level of 95 %, for the
rise and fall time measurement are shown in Table 13.8 along with the results
achieved by applying the traditional estimation method.

By analyzing the results shown above, it can be seen yet again, that the
uncertainty intervals are almost the same in both of the two methods. In this way a
further confirmation of the effectiveness of the bootstrap method has been
achieved.

13.4 Conclusions

The aim of this chapter is to describe the uncertainty analysis of data converters
testing parameters by means of some theoretical recalls and practical case studies,
carried out on commercial generation and acquisition equipment.

The measurement uncertainty is an important parameter that gives a quantita-
tive indication of the measurement quality, allowing the comparison of results
coming from different sources or from reference values given in specifications or
standards. Unfortunately, at the moment, the evaluation of the measurement
uncertainty is not yet included in any data converters standard.

In particular, two case studies have been proposed: a new approach to assess the
Word Error Rate (WER) parameter in digitizing waveform recorders based on
Student’s t distribution and a new methodology to evaluate the measurement
uncertainty of rise time and fall time in DACs by using the bootstrap technique.

The first proposed test method has been experimentally verified by means of
WER measurements on actual waveform recorders, where the test results have
been compared to those achieved by implementing the IEEE Std. 1057 method.
The validity of the proposed approach has been proven by applying it two different
hardware platforms and by comparing the achieved results with those provided by

Table 13.8 DAC time response parameters from second measurement campaign: statistical
analysis

DAC
parameter

Bootstrap method Student’s t-method

Mean Standard
deviation

Confidence
interval @ 95 %

Mean Standard
deviation

Confidence
interval @ 95 %

S3 rise time
[ns]

9.25 0.11 9.17–9.33 9.25 0.13 9.22–9.27

S3 fall time
[ns]

9.24 0.09 9.17–9.31 9.24 0.11 9.22–9.26

S4 rise time
[ns]

2.20 0.01 2.18–2.22 2.20 0.03 2.20–2.21

S4 fall time
[ns]

2.02 0.01 2.01–2.04 2.02 0.03 2.02–2.03
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means of the IEEE method. In both cases, even changing the instrument under test,
the signal generator, the signal frequency, the sampling frequency, the room
temperature control, the warm-up time and the test length, the proposed method
shown that the correct confidence intervals to be used in the uncertainty specifi-
cations are wider that those suggested in the Annex C of the IEEE Std. 1057.

The approach used to evaluate DAC time domain parameters allows to define
confidence intervals from short acquisition records without needing hypotheses
about the measurand distribution. Moreover, other advantages consist in a reduced
number of required measurements, easier and faster than the inference-based
methods and, therefore, more interesting from an industrial point of view. In order
to validate the proposed approach, several measurement set-ups have been used,
with different instrumentation and configurations.

From the assessment of the experimental results, it has been possible to prove
the effectiveness of the proposed bootstrap technique, compared a traditional
uncertainty estimation method such as the Student’s t method. Therefore, the
proposed method can give a contribution, in terms of uncertainty assessment, to
the IEEE Std. 1658 concerning terminology and test methods for DACs.
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