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Preface

These multiple volumes (LNCS volumes 7971, 7972, 7973, 7974, and 7975) consist
of the peer-reviewed papers from the 2013 International Conference on Compu-
tational Science and Its Applications (ICCSA2013) held in Ho Chi Minh City,
Vietnam, during June 24–27, 2013.

ICCSA 2013 was a successful event in the International Conferences on Com-
putational Science and Its Applications (ICCSA) conference series, previously
held in Salvador, Brazil (2012), Santander, Spain (2011), Fukuoka, Japan (2010),
Suwon, South Korea (2009), Perugia, Italy (2008), Kuala Lumpur, Malaysia
(2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy (2004), Montreal,
Canada (2003), (as ICCS) Amsterdam, The Netherlands (2002), and San Fran-
cisco, USA (2001).

Computational science is a main pillar of most of the present research, in-
dustrial, and commercial activities and plays a unique role in exploiting ICT in-
novative technologies; the ICCSA conference series have been providing a venue
to researchers and industry practitioners to discuss new ideas, to share complex
problems and their solutions, and to shape new trends in computational science.

Apart from the general track, ICCSA 2013 also included 33 special sessions
and workshops, in various areas of computational sciences, ranging from com-
putational science technologies, to specific areas of computational sciences, such
as computer graphics and virtual reality. We accepted 46 papers for the general
track, and 202 in special sessions and workshops, with an acceptance rate of
29.8%. We would like to express our appreciation to the Workshops and Special
Sessions Chairs and Co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2013,
in particular, is due to the support of many people: authors, presenters, par-
ticipants, keynote speakers, Workshop Chairs, Organizing Committee members,
student volunteers, Program Committee members, International Liaison Chairs,
and people in other various roles. We would like to thank them all. We would
also like to thank Springer for their continuous support in publishing ICCSA
conference proceedings.

May 2013 David Taniar
Beniamino Murgante
Hong-Quang Nguyen



Message from the General Chairs

On behalf of the ICCSA Organizing Committee it is our great pleasure to wel-
come you to the proceedings of the 13th International Conference on Computa-
tional Science and Its Applications (ICCSA 2013), held June 24–27, 2013, in Ho
Chi Minh City, Vietnam.

ICCSA is one of the most successful international conferences in the field
of computational sciences, and ICCSA 2013 was the 13th conference of this se-
ries previously held in Salvador da Bahia, Brazil (2012), in Santander, Spain
(2011), Fukuoka, Japan (2010), Suwon, Korea (2009), Perugia, Italy (2008),
Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi,
Italy (2004), Montreal, Canada (2003), (as ICCS) Amsterdam, The Netherlands
(2002), and San Francisco, USA (2001).

The computational science community has enthusiastically embraced the suc-
cessive editions of ICCSA, thus contributing to making ICCSA a focal meeting
point for those interested in innovative, cutting-edge research about the latest
and most exciting developments in the field. It provides a major forum for re-
searchers and scientists from academia, industry and government to share their
views on many challenging research problems, and to present and discuss their
novel ideas, research results, new applications and experience on all aspects of
computational science and its applications. We are grateful to all those who have
contributed to the ICCSA conference series.

For the successful organization of ICCSA 2013, an international conference
of this size and diversity, we counted on the great support of many people and
organizations.

We would like to thank all the workshop organizers for their diligent work,
which further enhanced the conference level and all reviewers for their expertise
and generous effort, which led to a very high quality event with excellent papers
and presentations.

We especially recognize the contribution of the Program Committee and lo-
cal Organizing Committee members for their tremendous support, the faculty
members of the School of Computer Science and Engineering and authorities of
the International University (HCM-VNU), Vietnam, for allowing us to use the
venue and facilities to realize this highly successful event. Further, we would like
to express our gratitude to the Office of the Naval Research, US Navy, and other
institutions/organizations that supported our efforts to bring the conference to
fruition.

We would like to sincerely thank our keynote speakers who willingly accepted
our invitation and shared their expertise.

We also thank our publisher, Springer-Verlag, for accepting to publish the
proceedings and for their kind assistance and cooperation during the editing
process.



VIII Message from the General Chairs

Finally, we thank all authors for their submissions and all conference atten-
dees for making ICCSA 2013 truly an excellent forum on computational science,
facilitating an exchange of ideas, fostering new collaborations and shaping the
future of this exciting field.

We thank you all for participating in ICCSA 2013, and hope that you find
the proceedings stimulating and interesting for your research and professional
activities.

Osvaldo Gervasi
Bernady O. Apduhan
Duc Cuong Nguyen
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José Alfonso Aguilar Caldern Universidad Autnoma de Sinaloa, Mexico
Vladimir Alarcon Geosystems Research Institute, Mississippi

State University, USA
Margarita Alberti Universitat de Barcelona, Spain
Vincenzo Aquilanti University of Perugia, Italy
Takefusa Atsuko National Institute of Advanced Industrial

Science and Technology, Japan
Raffaele Attardi University of Napoli Federico II, Italy



Organization XVII

Sansanee Auephanwiriyakul Chiang Mai University, Thailand
Assis Azevedo University of Minho, Portugal
Thierry Badard Université Laval, Canada
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Selecting LTE and Wireless Mesh Networks

for Indoor/Outdoor Applications

Dharma Agrawal�

School of Computing Sciences and Informatics, University of Cincinnati, USA
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Abstract. The smart phone usage and multimedia devices have been
increasing yearly and predictions indicate drastic increase in the upcom-
ing years. Recently, various wireless technologies have been introduced to
add flexibility to these gadgets. As data plans offered by the network ser-
vice providers are expensive, users are inclined to utilize freely accessible
and commonly available Wi-Fi networks indoors.

LTE (Long Term Evolution) has been a topic of discussion in providing
high data rates outdoors and various service providers are planning to roll
out LTE networks all over the world. The objective of this presentation is
to compare usefulness of these two leading wireless schemes based on LTE
and Wireless Mesh Networks (WMN) and bring forward their advantages
for indoor and outdoor environments. We also investigate to see if a
hybrid LTE-WMN network may be feasible. Both these networks are
heterogeneous in nature, employ cognitive approach and support multi
hop communication. The main motivation behind this work is to utilize
similarities in these networks, explore their capability of offering high
data rates and generally have large coverage areas.

In this work, we compare both these networks in terms of their data
rates, range, cost, throughput, and power consumption. We also compare
802.11n based WMN with Femto cell in an indoor coverage scenario,
while for outdoors; 802.16 based WMN is compared with LTE. The main
objective is to help users select a network that could provide enhanced
performance in a cost effective manner.

� More information can be found at http://www.iccsa.org/invited-speakers



Neoclassical Growth Theory, Regions

and Spatial Externalities

Manfred M. Fisher�

Vienna University of Economics and Business, Austria
manfred.fischer@wu.ac.at

Abstract. The presentation considers the standard neoclassical growth
model in a Mankiw-Romer-Weil world with externalities across regions.

The reduced form of this theoretical model and its associated em-
pirical model lead to a spatial Durbin model, and this model provides
very rich own- and cross-partial derivatives that quantify the magnitude
of direct and indirect (spillover or externalities) effects that arise from
changes in regions characteristics (human and physical capital invest-
ment or population growth rates) at the outset in the theoretical model.

A logical consequence of the simple dependence on a small number
of nearby regions in the initial theoretical specification leads to a final-
form model outcome where changes in a single region can potentially
impact all other regions. This is perhaps surprising, but of course we
must temper this result by noting that there is a decay of influence as
we move to more distant or less connected regions.

Using the scalar summary impact measures introduced by LeSage and
Pace (2009) we can quantify and summarize the complicated set of non-
linear impacts that fall on all regions as a result of changes in the physical
and human capital in any region. We can decompose these impacts into
direct and indirect (or externality) effects. Data for a system of 198
regions across 22 European countries over the period 1995 to 2004 are
used to test the predictions of the model and to draw inferences regarding
the magnitude of regional output responses to changes in physical and
human capital endowments.

The results reveal that technological interdependence among regions
works through physical capital externalities crossing regional borders.

� More information can be found at http://www.iccsa.org/invited-speakers



Global Spatial-Temporal Data Integration

to Support Collaborative Decision Making

Wenny Rahayu�

La Trobe University, Australia

W.Rahayu@latrobe.edu.au

Abstract. There has been a huge effort in the recent years to estab-
lish a standard vocabulary and data representation for the areas where
a collaborative decision support is required. The development of global
standards for data interchange in time critical domains such as air traffic
control, transportation systems, and medical informatics, have enabled
the general industry in these areas to move into a more data-centric
operations and services. The main aim of the standards is to support
integration and collaborative decision support systems that are opera-
tionally driven by the underlying data.

The problem that impedes rapid and correct decision-making is that
information is often segregated in many different formats and domains,
and integrating them has been recognised as one of the major prob-
lems. For example, in the aviation industry, weather data given to flight
en-route has different formats and standards from those of the airport
notification messages. The fact that messages are exchanged using differ-
ent standards has been an inherent problem in data integration in many
spatial-temporal domains. The solution is to provide seamless data inte-
gration so that a sequence of information can be analysed on the fly.

Our aim is to develop an integration method for data that comes
from different domains that operationally need to interact together. We
especially focus on those domains that have temporal and spatial char-
acteristics as their main properties. For example, in a flight plan from
Melbourne to Ho Chi Minh City which comprises of multiple interna-
tional airspace segments, a pilot can get an integrated view of the flight
route with the weather forecast and airport notifications at each segment.
This is only achievable if flight route, airport notifications, and weather
forecast at each segment are integrated in a spatial temporal system.

In this talk, our recent efforts in large data integration, filtering, and
visualisation will be presented. These integration efforts are often re-
quired to support real-time decision making processes in emergency sit-
uations, flight delays, and severe weather conditions.

� More information can be found at http://www.iccsa.org/invited-speakers
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Jácome Cunha, João Paulo Fernandes, Jorge Mendes, and
João Saraiva

An Evaluation on Developer’s Perception of XML Schema Complexity
Metrics for Web Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475

Marco Crasso, Cristian Mateos, José Luis Ordiales Coscia,
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Roto-torsional Levels

for Symmetric and Asymmetric Systems:
Application to HOOH and HOOD Systems

Ana Carla Peixoto Bitencourt1,
Frederico Vasconcellos Prudente2, and Mirco Ragni1
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Universidade de Feira de Santana, UEFS
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ana.bitencourt@gmail.com

2 Institute of Physics
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Salvador, Bahia (BR)

Abstract. Two pictures of separation of torsional mode in intramolecu-
lar dynamics are given for the treatment of hindered rotations of molecu-
lar systems like ABCD, which present a large amplitude motion
associated with the torsional mode. The energy profile (torsional po-
tential) is described by a dihedral angle and the chosen coordinates are
based on orthogonal local vectors. Our model consists of two linear rigid
rotors AB and CD that rotate around the Jacobi vector connecting the
centers of mass of the diatoms AB and CD. We have used two procedures
to calculate the roto-torsional energy levels. The first, referred to bi-rotor,
uses the Hamiltonian as function of the azimuth angles of the AB and
CD rotors. In the second one, referred to roto-torsion, we separate the
internal rotation (torsional mode) from the overall rotation around the
Jacobi vector. For the cases where the two moments of inertia are equal,
e.g. HOOH, conservation of both energy and angular momentum for a
system viewed as involving either torsion plus external rotation or inter-
action of two rotors requires correlation of levels with symmetries τ = 1
and 4 with zero or even values of the external rotation angular momen-
tum quantum number k in units of �. Conversely, torsional energy levels
that belong to the τ = 2 and 3 symmetries, correlate with odd values of
k. In HOOD the two rotors have different moments of inertia, and this
causes further level splitting for τ = 2 and 3 only. Here we apply the
two procedures to understanding the roto-torsional levels for HOOH and
HOOD molecules.

Keywords: Orthogonal coordinates, roto-torsional levels.

1 Introduction

Recently there has been a renewed interest in the studies of internal rotation
(torsional mode) in small molecules of the type ABCD, such as HOOH and

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 1–16, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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HOSH [2,11,16,19,15]. For hydrogen peroxide and its isotopomers the torsional
dynamics are best described in diatom-diatom vectors, a particular local orthog-
onal coordinate set, [10], leading to the interpretation of the OH and OD groups
as semi-rigid rotors executing torsion motions around a (Jacobi) vector joining
their centers of mass. In previous works [10,11] we have described the torsional
mode of the HOOH using the Jacobi dihedral angle as variable, while the other
five degrees of freedom were frozen at the equilibrium configuration. Formu-
las relating geometrical and local vector parameters are given in Ref. [10]. The
particular choice of the parametrization rigorously eliminates couplings terms
in the Hamiltonian [14]. Some recent results for hydrogen peroxide, based on
the diatom-diatom vectors and using a full-dimensional quantum calculation of
the vibrational energy levels, can be found in [3], for a J = 0 Hamiltonian, for
deuterated isotopomers [4,5], and in the case of J �= 0 [9,8,17]. As discussed
in Ref. [14], the diatom-diatom vectors not describe the torsional mode in gen-
eral ABCD molecules [12]. Here we use the HOOH and HOOD as prototypes
molecules to study the symmetric and not-symmetric systems [18,13]. Both are
near-prolate symmetric tops with the principal axis corresponding to the small-
est moment of inertia being coincident with the second vector of Jacobi, see Fig.
1. Since HOOD does not possess the symmetry of H2O2 it is necessary to derive
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Fig. 1. Jacobi H scheme. δ2 = 0.

the periodicity of the torsional eigenfunctions. The purpose of this paper is to
characterize the torsional levels around the O-O bond in the HOOH and HOOD
molecules. The principal difference between these two systems is that, in the
second case, the inertia moments of the two dimers are different. For symmetric
systems, like the HOOH molecule, the torsional levels are well characterized and
it is well know that these are subdivided in four symmetries, generally indicated
with τ = 1, 2, 3 and 4. For not symmetric system, like HOOD, further symme-
tries appear. This aspect can be described through the so called H scheme of
orthogonal local vectors for four bodies [10,14]. This scheme consists of two vec-
tors, each one joining an oxygen atom to the respective hydrogen (or deuterium
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in the case of the OD dimer) plus a vector that joins the two centers of mass
of the diatoms, see Fig. 1. The torsional potential of the HOOH and HOOD is
well described by the dihedral angle ω′

1 when the others coordinates are fixed to
their values at the equilibrium. The inertia moments of the two diatoms permit
to obtain the periodicity of ω′

1 and to introduce all the torsional symmetries
around the O-O bonds. These symmetries are associated to the projection of the
total angular momentum on the x2 vector, which prolongation is taken as z axis.
Two methodologies are used to calculate the torsional levels. The first, referred
by ”bi-rotors” (BR), consists in solving the problem of two planar and rigid
rotors coupled by a torsional potential. A proper combination of the two angles
ω1 and ω3 that describe the rotation of x1 and x3 around the z axis, permits to
separate the external rotation and to define a second approach, referred by as
”roto-torsion” (RT), that includes the correct periodicity of the dihedral angle
and permits to define all the symmetries of the torsion.

The paper is structured as follows. In the next section the Jacobi H scheme
is discussed and constrains are applied to the coordinates to reduce the problem
in a useful form to describe the torsional problem. In section 3 the BR scheme
is presented while section 4 describes the RT one. The torsional levels of the
HOOH and HOOD molecules are given in section 5. Section 6 reports remarks
and conclusions.

2 Methodology

In this section we give the kinetic energy operator for two linear rigid rotors AB
and CD that rotate around the vector x2, see Fig. 1. The reduced problem is
treated in two ways leading to the BR and RT schemes. In the orthogonal local
vectors parametrization [14], also called diatom-diatom vectors, we have

x1 = rA − rB , x3 = rC − rD ,

x2 =
1

mA +mB
(mArA +mBrB)−

1

mC +mD
(mCrC +mDrD) ,

x4 =
1

m
(mArA +mBrB +mCrC +mDrD) , (1)

where mi and ri are the masses and the position vectors of the particles (i =
A,B,C,D), respectively; x4 gives the position of the center of mass and m is
the total mass of the molecule. The kinetic energy operator is expressed as

T̂ (x) = −�
2

2

[
1

μ1

∂2

∂x2
1

+
1

μ2

∂2

∂x2
2

+
1

μ3

∂2

∂x2
3

+
1

m

∂2

∂x2
4

]
, (2)

where

1

μ1
=

1

mA
+

1

mB
,

1

μ2
=

1

mA +mB
+

1

mC +mD
,

1

μ3
=

1

mC
+

1

mD
.(3)

Neglecting the center of mass and in spherical coordinates, we have

T̂ = −�
2

2

3∑
l=1

1

μl

[
1

r2l

∂

∂rl
r2l

∂

∂rl
+

1

r2l

(
1

sin δl

∂

∂δl
sin δl

∂

∂δl
+

1

sin2 δl

∂2

∂ω2
l

)]
, (4)
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where rl ≥ 0, 0 ≤ δl ≤ π and 0 ≤ ωl < 2π. Fixing rl, δl and ω2 in the previous
equation we reduce the problem in a useful form to represent the BR scheme. In
fact the kinetic energy operator is

T̂ br = −�
2

2

(
1

I1

∂2

∂ω2
1

+
1

I3

∂2

∂ω2
3

)
, (5)

where I1 and I3 are the effective moments of inertia of the rotors. They are
obtained from those of the rotors multiplying them by sin2 δ1 and sin2 δ3, re-
spectively. Then

I1 = μ1r
2
1 sin

2 δ1 , I3 = μ3r
2
3 sin

2 δ3 . (6)

For a system like ABCD (see Fig. 1) we have I1 = IAB, I3 = ICD and the z axis
coincides with the vector x2. The angles ω1 and ω3 are the rotation (azimuth)
angles of AB and CD rotors, respectively.

In the RT scheme, we separate the torsional mode from the overall rotation
defining two new coordinates as combination of ω1 and ω3 [19,7]:

ω′
1 = ω3 − ω1 , (7)

ω′
3 =

I1ω1 + I3ω3

I1 + I3
. (8)

The ranges of the variables ω1 and ω3 lead to those of the new variables:

−2π ≤ ω′
1 < 2π , 0 ≤ ω′

3 < 2π . (9)

The angle ω′
3 represents the external rotation of the system around the z axis

and has a periodicity of 2π. The dihedral angle ω′
1 has a periodicity of 4π but

the torsional potential, that is a function of ω′
1, has a periodicity 2π. However,

as explained in section 4, to define the periodicity of the eigenfunctions it is
necessary to consider the inertia moments of the two rigid rotors.

Using eqs. (7) and (8) the kinetic energy operator for the RT scheme can be
written as

T̂ rt = −�
2

2

[(
1

I1
+

1

I3

)
∂2

∂ω
′2
1

+
1

I1 + I3

∂2

∂ω
′2
3

]
. (10)

Fixing the ω′
3 value we impose that the total angular momentum is zero, so the

second term of the eq. (10) vanishes. In particular, if the two effective moments
of inertia are equal as in H-O-O-H, the torsional part of the eq. (10) can be
written as

T̂ t = − �
2

μOHr2OH sin2 δ1

∂2

∂ω
′2
1

. (11)

Identical results can be obtained starting from the mass scaled Jacobi H coupling
scheme vectors.

In the following we treat the BR and RT models separately. In both cases we
illustrate first the “free” situation and then we introduce the torsional potential
that is a function of the dihedral angle ω′

1, eq. (7).
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3 Bi-rotot (BR) Model

We consider first the “free” situation, in order to find a basis set for the treatment
of the hindered rotation when the torsional potential is introduced.

3.1 “Free” Bi-rotor

The Schröndinger equation for the “free” bi-rotor motion is obtained by eq. (5)
and results in:[

− �
2

2I1

∂2

∂ω2
1

− �
2

2I3

∂2

∂ω2
3

]
ψ0
k1,k3

(ω1, ω3) = Ebr
k1,k3

ψ0
k1,k3

(ω1, ω3) . (12)

The superscript 0 of the eigenfunctions ψ indicates the “free” situation. The
generic eigenfunction ψ0

k1,k3
(ω1, ω3) can be written as

ψ0
k1,k3

(ω1, ω3) =
1

2π
ei(k1ω1+k3ω3) , (13)

where k1, k3 = 0,±1,±2,±3, . . . are the quantum numbers of the two rotors.
The total energy is given by the sum of the two energies Er1

k1
and Er2

k3
of the

separated rotors:

Ebr
k1,k3

= Er1
k1

+ Er2
k3

=
�
2

2

(
k1

2

I1
+
k3

2

I3

)
, (14)

while the angular momenta is given by

l̂ψ0
k1,k3

(ω1, ω3) = −i�
(

∂

∂ω1
+

∂

∂ω3

)
ψ0
k1,k3

= �(k1 + k3)ψ
0
k1,k3

. (15)

For symmetric systems we have I1 = I3 = I, so

Ebr
k1,k3

=
�
2

2I

(
k21 + k23

)
. (16)

3.2 Hindered Bi-rotor Model

Introducing the torsional potential in the Schrödinger equation (12) we have[
−�

2

2

(
1

I1

∂2

∂ω2
1

+
1

I3

∂2

∂ω2
3

)
+ V (ω1, ω3)

]
ψj = Ebr

j ψj , (17)

Let’s expand the potential in a cosine series:

V (ω1, ω3) =

v∑
l=0

Vl cos(l(ω3 − ω1)) , l = 0, 1, 2, ... (18)
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The eigenfunctions ψj is expanded using the basis set ψ0
k1,k3

(ω1, ω3) of eq. (13):

ψj =
∑
k1,k3

f j
k1,k3

ψ0
k1,k3

(ω1, ω3) . (19)

where f j
k1,k3

are the coefficients of the expansion. The kinetic energy matrix
elements are given by

Tk1,k3;k
′
1,k

′
3
=

�
2

2

(
k21
I1

+
k23
I3

)
δk1,k′

1
δk3,k′

3
(20)

while the potential energy matrix elements are given by

Vk1,k3;k
′
1,k

′
3
=
∑
l

Vl
2

(
δ0,k′

1−k1−l δ0,k′
3−k3+l + δ0,k′

1−k1+l δ0,k′
3−k3−l

)
. (21)

The angular momentum eigenvalues of each eigenfunction is obtained as follows.〈
ψ∗
j

∣∣∣l̂∣∣∣ψj

〉
= �

∑
k1,k3

(k1 + k3)(fk1,k3)
2 . (22)

From eq. (21) it can be found that the Vl term gives a non-zero contribution to
the Vk1,k3,k

′
1,k

′
3
element only if l = k

′
1 − k1 = k3 − k

′
3 or l = k1 − k

′
1 = k

′
3 − k3.

Consequently it must be k = k1 + k3 = k
′
1 + k

′
3. This result reflects that the

potential couples only basis set functions with the same value of k, that means
with the same value of the total angular momentum, see eq. (15). Therefor,
the Hamiltonian matrix can be factorized in sub-matrices, one for each value
of the total angular momentum number k, with consequently reduction of the
calculation time.

An interesting result, presented in the next section, can be anticipated here
observing what follows. A fixed value of k means that the eigenvalues of the cor-
responding matrix gives the torsional energies plus a fixed contribution of the
overall rotation energy. Analogously, the eigenfunctions are product of a well de-
fined overall rotation eigenfunction times appropriated torsional eigenfunctions.
As described in the next sections, the overall rotation eigenfunction is given by
eikω

′
3 , depending by k and by the coordinate ω

′
3, eq. (8). This discussion permits

to conclude that the torsional basis set for a particular value of k is

ei(k1ω1+k3ω3)

eikω
′
3

= ei(k1ω1+k3ω3−kω′
3) = ei[k1ω1+k3ω3−k(I1ω1+I3ω3)/(I1+I3)]

= eiω
′
1(k3I1−k1I3)/(I1+I3) = eiω

′
1(k3−kI3/(I1+I3)) . (23)

4 Roto-torsion (RT) Model

As in the previous section, also the roto-torsion problem is initially tackled using
a zero torsional potential. The eigenfunctions of the “free” situation are then used
to expand the solution of the problem when the torsional potential is introduced.
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4.1 “Free” Roto-torsion

To treat separately the torsional mode and the overall rotation around the Jacobi
vector x2 we have to use the kinetic energy operator of eq. (10). The “free”
Schrödinger equation is[

− �
2

2I
∂2

∂ω
′2
1

− �
2

2(I1 + I3)

∂2

∂ω
′2
3

]
Ψ0
n,k(ω

′
1, ω

′
3) = Ert

n,kΨ
0
n,k(ω

′
1, ω

′
3) , (24)

where
1

I =
1

I1
+

1

I3
. (25)

The eigenfunction Ψ0(ω′
1, ω

′
3) can be written as

Ψ0
n,k(ω

′
1, ω

′
3) = ξ(ω′

1)η(ω
′
3) =

1

2π
einω

′
1 eikω

′
3 , (26)

where the correct values of n and k are obtained with appropriated considerations
about the periodicity of ω′

1 and ω′
3, respectively. Imposing a null value of ω′

3 in
eq. (8) we have ω1I1 + ω3I3 = 0, that, by a classical point of view, corresponds
to a null value of the total angular momentum. In other words, the null value of
the total angular momentum is guaranteed if

ω1 = −ω3
I3
I1
. (27)

If we consider I1 < I3, it easy to see that if the rotor with inertia I3 spans a full
rotation (ω3 = 2π) and back to an indistinguishable position, the other rotor
have to do an angle of ω1 = −2πI3/I1 to guaranteed a null value of the total
angular momentum. Substituting eq. (27) in eq. (7) it is one obtained

ω′
1 = ω3 − ω1 = ω3

I1 + I3
I1

. (28)

The exact periodicity is obtained when both ω1 and ω3 are multiples of 2π,
so the system oscillates between two indistinguishable positions. Therefore, the
period of ω′

1 must be 2πp(I1 + I3)/I1, where p is an integer chosen so that
p(I1+I3)/I1 = N is approximatively an integer. This boundary condition implies
that

einω
′
1 = ein(ω

′
1+2πp(I1+I3)/I1) ,

ein2πp(I1+I3)/I1 = cos(n 2 π p(I1 + I3)/I1) + i sin(n 2 π p(I1 + I3)/I1) = 1 ,

n2πp(I1 + I3)/I1 = ±2πj ; j = 0, 1, 2, . . .

n = ± I1
p(I1 + I3)

j = ± j

N
. (29)

Starting from eqs. (24) and (26), it is found that the rotational energy is

Er
k =

�
2

2(I1 + I3)
k2 ; k = 0,±1,±2,±3, . . . (30)
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and the angular momentum is

l̂′Ψ0
n,k(ω

′
1, ω

′
3) = −i�

∂

∂ω′
3

Ψ0
n,k(ω

′
1, ω

′
3) = �kΨ0

n,k(ω
′
1, ω

′
3) . (31)

In fact ω′
1 is an internal coordinate and does not carry information regarding

the total angular momentum. Obviously the eigenvalues of the two operators l̂,
eq. (15), and l̂′, eq. (31), need to be equal,

k1 + k3 = k . (32)

Concordantly to that discussed at the end of sec. 3, the torsional energy levels
can be found observing that:

Et
n = Ebr

k1,k3
− Er

k , (33)

where Ebr
k1,k3

are the energy of the bi-rotor, eq. (14), and Er
k are the rotational

energy, eq. (30). Concordantly to eqs. (24) and (26), the torsional levels can be
written as

Et
n =

�
2

2

1

I n
2 , (34)

and using eq. (33) we find the possible values for n:

Et
n =

�
2

2I

(
k1 −

I1
I1 + I3

k

)2

=
�
2

2I

(
k3 −

I3
I1 + I3

k

)2

. (35)

Consequently we identify

n = −k1 +
I1

I1 + I3
k = k3 −

I3
I1 + I3

k . (36)

This last result was anticipated in eq. (23). For a given system, I1 and I3 are fixed
while k must be fixed to an integer value concordantly to the considered total
angular momentum. This implies that the possibles values of n are determined
by k1 or k3, that are also integer. As an example, for a null value of the total
angular momentum (k = 0), we have n = −k1 = k3,

Et
n =

�
2

2I k
2
1 , (37)

and only integer values of n are possible.

Symmetric Case Considering I1 = I3 = I, the kinetic energy operator of eq.
(24) is

T̂ rt = −�
2

I

∂2

∂ω
′2
1

− �
2

4I

∂2

∂ω
′2
3

, (38)

where I is given by eq. (6) and the eigenvalues of the first term are given by eq.
(34):

Et
n =

�
2

I

(
k3 −

1

2
k

)2

=
�
2

I
n2 , (39)
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– For even k, n = 0,±1,±2,±3, . . .
– For odd k, n = ± 1

2 ,±
3
2 ,±

5
2 , . . .

Another way to write the torsional energy levels is by separation in four sym-
metries with the quantum number τ = 1, 2, 3, 4 [6,11]:

Et
j,1 =

�
2

I
j2 j = 0, 1, 2, . . .

Et
j,2 =

�
2

I

(
j +

1

2

)2

j = 0, 1, 2, . . .

Et
j,3 =

�
2

I

(
j +

1

2

)2

j = 0, 1, 2, . . .

Et
j,4 =

�
2

I
j2 j = 1, 2, 3 . . . (40)

The eigenvalues of the second term of eq. (38) (external rotation) are

Er
k =

�
2

4I
k2 ; k = 0,±1,±2,±3, . . . (41)

and the total energy is
Ert

j,τ,k = Et
j,τ + Er

k . (42)

Resuming τ = 2, 3 symmetries are compatible only with k = ±1,±3,±5, . . .
while τ = 1, 4 ones are compatible only with k = 0,±2,±4, . . .

4.2 Hindered Roto-torsional

Introducing the potential, the Schrödinger equation is written as[
− �

2

2 I
∂2

∂ω′2
1

− �
2

2(I1 + I3)

∂2

∂ω
′2
3

+ V (ω′
1)

]
Ψj,k =

(
Et

j + Er
k

)
Ψj,k . (43)

The eigenfunctions Ψj,k are expanded using the basis set Ψ0
n,k(ω

′
1, ω

′
3), eq. (26).

The kinetic energy matrix elements are obtained using eq. (24)

Tnk;n′k′ =

(
n2

�
2

2 I + Er
k

)
δn,n′δk,k′ , (44)

and the potential energy matrix elements are

Vnk;n′k′ =
∑
l

Vl
2
(δ0,l+n′−n + δ0,l−n′+n)δk,k′ . (45)

where N depends of the period of ω′
1, see eqs. (28)-(29). The last equation

shows that the matrix is factorized in sub-matrices, one for each value of k. This
because, as anticipated at the end of section 3, the potential does not couple basis
set functions with different angular momenta k. Each sub-matrices presents in
the diagonal elements the contribution of the external rotation for that value of
k. For each sub-matrix this contribution is constant and can be neglect to obtain
only the torsional energy levels. The other important thing to be observed is that
each block is build up only with k-compatible functions, as imposed by eq. (36).
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5 Examples: HOOH and HOOD

As explained in previous papers [10,11], the Jacobi H scheme can be used to pre-
dict the torsional path of HOOH system. The strategy adopted is to fix all the
Jacobi parameters to those of the equilibrium. The torsional path is obtained
varying only the dihedral angle ω′

1. This angle depends on the masses of the
system. So the torsional path is different for HOOH and HOOD systems. As
can be see in Fig. 2, the differences between the two predicted torsional path
and the optimized path are negligible, especially for our purpose. Tab. 1 reports
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Fig. 2. Torsional profile predicted by the angle ω′
1 for HOOH and HOOD systems, red

and blue lines respectively. To compare with the optimized profile (Black dots), the
potential is presented in function of the geometrical dihedral angle HOOH (φ).

the geometry of the minimum of the hydrogen peroxide expressed in internal
parameters and calculated at UMP2=full/aug-cc-pvqz level of theory. Jacobi H
parameters for the HOOH and HOOD are also reported. Tab. 2 reports the
coefficient Vl of eq. (18) for the energy profile of HOOH and HOOD systems
presented in Fig. 2. These coefficients are found by the Newton-Raphson algo-
rithm fitting the ab-initio points (available on request from the authors). For the
HOOH system, I1 = I3, p = 1 and the periodicity of ω′

1 is 4π, see eqs. (28) and
(29). For HOOD, the approximated inertia moments in Tab. 2 lead to a finite
periodicity of ω′

1. This periodicity depends by the level of accuracy of the values
of the two inertias. Expressing the inertia with a greater number significant fig-
ures, a greater periodicity of ω′

1 is found. Consequently, the representation of the
torsional energy levels improves. We give the values of the inertia with three-four
figures because this level of accuracy is sufficient for us purpose and we found
p = 200. This means that the basis set derived for k = 0 is approximatively
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Table 1. Geometrical parameters of the minimum of the hydrogen peroxide calculated
at ump2=full/aug-cc-pvqz level. Jacobi parameters for HOOH and HOOD are also
presented. For the HOOD case, |x3| join the atoms O and D. Angles are expressed in
degrees and lengths in Å.

Geometrical parameters rHO rOO rOH �HOO �OOH �HOOH

0.9627 1.4433 0.9627 99.94 99.94 112.59

Jacobi H scheme |x1| |x2| |x3| ϕ1 ϕ3 ω′
1

HOOH 0.9627 1.4660 0.9627 102.98 102.98 111.76
HOOD 0.9627 1.4782 0.9627 103.68 104.89 111.34

Table 2. Values, in cm−1, of the coefficients Vl of eq. (18) for HOOH and HOOD
energy profiles of Fig. 2. Effective inertia moments I1 and I3 in u.m.a.Å2 are also
presented. The masses in u.m.a. of O, H and D atoms are 15.9994, 1.0079 and 2.01363
respectively.

V0 V1 V2 V3 V4 V5 I1 I3
HOOH 837.551 1072.064 687.812 65.383 8.973 1.601 0.834 0.834
HOOD 834.975 1061.922 689.156 65.023 8.076 1.328 0.830 1.548

correct for |k| = 200 too. Analogously, |k| = 1 and |k| = 201 are near compatible
with the same symmetry and so on for all the values of k. Eq. (36) permits to
calculate the compatible values of n for every k. In section 5.2 we present how
to tackle this type of problems.

The torsional symmetries found for each k can be further separated in even
and odd functions as suggested by the second equality of eq. (45). In fact the
torsional potential, due to the symmetry around π, can be expanded in a cosine
series and l assumes only integer values. Three types of integrals are found: A
first type is of the form∫

cos(n ω
′
1) cos(l ω

′
1) sin( n

′ω
′
1) dω

′
1 , (46)

and is always zero. In other words, cosines and sines are not coupled by a sym-
metric torsional potential. The other two types of integrals are∫

cos(n ω
′
1) cos(l ω

′
1) cos( n

′ω
′
1) dω

′
1 , (47)∫

sin(n ω
′
1) cos(l ω

′
1) sin( n

′ω
′
1) dω

′
1 . (48)

In summary, for a given value of k, the possible values of n are calculated with
eq. (36). Furthermore the torsional matrix can be factorized in two sub-matrices,
one of them representation of even eigenfunctions (expanded in cosine functions)
while the other is the representation of the odd eigenfunctions (expanded in sine
functions).
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5.1 Symmetric Systems: HOOH

BR Model. The problem is tackled following the factorization described at the
end of section 3. For a selected value of k only values of k1 and k3 that respect
the condition k1 + k3 = k are taken. These were introduced in eqs. (20)-(21)
to found the energy levels of the bi-rotors Ebr

j . The rotational contribution Er
k

is found with eq. (30), while the torsional contribution Et
j is simply Ebr

j − Er
k.

Results for the torsional energy levels Et
j are reported in Tab. 3.

Table 3. Torsional energy contributions of the bi-rotors energy levels for the HOOH
system, obtained with eq. (42), Et

j(cm
−1). The bi-rotors levels were calculated with

basis set of 120 eigenfunctions for each k.

k = 0,±2,±4, . . . k = ±1,±3, . . . k = 0,±2,±4, . . . k = ±1,±3, . . .

172.860197 172.860204 2171.396396 2182.712934
184.505254 184.505245 2432.736930 2395.268584
432.933494 432.933550 2589.873299 2685.168639
551.304401 551.304165 2946.351412 2771.972723
754.236097 754.237293 2980.969544 3223.361043
965.131881 965.125746 3520.964623 3234.172685
1194.968428 1194.999239 3523.889768 3841.034956
1435.192291 1435.043177 4183.740018 3841.755708
1681.497440 1682.181378 4183.905322 4548.679360
1932.273870 1929.351857 - 4548.715075

RT Model. When I1 = I3 according with section 4.1 and eq. (39), in the
torsional basis set ξ(ω′

1), eq. (26), n assumes both integer and half integer values.
The decomposition of ξ in sines and cosines leads to

1

1 + (
√
2− 1)δj,0

1√
2π

cos(j ω′
1) (49a)

1√
2π

cos[(j + 1/2) ω′
1] (49b)

1√
2π

sin[(j + 1/2) ω′
1] (49c)

1√
2π

sin(j ω′
1) (49d)

with j = 0,±1,±2, .... Note that these equations have a period of 4π and this
justifies the normalization factors. In the eq. (49d) j = 0 loses meant. As de-
scribe above in this section, the potential coupling only eigenfunction with the
same parity, (cosine with cosine and sine with sine); moreover the expansion in a
serie of cosine of the torsional potential does not couple the cos[jϕ] functions with
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the cos[(j′ +1/2)ϕ] ones, as so as it does not couple sin[jϕ] and sin[(j′ + 1/2)ϕ]
functions. So the eigenfunctions of the problem become:

ξν,1 =
1√
2π

∑
j=0

aνj cos(j ω
′
1) (50a)

ξν,2 =
1√
2π

∑
j=0

bνj cos[(j + 1/2) ω′
1] (50b)

ξν,3 =
1√
2π

∑
j=0

cνj sin[(j + 1/2) ω′
1] (50c)

ξν,4 =
1√
2π

∑
j=1

dνj sin(j ω
′
1) (50d)

These basis sets were used to calculated the torsional energy levels that are
presented in Tab. 4. As expected, the values obtained with the two different but
equivalent procedure are identical.

Table 4. Torsional energy levels of H2O2 system calculated with the RT procedure.
Basis set of 200 eigenfunctions for each symmetry. Values in cm−1.

ν\τ 1 2 3 4

0 172.860197 172.860204 184.505245 -
1 432.933494 432.933550 551.304165 184.505254
2 754.236097 754.237293 965.125746 551.304401
3 1194.968428 1194.999239 1435.043177 965.131881
4 1681.497440 1682.181378 1929.351857 1435.192291
5 2171.396396 2182.712934 2395.268584 1932.273870
6 2589.873299 2685.168639 2771.972723 2432.736930
7 2980.969544 3223.361043 3234.172685 2946.351412
8 3523.889768 3841.034956 3841.755708 3520.964623
9 4183.905322 4548.679360 4548.715075 4183.740018

5.2 Non Symmetric System: HOOD

The mass of the deuterium atom is approximatively double respect that of the
hydrogen. This affects the torsional energy levels despite the torsional poten-
tial (written in Jacobi coordinates) be approximatively the same for the two
cases. More exactly, the higher mass of the deuterium thicken the levels, but the
difference in mass between the two systems is not so relevant respect the char-
acteristic of the torsional potentials. This means that the energies of the lower
torsional levels of the HOOD are expected to be of the same order of those of the
HOOH.
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BR Model. As in the HOOH case, torsional energy contributions Et
j of the bi-

rotors energy levels for the HOOD system are obtained neglecting the rotational
energy contribution Er

k from Ebr
j , see eqs. (30) and (17). The bi-rotors levels are

obtained considering the factorization in sub-matrices described at the end of
section 3. The torsional energy levels of HOOD calculated with the BR model,
for k = 0,±1,±2, are showed in Tab. 5.

Table 5. Torsional energy contributions of the bi-rotors energy levels for the HOOD
system, obtained with eq. (42). The bi-rotors levels were calculated with basis set of
120 eigenfunctions for each k.

torsional contribution (cm−1).

k = 0 k = ±1 k = ±2
157.414847 157.414847 157.414847
162.768676 162.768676 162.768676
398.858888 398.858892 398.858892
477.489056 477.489043 477.489045
649.776606 649.776673 649.776662
821.080170 821.079836 821.079891
1013.417658 1013.419336 1013.419060
1216.217830 1216.209519 1216.210885
1427.194799 1427.234678 1427.228122
1643.461487 1643.278270 1643.308352
1861.261273 1862.054670 1861.923699
2081.283525 2078.067422 2078.587141
2284.306288 2295.664206 2293.689023
2515.689746 2479.169064 2484.280015
2633.830757 2703.865455 2690.318948
2962.571619 2830.604867 2847.777383
2984.792085 3134.217450 3112.129466
3462.205628 3282.450595 3306.038508
3464.013067 3653.391059 3627.387613

RT Model For HOOD the possible values of n for the torsional problem are
evaluated with eq. (36) and I3/(I1 + I3) = 0.6511. The approximative values of
I1 and I3 for HOOD are given in Tab. 2). Considering eqs. (47) and (48) we can
derive the following “symmetries” (basis sets) for k equal to 0,±1,±2:
– τ = 0c: cos[j ω

′
1] with j = 0, 1, 2, . . . and k = 0

– τ = 0s: sin[j ω
′
1] with j = 1, 2, . . . and k = 0

– τ = 1c: cos[(j + ε) ω
′
1] with j = 0,±1,±2, . . .; ε = 0.6511 and k = ±1

– τ = 1s: sin[(j + ε) ω
′
1] with j = 0,±1,±2, . . .; ε = 0.6511 and k = ±1

– τ = 2c: cos[(j + ε) ω
′
1] with j = 0,±1,±2, . . .; ε = 1.3022 and k = ±2

– τ = 2s: sin[(j + ε) ω
′
1] with j = 0,±1,±2, . . .; ε = 1.3022 and k = ±2

Another possible way to write these basis sets is the following:

– τ = 0c: cos[j ω
′
1] with j = 0, 1, 2, . . . and k = 0

– τ = 0s: sin[j ω
′
1] with j = 1, 2, . . . and k = 0
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– τ = 1c: cos[(j + ε) ω
′
1] with j = 0, 1, 2, . . .; ε = 0.6511, 0.3489 and k = ±1

– τ = 1s: sin[(j + ε) ω
′
1] with j = 0, 1, 2, . . .; ε = 0.6511, 0.3489 and k = ±1

– τ = 2c: cos[(j + ε) ω
′
1] with j = 0, 1, 2, . . .; ε = 1.3022, 0.6978 and k = ±2

– τ = 2s: sin[(j + ε) ω
′
1] with j = 0, 1, 2, . . .; ε = 1.3022, 0.6978 and k = ±2

With these basis functions the torsional levels given in Tab. 6 are found.
Our results shows that, under the trans barrier, the torsional energy levels are

degenerate. This is independent by the quantum number k and, consequently by
the symmetry τ . Significant splitting between different symmetries τ for the same
level are predicted starting from the sixth level, just and under the cis barrier.
This means that the experimental observation of the separation in symmetries
of the torsional problem could be not so easy.

Table 6. Torsional energy levels of HOOD system calculated with the RT procedure.
Basis set of 400 eigenfunctions for each symmetry. Values in cm−1.

k 0 ±1 ±2

Levels τ 0c 0s 1c 1s 2c 2s

0 157.414847 157.414847 157.414847 157.414847 157.414847
0 162.768676 162.768676 162.768676 162.768676 162.768676
1 398.858888 398.858892 398.858892 398.858892 398.858892
1 477.489056 477.489043 477.489043 477.489045 477.489045
2 649.776606 649.776673 649.776673 649.776662 649.776662
2 821.080170 821.079836 821.079836 821.079891 821.079891
3 1013.417658 1013.419336 1013.419336 1013.419060 1013.419060
3 1216.217830 1216.209519 1216.209519 1216.210885 1216.210885
4 1427.194799 1427.234678 1427.234678 1427.228122 1427.228122
4 1643.461487 1643.278270 1643.278270 1643.308352 1643.308352
5 1861.261273 1862.054670 1862.054670 1861.923699 1861.923699
5 2081.283525 2078.067422 2078.067422 2078.587141 2078.587141
6 2284.306288 2295.664207 2295.664207 2293.689021 2293.689021
6 2515.689746 2479.169061 2479.169061 2484.280021 2484.280021
7 2633.830757 2703.865462 2703.865462 2690.318933 2690.318933
7 2962.571619 2830.604858 2830.604858 2847.777402 2847.777402
8 2984.792085 3134.217463 3134.217463 3112.129442 3112.129442
8 3462.205628 3282.450582 3282.450582 3306.038534 3306.038534
9 3464.013067 3653.391073 3653.391073 3627.387585 3627.387585

6 Conclusions and Perspective

In this work we have shown how torsional energies can be calculated with both
bi-rotor and by the roto-torsion schemes. We remark that the two schemes are
equivalent and related one to the other. The separation of the overall rotation and
the consequent factorization in symmetries of the torsional problem is possible
in an easy way due to the properties of the Jacobi coordinates (H scheme).
This factorization greatly improves the calculation of the torsional levels, also
describing spectral lines of non symmetric systems like HOOD. Obviously, a
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full calculation, including all the degree of freedom, for not symmetric systems
could be of extreme interest, especially if we consider the origin of the life, see
[1]. In fact, a variety of organic and inorganic molecules, indispensable for the
development of the live, present one or more torsional degree of freedom. Of
interest is that, frequently, the inertia moments of the two dimers involved in
the torsional mode are different. This means that further level splitting can
be expected with consequently modification of the partition functions and rate
constants.
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Università di Perugia, Perugia, Italy

{ebiu2005,lagana05}@gmail.com, pirani@unipg.it,
fede 75it@yahoo.it, piovro@gmail.com

http://www.chm.unipg.it/gruppi?q=node/48

Abstract. In this paper we illustrate an approach to the study of the
molecular collision dynamics, suited for massive calculations of vibra-
tional state-specific collision cross sections and rate constants of elemen-
tary gas phase processes involving carbon oxides. These data are used in
the theoretical modeling of the Earth and planetary atmospheres and of
non-equilibrium reactive gas flows containing the CO2 and CO molecules.
The approach is based on classical trajectory simulations of the collision
dynamics and on the bond-bond semi-empirical description of the in-
termolecular interaction potential, that allows the formulation of full
dimension potential energy surfaces (the main input of simulations) for
small and medium size systems. The bond-bond potential energy sur-
faces account for the dependence of the intermolecular interaction on
some basic physical properties of the colliding partners, including mod-
ulations induced by the monomer deformation. The approach has been
incorporated into a Grid empowered simulator able to handle the mod-
eling of the CO2 + CO2 collisions, while extensions to other processes
relevant for the modeling of gaseous flows and atmospheres, such as CO
+ CO → C + CO2 and CO2 + N2, are object of current work. Here the
case of CO2 + CO2 collisions will be illustrated in detail to exemplify an
application of the method.

Keywords: Intermolecular interactions, molecular dynamics, carbon
oxides, gas flows, Earth and planetary atmospheres.

1 Introduction

The dynamics of molecules in gaseous systems is dominated by bimolecular col-
lisions events which generate roto-vibrational energy exchange and are there-
fore responsible for the energy relaxation and the state population of molecules.
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In turn, such energy–relaxing and population–altering effects play a key role in
determining the energy balance of several chemical processes. This is precisely
the case of the processes involving carbon oxides, such as CO2 + CO2, CO2 +
N2 and CO + CO→ C + CO2, which are object of interest in connection to the
study of Earth’s and planetary atmospheres [1,2] (their presence on Venus and
Mars is well documented). Carbon monoxide is also one of the most abundant
molecules in interstellar space. Recently CO molecules have been found in the
10-million-degree gas associated with the young supernova remnant Cassiopeia A
(Cas A, see [3]). Beside their role in astrochemistry and atmospheric chemistry,
the above mentioned collisions involving CO and CO2 deserve the interest of the
gas dynamics community, since they give rise to a series of elementary processes
relevant to the kinetic and fluid dynamic study of shock waves in connection to
the spacecraft reentry problem (see the FP7 EU project [4]). Especially in the
cases in which the speed of the vehicles exceeds the local speed of sound, the
consequent formation of a shock wave leads to strong excitation of the molecular
internal degrees of freedom (rotational, vibrational and electronic) and promotes
a strong energy transfer that activates many chemical reactions [5]. The react-
ing gas or plasma, which interacts with the surface of the thermal protection
system, is often characterized by thermal and chemical non equilibrium condi-
tions and the only useful collision observable, that can be safely used in models,
is the collision cross section, a quantity which is not averaged over an energy
distribution.

Further motivations for work on such processes (in addition to their relevance
to the goals of Ref. [4]) come from other innovative fields in which there is need
for carrying out dynamical simulations, namely, supercritical fluids for extrac-
tion processes, the study of the environmental impact of green-house gas, the
exploitation of plasma chemistry.

The quantum mechanical solutions to the problem of the energy transfer are
mainly based on the so called close-coupling approach, where the wave function
describing the scattering process is expanded in a suitable set of basis functions,
most of the times obtained as direct product of the internal states of the colliding
molecules and a set of angular functions. Then the resulting problem is solved
numerically. A main difficulty with applying the close-coupling methods to prob-
lems other than those involving three atoms is that the vibro-rotational basis
sets required become too large for the calculation to be feasible. Improvements
of the feasibility are based on an appropriate choice of the coordinate system
and of the related internal and rotational state basis set [6]. High dimensional
scattering problems are quite common in kinetic modeling of gas phase systems
and the processes involving the CO2 molecules are a paradigmatic example of
the difficulties encountered. Recent attempts in the gas dynamics community
for refining kinetic models at a state-specific level [7], require the calculation
of state-to-state cross sections and rate constant for a representative set of the
many possible state-to-state energy exchange processes. The necessary massive
calculation are very demanding and the use of trajectories, motivated by the fact
that accurate quantum calculations of inelastic and reactive cross sections are
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unfeasible for any system made up by more than four atoms, as well as three-
atom processes become unfeasible when massive calculations, required to form a
data base of state-to-state vibrational exchange cross sections and thermal rate
coefficients, have to be performed.

The bimolecular collisions are driven by weak non-covalent intermolecular
forces [8,9]. As a consequence, the development of an intermolecular potential
energy surface (PES) is a crucial issue in the theoretical study of molecular dy-
namics, since the description of the interaction is the main input of both quantum
and classical scattering calculations [8,9]. Even for relatively simple systems, high
level ab initio calculations are computationally so demanding that an adequate
investigation of the full configuration space is still, in practice, out of reach. In
order to give a realistic description of the intermolecular interaction for these
cases, semi-empirical approaches are the only viable alternative. An effective for-
mulation of the intermolecular interaction potential is that based on the so called
bond-bond approach (see [10] and references therein), which expresses the inter-
molecular interaction in terms of bond properties and parameters characterizing
the internal molecular structure, such as charge distributions and polarizabilities
[11]. For the case of the CO2 + CO2 collisions treated in Ref. [11], of fundamen-
tal importance, due to the widespread presence of this molecule in Earth and
planetary atmospheres, the effects of vibrations and rotations of the molecule
have to be included in models, since modify polarizabilities and charge distribu-
tions, strongly affecting the interactions. In this respect, the work in Ref. [11]
has improved the existing CO2 dimer PESs (see e.g. [12]), by releasing the frozen
stretching and bending constraints for the CO2 monomers. The resulting inter-
molecular interaction part of the PES is given a flexible analytic formulation
including its dependence on the internal degrees of freedom (stretching and/or
bending) of the monomers. The PESs formulated according to the bond-bond
and related approaches are parametrized using quantities having a well defined
physical meaning, are usable in different environments and conditions, and are
extensible to the description of systems of increasing complexity (see for instance
Refs. [13,14,15]). For these reasons, they can easily be used in conjunction with
computational technologies that nowadays make available impressive amounts
of computing time, such as when codes are implemented on the Grid in an orga-
nized form (possibly a work-flow [16]). A work-flow for simulations CO2 + CO2

collisions has recently actually been developed as part of the activities of the
virtual organization COMPCHEM [17].

In this paper, we will consider the case of vibrational energy transfer in CO2 +
CO2 collisions, while the other above mentioned processes, CO + CO and CO2

+ N2, are currently object of ongoing work devoted to build up the required
potential energy surfaces and to perform QCT calculations for cross sections
and rate constants.

The paper is organized as follows. In section 2 background information on
the bond-bond approach to the intermolecular PES is given and the application
to the case of CO2 + CO2 collisions is illustrated. In section 3 details of QCT
collision dynamics calculations are given and an illustration of typical outcomes
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of molecular dynamics simulations for the case of CO2 + CO2 collisions, is
proposed. Section 4 contains conclusions and future perspectives.

2 The Representation of the PES

The main input of any scattering calculation is the potential energy function
which represents the interaction energy of the system as a function of the po-
sitions of the atoms. In collision problems there are two atomic or molecular
fragments that, initially at large distance, collide exchanging energy among their
translational, vibrational and rotational degrees of freedom, and eventually get
far apart. At large distances (greater than typical bond distances) long range
attractive interaction dominates, whereas at short distances repulsive forces over-
come the attraction. The collisions are therefore strongly influenced by the com-
bined effect of these attractive and repulsive non-covalent forces, and much of
the effort in the theoretical scattering studies have to be spent for a realistic
description of these interactions. An appropriate representation of a PES for the
collision of two molecules is obtained expressing the interaction potential as a
function of the distance R between the two fragments (centers of mass), of a set
of angles Ω defining the mutual orientation of the fragments, and a set of internal
coordinates, collectively denoted as ρ, that uniquely defines the configuration of
each colliding partner. This representation permits the formulation of the PES
as a sum of two main terms accounting for the internal interaction energy and
for the intermolecular interaction energy, respectively:

V (R,Ω, ρ) = Vintra (ρ) + Vinter (R,Ω; ρ) (1)

where Vintra (ρ) is the internal interaction energy and coincides with the po-
tential energy of the two isolated molecules and Vinter (R,Ω; ρ) represents the
intermolecular part of the interaction, that is supposed to depend parametrically
on the internal structure of the interacting partners.
The term Vinter (r,Ω; ρ) can be conveniently expressed as a sum of two effective
interaction components (the coordinates are omitted for simplicity):

Vinter = VvdW + Velect. (2)

where VvdW and Velect represent the van der Waals (size repulsion plus disper-
sion attraction) and the electrostatic interaction components, respectively. Velect
originates from the anisotropic molecular charge distributions of the two bodies,
which asymptotically tend to the permanent quadrupole-permanent quadrupole
interaction. Both VvdW and Velect strongly depend on the distance R between
the centers of mass of the two monomers (say the molecules a and b), and also
vary as a function of the additional coordinates (in general taken as angular
coordinates, collectively denoted as Ω in Eq. 1) defining their mutual orienta-
tion. A careful definition of a suitable set of angular coordinates is important in
many cases, for example when stereochemistry is concerned [18,19,20,21,22], or
when an expansion in terms of special angular functions (i.e. hyperspherical har-
monics [23,24,25,26,27,28,29,30,31]) is needed, similarly to what is usually done
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in quantum and classical mechanics to improve the separability of the internal
degrees of freedom of molecules or clusters (see e. g. [32]).

2.1 The Bond-Bond Approach to the vdW Term

In the framework of the bond-bond approach (see [10] and references therein) the
van der Waals term, VvdW of Eq. 2, is expressed as a sum over the contributions
of all the possible interaction center pairs between the two monomers V i

vdW

VvdW (R, γ) =
N∑
i

V i
vdW (Ri, γi) . (3)

where Ri is the distance between the reference points of the two interacting cen-
ters of the i-th pair, γi denotes collectively the angular coordinates defining the
related mutual orientation and N is the number of interaction pairs. In most
common applications the interaction centers are chemical bonds, but they can
be atoms, group of atoms or bonds, depending on the structure of the monomers.
Such representation is based on the additive character of the various bond po-
larizability components in contributing to the overall molecular polarizability (a
fundamental feature of the vdW interactions), that can be extended to the re-
lated interaction contributions. Moreover, the interaction terms, so formulated,
indirectly accounts for nonlinear three body effects [33], since bond polarizability
components are not merely the sum of the contributions of the isolated atoms.

The V i
vdW term is formulated as an extension and a generalization of the

atom-bond pairwise additive property discussed in Refs [33,34]. It is important
to note that each of the interacting centers considered here is assumed to be
an independent sub-unit having a definite polarizability and a given electronic
charge distribution (it can be, for example, of nearly cylindrical symmetry when
the center is a bond).

The explicit formulation adopted for V i
vdW is of the Improved Lennard-Jones

(ILJ) type [35]:

V i
vdW (Ri, γi)

εi(γi)
= f(xi) =

[
m

n(xi)−m

(
1

xi

)n(xi)

− n(xi)

n(xi)−m

(
1

xi

)m
]

(4)

where xi is the reduced distance defined as

xi =
Ri

Rmi(γi)
. (5)

while γi again denotes collectively the angular coordinates (see Eq. 3) and εi
and Rmi are the well depth of the interaction potential and the related equilib-
rium distance respectively. The parameter m takes pair specific values (e.g. the
value is equal to 6 for neutral interacting centers). It is worth emphasizing here
that the ILJ function [35] is definitely more realistic than the original Lennard-
Jones(12,6) one, because it represents more accurately both the size repulsion
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(first term within the square brackets) and the long range dispersion attraction
(second term within the square brackets) [27,36].

As a matter of fact, the n exponent is expressed as a function of both the
distance Ri and the angles γi (see Eq. 3) using the following empirical equa-
tion [34]:

n(xi) = β + 4.0x2i . (6)

in which β is a parameter depending on the nature and the hardness of the
interacting centers that introduces the metric of a more ambient-like charac-
teristic (that can be named as the hardness of the interacting partners [34,35])
by modulating the repulsion and controlling the strength of the attraction. The
introduction of this modulation (absent in the classical Lennard-Jones potential
function) provides the ILJ expression with the possibility of indirectly taking
into account induction, charge transfer and atom clustering effects.

2.2 The Electrostatic Component

The Velect term of Eq. 2 originates from the anisotropic molecular charge distribu-
tions of the two bodies, which asymptotically tend to the permanent quadrupole-
permanent quadrupole interaction, and can be formulated as a sum of Coulomb
potential terms for each pair of interacting molecules, say a and b. For a given pair
one has:

Velect(R, γ) =
∑
jk

qjaqkb
rjk

(7)

where qja and qkb are point charges located on the interacting molecules a and
b and rjk is the distance between them. This improves considerably the usual
expression depending on the product of the molecular quadrupoles Q (see Eq. 9
of Ref. [10]).
In the above given Eq. 7, instead, the charge distributions on each molecular
monomer are taken to be compatible with the corresponding calculated molec-
ular quadrupoles.

Such formulation of Velect must be used for cases in which the molecular di-
mensions are not negligible with respect to the intermolecular distance R [9]. The
choice of the spatial distribution of the charge is not complicated for relatively
simple molecules (e.g. triatomics), especially when the dominant role of strongly
charged atoms (e.g. oxygen in H2O) is well evident [37,38,39]. The choice of the
charge centers has instead a certain extent of arbitrariness for more complex
systems (see, e.g., Ref [40,41]).

2.3 The Intermolecular Interaction of the CO2 + CO2 System

Both the VvdW and Velect terms of Eq. 2 depend, as above mentioned, on the
distance R between the centers of mass of the two molecules (say a and b), and
on a set of angular coordinates, that can be conveniently set up to be the Jacobi
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angular coordinates Θa, Θb and Φ describing the a − b mutual orientation as
well (for examples of the importance of the coordinate choice for the represen-
tation of the molecular potential energy see [42,43] and references therein). To
construct the entire potential energy a set of leading configurations, which differ
for the mutual orientation of the two monomers, can be individuated by the
following values of the angular variables (Θa,Θb,Φ)=(90◦,90◦,0◦),(90◦,90◦,90◦),
(0◦,90◦,0◦),(0◦,0◦,0◦), (45◦,45◦,0◦) and (60◦,60◦,0◦). The corresponding config-
urations are also referred to as H, X, T, L, S45 and S60 (see Fig. 1 of Ref. [11]).
The van der Waals term, VvdW of Eq. 2, is in turn expressed as a sum of the
contributions V i

vdW for all the different possible bondai-bondbi i-th pairs between
the two monomers.

VvdW (R,Θa, Θb, Φ) =

K∑
i

V i
vdW (Ri, θai, θbi, φi) . (8)

in which Ri is in this case the distance between reference points conveniently
placed on the two bonds of the i-th pair, θai, θbi, the φi are the related mutual
orientation angles, and K = 4 is the number of CO-CO pairs for the two CO2

molecules. This formula enforces the additivity of the various bond polarizabil-
ity components that contribute to form the overall molecular polarizability (a
fundamental feature of the vdW interactions) and, as pointed out in section 2.1
indirectly accounts for three body effects [33].

The V i
vdW terms are formulated as in Eq. 4 exploiting the pairwise additivity

discussed in Refs [33,34]. It is important to note that each of the bonds consid-
ered here is assumed to be an independent diatomic sub-unit having a definite
polarizability and a given electronic charge distribution of nearly cylindrical sym-
metry. In addition, it has been assumed that the reference point of each bond
is set at about the geometric bond center (more precisely the reference point
of the CO pair has been displaced of 0.1278 Å towards the O-end) because the
dispersion and the bond centers do not usually coincide. One has [35]:

V i
vdW (Ri, γi)

εi(γi)
= f(xi) =

[
6

n(xi)− 6

(
1

xi

)n(xi)

− n(xi)

n(xi)− 6

(
1

xi

)6
]

(9)

where xi, the reduced distance and the exponent n are as in Eqs. 5 and 6
respectively, γi denotes collectively the triple of angles (θai, θbi, φi) and εi and
Rmi are, as usual, respectively the well depth of the interaction potential and
the related equilibrium distance. Again we would like to emphasize here that the
ILJ function [35] is much more realistic than the o Lennard-Jones(12,6) function
because it better reproduces both the size repulsion (first term within the square
brackets) and the long range dispersion attraction (second term within the square
brackets) [36,27].

To obtain a more flexible formulation of the V i
vdW it has been found convenient

to expand the parameters εi and Rmi in terms of bipolar spherical harmonics
AL1L2L(γ) [11]. In this way f(xi), the reduced form of the bond-bond potentials
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(see Ref. [34]) is taken to be the same for all the relative orientations (see Refs.
[44,45,46,47]). For the CO2–CO2 system it was found sufficient to truncate the
expansion to the fifth order:

εi(γ) = ε000i + ε202i A202(γ) + ε022i A022(γ) + ε220i A220(γ) + ε222i A222(γ) (10)

Rmi(γ) = R000
mi +R202

mi A
202(γ)+R022

mi A
022(γ)+R220

mi A
220(γ)+R222

mi A
222(γ) (11)

In Appendix A of Ref. [10] it is illustrated a method to estimate the εi and
Rmi expansion parameters from the values of bond (or diatomic molecule) po-
larizability. In the case we are showing here, the five limiting configurations
(mutual orientations) of each i bond-bond pair that have been chosen, are:
Hi(θai=90◦,θbi=90◦,φi=0◦), Xi(θai=90◦,θbi=90◦,φi=90◦), Tai(θai=90◦,θbi=0◦,
φi=0◦), Tbi(θai=0◦,θbi=90◦,φi=0◦), and Li(θai=0◦,θbi=0◦,φi=0◦) [48], are con-
sidered for obtaining the εi and Rmi parameters (the method gives the same
parameters for the Xi and Hi geometries and in the case of rigid molecules also
for Tai and Tbi). For the five selected geometries of each i-th bond-bond pair
the coefficients εL1L2L

i and RL1L2L
mi can be obtained by a simple inversion of

Eqs. 10 and 11 [10]. The global function obtained in this way is a tentative full
dimensional PES whose accuracy can be improved by a fine tuning of the εi
and Rmi parameters by fitting experimental data and by comparing the model
predictions with accurate ab initio electronic structure calculations (see Ref. [11]
for details about comparisons and parameter optimization).

2.4 Dependence of the Intermolecular Energy on Monomer
Deformations

Unlike the PESs available from the literature [49,50] reproducing the interaction
of two rigid linear molecules, the parameters of the formulation illustrated in the
above sections depend respectively on the C-O bond polarizability, say α, and on
the monomer charge distribution (that determines the molecular multipole mo-
ments) components (see Appendix A of Ref. [10] and Eq. 7). Therefore the effect
of the modification of the bond length r and of the monomer bending angle δ on
the bond polarizability α, and on the positions and values of the point charges,
localized along the CO on the O and C atom (see [11]), can be explicitly evalu-
ated, and so the consequent changes in the value of the interaction parameters.
For the C-O bond stretching and shrinking an empirical radial dependence of α
on r (see the Appendix B of Ref.[10] for a similar problem in the case of H2 and
N2) was worked out (see also detailed discussions in Appendix A of Ref. [11]).
A multipole moment representation can be obtained for the charge distribution
with the aid of ab initio calculations (see, e. g., Fig. 3 in Ref. [11]). To this
end, the key point is to fit ab initio data using appropriate analytic functions to
obtain the radial dependence of the point charges on the bond lengths r of each
monomer. (This procedure is shown in detail in Appendix B of Ref. [11]).
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The dependence of the intermolecular interactions on the bending of the
monomer, has been incorporated into the PES modeling each monomer as an ‘ef-
fective’ linear molecule whose bond length r is shorter and whose total electronic
charge, responsible for the molecular polarizability, is decreased along the molec-
ular axis and increased perpendicularly to it with respect to the unbent molecule,
averaging the interaction over oscillations and rotations around the main molec-
ular axis, for each value of the monomer bending angle. This procedure has been
detailed in Appendix C of Ref. [11], where a dependence on the bending angle has
been included in both the bond polarizability α and the point charges.

3 Molecular Dynamics Simulations

The availability of a realistic intermolecular interaction potential energy surface
allows the dynamical evaluation of the energy exchange occurring in molecu-
lar collisions between external (translation) and internal (rotation, vibration)
degrees of freedom. The energy exchange is primarily due to the effects of the
intermolecular interactions and is in general enhanced as the energy available to
molecular collisions increases (like when warming up a system), although it also
depends in different ways on the initial allocation of energy in the various modes,
since, as seen in previous sections, physical properties such as polarizabilities and
multipole moments can vary significantly with the vibrational and/or rotational
excitation of the molecules. For the reasons mentioned in the above introduc-
tory sections, massive calculations on the systems CO2 + CO2 are performed
using the quasi-classical trajectory (QCT) method. This allows us to determine
state-to-state probabilities and cross sections for processes resulting in a energy
exchange between vibrational degrees of freedom. For the CO2 + CO2 systems,
this required to simulate the following non reactive collisions:

CO2(va1, va2, va3) + CO2(vb1, vb2, vb3)→ CO2(v
′
a1, v

′
a2, v

′
a3) + CO2(v

′
b1, v

′
b2, v

′
b3)

(12)
where the va(b)i (i = 1, 2, 3) are the quantum labels of a normal-mode model for
symmetric stretching, bending and asymmetric stretching respectively, before
(unprimed) and after (primed) the collision event involving the two (a and b) CO2

molecules. CO2 is linear in its equilibrium geometry, with degenerate (ground)
bending states. The rotation around the O–C–O molecular axis may occur when
the bending mode is excited and a quantum number for the total molecular
angular momentum projection on the quantization axis z, usually denoted as l
is needed. Nevertheless, the amount of energy associated with rotations around
the molecular axis is neglected in our model treatment of CO2 because it is in
general small and, in any case, smaller than the statistical error of the QCT
calculations (that amounts up to 5 %) [11].

In our model, separability between rotations and vibrations is allowed, and
the CO2 molecule is considered to be a linear rotor. However, the effects in-
duced by the modification of the molecular shape occurring during the collision
are properly taken into account by computing the true intermolecular potential
Vinter , as described in Sec. 2.4.
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TheQCTcalculations illustratedhere have beenperformedusing theVENUS96
program [51]. This programhas been properlymodified in order to incorporate the
CO2–CO2 potential energy routine obtained according to the approach illustrated
in section 2 and containing a potential energy function for the isolated molecules
(Vintra) [52] and an intermolecular potential energy function Vinter (see Eq. 1).
The code required additionalmodifications for the selection of the trajectory initial
conditions.

The initial conditions of the batches of trajectories run for the study re-
ported here were, in fact, selected as follows: the collision energy E was given
a fixed value; the initial rotational angular momenta of the two molecules were
selected through a random sampling of the Boltzmann distribution correspond-
ing to the rotational temperature Trot (that for our calculations was set equal
to the translational one, as usually done for this type of massive computational
campaigns); the initial vibrational states of the two molecules were defined by
choosing two triples of integer numbers (one for each molecule) corresponding to
the va(b)1, va(b)2, va(b)3 quantum numbers. Then initial coordinates and momenta
for the relative motion were set by assigning a random value to the impact pa-
rameter b in the range [0,bmax], where bmax, the maximum impact parameter,
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(1,1,0) + (0,1,0)
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(1,0,0) + (0,3,0)
(1,0,0) + (0,4,0)
(1,1,0) + (0,3,0)

Probabilities, CO2(0,0,0) + CO2(0,0,0)

Fig. 1. Transition probabilities, of a series of low probability processes, as a function
of the collision energy for CO2+CO2 collisions with the two molecules initially in their
ground vibrational states, and with initial angular momenta randomly sampled from
a Boltzmann distribution in the hypothesis of rotational temperature equal to the
translational temperature
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Fig. 2. Transition probabilities, of a series of high probability processes, as a function
of the collision energy for CO2+CO2 collisions with the two molecules initially in their
ground vibrational states, and with initial angular momenta randomly sampled from
a Boltzmann distribution in the hypothesis of rotational temperature equal to the
translational temperature

was taken as a truncation limit. The molecules were then randomly oriented,
with the initial distances being large enough to make the interaction between
them negligible and the rotation of each of them that of a linear rigid rotor, with
no coupling between rotations and vibrations.

Figures 1 and 2 below, show vibrational transition probabilities as a func-
tion of the collision energy, for collisions of molecules initially in their ground
vibrational state. Figure 1 shows the series of low probability transitions, whose
collective behavior is that of a convergent trend, as the energy increases, to prob-
ability values ranging between 1 and 3 %. A somewhat anomalous behavior is
that of the (0,1,0) + (0,0,0) transition probability, corresponding to the trans-
fer of one energy quantum in the bending mode of one of the two molecules.
The probability profile starts to increase quickly yet at a collision energy of 5
kcal/mol and and exhibits a well pronounced maximum around 40 kcal/mol.
Figure 2 reports a series of similar plots for the largest probability transitions,
showing a slightly different behavior. At low energies (say up to 15 kcal/mol) the
symmetric stretching excitation is the only active process, and the transitions
(1,0,0) + (0,0,0) and (1,0,0) + (1,0,0) dominates, with probabilities around 45
and 30 % respectively. At higher energies, probabilities for these processes de-
crease, while the probability of different excitation processes, involving also the
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Table 1. Probabilities and cross sections for CO2+CO2 collisions at a collision en-
ergy E= 65.0 kcal/mol, initial angular momenta of the molecules sampled randomly
from a Boltzmann distribution at a rotational temperature Trot=32500 K. The initial
vibrational state of CO2 is the ground vibrational state (0,0,0) for both molecules

v′a1 v′a2 v′a3 v′b1 v′b2 v′b3 Prob. Cross section (Å2)

1 0 0 0 0 0 0.10755 147.68918
1 0 0 1 0 0 0.08809 121.89021
1 1 0 1 0 0 0.07424 105.09936
1 0 0 0 1 0 0.05932 81.49853
1 1 0 0 0 0 0.04761 65.18432
0 1 0 0 0 0 0.03854 52.54149
0 0 0 0 0 0 0.03310 45.82671
1 2 0 1 0 0 0.02873 39.98163
1 1 0 0 1 0 0.02766 37.31915
1 0 0 0 2 0 0.02123 28.89951
1 1 0 1 1 0 0.01876 26.79776
1 2 0 0 0 0 0.01682 23.52837
1 0 0 0 3 0 0.01612 22.80238
0 2 0 0 0 0 0.01418 20.15736
1 2 0 1 1 0 0.01278 18.16008
1 3 0 1 0 0 0.01307 17.54502
1 0 0 0 4 0 0.01163 16.71428
0 1 0 0 1 0 0.01204 16.32544

bending mode, start to increase. There is however a collective behavior at high
energies, similar to that of lower probability transitions of Figure 1, with a trend
convergent to a range of values between 4 and 6 %. A proper averaging of the
probabilities over a sufficiently large set of impact parameters, leads to cross sec-
tions for the energy exchange processes occurring upon CO2 + CO2 collisions. As
an example, the probabilities and the corresponding cross sections for the most
relevant vibrational transitions upon collisions of two CO2 molecules, initially at
their ground vibrational states, for an energy of 65 kcal/mol, are shown in Table
1. The approach illustrated here is in principle applicable to even more complex
systems (e.g. larger molecules or ions, see Refs [53,54]) to obtain cross sections,
provided that a description of the interaction potential is given by means of the
method illustrated in previous Section 2.

Cross sections, at a state-to-state level, are very basic quantities and can
hardly ever be measured, having to be obtained by dynamics simulations of the
collision processes. Rate constants can be obtained at any temperature from
cross sections, provided they have been calculated over a wide range of collision
energies, by averaging them over the appropriate energy distribution.

4 Conclusions

The aim of this paper was to illustrate the validity of a combined method
for state-to-state cross section calculations, obtained using the well established
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bond-bond approach for the construction of intermolecular potential energy sur-
faces and the QCT method for the simulation of collisions. Due to the portability
of the bond-bond method, based on the additivity of bond polarization compo-
nents, and the versatility of the QCTs, this approach has been implemented as
a Grid empowered simulator for massive calculations of cross sections and rate
constants of use in modeling of atmospheres and gaseous flows. To exemplify
the possible applications, the specific case of massive calculations of state-to-
state vibrational energy transfer cross section for CO2 + CO2 collisions has
been illustrated, a choice motivated by the importance of this process in Earth
and planetary atmosphere modeling and in the kinetic studies of gaseous flows
encountered in spacecraft reentry problem studies. Other processes involving
carbon oxides are being currently studied with a similar approach and a partic-
ular care is being dedicated to the CO + CO→ C + CO2 reaction. For the CO2

+ CO2 collisions we have shown vibrational energy transfer probabilities over
a wide range of collision energies, taking advantage of the dependence of the
intermolecular interaction part on the internal geometry of the two molecules,
explicitly included in the PES. Moreover, a list of all the most probable transi-
tions for collisions at energy equal to 65 kca/mol has been shown as a sample
of the huge amount of data that can be obtained by extensive use of the Grid
simulator.

These results confirm that the possibility of obtaining realistic PESs and the
computational efficiency of QCTs (compared to quantum calculations) makes it
possible systematic studies of inelastic and reactive collision processes involving
diatomic and triatomic molecules (the majority of those occurring in the atmo-
spheres and in shock waves during reentry), properly implementing the approach
as a Grid simulator. The resulting tools are then sources for the generation of
cross section and rate constant databases for the kinetic modeling of atmospheres
and gas flows.
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11. Bartolomei, M., Pirani, F., Laganà, A., Lombardi, A.: J. Comp. Chem. 33, 1806
(2012)

12. Barton, A.E., Chablo, A., Howard, B.J.: Chem. Phys. Lett. 60, 414 (1979); Phys.
Chem. Chem. Phys. 100, 4281–4293 (2000)

13. Bruno, D., Catalfamo, C., Capitelli, M., Colonna, G., De Pascale, O., Diomede, P.,
Gorse, C., Laricchiuta, A., Longo, S., Giordano, D., Pirani, F.: Phys. Plasmas 17,
112315 (2010)
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Abstract. An effort is accounted for in the present paper to exhibit
the recently actively investigated connection between the search and use
of ”orbitals” as basis sets in applied quantum mechanics and current
advances in the mathematics of special functions and orthogonal polyno-
mials, which are in turn motivated by the developments of the
quantum theory of angular momentum. The latter theory in modern
applications forms the basis for the class of ”spin-network” algorithms.
These ”orbitals” enjoy important properties regarding orthogonality and
completeness. In configuration space, they are often designated as Kepler-
Coulomb Sturmian orbitals, in momentum space they are intimately
connected with hyperspherical harmonics. The paper contains a brief
presentation including also computational results and a discussion ori-
ented towards the numerical use of these orbitals.

Keywords: Classical orthogonal polynomials, Kepler-Coulomb Sturmi-
ans, configuration space, hydrogenoid orbitals.

1 Introduction

Basic connections among the 6j symbols of angular momentum theory, both with
the theory of superposition coefficients of hyperspherical harmonics and with the
theory of discrete orthogonal polynomials, have been studied in [1, 2].

As we will see in the next section, expanding work in reference [3], we also
sketched a connection between the Askey scheme of orthogonal polynomials and
the tools of angular momentum theory (6j, 3j, rotation D-matrices,. . . ); de-
scending along the scheme corresponds in quantum mechanics to an itinerary
towards the semiclassical limit, while ascending the ladder provides discretiza-
tion algorithms for quantum mechanical calculations (for example, the hyper-
quantization algorithm). This work (Sec. 2) starts by updating the previous one
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[3] by accounting on recent progress and then presents illustrations of exact and
asymptotic formulae of relevance for applications. The main focus of the pa-
per is on the role of orthogonal polynomials and special functions as orbitals in
quantum chemistry and is tackled in Sec. 3. Concluding remarks follow in Sec.
4. This work extends recent work on polynomials [4], spin networks [5–7] and
Sturmian orbitals [8].

2 Polynomials and Spin Networks: Beyond the Quantum
Mechanical Jacobi Ladder

According to the book of Genesis, 28: 10, the biblical patriarch Jacob dreamed
of ”a ladder set up on earth, and the top of it reached to heaven”. The stan-
dard presentation of orthogonal polynomial families (e. g. ref. [9], Chapter 22)
ascends from the basic polynomials of Hermite, through those of Laguerre up
to Jacobi’s, the latter named after the great mathematician of the Nineteenth
century. Together with their particular cases, these families form what we can
call Jacobi ladder: as is well known, those polynomials where recognized at the
birth of quantum mechanics as occurring in the solution of Schrödinger’s equa-
tion, and are important tools as expansion basis sets for atomic, molecular and
nuclear wavefunctions. Fig. 1 is a sketch of how the mathematicians of the late
Twentieth Century extended the Jacobi ladder in different directions, remark-
ably by introducing polynomials of a discrete variable, or discrete polynomials
for short. Interestingly, these mathematical developments were inspired by the
quantum theory of angular momentum due to Wigner, Racah and others, and
form the topics which include the powerful tools modernly known as ”spin net-
works” [10, 11]: some time ago we elaborated such a parallelism [2], as illustrated
in Fig. 2.

From a computational viewpoint, explicit expressions for the 6j coefficients
can be written according to the series expressions of the Racah type, or as gen-
eralized hypergeometric series, or in connection with the Racah polynomials,
and similarly for all functions appearing in Figs. 1 and 2. Orthogonal polyno-
mials of a discrete variable are important tools of numerical analysis for the
representation of functions on grids. As matrix elements of the overlap between
spherical and hyperspherical harmonics [2, 12], they occur in quantum chemistry
as momentum space (or Sturmian) orbitals, see following Section. We exploited
both their connection with the coupling and recoupling coefficients of angular
momentum theory [13] and their asymptotic relationships (semiclassical limit)
[14, 15] to develop a discretization procedure, the hyperquantization algorithm,
applied to the study of anisotropic interactions and of reactive scattering as a
quantum mechanical n-body problem [16]. Use for fitting of potential energy
surfaces has been also proposed [17] and further applications have been made to
stereodirectional dynamics of chemical processes via an exact representation for
scattering matrix [18], as well as to the characterization of atomic and molecular
polarizations [19].

Of great relevance from the viewpoint of quantum chemistry and of applica-
tions in atomic and molecular science are the dual sets of Laguerre and Charlier
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Fig. 1. Classification of orthogonal hypergeometric polynomials (a partial view of
schemes in [1] and [20]). The first column lists the correspondence with the gener-
alized hypergeometric series. Polynomials at the same level are identical, but the role
of the three-term recurrence relation and of the finite difference equation varies - Hahn
and dual Hahn differ in the role played by the ”degree” and the ”variable” parame-
ters, which correspond to the dual role that angular momentum and projection quan-
tum numbers play in vector coupling coefficients. Similarly for the Jacobi polynomials,
where the Meixner and Kravchuk polynomials are the ”discrete” counterparts, and the
Charlier polynomials are the ”discrete” dual of Laguerre polynomials. For the Hermite
polynomials, a ”duality” connects the continuous variable and the discrete polynomial
order: in their occurrence as wavefunctions of the quantum harmonic oscillator (Fig.
2), the duality is between elongation and vibrational level of the oscillator [21].
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Fig. 2. Occurrence of continuous and discrete polynomials in quantum mechanics. The
first two downward connections are limiting relationships which physically correspond
to semiclassical limits, while the remaining ones are progressive confinements in space
due to the form of the potential. Earlier versions of this scheme were given in [2,
3], which also provide explicit asymptotic relationships corresponding to the arrows.
Recent advances are reported in refs. [5–7], where the main properties are illustrated
in detail.

polynomials, which describe the configuration space radial wavefunctions of the
Kepler-Coulomb problem. (For the classification of hydrogenoid wavefunctions
in momentum space see ref. [22]: they involve D matrices as harmonics on the
S3 hypersphere). The Laguerre and Charlier polynomials occur in the Sturmian
orbitals under focus in the next Section. Their name was derived from their be-
ing solutions of a Sturm-Liouville problem, involving a second order differential
equation of the Schrödinger type. All continuous functions in Figs.1 and 2 enjoy
the same property, and provide orthonormal complete basis sets.

It is remarkable that a modern viewpoint looks at the discrete functions of
Figs. 1 and 2 as orthonormal complete basis sets, which are solutions of three-
term difference equations, considered as discrete Sturm-Liouville problems, and
obtained by diagonalization of Jacobi (again!) matrices [23] (a Jacobi matrix is
real, symmetric and tridiagonal).
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3 Kepler-Coulomb Sturmian Orbitals

As a theory of electronic structure of atoms and molecules, quantum chemistry
uses basis sets for the solution of Schrödinger equation. Because the Schrödinger
equation for the non-relativistic hydrogen atom is analytically soluble in a closed
form, the use of hydrogen-like orbitals as expansion basis sets to calculate the
electronic wavefunctions of atoms and molecules has been extensively considered.
In order to tackle the obstacles encountered for the efficient computation of
matrix elements involved in the calculations, preference has been given over the
years to Gaussian orbitals, more convenient for such purposes.

However, recent progresses concerning the use of Slater orbitals [24–28] have
revived the interest in the more natural [29] (from both the physical and math-
ematical viewpoint) exponential type orbitals. Indeed, the use of a procedure
based on Gaussian orbitals suffers of several disadvantages, among which the
calculation of long-range interactions and of the properties of the excited states,
and the slow convergence in reproducing the cusps in the electronic densities at
nuclei.

Among exponential type orbitals, Sturmian basis sets have been considered by
several authors [30–32] both in their generalized form [30, 33–35] and as Coulomb
Sturmians [36–38, 31] for applications to atomic and molecular structure.

There is a close relationship between Sturmians and Slater type orbitals (see
for instance [39]) and the former can be expressed as a simple linear combination
of the latter, so that progresses in the computation of integrals over Slater type
orbitals can also be exploited for Sturmian basis sets.

The full strength of the approach based on Kepler-Coulomb Sturmians comes
from the fact that their counterparts in momentum space are hyperspherical
harmonics and their overlaps or superposition integrals can be easily reduced to
sums over discrete analogues of classical orthogonal polynomials [1], which, in
turn, can be related to generalizations of vector coupling and recoupling coeffi-
cients (3j, 6j or 9j coefficients) [2]. As depicted in [2], the radial part of Coulomb
Sturmians [2, 3] appears as a step in the ladder of Askey scheme [20, 21] of or-
thogonal polynomials of Figure 2.

All other functions involving angles or hyperangles can be analytically handled
within this scheme, including limits (downward arrows), explicit matrix elements
for integrals, etc. The reader is invited to see [21].

The quantum mechanics of multielectron atoms and molecules can indeed
be discussed in terms of the breaking of the hyperspherical symmetry of a d-
dimensional hydrogenic atom with d=3(N − 1) for N body Coulomb problems,
due to the introduction of further charged particles (electrons and/or nuclei) [31].
In this case, the generalization of Fock’s treatment [40] to spaces of mathematical
dimensions higher than the physical one allows to study atomic and molecular
structure from the point of view of the broken symmetry of hyperspheres. In
configuration space, Sturmian basis functions can thus be used as expansion
basis sets to build up atomic and molecular orbitals.

This can be done by using the hyperspherical approach, where the motion of
an N body system is reconducted to that of a single particle with reduced mass
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M = (
∏
mi/

∑
mi)

1/(N−1) in a d-dimensional space. In this space the position
of the particle is given by an hyperradius ρ and a set of (d-1) hyperangles,
collectively denoted as ω.

This method has been long known [41–44] and successfully applied for the
treatment of interactions among few particles (in particular for problems in-
volving nuclear dynamics [45, 46]). The formulation described in ref. [31], which
will be sketched here, has the advantage of fully exploiting the benefits one
can obtain from the use of Coulomb Sturmian basis sets. In particular, (i) The
secular equation can be very compactly formulated. All integrals can be writ-
ten in closed form as matrix elements corresponding to coupling, recoupling or
transformation coefficients of hyperangular momenta algebra. Note that this is
feasible also for the so called ‘radial’ integrals over Laguerre polynomials (see eq.
(7) in the following). As a consequence, the structure of the relevant matrices,
and in particular of their zeroes, can be foreseen and exploited, sparseness being
crucial in applications; (ii) One can resort to alternative basis sets, with different
symmetry properties, to accelerate convergence.

The method is general and thus can be applied to any N -body Coulomb prob-
lem, i.e. to whatsoever mass ratios: The central symmetry of the hydrogen atom
can be broken either by introducing electrons, leading to a multielectron atomic
system, or by introducing further nuclei, leading to a molecular multi-center
problem, to be treated without the Born-Oppenheimer approximation. Applica-
tions so far have concerned three-body problems, considering in particular the
bielectronic series and the H+

2 molecular ion [31].
In the general case one can write the Schrödinger equation for a system of

N particles interacting through Coulomb forces as (atomic units will be implied
throughout): [

1

rd−1

∂

∂r
rd−1 ∂

∂r
− Δ(Ωd−1)

2

r2
+ 2V − 2E

]
Ψ(r) = 0. (1)

Δ(Ωd−1) is the Beltrami-Laplace operator on the d-dimensional sphere, with
eigenvalues λ(λ+d− 2). Thus, λ here plays the role of the grand orbital angular
momentum quantum number and σ collectively represents the set of d-2 projec-
tions of λ (i.e. the quantum numbers σ are eigenvalues of the rotation operators
of the subgroups related to the chosen chain reduction). The Coulomb potential
in hyperspherical coordinates takes the simple factorized form:

V = −Z(Ω)

r
(2)

where Z(Ω) plays the role of an anisotropic charge. Owing to this term equation
(1) is not separable: if Z(Ω) were a constant equation (1) would coincide with
the Schrödinger equation of the multidimensional hydrogen atom, whose solu-
tions can be obtained exactly as d-dimensional Sturmian basis functions [47].
Therefore, in configuration space the many-body Coulomb problem is isomor-
phic to that of a multidimensional hydrogen atom with an anisotropic charge.



38 D. Calderini et al.

For this reason the use of d-dimensional Sturmian basis sets to expand multi-
electronic orbitals Ψ(r) seems appropriate:

Ψ(r) =
∑
nλσ

cnλσunλσ(r). (3)

where unλσ(r) are polar Sturmians [47].
If the expansion (3) is inserted into equation (1), after some manipulations,

one gets the following secular equation:

|A− poI|c = 0 (4)

where the eigenvalue is the momentum p0, as appropriate for Sturmian basis
sets. The energy spectrum can be recovered by using the relation E = −p20/2.
In eq. (4) I is the unit matrix, c is the eigenvector of the expansion coefficients
and A, the matrix to be diagonalized, is written in terms of radial and angular
integrals:

Ann′λλ′mm′ = Rnn′λλ′Ωλλ′mm′ (5)

where Ωλλ′mm′ is the integral over the ω angular variables

Ωλ′σ′λσ =

∫
Y ∗
λ′σ′(ω)Z(Ω)Yλσ(ω)dω (6)

and Rnn′λλ′ is the radial integral

Rnλn′λ′ = 2

√
(n′ − λ′ − 1)!(n− λ− 1)!

(2n+ d− 3)(2n′ + d− 3)[(n′ + λ′ + d− 3)!(n+ λ+ d− 3)!]3
×

(7)

×
∫

exp(2p0r)(2p0r)
λ+λ′+d−2L2λ′+d−2

n′−λ′−1(2p0r)L
2λ+d−2
n−λ−1 (2p0r)d(2p0r).

The result of the integration (6) depends on the selected parametrization for
the angular variables and on the particular Coulomb system under analysis. In
any case, it can always be expressed in terms of vector coupling and recoupling
coefficients of hyperangular momenta, because equation (6) can be handled to
give an integral over three hyperspherical harmonics.

The explicit expression of the radial integral Rnλn′λ′ depends only on the
number of particles (i.e. on the dimension of configuration space) and not on
the nature of the particles. Furthermore, Rnλn′λ′ can be written as a linear
combination of vector coupling coefficients [31]. In the case of the three-body
problem, with d=6, its explicit expression is:

Rnn′λλ′ =
1

(n′ + λ+ 3)
1
2

[
(n+ λ+ 3)

1
2F + (n− λ)

1
2B

]
(8)
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with

F = 〈
n′ + λ′ + 2

2
,
−n + λ′ + 2λ + 4

2
,
n′ − n + λ′ − λ

2
,
n′ − n + λ′ − λ

2
|
n′ + λ + 2

2
,
−n′ + 2λ′ + λ + 4

2
〉

B = 〈
n′ + λ′ + 3

2
,
λ − n′ + 2λ + 3

2
,
n′ − n + λ′ − λ − 1

2
,
n′ − n + λ′ − λ + 1

2
|
n′ + λ + 2

2
,
2λ′ − n′ + λ + 4

2
〉

where F and B are Clebsch-Gordan coefficients, so Rnn′λλ′ for a three-body
Coulomb problem depends on the involved quantum numbers only and not on
the nature of the system. Even if this result might seem surprising from a con-
figuration space point of view, if we look at the problem from the momentum
space perspective the whole matrix Ann′λλ′mm′ can be in fact obtained from
the integration over angular variables only, parametrizing the S6 hypersphere
embedded in a seven-dimensional Euclidean space. Thus the quantum numbers
n and λ label the eigenvalues of the generators of the seven-dimensional hyper-
sphere S6 and of a six-dimensional subspace, respectively. Under this perspective,
the possibility of exploiting different parametrizations of S6, whose symmetry
properties are closer to those of the system, represents an extremely attractive
feature.

Being essentially a continuation of an extensive review presented a dozen
years ago, we dedicate next Section to assess progress in straightforward com-
putational schemes, indicating the need of ”alternative”, or ”non canonical”
strategies within the same mathematical framework.

4 Numerical Convergence

It is relevant to document the convergence of the direct procedure by updating
the results [31] exploiting the presently available computational power. The sys-
tem used as benchmark is the helium atom, studied at a non relativistic level
of theory by using the symmetrical parametrization [48, 38], which proved to
give better convergence upon truncation. Such a parametrization is labeled by
three quantum numbers: n the hyperangular quantum number (analogue to the
principal quantum number for the hydrogen atom); λ, whose limiting value is
λ ≤ n− 1 and which, in the case of zero total angular momentum, is restricted
to even values; and μ, which has the following range 0 ≤ μ ≤ λ and must have
the same parity as λ/2, i.e. it changes as μ = λ, λ − 4, . . . , 0 (or 2 according to
the parity of λ).

In this Section, we also present some new results concerning the energy of
the first excited states of He for zero total angular momentum (singlet states).
Indeed, it is worth pointing out that the method has a variational behavior and
is effective not only for the ground state but also for the excited states, unlike
most of the popular variational methods.

Here, we use as benchmark -2.903724 Hartree for the ground state [49], and
−2.1458 Hartree and −2.0611 Hartree for the first and second singlet excited
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states, 1s2s and 1s3s, respectively [50]. As mentioned before, the matrix is sym-
metrical and, in principle, infinite: using the proper truncation of the wavefunc-
tion expansion we obtain a finite dimensional matrix that can be diagonalized
with standard algorithms. Different truncation schemes were tested: We started
by using a closed shell truncation, that is by truncating on the quantum num-
ber n, considering all the allowed states in the shell (Table 1). Such a truncation
scheme clearly leads to identical results for all the possible parametrizations that
can be employed (e.g. the asymmetrical one or others [31]). The convergence is
very slow for both ground and excited states, with better numerical results for
the ground state (differences from the benchmark data are reported as Δ in the
Tables).

Table 1. Closed Shell Truncation

electronic state nmax dim Ecalc(Hartree) Δ(Hartree)

ground 80 11900 -2.8937 0.0100
ground 90 16744 -2.8952 0.0085
1s2s 80 11900 -2.0797 0.0661
1s2s 90 16744 -2.0882 0.0576
1s3s 80 11900 -1.9063 0.1548
1s3s 90 11900 -1.9233 0.1378

The second truncation scheme corresponds to a cut upon theλ quantumnumber
and include all the allowed values of μ (Table 2). In [31] it was found that cutting
upon appropriately chosen λ values could improve the convergence for the ground
state energy. Indeed, also in the present calculations convergence gets much better
for the ground state, however for the excited states it is worse than in the closed
shell approach, even if the basis set dimension is quite larger. This suggests, not
unsurprisingly, that larger λ (or μ) states are needed for a correct description of
the excited states energy with respect to that of the ground state.

Table 2. Truncation on λ

electronic state nmax,λmax dim Ecalc(Hartree) Δ(Hartree)

ground 280, 32 20976 -2.9001 0.0036
ground 300, 40 33110 -2.9015 0.0022
ground 350, 40 39160 -2.9016 0.0021
1s2s 280, 32 20976 -2.0692 0.0766
1s2s 300, 40 33110 -2.0934 0.0524
1s2s 350, 40 39160 -2.0934 0.0524
1s3s 280, 32 20976 -1.8262 0.2349
1s3s 300, 40 33110 -1.8820 0.1791
1s3s 350, 40 39160 -1.8820 0.1791



Continuous and Discrete Algorithms in Quantum Chemistry 41

Although it is possible to cut upon both λ and μ, here we decided to truncate
on the μ quantum number only, mostly to understand which quantum number
is determinant to reach a faster convergence on the excited states (Table 3).
The results of ref. [31] indicated that the poor convergence for the ground state
energy obtained by cutting too drastically on λ was in fact due to the subsequent
elimination of higher μ states.

Table 3. Truncation on μ

electronic state nmax,λmax,μmax dim Ecalc(Hartree) Δ(Hartree)

ground 100, 98, 44 19292 -2.8963 0.0074
ground 100, 98, 52 20592 -2.8963 0.0074
1s2s 100, 98, 44 19292 -2.0945 0.0513
1s2s 100, 98, 52 20592 -2.0949 0.0509
1s3s 100, 98, 44 20592 -1.9296 0.1315
1s3s 100, 98, 52 39160 -1.9356 0.1255

Results of Table 3 show that, although very large μ values are not needed
to improve convergence for the ground state energy (results published on [31]
indicated that the inclusion of states with μmax larger than 24 were not necessary
to reach convergence, at least with n ∼ 100), high values of μ are mandatory to
accelerate convergence for excited state energies. This fact also explains the poor
performances obtained through the λ truncation scheme. Further calculations are
currently being carried out to improve convergence on the excited states.

In any case, it is clear that alternative ways are to be found: the procedure
is mathematically sound and physically motivated, but the progress towards the
description of the simplest systems is so slow that the search for alternative ways
is the most important direction motivating the further study.

Alternative Sturmian bases (mostly in configuration space) have been con-
structed, often as the product of one-electron Sturmians and applied for extensive
calculations of the energy spectrum of atoms and ions [51], also in strong ex-
ternal fields [52, 53]. Convergence of these sets is rapid, although the spectrum
of the generating eigenproblem is mixed, containing also, apart from discrete
eigenvalues, a continuum part: therefore there is no guarantee that every well-
behaved function of the same variables obeying the same boundary conditions
can be expanded in terms of this basis [54].

Remarkable performances for atomic bound states have been reached through
the introduction of optimal Sturmian basis functions, possessing the correct phys-
ical behavior at short and long distances from the nucleus [33].

5 Concluding Remarks

In general, the construction of families of continuous and discrete polynomials can
be based, according to Favard theorem, on three-term recurrence relationships,
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which can be interpreted as finite difference equations. The actual construction
is thus equivalent to the diagonalization of a Jacobi matrix (see Section 2). This
is the standard procedure for the Wigner-Racah coefficients of quantum angular
momentum and for the Racah polynomials considered in [2, 3, 5–7] and references
therein, but also for their continuous extensions and their q-analogues in the Askey
(or Nikiforov) schemes [1, 20]. The unique property of these families is that, be-
longing to the so-called hypergeometric or classical type, such diagonalization can
be performed in closed form.

Parallel and future work involves cases where the diagonalization cannot be
performed explicitly, yet mathematically interesting polynomial sets can be char-
acterized, and the motivation for their investigation comes from physical prob-
lems. We refer the reader to cases arising from the separation of the hydrogen
wavefunction in elliptic coordinates [55–57, 32, 58] and from the study of the
spectrum of the quantum mechanical volume operator [4].

Regarding Sturmian approaches, the momentum space perspective, not con-
sidered here but amply cited in the previous referenced literature, is also used
to shed light on the nature and symmetry properties of Coulomb Sturmians and
to obtain important mathematical connections (in terms of angular momentum
algebra) between these sets and their momentum space counterparts, which in-
volve hyperspherical harmonics. Ref. [8] contains both an updated review and a
sketch of future perspectives.
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Abstract. This paper treats 6j symbols or their orthonormal forms as
a function of two variables spanning a square manifold which we call the
“screen”. We show that this approach gives important and interesting
insight. This two dimensional perspective provides the most natural ex-
tension to exhibit the role of these discrete functions as matrix elements
that appear at the very foundation of the modern theory of classical
discrete orthogonal polynomials. Here we present 2D and 1D recursion
relations that are useful for the direct computation of the orthonormal
6j, which we name U . We present a convention for the order of the ar-
guments of the 6j that is based on their classical and Regge symmetries,
and a detailed investigation of new geometrical aspects of the 6j symbols.
Specifically we compare the geometric recursion analysis of Schulten and
Gordon with the methods of this paper. The 1D recursion relation, writ-
ten as a matrix diagonalization problem, permits an interpretation as a
discrete Shrödinger-like equations and an asymptotic analysis illustrates
semiclassical and classical limits in terms of Hamiltonian evolution.

1 Introduction

Continuing and extending previous work [1–4] on 6j symbols, (or on the equiva-
lent Racah coefficients), of current use in quantum mechanics and recently also
of interest as the elementary building blocks of spin networks [5–7], in this paper
we (i) - adopt a representation (the “screen”) accounting for exchange and Regge
symmetries; (ii) - introduce a recurrence relationship in two variables, allowing
not only a computational algorithm for the generation of the 6j symbols to be
plotted on the screen, but also representing a partial difference equation allow-
ing us to interpret the dynamics of the two dimensional system. (iii) - introduce
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a recurrence relationship as an equation in one variable, extending the known
ones which are also computationally interesting; (iv) - give a formulation of the
difference equation as a matrix diagonalization problem, allowing its interpreta-
tion as a discrete Schrödinger equation; (v) - discuss geometrical and dynamical
aspects from an asymptotic analysis. We do not provide here detailed proofs of
these results, but give sufficient hints for the reader to work out the derivations.
For some of the topics we refer to a recent problem recently tackled [8]; nu-
merical and geometrical illustrations are presented on a companion paper [9]. A
concluding section introduces aspects of relevance for the general spin networks
by sketching some features of the 9j symbols.

2 The Screen: Classical and Regge Symmetries,
Canonical Form

The Wigner 6j symbols

{
j1 j2 j12
j3 j j23

}
are defined as a matrix element beetween

alternative angular momentum coupling schemes [10] by the relation

〈j1j2 (j12) j3jm | j1j2j3 (j23) j′m′〉 = (−1)j1+j2+j3+j
δjj′δmm′U (j1j2jj3; j12j23) ,

where the orthonormal transformation U is

U (j1j2jj3; j12j23) =
√
(2j12 + 1) (2j23 + 1)

{
j1 j2 j12
j3 j j23

}
(1)

For given values of j1, j2, j3, and j the U will be defined over a range for both
j12 and j23. These ranges are given by

j12 min =max (| j1 − j2 |, | j − j3 |) , j12 max =min (j1 + j2, j + j3) ,

j23 min =max (| j1 − j |, | j2 − j3 |) , j23 max =min (j1 + j, j2 + j3) ,

and j12 min ≤ j12 ≤ j12 max, j23 min ≤j23 ≤ j23 max. (2)

The screen corresponds to the 6j or, as we specify below, the U values for all
possible values of j12 and j23 .

The range for j12 and j23 is determined by the values of the independent
variables: j1, j2, j3, and j. In the remainder of this paper we make this clear by
introducing new variables a, b, c, d, x and y to replace the j values. We specify
the new variables by establishing a correspondence:{

a b x
c d y

}
⇔

{
j1 j2 j12
j3 j j23

}
(3)

Assuming that x and y remain respectively in the upper and lower right side of
the 6j symbols, there are four classical and one Regge relevant symmetries:{

a b x
c d y

}
=

{
b a x
d c y

}
=

{
d c x
b a y

}
=

{
c d x
a b y

}
=

{
s− a s− b x
s− c s− d y

}
, (4)



48 R.W. Anderson et al.

where s = (a+ b+ c+ d) /2 . It can be shown [2, 1] that xmax − xmin =
ymax − ymin = 2min (a, b, c, d, s− d, s− c, s− b, s− a) = 2κ. The square screen

will contain (2κ+ 1)2 values. The canonical ordering for 6j screens can now be
specified by considering the two sets of values: a, b, c, d and its Regge transform
a′ = s− a, b′ = s− b, c′ = s− c, and d′ = s− d. Take the set with the smallest
entry and use the classical 6j symmetries to place this smallest value in the
upper left corner of the 6j symbol. The placement of the other 6j arguments are
determined by the symmetry relations. The resulting symbol has the property
that xmin = b − a ≤ x ≤ b + a = xmax and ymin = d − a ≤ y ≤ d + a = ymax.
Furthermore we require that a ≤ b ≤ d for the Canonical form. This may require
using Eq. 5 to ”orient” the screen in this way.{

a b x
c d y

}
=

{
a d y
c b x

}
(5)

It can be shown that any symbol to be studied as a function of two entries can
be reduced to the canonical form of Eq. 5 where a ≤ b ≤ d ≤ b + c − a and
cmin = d− a+ b ≤ c ≤ d+ a− b = cmax.

Regge transformation for the parameters of the screen is a linear O(4) trans-
formation:

1

2

⎛
⎜⎜⎝
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

⎞
⎟⎟⎠
⎛
⎜⎜⎝
a
b
c
d

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
s− a
s− b
s− c
s− d

⎞
⎟⎟⎠ . (6)

It can be checked that several functions appearing below (caustics, ridges, etc.)
are invariant under such symmetry and also when represented on the screen (See
[9]).

3 Tetrahedra and 6j Symbols

In the following when we consider 6j properties as correlated to those of the
tetrahedron of Figure 1a [3], we use the substitutions A = a+1/2, B = b+1/2,
C = c+1/2, D = d+1/2, X = x+1/2, Y = y+1/2 which greatly improves all
asymptotic formulas down to surprisingly low values of the entries. We show the
argument ranges where the correspondence with the tetrahedron breaks down
in section 5.2.

The area of each triangular face is given by the Heron formula:

F (A,B,C) =
1

4

√
(A+B + C)(−A+B + C)(A −B + C)(A +B − C) (7)

where A, B, C are the sides of the face. Upper case letters are used here to
stress that geometric lengths are used in the equation. The square of the area
can be also expressed as a Cayley-Menger determinant. Similarly, the square of
the volume of an irregular tetrahedron, can also be written as a Cayley-Menger
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determinant (Eq. 8 or as a Gramian determinant [11]. The latter determinant
embodies a clearer relationship with a vectorial picture but with partial spoiling
of the symmetry.

V 2 =
1

288

∣∣∣∣∣∣∣∣∣∣

0 C2 D2 Y 2 1
C2 0 X2 B2 1
D2 X2 0 A2 1
Y 2 B2 A2 0 1
1 1 1 1 0

∣∣∣∣∣∣∣∣∣∣
. (8)

An explicit formula, due to Piero della Francesca, will be used in the companion
paper [9]. Additionally mirror symmetry [1], can be used to extend screens to
cover a larger range of arguments. The appearance of squares of tetrahedron
edges entails that the invariance with respect to the exchange X ↔ −X implies
formally x↔ −x− 1 with respect to entries in the 6j symbol. Although this is
physically irrelevant when the js are pseudo-vectors, such as physical spins or
orbital angular momenta, it can be of interest for other (e.g. discrete algorithms)
applications. Regarding the screen, it can be seen that actually by continuation
of X and Y to negative values, one can have replicas that can be glued by cutting
out regions shaded in Fig. 6 in [12], allowing mapping onto the S2 manifold.

Figure 1b illustrates V 2 for values of a, b, c, and d used later in this paper.

(a) Ponzano-Regge tetra-
hedron built with the six
angular momenta in the
6j symbol.
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(b) V 2 (contours for Eq. 8), caustics Eq. 12 (gray
boundary), ridges (solid white Eq. 9, dashed Eq. 13)
for a = 30, b = 45, c = 60, and d = 55.

Fig. 1.

The following equations were first introduced in Refs. [1] and [3], but they are
rewritten here with changed notation. When the values of A, B, C, D and X
are fixed, the maximum value for the volume as a function of Y is given by the
“ridge” curve
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Y Vmax =

(
(A2 −B2)(C2 −D2) + (A2 +B2 + C2 +D2)X2 −X4

2X2

)1/2

, (9)

the corresponding volume is

V max(A,B,C,D,X) =

√
ΛA,B,XΛC,D,X

24X
, (10)

where

Λα,β,γ =
(
α2 − β2

)2 − 2γ2
(
α2 + β2

)
+ γ4. (11)

Therefore the two values of Y for which the volume is zero are:

Y z =

((
Y Vmax

)2 ±
√
ΛA,B,XΛC,D,X

2X2

)1/2

. (12)

The values for Y z mark the boundaries between classical and nonclassical re-
gions, and therefore called “caustics”.

Also when the values of A, B, C, D and Y are fixed, the maximum value for
the volume as a function of X is given by the other “ridge” curve:

XVmax =

(
(A2 −D2)(C2 −B2) + (A2 +B2 + C2 +D2)Y 2 − Y 4

2Y 2

)1/2

. (13)

4 Recursion Formulas and Exact Calculations

The U values that are represented on the screen must be calculated by efficient
and accurate algorithms, and we employed several methods that we have previ-
ously discussed and tested. Explicit formulas are available either as sums over
a single variable and series, and we have used such calculations with multiple
precision arithmetic in previous work [13],[3], [14], [15] . These high accuracy
calculations are entirely reliable for all U that we have considered in the past,
and the results provide a stringent test for other methods. However recourse to
recursion formulas appears most convenient for fast accurate calculations and
-as we will emphasize- also for semiclassical analysis, in order to understand
high j limit and in reverse to interpret them as discrete wavefunctions obeying
Schrödinger type of difference (rather than differential) equations.

The goal is to determine the elements of the ortho-normal transformation
matrix:

U (x, y) =
√
(2x+ 1) (2y + 1)

{
a b x
c d y

}
. (14)

Two approaches can be used to evaluate U (x, y): evaluate the 6j from recursion
formulas and then apply the normalization or to use direct calculation from
explicit formulas.
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4.1 2D (x,y) Recursion for U

In this work, we first derive and computationally implement a two variable recur-
rence that permits construction of the whole orthonormal matrix. The derivation
follows our paper in [14] and is also of interest for other 3nj symbols.

By setting h = 0 in the formula 43 in section 6 , we obtain a five term
recurrence relation for U(x, y):

(−1)2x
√

2x− 1

2y + 1

{
b x− 1 a
1 a x

}{
d x− 1 c
1 c x

}
U (x− 1, y)

+(−1)2x
√

2x+ 1

2y + 1

{
b x a
1 a x

}{
d x c
1 c x

}
U (x, y)

+(−1)2x
√

2x+ 3

2y + 1

{
b x+ 1 a
1 a x

}{
d x+ 1 c
1 c x

}
U (x+ 1, y)

= (−1)2y
√

2y − 1

2x+ 1

{
b y − 1 c
1 c y

}{
d y − 1 a
1 a y

}
U (x, y − 1)

+(−1)2y
√

2y + 1

2x+ 1

{
b y c
1 c y

}{
d y a
1 a y

}
U (x, y)

+(−1)2y
√

2y + 3

2x+ 1

{
b y + 1 c
1 c y

}{
d y + 1 a
1 a y

}
U (x, y + 1) (15)

This recurrence relation Eq. 15 will yield the entire set of U(x, y) that consti-
tute the screen. Replacing the 6j symbols of unit argument with the algebraic
expressions in Varshalovich [10], we obtain an effective method to calculate the
screen.

5 1D (x) Symmetric Recursion for U

Starting with the recurrence relation in Neville [16] and Schulten and Gordon
[17] for the 6j and carefully converting it into a recurrence relation for U , we can
write a three term symmetric recursion relationship, which is here conveniently
represented as an eigenvalue equation:

p+ (x)U (x+ 1, y) + w(x)U (x, y) + p− (x)U (x− 1, y) = λ (y)U (x, y) , (16)

where

p+ (x) = {(a+ b+ x+ 2) (a+ b− x) (a− b+ x+ 1) (−a+ b+ x+ 1)}
1
2

×{(d+ c+ x+ 2) (d+ c− x) (d− c+ x+ 1) (−d+ c+ x+ 1)}
1
2

×(x+ 1)−1[(2x+ 1) (2x+ 3)]−
1
2

(17)
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p− (x) = p+ (x− 1) (18)

w (x) = [b (b+ 1)− a (a+ 1) + x (x+ 1)]

× [d (d+ 1)− c (c+ 1)− x (x+ 1)] / [x (x+ 1)]
(19)

λ (y) = 2 [y (y + 1)− b (b+ 1)− c (c+ 1)] . (20)

For convenience we can also define:

wλ = w (x)− λ (y) (21)

A row of the screen may be efficiently and accurately calculated from these
equations. Diagonalization of the symmetric tridiagonal matrix given by the
p+ (x) , w(x), p− (x) provides an accurate check: the eigenvalues of the tridiago-
nal matrix precisely match those expected from Eq. 20 and eigenvectors generate
U(x, y) . Stable results are obtained with double precision arithmetic.

5.1 Potential Functions and Hamiltonian Dynamics

For the eigenvalue equation (Eq. 16), interpreted as discrete Schrödinger-like
equation, two potentials W+ (x) and W− (x) can be defined:

W± (x) = w(x) ± 2 | p (x) |, (22)

where [18]

p (x) =
1

2
(p+ (x) + p− (x)) (23)

or [19]

p (x) =
√
(p+ (x) p− (x)). (24)

The two definitions agree well except for x near the limits xmin or xmax. With
the second choice for p̄ (x) the values for W± are the same at the limits, but
there are differences with the first choice. See the figures 2a and 2b. Compare
with Ref. [8] where Hamiltonian dynamics is developed for a similar system.
Braun’s potential functions are closely related to the caustics illustrated in [1]
and [9].

5.2 Geometric Interpretation

The geometrical interpretations of the 6j symbols provide fundamental under-
standing and important semiclassical limits. This approach originates from Pon-
zano and Regge [20] and elaborated by others, notably Schulten and Gordon [17].

The three-term recursion relationship Eq. 16, for U admits an illustration in
terms of a geometric interpretation: with some approximations to be detailed
below one has finite difference equations (see Ref.[16], Eq.(67) for relationships
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Fig. 2. Potential functions corresponding to Eq. 23 (dashed blue and black lines) and
Eq.24 (thin solid orange and red lines)

between recursions and finite difference). Consider the Schulten-Gordon rela-
tionships Eq.(66) and Eq.(67)(Ref. [17]). Here we show new geometric represen-
tations of the recursion relationships.

By setting a = A − 1
2 , b = B − 1

2 , c = C − 1
2 , d = D − 1

2 , x = X − 1
2 , and

y = Y − 1
2 one can write Eq. 16 in terms of triangle areas, a length X ′, and the

cosine of a dihedral angle θ3. The accuracy of this approximation is excellent,
and depends slightly on the choice for X ′.

F (X − 1
2 , A,B)F (X − 1

2 , C,D)(
X − 1

2

)2 U (x− 1, y)

+
F (X + 1

2 , A,B)F (X + 1
2 , C,D)(

X + 1
2

)2 U (x+ 1, y)

−2 cos θ3
F (X ′, A,B)F (X ′, C,D)

X ′2 U (x, y) ≈ 0 (25)

and Eq.(69)[17]

cos θ3 =
2X′2Y 2 − X′2 (−X′2 + D2 + C2

) − B2
(
X′2 + D2 − C2

) − A2
(
X′2 − D2 + C2

)

16F (X′, B,A)F (X′, D,C)
, (26)

where F (a, b, c) is “area” of abc triangle (Eq. 7). (This recursion relation Eq. 25
must be multiplied through by 8 to compare precisely with Eq. 16.)

Here we consider two choices for X ′ in Eq. 19:

X ′2 =
(
X − 1

2

)(
X +

1

2

)
= X2 − 1

4
, (27)

X ′ = X (28)
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The first choice (Eq. 27) provides an almost exact approximation to Eqns. 17,
18,19, and 20 coefficients in Eq. 16. The second Eq. 28 uses only integer or half
integer arguments, and for most X works as well as the first. The figures 3a and
3b show the errors and their significance. In these figures wλ (approx) is specified
as:

wλ (approx) = −2 cos θ3
F (X ′, A,B)F (X ′, C,D)

X ′2 (29)

For either choice of X ′, the recursion coefficients are connected to the geometry
of tetrahedra [20]:

3

2
V X ′ = F (X ′, A,B)F (X ′, C,D) sin θ3 , (30)

where V is the tetrahedral volume.
Equations 25 can be recast by the geometric mean approximation:

F (X ± 1
2 , A,B)(

X ± 1
2

) 

√
F (X ± 1, A,B)F (X,A,B)√

X (X ± 1)
, (31)

where A and B can be also replaced by C and D.
With Eq. 31 Eq. 25 becomes:√

F (X − 1, A,B)F (X,A,B)F (X − 1, C,D)F (X,C,D)

X (X − 1)
U (x− 1, y)

+

√
F (X + 1, A,B)F (X,A,B)F (X + 1, C,D)F (X,C,D)

X (X + 1)
U (x+ 1, y)

−2 cos θ3
F (X,A,B)F (X,C,D)

X2
U (x, y) ≈ 0, (32)

This equation is useful, but definitely less accurate than Eq. 25 (See Figures 4a
and 4b).

With cancellation of terms in X , this Eq. 32 becomes:√
F (X − 1, A,B)F (X − 1, C,D)

(X − 1)
U (x− 1, y)

+

√
F (X + 1, A,B)F (X + 1, C,D)

(X + 1)
U (x+ 1, y)

−2 cos θ3
√
F (X,A,B)F (X,C,D)

X
U (x, y) ≈ 0. (33)

This is equivalent to the recursion relation of Schulten and Gordon [17], that
they use to establish their semiclassical approximations for 6j symbols. Their
equation is accurate enough for xmin � x� xmax, but not so accurate near the
limits.

In terms of the finite difference operator, Eq. 32 becomes after using Eq. 30:
Δ2(x)f(x) = f(x+ 1)− 2f(x) + f(x− 1):

[Δ2(X) + 2− 2 cos θ3]f(X) 
 0 , (34)
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Fig. 4. Fractional errors in p+ using Eq. 25, solid black line and Eq. 32, dashed blue
line.

where

f(X) =

√
F (X,A,B)F (X,C,D)

X
U (x, y) =

√
V

X sin θ3
U (x, y) . (35)

We have, explicitly

cos θ3 = ±

√
1−

(
3V X

2F (X,A,B)F (X,C,D)

)2

. (36)

Our Eq. 35 is only slightly different from that of Schulten and Gordon, because
we have an extra X in the denominator of the definition of f (X). This occurs
because we use the recursion for U instead of that for 6j.
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5.3 Semiclassical Approximation

The following developments parallel those in [3]. From the above formulas, and
from that of the volume, we have that

– V = 0 implies cos θ3 = ±1 and establishes the classical domain between
Xmin and Xmax

– F (X,A,B) = 0 or F (X,C,D) = 0 establish the definition limits xmin and
xmax.

For a Schrödinger type equation

d2ψ

dx2
+ p2ψ = 0 , �

2/2m = 1 , (37)

its discrete analog in a grid having one as a step,

ψn+1 + (p2 − 2)ψn + ψn−1 = 0, (38)

and we then have after comparing Eq. 38 with Eq. 34

f(X + 1)− 2 cos θ3f(X) + f(X − 1) = 0. (39)

The identification
p = ±(2− 2 cos θ3)

1/2 (40)

is then evident. Here we present a x,y plot Fig. 5 of 1− cos θ3 that clearly shows
this definition of the classical region.
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Fig. 5. x,y plot of cos θ3 for angular momenta of Fig 1(b)

Evidentially, on the closed loop, we can enforce Bohr-Sommerfeld phase space
quantization: ∮

p dx = (n+ 1/2) π . (41)
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The eigenvalues n obtained in this way may be easily related to the allowed
y. These formulas are illustrated in Fig. 6 and 7 of Ref [3].

The Ponzano-Regge formula for the 6j in the classical region is{
a b x
c d y

}
≈ 1√

12π|V |
cos (Φ) , (42)

where the Ponzano-Regge phase is: Φ = Aθ1+Bθ2+Xθ3+Cη1+Dη2+Y η3+
π
4 .

The angles are determined by rearranged equations: Eq. 30. The various dihedral
angles are found from the equations in [20].

To the extent that the Ponzano-Regge approximation is valid we see that the
6j symbols have a magnitude envelop given by V and a phase that is a function
of X and Y determined by Φ. Eq. 42 works quite well for X and Y well within
the classical region. However its use near the caustics is limited because of two
factors:

1. The approximate recursion relation given by Eq. 32 differs most from the
exact recursion Eqs. 17,18,19,20 near the caustics.

2. The semiclassical approximation for the 6j also breaks down near the caus-
tics.

For piece-wise extensions , see [20] and for uniformly valid formulas see [17].

6 9j and Higher Spin Networks

In this work, we first have derived and computationally implemented a two
variable recurrence that permits construction of the whole orthonormal matrix
The derivation follows our paper in [14] and is also of interest for other 3nj
symbols.

We find in [14]; see also [10], the following 2D recurrence relationship for 9j
symbols:

Ac+1(ab,fj)
(c+1)(2c+1)

⎧⎨
⎩
a b c+ 1
d e f
g h j

⎫⎬
⎭+ Ac(ab,fj)

c(2c+1)

⎧⎨
⎩
a b c− 1
d e f
g h j

⎫⎬
⎭− Ad+1(ef,ag)

(d+1)(2d+1)

⎧⎨
⎩

a b c
d+ 1 e f
g h j

⎫⎬
⎭

−Ad(ef,ag)
d(2d+1)

⎧⎨
⎩

a b c
d− 1 e f
g h j

⎫⎬
⎭ =

[
Bd(ag,fe)
d(d+1) − Bc(ab,jf)

c(c+1)

]⎧⎨
⎩
a b c
d e f
g h j

⎫⎬
⎭

Aq (pr, st) = [(−p+ r + q) (p− r + q) (p+ r − q + 1) (p+ r + q + 1)]
1
2

×[(−s+ t+ q) (s− t+ q) (s+ t− q + 1) (s+ t+ q + 1)]
1
2

Bq (pr, st) = [q (q + 1)− p (p+ 1) + r (r + 1)] [q (q + 1)− s (s+ 1) + t (t+ 1)]

(43)

Geometrical interpretations of A’s as proportional to products of areas of trian-
gular faces and of B’s as angular functions of associated structures, will serve for
further work on the dynamical description of general spin networks. As noted in
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[14], Eq. 15 can be derived by setting h = 0 in Eq. 43, and using the property
that a 3nj symbol downgrades to a (3n− 1)j symbol when one of its entries is
zero. In conclusion, expanding the discussion of Eq. 43 in [14], we suggest that
the “screen” for the above 9j symbols is three-dimensional, and generalization
to higher spin networks should be straight forward.

Acknowledgement. We thank Professor Annalisa Marzuoli for many produc-
tive discussions during this research.
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Abstract. This article presents and discusses in detail the results of
extensive exact calculations of the most basic ingredients of spin net-
works, the Racah coefficients ( or Wigner 6j symbols), exhibiting their
salient features when considered as a function of two variables - a natu-
ral choice due to their origin as elements of a square orthogonal matrix
- and illustrated by use of a projection on a square screen introduced
recently. On these screens, shown are images which provide a systematic
classification of features previously introduced to represent the caustic
and ridge curves ( which delimit the boundaries between oscillatory and
evanescent behaviour according to the asymptotic analysis of semiclas-
sical approaches). Particular relevance is given to the surprising role of
the intriguing symmetries discovered long ago by Regge and recently re-
visited; from their use, together with other newly discovered properties
and in conjunction with the traditional combinatorial ones, a picture
emerges of the amplitudes and phases of these discrete wavefunctions, of
interest in wide areas as building blocks of basic and applied quantum
mechanics.

1 Introduction

In this paper, extensive computational results serve to illustrate the main fea-
tures of the well known Wigner 6j symbols ( or equivalently of the related Racah
coefficients). Their importance has transcended the context of the quantum the-
ory of angular momentum, where they were introduced originally: they appear
as the building blocks of spin network structures, of widespread relevance in
quantum science and its applications [1], [2].

In their introduction as matrix elements between alternative angular mo-
mentum coupling schemes, Wigner and Racah had the insight of associating
the six entries of a 6-j symbol with the lengths of the edges of a (generally
irregular) tetrahedron and established asymptotic (or semi-classical) relation-
ships with the geometrical properties, such as volumes and dihedral angles, of

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 60–72, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



The Screen Representation of Spin Networks 61

such a tetrahedron. In 1968, Ponzano and Regge [3] initiated the study of the
functional dependence of the 6j-symbol on one of its six entries, arguing for a
role of the tetrahedral volume and dihedral angles in the amplitude and phase
of a (discrete) WKB-type of approximation of a wave-function. Independently,
Neville [4] and Schulten and Gordon [5] provided rigorous derivations: the latter
also introducing efficient computational procedures [6] (for account of progress
see [7]) and numerical illustrations from this one-dimensional perspective (see
also [8], [9], [10]). The closely related Racah polynomials [11], [12], [13], [14] are
at the foundation of modern approaches in the theory and applications of spe-
cial functions and orthogonal polynomials. In this account, we present for the
first time illustrations from the two-dimensional perspective, which is naturally
based on the view [4], [9], [10] of the 6-j symbols as matrix elements enjoying
a self dual property. The basic ideas of this approach are referred to in [9], [10]
as the 4-j model : accordingly here plots as a function of two discrete variables
are given in a square screen (see [15]), in a sense generalizing the traditional
presentations in square numerical tables [16]. After a presentation of the gen-
eral case in Section II, we illustrate symmetric and limiting cases in Section III
(an important case being that of the Clebsch-Gordan coefficients, also known
as Wigners 3-j symbols, see [17] ). In the order of presentation, we are closely
following the previous classification of the classical-quantum boundaries [15]. In
section IV, we provide additional and concluding remarks.

2 Some Theory and Methods

We present screen images in the next section that include the values of the 6j

symbols or more precisely the U(x, y) =
√
(2x+ 1) (2y + 1)

{
a b x
c d y

}
. The U

values have been calculated with a variety of methods: direct summation with
multi-precision arithmetic [18], [19], exact integer arithmetic, three- and five-
term recursion relations [20], and checked by solving the eigenvalue equation [20].
All the calculations give precise agreement with each other.

2.1 Canonical Ordering

We choose the Canonical ordering of the a, b, c, d as proposed in [20]. In this
ordering a is the smallest of the eight values a, b, c, d, a′, b′, c′, d′ with the primed
quantities the Regge conjugate values of the unprimed values. The ordering
assures that the screen has dimension (2a+1)× (2a+1) and the ranges b− a ≤
x ≤ b+ a and d− a ≤ y ≤ d+ a. For most of the cases considered in this paper,
this Canonical form agrees with a slightly different ordering proposed in [21].

We have also found that the following expressions for s, r, u, and v are useful
for describing the topology of the screens corresponding to different values for
a, b, c and d. See Ref. [21] for more discussion.
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s ≡ [(a+ c) + (b+ d)] /2 (1)

r ≡ [(a+ c)− (b+ d)] /2 (2)

u ≡ [(a+ b)− (c+ d)] /2 (3)

v ≡ [(a+ d)− (b + c)] /2 (4)

For these definitions, s is the semiperimeter, r is the difference in the sums of
column values, u is the difference in the sums of row values, and v is the difference
between sums of diagonals. The definitions for r, u, v in equations 2, 3, and 4
constrain the values for c in the Canonical ordering such that either v or r must
be equal or less than 0, and u must also be less than 0.

Ponzano-Regge Theory. The screen images show many features most of
which are explained with the Ponzano-Regge theory and some symmetry con-
siderations. The Ponzano-Regge estimate for 6j in the classical region (V 2 > 0)
is {

a b x
c d y

}
≈ 1√

12π|V |
cos (Φ) , (5)

.
Hence the 6j symbols have a magnitude envelope determined by the tetrahedron
volume, V , and oscillations given by the Cosine of the Ponzano-Regge phase Φ.
Both the volume and the phase are given by the geometry of the tetrahedron
with sides: A,B,C,D,X , and Y (See [3] for details. Here A = a + 1/2, ..., X =
x+ 1/2, Y = y + 1/2).

The square volume of the tetrahedron can be calculated with a Cayley-Menger
or a Gram determinant, but the results obtained with both determinants are
equivalent to the famous formula known to Euler but first found five centuries ago
by the Renaissance mathematician, architect and painter Piero della Francesca.
We give his formula arranged as needed in the following.

288V 2 = 2A2C2(−A2 +B2 +X2 + Y 2 +D2 − C2)

+2B2D2(A2 −B2 +X2 + Y 2 −D2 + C2)

+2X2Y 2(A2 +B2 −X2 − Y 2 +D2 + C2)

−(A2 + C2)(B2 +D2)(X2 + Y 2)

−(A2 − C2)(B2 −D2)(X2 − Y 2) (6)

We write the Ponzano-Regge phase as Φ = Aθ1+Bθ2+Xθ3+Cη1+Dη2+Y η3+
π
4

(See [3], [5]).

2.2 Piero Line Symmetries

An important screen symmetry is the possible presence of a Piero line where the
6j and U are symmetric with respect to interchange of x and y. The classical
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Fig. 1. Plot of |U(x, y)| for a = 30, b = 45, c = 60, d = 55. Ranges are 15 ≤ x ≤ 75 and
25 ≤ y ≤ 85. There are 2a+1 values of x and y. This corresponds to fig. 1a in [15]. The
caustic closed curve (light gray), corresponding to zero volume (Eq. 6) encircles the
classical region of positive volume, showing oscillatory behaviour, while outside in the
four nonclassical regions the values are exponentially decaying,. This is the canonical
form with a ≤ b ≤ d namely the screen is oriented, the caustic touching the sides at four
points, denoted North, West, South and Eastern gates( see Sec Concluding remarks).
The corresponding Regge conjugate can be shown to be a = 50, b = 65, c = 40, d = 35.
None of the primed quantities are smaller than a.

symmetry relation:

{
a b x
c d y

}
=

{
a d y
c b x

}
shows that the screen will be invariant

to this interchange if b = d, if the 6j is written in the conventional order where a
is equal to the smallest argument. The Piero line is the diagonal corresponding
to x = y, and the 6j or U are symmetric with respect to this line. The Piero
equation for V 2, Eq. (6) shows this symmetry very clearly. The first four lines in
Eq. (6) are symmetric with respect to interchange of X and Y , but the symmetry
is broken with the term in the last row unless B = D. (It seems that the other
possible case where A = C, can not occur for conventional ordering unless B is
also equal to D). There appear no exact symmetries for U or 6j with respect
to the line x+ y = xmin + ymax. There will be a Piero line symmetry whenever
u = v (See Eqns. 3, 4). Piero line symmetries are found in Figures 6a, 7, 8a, 8b,
and 9b in Section 3.

2.3 Regge Symmetry

The Regge conjugate will be the same as the original if the sum of any two of
a, b, c, d is the same as the sum of the other two. Hence the Regge conjugate will
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Fig. 2. The figure shows the region of the x, y plane relevant for the 6j-symbol with
the same values of a, b, c and d as in Fig. 1. The small spots are the quantized values
of x and y, at which the 6j-symbol is defined. The heavy light gray oval curve is the
caustic line, which surrounds the classically allowed region. The lighter lines and color
changes inside the classically allowed region are the contours of the Ponzano-Regge
phase Φ. Contour lines are separated by a phase difference of 2π. As we move across a
horizontal line, varying x while holding y fixed, we can see how many spots lie between
two contour values of Φ. For example, near the upper right side of the caustic curve
there are up to nine spots between contour values. This means that if the 6j-symbol is
plotted in a stick diagram, as in Fig. 1 of Ref. [9], then there will be several sticks under
a single lobe of oscillation of the 6j-symbol, as shown in the right side of that figure.
But near the bottom of the caustic curve, there are approximately only two spots per
2π increment of phase, which means that the sticks alternate in sign, as shown on the
left side of Fig. 1 of Ref. [9].

be the same if the product ruv = 0. This equivalence between the original and
Regge conjugate is found for the cases corresponding to Figures 5a, 5b, 6a, 8a,
8b, 9a, and 9b.

2.4 Location of Gates

We define a gate as the place along each of the four sides of the screen where
the caustic line, V 2 = 0 touches the side. The gate will generally be some where
in the center of a side, but for specific choices for a, b, c, d the gates may coa-
lesce at the corners of the screen or occupy an entire side. Eqns. 2, 3, and 4 also
yield information about the location of the gates. We start with the approximate
equation (7) for the value of y that gives the maximum volume of the tetrahedron
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Fig. 3. | cos(Φ)| for angular momenta of Figure 1. This figure is based on the Φ in
figure 2.

Fig. 4. Volume, caustics, ridges for angular momenta of Figure 1
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(a) Plot of |U(x, y)| for a = 100, b =
110, c = 130 and d = 140. Ranges are
10 ≤ x ≤ 210 and 40 ≤ y ≤ 240.
This corresponds to fig 1b in [15]. Caustic
and ridge lines are shown. . In this case
v = 0 and therefore the two Regge conju-
gates are identical. Note the coalescence
of Northern and Western gates at the up-
per left corner, also because v = 0, Eq.
4.

(b) Plot of |U(x, y)| for a = 100, b = 140,
c = 130 and d = 110. 40 ≤ x ≤ 240 and
10 ≤ y ≤ 210. This corresponds to fig.
1c in [15]. As in the previous case Fig.
5a, the values spanned by x and y are
both 2a + 1, but they are interchanged,
namely the convention for the orientation
of the screen is not adopted. Again, since
u = 0, the two Regge conjugates are iden-
tical. Actually the previous case and this
one are connected by a classical exchange
symmetry, and the two figures are related
by reflection with respect to the diagonal
of the screen connecting lower left and up-
per right corners. Now the coalescence is
between the East and South gates, which
are moved to the lower right corner of the
screen, because u = 0, Eq. 3.

Fig. 5

for a given x. This approximate equation assumes that all of the quantities
A,B,C,D,X, Y are large enough to be replaced by a, b, c, d, x, y.

y2Vmax =
(a2 − b2)(c2 − d2) + (a2 + b2 + c2 + d2)x2 − x4

2x2
. (7)

This equation gives the analytic results that the values of y giving positive V 2

in the corners of the screen are given as follows (We are assuming conventional
ordering). These results were first described in Ref. [15].

1. For r = 0 (Eq. 2), For x = b − a, yVmax = d − a. Positive V 2 is found at
the south-west corner. As |r| increases, the lower branch of the caustic line
is found further from this corner. See figure 6a.

2. For u = 0 (Eq. 3), For x = b + a, yVmax = d − a. Positive V 2 is found at
the south-east corner. See figure 5b.

3. For v = 0 (Eq. 4), For x = b− a, yVmax = d+ a. Positive V 2 is found at the
north-west corner. See figure 5a.
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(a) Plot of |U(x, y)| for a = 100, b = 130,
c = 140 and d = 110. 30 ≤ x ≤ 230 and
10 ≤ y ≤ 210. This corresponds to fig.1d
in [15], where only the caustic and ridge
curves were given. The values spanned by
x and y are both 2a+ 1. As in the previ-
ous two cases, a relationship holds: here
we have r = 0 (Eq. 2), and the two Regge
conjugates are again identical, but the co-
alescence is now between the West and
South gates, in the lower left corner of
the screen. A reflection symmetry is to
be noted with respect to the diagonal of
the screen connecting lower left and upper
right corners.

(b) Plot of |U(x, y)| for a = 70, b = 130,
c = 180 and d = 180. 60 ≤ x ≤ 200 and
110 ≤ y ≤ 250. This plot of |U(x, y)| cor-
responds to Fig. 2 in [15], where only the
caustic and ridge curves were given for
a = 100, b = 100, c = 150 and d = 210.
Ranges are 60 = x = 200 and 110 = y =
250. This latter plot is not canonical: in
fact, the Regge conjugate has a = 70; b =
130; c = 180, d = 180.

Fig. 6.

We can note that positive V 2 will never occur in the north-east corner. More
than one of these conditions may be present. See figures 8a and 8b for u = v = 0,
figure 9a for r = v = 0 ( here the west side of the caustic line is the line x = b−a,
and figure 9b for r = u = v = 0.

3 Images and Discussion

This section reports and discusses a series of graphs where the plots of caustics
and ridges published in Ref. [15] are superimposed on x− y color plots of true U .
The following features are common to all of the plots except Figures 2, 3, and 4.

1. The angular momenta a, b, c, d are written in Canonical form, which means
that the screens have dimension (2a+1)× (2a+1), and the ranges of x and
y are b− a ≤ x ≤ b+ a and d− a ≤ y ≤ d+ a.

2. All the figures show the caustic line (light gray oval)that encircles the central,
classical regions where (V 2 > 0).

3. All the figures also show the ridge lines solid and dashed white lines.
4. All of the figures except Figures 2, 3, and 4 display |U(x, y)|.
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Fig. 7. Plot of |U(x, y)| for a = 70, b = 180, c = 130 and d = 180. 110 ≤ x ≤ 250
and 110 ≤ y ≤ 250. Plot of |U(x, y)| corresponding to Fig. 3 in [15], where only the
caustic and ridge curves were given, for a = 100; b = 150; c = 100; d = 210. Since the
Regge conjugate has a = 70; b = 180; c = 130 and d = 180, the plot can be taken as
canonical, at variance with Fig 8a. Now since u = v = −30 there is a Piero line which
is the diagonal from the lower left corner to the upper right corner, making the plot
symmetrical by reflection.

3.1 General Case

The general case is found when there are no special symmetries, and Figure 1
shows an example. This plot of |U(x, y)| shows several striking features that can
be explained inside the caustics line (boundary between V 2 ≥ 0 and V 2 < 0)
with the Ponzano-Regge theory [3]. The figure shows that the U are small where
V 2 is maximum. This occurs at the intersection of the two ridge lines, which
show the This occurs where the V 2 is maximum as a function of y for given x
and as a function of x for given y (see Figure 4). The magnitude of U tends
to increase as the caustic line is approached the x, y point corresponding to the
maximum. Most of the structure in Fig. 1 is a consequence of the Ponzano-Regge
phase (Cosine term in equation 5). Figure 2 shows this phase for the same values
of a, b, c, d. Figure 3 gives the | cosΦ| values for the screen, and it is obvious that
the structure in Fig. 1 agrees well with the expectations of the Ponzano-Regge
theory. We have found that the same argument can also explain all of the images
in Figures 5-9 in this paper.
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(a) Plot of |U(x, y)| for a = 100, b = 200,
c = 100 and d = 200. 100 ≤ x ≤ 300 and
100 ≤ y ≤ 300. Plot of |U(x, y)| for the
case of Fig. 4a in [15], where only the caus-
tic and ridge curves were given, the canon-
ical form being endorsed when param-
eters are rewritten exchanging columns
as follows: a = 100; b = 200; c = 100
and d = 200. Here, since u = v = 0,
Regge symmetry makes conjugates iden-
tical, and there is a Piero line symmetry.
Note for comparison to the following case
that r = −100.

(b) Plot of |U(x, y)| for a = 100, b = 110,
c = 100 and d = 110. 10 ≤ x ≤ 210 and
10 ≤ y ≤ 210. Plot of |U(x, y)| for the case
of Fig. 4b in [15], where only the caustic
and ridge curves were given, the canonical
form being endorsed when parameters are
rewritten exchanging columns as follows:
a = 100; b = 110; c = 100 and d = 110. As
in Fig 9, since u = v = 0, Regge symme-
try makes conjugates identical, and there
is Piero symmetry. Note for comparison to
the previous case that now r = −10 :the
lower difference between sums of columns
shows qualitative shape changes for mis-
match between columns.

Fig. 8

Figure 1 also shows the general fact that the magnitude of the U are oscillatory
in the classical region, V 2 ≥ 0, and exponentially decreasing as x, y is moved
deeper into the nonclassical region. The values for U can be estimated with a
suitable extension of the Ponzano-Regge theory (See Ref. [5]).

3.2 Symmetric Cases

Figures 5-9 show images of screens with different symmetries. They illustrate
cases where the gates coalesce in the northwest, southwest, and southeast
corners, and Piero line symmetries. They also show cases where the Regge con-
jugates are the same as the 6j with the original arguments, and where the 6j
approximate 3j symbols.

4 Discussion, Additional and Concluding Remarks

The extensive images of the exactly calculated 6j’s on the square screens il-
lustrate how the caustic curves separate the classical and nonclassical regions,
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(a) Plot of |U(x, y)| for a = 100, b = 100,
c = 1000 and d = 1000. 0 ≤ x ≤ 200
and 900 ≤ y ≤ 1100. Case when both
r = 0 and v = 0. This corresponds to fig.5
in [15], where only the caustic and ridge
curves were given. Now r = v = 0, and
the two Regge conjugates are again iden-
tical, but the coalescence is now of both
the North and South gates with the West
gate, on the full line from the lower left
to the upper left corners of the screen, As
noted in [15], since a, b and x are smaller
than c, d and y, we can regard this plot
as that of a 3j symbol, ( : : : ) where
the entries in the upper row are the an-
gular momenta 100, 100, x and the corre-
sponding projections in the lower row are
y - 1000, 1000 – y, 0. Note that a reflec-
tion along the y line by mirror symmetry
would lead to a replica of the image on the
screen whereby the plane would consist
of a classically allowed region limited by
an ellipse as a caustic curve. In the view
of the plot as that of the 3j symbol, de-
scribed above, the operation corresponds
to that of allowing one of the nonzero pro-
jection to change sign.

(b) Plot of |U(x, y)| for the fully symmet-
ric case: a = 100, b = 100, c = 100 and
d = 100. 0 ≤ x ≤ 200 and 0 ≤ y ≤ 200.
This corresponds to fig.6 in [15], where
only the caustic and ridge curves were
given. The three relationships as in figures
4, 5 and 6 occur here, since r = u = v = 0.
The two Regge conjugates are again iden-
tical: one of the coalescences is again as
in Fig 11 of both the North and South
gates with the West gate, on the full line
from the lower left to the upper left cor-
ners of the screen; :now another coales-
cence is of both the East and West gates
with the South gate, on the full line from
the lower left to the lower right corners
of the screen. Also since ruv = 0 there
is a Piero line as the diagonal from the
lower left corner to the upper right corner,
making the plot symmetrical by reflec-
tion along this line. As noted in [15], re-
peated reflections along the x and y lines
by mirror symmetry would lead to repli-
cas of the image on the screen, whereby
the plane would consist of classically al-
lowed regions limited by circles as caus-
tics, tangent in four points.

Fig. 9

where they show wavelike and evanescent behaviour respectively. Limiting cases,
and in particular those referring to 3j and Wigner’s d matrix elements can be
analogously depicted and discussed. Interesting also are the ridge lines, which
separate the images in the screen tending to qualitatively different foldings of
the quadrilateral, namely convex in the upper right region, concave in the upper
left and lower right ones, and crossed in the lower left region.
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Catastrophe theory classification. The pictures of 6-j on the screen in the
previous Section exhibit most clearly features amenable to be classified in terms
of catastrophe theory, with a panorama of valley bottoms, ridges and both elliptic
and hyperbolic umbilics arising in the two-dimensional membrane-like modes.
See [9], [22].

Chirality gates. This remark concerns the formal analogy between the present
problem of four angular momenta arranged as vectors having a (not necessarily)
planar quadrilater structure and those of the motion of tetra-atomic or four center
structures where bonds can be treated as rigid while bending and torsion modes
are allowed. If we consider A,B,C,D, as the lengths of the four bonds, and X
and Y as the diagonals of the quadrilateral, i.e. the distances between atoms not
connected by bonds, a screen representation can be set up, the caustic correspond-
ing to allowed planar configurations. It is known that transition between chirality
pairs in tetrahedral structure corresponds to flattened structures, and therefore
the caustic curves shows configurations throughwhich such a systemwould find its
way to chirality exchangemodes. In particular the four points where in the generic
case (figures 1-4) the caustic touches the screen, are labeled accordingly North,
West, South and East gates, since they mark where and how a planar structure
should fold to perform such chirality interchange mode. In Ref. [21] a similarity
is also pointed out with the celebrated problem of the kinematics of the four-bar
linkage, the fundamental mobile mechanism of engines.

Alternative mappings. Motivated from the phase-space analysis of semiclas-
sical dynamics in Ref. [10], alternatively to the x, y screen it is interesting to
consider other conjugated variables such as e.g. x and the associated momentum
px, corresponding to a dihedral torsional mode. The corresponding mapping,
rather than on a square, is on a spherical triangle on the surface of the sphere
S2. We are also exploring a third type of mappings involving the modes of torsion
angles corresponding e.g. to px and py, of interest for intramolecular dynamics.

Work on extensions to 3nj symbols, to q analogues, and to alternative coor-
dinates of elliptic type is in progress.
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Abstract. In this paper we consider the discrete unit disk cover problem
and the rectangular region cover problem as follows.

Given a set P of points and a set D of unit disks in the plane such
that ∪Di∈DDi covers all the points in P , select minimum cardinality
subset D∗ ⊆ D such that each point in P is covered by at least one
disk in D∗.

Given rectangular region R and a set D of unit disks in the plane such
that R ⊆ ∪Di∈DDi, select minimum cardinality subset D∗∗ ⊆ D
such that each point of a given rectangular region R is covered by
at least one disk in D∗∗.

For the first problem, we propose an (9 + ε)-factor (0 < ε ≤ 6) ap-
proximation algorithm. The previous best known approximation factor
was 15 [Fraser, R., López-Ortiz, A.: The within-strip discrete unit disk
cover problem, Can. Conf. on Comp. Geom. 61–66 (2012)]. For the sec-
ond problem, we propose (i) an (9 + ε)-factor (0 < ε ≤ 6) approxi-
mation algorithm, (ii) an 2.25-factor approximation algorithm in reduce
radius setup, improving previous 4-factor approximation result in the
same setup [Funke, S., Kesseelman, A., Kuhn, F., Lotker, Z., Segal,
M.: Improved approximation algorithms for connected sensor cover. Wir.
Net. 13, 153–164 (2007)].

The solution of the discrete unit disk cover problem is based on a
polynomial time approximation scheme (PTAS) for the subproblem line
separable discrete unit disk cover, where all the points in P are on one
side of a line and covered by the disks centered on the other side of that
line.

Keywords: Discrete Unit Disk Cover, Approximation Algorithm, Com-
putational Geometry.

1 Introduction

In the unit disk cover (UDC) problem, we consider two problems, namely the dis-
crete unit disk cover (DUDC) problem and the rectangular region cover (RRC)
problem. In the DUDC problem, given a set P = {p1, p2, . . . , pn} of n points
and a set D = {d1, d2, . . . , dm} of m unit disks in the plane, we wish to de-
termine the minimum cardinality set D∗ ⊆ D such that P ∩ D∗ = P . In the
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rectangular region cover (RRC) problem, given a rectangular region R and a set
D = {d1, d2, . . . , dm} of m unit disks in the plane, the objective is to determine
the minimum cardinality set D∗∗ ⊆ D such that R ∩ D∗∗ = R. The DUDC
and the RRC problems are geometric versions of the general set cover problem
which is known to be NP-complete [14]. The general set cover problem is not
approximable within a factor of c logn, for some constant c, where n is the size
of input. However, the DUDC and the RRC problems admit constant factor ap-
proximation results. These two problems have been studied extensively due to
their wide applications in wireless networks [6, 11, 19].

1.1 Related Work

The DUDC problem has a long history in the literature. It is an NP-complete
problem [14]. The first constant factor approximation algorithm has been pro-
posed by Brönnimann and Goodrich [4] using the concept of epsilon net. After
that many authors proposed constant factor approximation algorithm for the
DUDC problem [3, 6–8, 17, 18]. A summary of such results are available in [10].
Using local search, Mustafa and Ray [17] proposed a PTAS for the DUDC prob-

lem. The time complexity of their PTAS is O(m2.( 8
√

2
ε )2+1n) for 0 < ε ≤ 2. Thus

for ε = 2, we have a 3-factor approximation result in O(m65n) time, which is
not practical. This leads to further research on the DUDC problem for finding
constant factor approximation algorithm with reasonable running time. Das et
al. [10] proposed a 18-factor approximation algorithm. The running time of their
algorithm is O(mn + n logn +m logm). Recently, Fraser and López-Ortiz [12]
proposed a 15-factor approximation algorithm for the DUDC problem, which
runs in O(m6n) time. Das et al. [9] studied a restricted version of the DUDC
problem, where the centers of all the disks in D are within a unit disk and all
the points in P are outside of that unit disk. They proposed a 2-factor approxi-
mation algorithm for this restricted version of the DUDC problem, which runs
in O((m+ n)2) time.

In the way to solve the DUDC problem, some authors consider a restricted
version of the DUDC problem, which is known as line-separable discrete unit
disk cover (LSDUDC) problem in the literature [10]. In this problem, the plane
being divided into two half-planes �+ and �− defined by a line �, all the points
in P are in �− and the centers of disks in D are in �+ ∪ �− such that each point
in P is covered by at least one disk centered in �+. Carmi et al. [8] described
a 4-factor approximation algorithm for the LSDUDC problem. Later, Claude et
al. [6] proposed a 2-factor approximation algorithm for the LSDUDC problem.
Another restricted version of the DUDC problem is within strip discrete unit
disk cover (WSDUDC) problem, where all the points in P and the centers of
all the disks in D lie inside a strip of width h. Das et al. [10] proposed a 6-
factor approximation algorithm for h = 1/

√
2. Later, Fraser and López-Ortiz

[12] proposed a 3�1/
√
1− h2�-factor approximation result for 0 ≤ h < 1. They

also proposed a 3-factor (resp. 4-factor) algorithm for h ≤ 4/5 (resp. h ≤ 2
√
2/3).

Agarwal and Sharir [2] studied the Euclidean k-center problem. Here, a set
P of n points, a set O of m points, and an integer k are given. The objective
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is to find k disks centered at the points in O such that each point in P is
covered by at least one disk and the radius of largest disk is minimum. This
problem is known to be NP-hard [2]. For fixed k, Hwang et al. [15] presented a

mO(
√
k)-time algorithm. Latter, Agarwal and Procopiuc [1] presentedmO(k1−1/d)-

time algorithm for the d-dimensional points. Fowler et al. [13] considered the
minimum geometric disk cover problem, where input is a set P of points in the
plane and the objective is to compute minimum cardinality set X of unit disks
such that each point in P is covered by at least one disks in X . They proved
that the problem is NP-hard. Hochbaum and Maass [16] proposed a PTAS for
the geometric disk cover problem.

A sector is a maximal region formed by the intersection of a set of disks
i.e., all points within the sector are covered by the same set of disks. Funke
et al. [11] proposed greedy sector cover algorithm for the RRC problem. The
approximation factor of their algorithm is O(logw), where w is the maximum
number of sectors covered by a single disk. They proved that the greedy sector
cover algorithm has an approximation algorithm no better than Ω(logw). In the
same paper, they proposed grid placement algorithm (based on the algorithm
proposed by Bose et al. [5]) and proved that their algorithm produce 18π-factor
approximation result. Though the algorithm is not guaranteeing full coverage of
the region of interest, the area that remains uncovered can be bounded by the
number of chosen grids. In the same paper, they have also considered the RRC
problem in different setup. We denote this setup as reduced radius setup. Here,
we assume that the region of interest R is also covered by the disks in D after
reducing their radius to (1 − δ). δ is said to be reduce radius parameter. The
reduce radius setup has many applications in wireless sensor networks, where
coverage remains stable under small perturbations of sensing ranges/positions.

In this setup an algorithm A is said to be β-factor approximation if |Aout|
|opt| ≤ β,

where Aout is the output of algorithm A and opt is the optimum set of disks with
reduced radius covering the region of interest. In reduce radius setup, Funke et
al. [11] proposed a 4-factor approximation algorithm for the RRC problem.

1.2 Our Results

We provide a PTAS (i.e., (1 + μ)-factor approximation algorithm) for the LS-

DUDC problem, which runs in O(m3(1+ 1
μ )n logn) time (0 < μ ≤ 1). Using

this PTAS, we present an (9+ ε)-factor approximation algorithm for the DUDC

problem in O(max(m3(1+ 6
ε )n logn,m6n) time, where 0 < ε ≤ 6. For the RRC

problem, we describe an (9 + ε)-factor approximation algorithm using the algo-
rithm for the DUDC. We also propose an 2.25-factor approximation algorithm in
the reduce radius setup, improving previous 4-factor approximation result [11].

2 PTAS for LSDUDC Problem

Let � be a horizontal line. We use �+ and �− to denote the half-planes above and
below � respectively. The definition of the LSDUDC problem is as follows:
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A set P of points and a set D of unit disks such that each point in P is in �−

and center of each disk in D is in �+∪ �− and the union of the disks centered
in �+ covers all points in P are given. The objective is to find minimum
cardinality set D∗ ⊆ D such that union of disks in D∗ covers P .

Definition 1. We use U and L to denote the set of disks in D with centers
in �+ and �− respectively. For a disk d ∈ D, its boundary arc and center are
denoted by θ(d) and α(d) respectively. A disk d ∈ U is said to be lower boundary
disk if there does not exist X = U \ {d} such that d ∩ �− ⊂ (∪D∈XD) ∩ �−.
For a lower boundary disk d ∈ U , we use the term lower region to denote the
region d ∩ �− and lower arc to denote the arc θ(d) ∩ �− (see Fig. 1). We use
D
 = {d1, d2, . . . , ds} ⊆ U to denote the set of all lower boundary disks. We use
Bregion to denote the region covered by the disks in D
.

d1
d2

d3

d4

Left 
intersection
of d1  and 

Shaded region
is Lower 
region of d4  

Bold portion
is lower arc 
of d4

p2
l

p2
r

Fig. 1. Lower region, left intersection and lower boundary disks

Needless to mention that each disk in D
 intersects the horizontal line �
and Bregion contains all points in P . Without loss of generality assume that
d1, d2, . . . , ds is the sorted order from left to right based on their left intersection
point with the line � (see Fig. 1). Since centers of the disks in D
 are in �+ the
number of intersection points (if any) of two disk arcs of D
 in �− is one. For
each disk di ∈ D
 we define two points, namely pil and pir as follows:

pil: If the disk di has intersection with di−1 in �−, then pil is the intersection
point between θ(di−1) and θ(di) in �−, otherwise pil is the left intersection
point between � and θ(di).

pir: If the disk di has intersection with di+1 in �−, then pir is the intersection
point between θ(di+1) and θ(di) in �−, otherwise pir is the right intersection
point between � and θ(di).

Where d0 and ds+1 are the two dummy disks having no intersection with d1 and
ds respectively. For each i = 1, 2, . . . , s let Pi(⊆ P) be the set of points lying
between two vertical lines through pil and pir. Let e

i be the vertical line through
the point pir for i = 1, 2, . . . , s. We use ei− (resp. ei+) to denote the region in
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Algorithm 1. LSDUDC(P ,D, k, �)
1: Input: Set P of points, set D of unit disks, a positive integer k and a horizontal

line � such that P ∩ �− = P and union of the disks centered in �+ covers all the
points in P .

2: Output: Set D∗ ⊆ D of disks covering all the points in P .
3: Set D∗ ← ∅
4: Find lower boundary disks set D� and arrange them from left to right as defined

above. Let D� = {d1, d2, . . . , ds} be the lower boundary disks from left to right.
5: for (i = 1, 2, . . . s) do
6: Compute the set Pi(⊆ P)
7: end for
8: Set i ← 1
9: while (i ≤ s) do
10: Find the maximum index j such that ∪t=i,i+1,...jPt is covered by a set D1(⊆ D)

of disks with size k.
11: D∗ = D∗ ∪ D1, i ← j + 1
12: end while
13: Return D∗

the left (resp. right) side of the vertical line ei. Let Di−(⊆ D) and Di+(⊆ D) be
the optimum cover of the points in P ∩ ei− and P ∩ ei+ respectively.

Before proving approximation factor of the algorithm (Algorithm 1) for the
LSDUDC problem, we first discuss some important properties of the disks in U
and L separately.

Observation 1. For two disks d′, d′′ ∈ L, if d′, d′′ ∈ Di− and d′, d′′ ∈ Di+, then
both d′ and d′′ intersect ei and both the intersections between θ(d′) and θ(d′′) lie
in Bregion.

Proof. Both the disks d′ and d′′ intersect ei because d′, d′′ ∈ Di− and d′, d′′ ∈
Di+.

Since d′, d′′ ∈ Di− and d′, d′′ ∈ Di+, then there exist points p′0, p′′0 ∈ ei− ∩ P
and p′1, p

′′
1 ∈ ei+ ∩ P such that p′0, p

′
1 ∈ d′ and p′′0 , p

′′
1 ∈ d′′ but p′0, p

′
1 �∈ d′′ and

p′′0 , p′′1 �∈ d′ (see Fig. 2). Now, if d′ and d′′ do not intersect, then (i) either the
distance of p′0 or p′1 from the line � is greater than 1 (assuming α(d′) is below
α(d′′)) or (ii) either the distance of p′′0 or p′′1 from the line � is greater than 1
(assuming α(d′) is above α(d′′)), which leads to a contradiction because each
point of P is covered by at least one disk centered above �.

Now, if θ(d′) and θ(d′′) do not intersect in Bregion, then either P ∩ d′ ⊆ P ∩ d′′
or P ∩ d′′ ⊆ P ∩ d′ (Note: the centers of the disks d′ and d′′ lie below the line �
as d′, d′′ ∈ L). Therefore, both d′ and d′′ cannot appear in the solutions Di− and
Di+, which leads to a contradiction. Thus, θ(d′) and θ(d′′) intersect in Bregion. �

Definition 2. A pair (d′, d′′)(∈ L×L) of disks is said to be weak (resp. strong)
cover pair if θ(d′) and θ(d′′) intersect once (resp. twice) in Bregion.
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ei

d’p0’ p0"

p1’

p1"

d"

Fig. 2. Proof of Observation 1

Lemma 1. For a weak cover pair (d′, d′′)(∈ L × L); d′, d′′ ∈ Di− and d′, d′′ ∈
Di+ cannot happen simultaneously.

Proof. On contrary, assume d′, d′′ ∈ Di− and d′, d′′ ∈ Di+. By the definition of
weak cover pair, θ(d′) and θ(d′′) does not intersect either in ei− or ei+. Therefore,
either (i) Pei−∩d′ ⊂ Pei−∩d′′ or Pei−∩d′′ ⊂ Pei−∩d′ or (ii) Pei+∩d′ ⊂ Pei+∩d′′
or Pei+ ∩ d′′ ⊂ Pei+ ∩ d′, where Pei− (resp. Pei+) is the set of points in P to the
left (resp. right) of ei (see Fig. 3). Thus, both the disks d′, d′′ cannot be in Di−

and Di+. �

ei

d’’d’

Fig. 3. Proof of Lemma 1

Lemma 2. For a strong cover pair (d′, d′′)(∈ L × L), if d′, d′′ ∈ Di− (resp.
d′, d′′ ∈ Di+), then one intersection between θ(d′) and θ(d′′) lies in ei− and
other intersection lies in ei+.

Proof. If both the intersections between θ(d′) and θ(d′′) lies either in ei− or
ei+, then from Observation 1 and the proof of Lemma 1 d′, d′′ ∈ Di− and
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d′, d′′ ∈ Di+ cannot happen simultaneously, which is a contradiction. Thus, the
lemma follows. �

Lemma 3. For a strong cover pair (d′, d′′)(∈ L×L) with α(d′) above α(d′′), if
the intersections of θ(d′) and θ(d′′) lie within lower boundary disks dx and dy,
then either one intersection between θ(dx) and θ(d′) or θ(dy) and θ(d′) happens
above the horizontal line �.

Proof. Without loss of generality assume that α(d′) is above the intersection
point of d′ and d′′ inside dx. Let a and b be the two intersection points of θ(d)
and θ(d′). Therefore, α(d′) should lie above at least one point among a and b.
Let α(d′) lies above a. By symmetry, α(d′), a and α(d), b are parallel (see Fig.
4). Thus, b must be above α(d) i.e., b must be above �. �

ei

d’’
d’

dx a

b

dy

Fig. 4. Proof of Lemma 3

Lemma 4. |Di− ∩Di+ ∩ L| ≤ 2.

Proof. On the contrary, assume that dx, dy, dz ∈ Di−∩Di+∩L. Since dx, dy, dz ∈
Di− as well as dx, dy, dz ∈ Di+, the disks dx, dy, dz intersect each other in
Bregion. If any pair (d, d′) ∈ Γ = {(dx, dy), (dx, dz), (dy , dz)} do not form a weak
cover pair nor a strong cover pair, then either d ∩ Bregion ⊆ d′ ∩ Bregion or
d ∩ Bregion ⊇ d′ ∩ Bregion, which contradict the fact that dx, dy, dz ∈ Di− ∩
Di+ ∩ L. Again, from Lemma 1, no pair in Γ form a weak cover pair because
dx, dy, dz ∈ Di− as well as dx, dy, dz ∈ Di+. Therefore, each pair in Γ form a
strong cover pair. Without loss of generality assume that α(dx) is below α(dy)
and α(dy) is below α(dz) (see Fig. 5). If a is the intersection between θ(dx) and
θ(dy) inside the lower boundary disk d (say) and below the horizontal line �,
then one intersection between θ(dy) and θ(dz) lies inside of d or d′ (from Lemma
3). Therefore, (dx ∪ dy ∪ dz) ∩ P ∩ ei− ⊆ (dx ∪ d) ∩ P ∩ ei−, which implies that
Di− is not optimum, leading to a contradiction. Thus, the lemma follows. �
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ei

d

dx dy

dz

d’

Fig. 5. Proof of Lemma 4

Lemma 5. |Di− ∩Di+ ∩ U| ≤ 1.

Proof. Since the center of all the disks in U are in �+ and the points in P are in
�−, two disks dx, dy in U can not intersect twice in �−. Therefore, |Di−∩Di+∩U|
is at most 1. Thus, the lemma follows. �

Lemma 6. |Di− ∩Di+| ≤ 3.

Proof. Follows from (i)D = U ∪ L and (ii) Lemmas 4 and 5. �

The following theorem says that the LSDUDC problem admits a PTAS.

Theorem 1. Algorithm 1 produces (1 + 3
k−3 )-factor approximation results in

O(mkn logn) time.

Proof. For some integer t, let j1, j2, . . . , jt the values of j in the while loop
(line number 9) of the Algorithm 1. Let Qv = ∪i=jv−1+1,jv−1+2,...,jvPi for v =
1, 2, . . . , t, where j0 = 0. Algorithm 1 finds a covering for the sets {Q1,Q2, . . . ,Qt}
independently with each of size k (optimum size because in each iteration of the
while loop in line number 9, Algorithm 1 finds maximum value of j’s) except
the covering of Qt. Let D1,D2, . . . ,Dt be the covering for Q1,Q2, . . . ,Qt re-
spectively. Lemma 6 says that Di ∩ Di+1 ≤ 3. Therefore, the total number of
disks required to cover all the points by Algorithm 1 is k(t − 1) + |Dt| whereas
at least (k − 3)(t − 1) + |Dt| disks required in the optimum solution. Thus, the
approximation factor of the Algorithm 1 is (1 + 3

k−3 ).
The execution time to find lower boundary disks and to arrange them from

left to right (line number 4) is O(m logm), where m = |D|. To compute Pi

for i = 1, 2, . . . s (for loop in line number 5) O(n log n) time is required, where
n = |P|. To implement while loop (line number 9), we first create set Pu(⊆ P) of
points such that Pu = ∪i=1,2,...,uPi for each u = 1, 2, . . . , s, then for maximum
j, we choose j = 2i for i = 1, 2, . . . , v such that P2v is not covered by k disks but
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P2v−1

is covered by k disks. Now, we need to perform a binary search among
[2v−1 + 1, 2v−1 + 2, . . . , 2v] for the maximum value of j. Therefore, the time
complexity of the while loop (line number 9) is O(mkn logn). Thus, the total
time complexity of the Algorithm 1 is O(mkn logn). �

2.1 An (9 + ε)-Factor Approximation Algorithm for DUDC
Problem

In this section, we wish to describe an (9 + ε)-factor approximation algorithm
for the DUDC Problem. Here a set P of n points and a set D of m unit disks
are distributed in the plane; the objective is to choose minimum cardinality
set D∗(⊆ D) such that union of the disks in D∗ covers P . From Theorem 1,
LSDUDC problem has an (1 + μ)-factor approximation algorithm (μ = 3

k−3 )

and the running time of the algorithm is O(m3(1+ 1
μ )n logn). Das et al. [10]

proposed an approximation algorithm for DUDC problem using the algorithms
for the LSDUDC and WSDUDC (with strip width 1/

√
2) problems and proved

that the approximation factor of the algorithm for the DUDC problem is
6× (approximation factor of an algorithm for the LSDUDC problem) +

approximation factor of an algorithm for the WSDUDC (width h = 1/
√
2) prob-

lem.
Fraser and López-Ortiz [12] proposed a 3-factor approximation algorithm for

WSDUDC (with width h ≤ 4/5) problem in O(m6n) time. Therefore, we have
the following theorem for the DUDC problem.

Theorem 2. The DUDC problem admits (9 + ε)-factor approximation result in

O(max(m6n,m3(1+ 6
ε )n logn) time.

Proof. The approximation factor of the algorithm for DUDC problem is (6×
(approximation factor of an algorithm for the LSDUDC problem) + approxima-
tion factor of an algorithm for the WSDUDC (width = 1/

√
2) problem) [10].

Therefore, the approximation factor of the algorithm for the DUDC problem is
6 × (1 + μ) + 3 = 9 + ε, where ε = 6μ. The time complexity follows from time
complexity of WSDUDC [12], and the complexity result stated in Theorem 1. �

3 Approximation Algorithms for RRC Problem

In the RRC problem, the inputs are (i) a set D of m unit disks and (ii) a
rectangular region R such that R ⊆ ∪d∈Dd; the objective is to choose minimum
cardinality set D∗∗ ⊆ D) such that R ⊆ ∪d∈D∗∗d. A sector f inside R is a
maximal region inside R formed by the intersection of a set of disks. Thus each
point within f is covered by the same set of disks. Let F be the set of all sectors
(inside R) formed by D, and |F| = O(m2). Now we construct a set of points
T as follows: for each sector f ∈ F we add one arbitrary point p ∈ f to T .
Therefore, covering the all sectors in F by minimum cardinality subset of D is
equivalent to cover all the points in T by the minimum cardinality subset of D).
Thus, we have the following theorem:
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Theorem 3. The RRC problem has (9+ε)-factor approximation algorithm with
running time O(max(m8,m6(1+3/ε) logm).

Proof. Consider an arbitrary point p ∈ T . Let f ∈ F be the sector in which
the point p lies. From the definition of sector, if a disk d ∈ D covers p, then the
disk d also covers the whole sector f . Therefore, the instance (R,D) of the RRC
problem is exactly same as the instance (T ,D) of the DUDC problem. Note that
T = O(m2). Thus, the theorem follows from Theorem 2 by putting n = m2. �

3.1 RRC Problem in Reduce Radius Setup

In this subsection we consider the RRC problem in reduce radius setup. In
this setup, a set D of unit disks and a rectangular region R such that R is
covered by the disks in D after reducing their radius to (1 − δ) are given. The
objective is to choose minimum cardinality set D∗∗(⊆ D) whose union covers R.
In the reduce radius setup an algorithm A is said to be β-factor approximation

if |Aout|
|opt| ≤ β, where Aout is the output of A and opt is the optimum set of

disks with reduced radius covering the region of interest. The reduce radius
setup has many applications in wireless sensor networks, where coverage remains
stable under small perturbations of sensing ranges and their positions. Here
we propose an 2.25-factor approximation algorithm for this problem. The best
known approximation factor for the same problem was 4 [11].

Observation 2. Let ν =
√
2δ and d be an unit disk centered at a point p. If d′

is a disk of radius (1− δ) centered within a square S of size ν × ν centered at p,
then d′ ⊆ d.

Proof. Let c be the length of the diagonal of S. Therefore, the maximum distance
of any point within the square S of size ν× ν from the center point p is c/2 = δ.
Thus, the observation follows. �

Consider a grid with cells of size ν × ν over the region R. Like Funke et al. [11]
we also snap the center of each d ∈ D to the closest vertex of the grid and set
its radius to (1− δ). Let D′ be the set of disks with radius (1− δ) after snapping
their centers. Let R′ be a square of size 4× 4 on the plane contained in R. We
define the regions TOP, DOWN, LEFT, RIGHT, TOP-LEFT, TOP-RIGHT,
DOWN-LEFT, DOWN-RIGHT aroundR′ as shown in Fig. 6. We now construct
a set DRS(⊆ D′) such that any disk d ∈ D′ and d �∈ DRS cannot participate
to the optimum solution for covering the region R′ by D′. Note that, if a disk
d ∈ DRS , then center of d is a grid vertex. The pseudo code for construction of
DRS is given in Algorithm 2.

Definition 3. A disk d ∈ D′ dominates another disk d′ ∈ D′ with respect to the
region R′ if d ∩R′ ⊇ d′ ∩R′.

Lemma 7. If d ∈ D′ and d �∈ DRS, then d cannot participate to the optimum
solution for covering R′ by minimum number of disks in D′.
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Fig. 6. Definition of different regions

Algorithm 2. Algorithm DRS(D′,R′, ν)
1: Input: Set D′ of disks, a square region R′ of size 4× 4 and grid size ν.
2: Output: DRS(⊆ D′) such that no disk d 	∈ DRS can participate to the optimum

solution for covering the region R′ by D′.
3: Set DRS ← ∅,Dt ← ∅
4: For each disk d ∈ D′ having center in R′, DRS = DRS ∪ {d}
5: For each horizontal grid line segment h in LEFT add a disk d ∈ D′ to DRS if (i)

d ∩ R′ 	= ∅, (ii) center of d lies on h and (iii) center of d closest to R′ than other
disks having center on h. Similarly add disks to DRS for the regions RIGHT, TOP
and DOWN.

6: for (each horizontal grid line segment h in TOP-RIGHT from bottom to top) do
7: Add a disk d ∈ D′ to Dt if (i) d∩R′ 	= ∅, (ii) center of d lies on h and (iii) there

does not exits any disk d′ ∈ Dt dominating d.
8: end for
9: DRS = DRS ∪ Dt

10: repeat steps 6-9 for TOP-LEFT, DOWN-LEFT and DOWN-RIGHT.
11: Return DRS

Proof. The center of d is in outside of R′ as d �∈ DRS (see line number 4 of
Algorithm 2). With out loss of generality assume that center of d is in LEFT
and on the horizontal grid line segment h. By our construction of the set DRS ,
there exists a disk d′ ∈ DRS centered on h such that (a) d′ ∩R′ �= ∅, (b) center
of d′ lies on h and (c) center of d′ closest to R′ than other disks having center on
h. Therefore, d′ dominates d. Similarly, we can prove for other cases also. Thus,
the lemma follows. �
Lemma 8. |DRS | ≤ 16

ν2 + 20
ν .

Proof. The lemma follows from the following facts: (i) the maximum number
of grid vertices in R′ is 16

ν2 and each of them can contribute one disk in DRS ,
(ii) the maximum number of horizontal grid line segment in the regions TOP-
LEFT, LEFT, DOWN-LEFT, DOWN-RIGHT, RIGHT and TOP-RIGHT that
can contribute a disk in DRS is 12

ν and (iii) the maximum number of vertical
grid line segment in the regions TOP and DOWN that can contribute a disk in
DRS is 8

ν . Thus, the lemma follows. �
From Observation 2 and Lemma 8, we can compute a cover of R′ by D′′(⊆ D)
with minimum number of disks using brute-force method, where D′′ is the set
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of unit disks corresponding to the reduced-radius disks in DRS . The running

time of the brute-force algorithm is O(2
16
ν2 + 20

ν ) (see Lemma 8). Although this
worst-case running time of the brute-force algorithm is exponential in 1

ν2 , in
practice, it is very small. We now describe approximation factor of our proposed
algorithm for RRC problem in reduce radius setup.

Theorem 4. In the reduce radius setup, the RRC problem has an 2.25-factor

approximation algorithm with running time O(q2
16
ν2 +

20
ν ), where q is the minimum

number of squares of size 4× 4 covering R.

Proof. From the above discussion, for rectangle of size 4× 4, we have optimum
solution for the RRC problem. Note that the diameter of each disk of the RRC
instance is 2. Therefore, we can apply shifting strategy described by Hochbaum
and Maass [16] to solve the RRC problem and the approximation factor is (1 +

1/2)2 = 2.25 and the running time of the algorithm is O(q2
16
ν2 +

20
ν ). Thus, the

theorem follows. �

Note that, Funke et al. [11] proposed a 4-factor approximation algorithm in

O(q2
20
ν2 ) time for the RRC problem in reduce radius setup. Thus, our proposed

algorithm is a significant improvement over the existing algorithm in literature.

4 Conclusion

In this paper, we have proposed a PTAS for the LSDUDC problem. Using this
PTAS, we proposed an (9 + ε)-factor approximation algorithm for the DUDC
problem, improving previous 15-factor approximation result for the same prob-
lem [12]. The running time of our proposed algorithm for ε = 3 (i.e., a 12-factor
approximation of the DUDC problem) is same as the running time of 15-factor
approximation algorithm. We have also proposed an (9+ε)-factor approximation
algorithm for the RRC problem, which runs in O(max(m8,m4(1+3/ε) logm) time.
In the reduce radius setup, we proposed an 2.25-factor approximation algorithm.
The previous best known approximation factor was 4 [11]. The running time of
our proposed algorithm for the RRC problem in reduce radius setup is less than
that of 4-factor approximation algorithm proposed in [11] for reasonably small
value of δ(= ν√

2
), where δ is the radius reduction parameter. Since the number

of disks participating in the solution of 4× 4 square is constant for fixed value of
δ, the number of disks participating in the solution of L×L square is constant.
Therefore, using the shifting strategy proposed by Hochbaum and Maass [16],
we can design a PTAS for the RRC problem in reduce radius setup.
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Abstract. Inferring community mobility of patients from GPS data has received 
much attention in health research. Developing robust mobility (or physical ac-
tivity) monitoring systems relies on the automated algorithm that classifies GPS 
track points into events (such as stops where activities are conducted, and routes 
taken) accurately. This paper describes the method that automatically extracts 
community mobility measures from GPS track data. The method uses temporal 
DBSCAN in classifying track points, and temporal filtering in removing noises 
(any misclassified track points). The result shows that the proposed method 
classifies track points with 88% accuracy. The percent of misclassified track 
points decreased significantly with our method (1.9%) over trip/stop detection 
based on attribute threshold values (10.58%).  

Keywords: GPS track data, DBSCAN, trip detection, community mobility. 

1 Introduction 

The ability to get out and be physically active in one’s life space is of significant im-
portance to health and well-being. This is a particular challenge for the elderly and 
persons with physical disabilities. With Global Positioning System (GPS), one can 
determine when, where and how individuals move around in the community; that is, 
GPS can be used to measure community mobility of individuals. GPS-based commu-
nity mobility measures have advantages over traditional measures [1-4]; they are 
more context-rich than measures based on laboratory testing, and more reliable than 
measures based on self-reporting completed retrospectively.  

GPS tracks the position of properly equipped users by decoding and trilaterating 
signals transmitted from satellites of the U.S. Global Navigation Satellite System 
(GNSS). With GPS receivers, the movement of users can be recorded at a user-
specified interval (e.g., every thirty seconds, every 10 meters). A collection of track 
points recorded at a certain interval during a specific time period is called GPS track 
data (or GPS stream data). Since this data contain spatiotemporal characteristics of 
movement in a fine resolution, it provides rich sources for tracking the movement of 
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individuals. For this reason, GPS has been used to complement travel survey in a 
transportation field [5, 6]. Recently, GPS track data has increasingly found its use in a 
health field.  

An account of where these individuals visit when and how they get about (i.e., per-
sonal itinerary) has significance for quality of life because personal itinerary does not 
only represent levels of physical activity, but also reflects access to various opportuni-
ties and social interaction [7, 8]. As GPS technology has become increasingly access-
ible with location-aware devices [2], health practitioners can make more informed 
decisions about persons with disabilities’ functioning and participation by making use 
of the personal itinerary extracted from GPS track data. Large volume and uncertainty 
inherent in GPS data, however, pose challenges in data management and analysis.  

2 Challenges with Using GPS Data      

Positional accuracy of GPS measurements varies although the accuracy has improved 
significantly over the last two decades [9]. The accuracy is affected by many factors, 
including ionospheric delay, geometry among satellites (known as Dilution of Preci-
sion), presence of building structure in surroundings, and receiver quality (such as 
precision of a clock built in GPS receivers, use of augmentation technology). Posi-
tional accuracy of GPS measurements can be assessed by comparing GPS measure-
ments to measurements derived from reference data of independent source and higher 
accuracy (e.g., ground surveying, orthoimage). Performance of post-processing algo-
rithms of GPS data depends on accuracy of GPS data, thus accuracy should be taken 
into account in developing a robust post-processing algorithm.   

It is hard to obtain complete coverage of reliable GPS tracks over an extended pe-
riod of time; it is mainly due to insufficient battery life and signal loss especially in-
doors. Large gaps in coverage render further analysis either impossible or infeasible. 
Recording interval of GPS track should be determined by judging the offset between 
battery life and desired temporal resolution. One can enforce rigorous users’ protocol 
regarding battery replacement to increase coverage of GPS tracks. In addition, satel-
lite signals do not penetrate building structure, making positional measurements in-
doors futile. Location fix is less accurate and reliable especially after a GPS receiver 
regains signal reception (for example, the moment that subjects exits a building) espe-
cially if warm-up time is long. GPS measurements can be complemented with accele-
rometers or smart home technology [4]. 

Human intelligence can be applied to post-processing GPS data with uncertainty 
on a case-by-case basis, but large volume of data makes manual classification tedious 
and subject to human errors. Tracking the movement of a subject during a week pe-
riod with a 30 second record interval creates 20,160 track points. If this process can 
be automated, processing time can be reduced significantly. Further, automated post-
processing of GPS track data is even more necessary as GPS data are increasingly 
available at an unprecedented rate through mobile devices. It is estimated that person-
al sensor data will increase from 10% of all stored information to 90% within the next 
decade according to the Chief Technology Officer of EMC. As GPS finds many  
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application areas, it will be worthwhile developing automated algorithms that recog-
nize patterns from a stream of GPS data accurately. Below we first consider post-
processing methods of GPS data organized into data cleaning, event detection, and 
event characterization before we describe the new method we developed.  

3 Review of GPS Post-processing Methods  

The personal itinerary is an account of a journey for a certain period of time. The 
itinerary consists of two geographic entities/events: stops (or activities) and trips. A 
stop is defined as a place that a subject visits in order to participate in one or more 
activities for some duration. A trip is defined as a route from one stop (origin) to 
another stop (destination). Post-processing of GPS track data consists of data clean-
ing, event (trip/stop) detection, and event (trip/stop) characterization.  

3.1 Data Cleaning 

Data cleaning attempts to remove any anomaly present in data. Positional accuracy, 
completeness, and logical consistency of GPS measurements are major issues to ad-
dress. Plotting GPS track points on top of data of higher accuracy in GIS can help 
gauge levels of positional accuracy. Track points with unrealistic attribute values 
(e.g., altitude, speed and acceleration) can be deleted for logical consistency. Some 
study considers smoothing positional values and attribute values as a means to handle 
uncertainty [6].   

3.2 Event (Trip/Stop) Detection 

Trip/stop detection is perhaps the most studied [5, 6] [9-12]. Since trips have higher 
speed than stops, trips can be detected based on speed thresholds [5]. Similarly, stops 
can be identified by little or no change in position of track points for a specified time 
duration [5]. Relying classification solely on thresholds (such as speed and change in 
position) is not a highly reliable method for trip/stop detection because many 
trips/stops apparently behave like its counterpart given the definition based on thre-
sholds. For example, waiting for traffic light in driving can be misclassified into stops 
due to low speed although they are part of trips. GPS measurements after signal loss 
(e.g., existing a building) may be misclassified into trips because positional errors 
inflate values of change in position, and lead to false speed values.  

Accuracy of threshold-based methods can be improved if more than one variable 
(e.g., speed, position in time, acceleration, heading change) is considered simulta-
neously in setting thresholds [6]. Smoothing or filtering can be also considered in 
detecting stops/trips; that is, instead of classifying track points one by one, track 
points can be grouped into temporal neighbors and overall characteristics of temporal 
neighbors (such as speed, change in position) can be considered in classification [6].  

Kernel Density Estimation (KDE) has been proposed for identifying significant 
places visited [12]. KDE is typically used in calculating density from discrete point 
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features. KDE scans the number and proximity of points within a specified bandwidth 
to regularly placed location, and transforms that information to kernel density func-
tion [13]. Frequently visited places can be identified using KDE because those places 
have unusually high density values. KDE, however, does not differentiate stops that 
are made in the same place but in different times. That is, KDE is for detecting spatial 
clusters, not spatiotemporal clusters such as stops.  

Similarly, density-based spatial clustering algorithms (such as DBSCAN) can be 
considered in identifying significant places [12]. DBSCAN detects a group of dense 
spatial clusters by aggregating spatial clusters that are density-reachable [14]. 
DBSCAN begins with scanning the number of points within a specified bandwidth 
from any unvisited arbitrary data points (called seeds), and checks whether the num-
ber of points exceeds a pre-specified threshold value. If the abovementioned condition 
is met, the algorithm checks whether each point within the spatial cluster (identified 
above) forms another spatial cluster (i.e., expandable). An advantage of density-based 
clustering algorithms is that they are relatively robust to noise. Again, DBSCAN is to 
detect spatial clusters rather than spatiotemporal clusters. To detect stops, it is neces-
sary to modify DBSCAN to temporal criteria so that spatial clusters can be disaggre-
gated into stops based on when it occurred, and how long it lasted.  

3.3 Event (Trip/Stop) Characterization 

Trip/stop characterization assigns attributes to stops and trips. Location, arrival time, 
and departure time can be assigned to stops. Similarly, attributes like origin, destina-
tion, and a route taken can be assigned to trips. Additional attributes such as mode of 
navigation and purpose of trips can be extracted with further post-processing or/and 
with the aid of auxiliary data.  

There have been growing interests in developing methods for detecting mode of 
navigation (or transportation) in recent years. Those methods typically consider mul-
tiple variables—speed, acceleration, heading change, total distance or duration, and 
proximity to transportation infrastructure (such as bus stop, bike racks, highway) [15, 
16]. Artificial intelligence techniques, including Relational Markov Network, and 
Neural network, have been proposed [10, 11, 17]. The use of visual analytics tools 
can facilitate inference of navigation mode in a semi-automated way [18]. For exam-
ple, graphing acceleration over time can help differentiate driving from walking be-
cause driving has a distinct acceleration profile. Purpose of trips is typically inferred 
by matching location of stops with land use data in a fine spatial resolution [19].  

A few lessons from previous studies can be discussed in regard to developing the 
automated algorithm for extracting the personal itinerary from GPS track data. It is 
important to have uncertainty handling built in the algorithm since misclassification 
often results from uncertainty. Threshold-based methods alone cannot classify track 
points reliably. Much of GPS track data is filled with noise, and enforcing rigid  
thresholds without regard to context cannot escape misclassification. It appears that 
eclectic approaches that combine thresholds of appropriate variables, spatiotemporal 
clustering algorithms, and smoothing (or filtering) can produce reliable results.   
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4 The Method for Extracting Mobility Measures from GPS 
Data 

We have developed a method that automates extraction of the personal itinerary from 
GPS track data. The method consists of four modules: (a) data cleaning, (b) stop/trip 
detection, (c) stop/trip characterization, and (d) mobility measures extraction.  

4.1 Data Cleaning 

After input data is geocoded and projected, data is checked for logical consistency 
and accuracy. Track points with duplicate temporal values are deleted for consistency; 
this problem (duplicate records) often occurs when input data is exported manually as 
a collection of files rather than one file for the time period monitored. Data is checked 
for completeness (that is whether there is any significant gap) due to signal loss or 
delay. A program deletes a track point following a significant gap. A significant gap 
is defined as temporal interval greater than 90 seconds and distance between two track 
points greater than 50 meters. This (deleting a track point after a significant gap) is 
necessary because signal loss or delay compromises positional accuracy of GPS mea-
surements, leading to misclassification.  

4.2 Event Detection 

The stop/trip detection module consists of two components: (a) classifying track 
points into stops and trips, and (b) smoothing out classified track points. The unique 
aspect of the method described in this paper lies in using temporal DBSCAN for the 
first task (classification), and temporal filtering for the second task. The idea is that 
stops are equivalent to noisy spatiotemporal clusters, thus density-based spatial clus-
tering algorithms that consider temporal information additionally are well suited to 
delineating stops. Trips are track points that are not stops. Further, whether a track 
point is stop or trip depends on whether temporally neighboring track points are stops 
or trips. Thus re-classifying track points over temporal neighbors can render classifi-
cation less noisy.    

DBSCAN is selected to detect stops over threshold-based methods described earli-
er because DBSCAN is robust to noise; this allows for classifying “track points that 
are scattered around stops but are not stops” into trips reliably. Instead of choosing 
seeds randomly for DBSCAN, the module narrows down the location of candidate 
stops using KDE. Then the location of extreme KDE values is fed into DBSCAN as 
seeds; this serves to reduce processing time for DBSCAN, and minimize possibility of 
missing seeds that might be stops due to random and incomplete search of the 
DBSCAN algorithm. To prevent the algorithm from being trapped in home (where 
vast majority of time is spent on), track points near home location are excluded for 
analysis. Spatial clusters identified from DBSCAN are checked to see if those clusters 
are consecutive for some duration of time. If the abovementioned requirement is met, 
spatial clusters are disaggregated into stops (as spatiotemporal clusters). So a place 
visited more than once are identified as multiple stops whose cardinality is the num-
ber of visits on the place. Track points that are not stops are classified into trips.  
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For KDE, pixel size is set to 30 meters, and bandwidth is set to 90 meters. Seeds 
are set to pixels where kernel density is greater than or equal to 900 per square kilo-
meters. For DBSCAN, spatial search radius is set to 50 meters, minimum number of 
points is set to 5. For a spatial cluster to be qualified as a spatiotemporal cluster (that 
is stop), duration should be longer than 3 minutes, and track points consisting of a 
stop should be continuous.    

Stops and trips identified above can still remain misclassified. In particular, data 
contain temporally noisy values (that is, trip/stop value is not assigned continuously, 
such as stop-trip-stop). To resolve these issues, the code calculates a majority value 
(the most common value among stop and trip) of consecutive track points whose total 
duration is 2 minutes and 30 seconds, and assigns a majority value to those track 
points as a final classification. For example, if temporally ordered track points have 
an array of values [stop, trip, stop, stop, stop] (assuming 30 second recording inter-
val), then these track points are reclassified into stop. Majority filtering reclassifies 
track points by smoothing values of track points that might have been misclassified by 
clustering algorithms.  

Unique identifiers (IDs) are assigned to stops and trips based on temporal order 
and a rule that a stop is followed by a trip, and vice versa. Thus a stop is a collection 
of track points that are spatially clustered and temporally continuous. A trip is a col-
lection of track points that are not spatially clustered and temporally continuous. 
Track points that are classified into stops and trips with unique IDs are aggregated (or 
dissolved in GIS terms) into two geographic entities called stop centers and trip 
routes. Stop centers are mean centers of track points with a unique stop ID. Trip 
routes are polylines that link an origin stop to a destination stop.   

4.3 Event Characterization 

Once stop centers and trip routes with unique IDs are created, spatiotemporal charac-
teristics are assigned. Stop centers have location, arrival time, departure time, duration 
of stop, and average speed. Street addresses of stop centers can be estimated using 
reverse geocoding in addition to latitude and longitude. Arrival time is derived from 
date and time of the first track point, and departure time is derived from date and time 
of the last track point that are classified into a stop with a unique ID. Trip routes in-
clude begin time, end time, length, and duration as attributes. Mode of navigation is 
determined on the basis of speed—driving if average speed is greater than 8 kilome-
ters per hour, and walking otherwise. Other modes of navigation (e.g., bicycling, pub-
lic mode of transportation) are not considered at this point. Trip routes also include 
IDs of both origin and destination stop centers.  

4.4 Mobility Measures Extraction 

This module calculates the number of stops, number of trips, duration of stops, dura-
tion of trips, length of trips, and number and length of walking trips. The module also  
calculates the percent of track points within multiple buffers from home at 50 meter 
(stay home), 1000 meter (neighborhood level), 5000 meter (town level), 20000 (out of  
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Fig. 1. Process of extracting mobility-related variables from GPS track data 

town level), and beyond, respectively; this follows Life Space Assessment question-
naire [4, 8]. To gather baseline data about how subjects participate in real-life situa-
tions, subjects are asked to identify meaningful places (called targets) in one’s envi-
ronment, including personal, social, and/or occupational locations. The number (and 
percent) of targets reached is also reported to gauge the geographic extent of commu-
nity participation of subjects. The Figure 1 depicts a simplified process of extracting 
variables useful in constructing mobility measures from GPS track data. 

5 Results 

The method described above was applied to extract personal itineraries of a healthy 
control subject during the period of week 1, week 5, week 9, and month 6 after treat-
ment. The method was applied to a subject recovering from a major injury who com-
pleted rehabilitation during the period of week 1, week 5, and week 9 after treatment. 
All GPS track data were collected in one week time period. Subjects agree to carry a 
GPS logger (DG-100 Data Logger) during waking hours of each week. Recording  
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Fig. 2. GPS track points of the control subject during week 1 

 

Fig. 3. Stop centers and trip routes of the control subject during week 1 

interval was set to 30 seconds. A total of seven one-week track data from two subjects 
were analyzed. Each week data amounted to about 5,000-16,000 track points depend-
ing on the extent of gaps in the data. The entire process, from preprocessing to extrac-
tion of mobility-related variables, was automated. 
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Fig. 4. Stop centers and trip routes at a neighborhood scale 

Figure 2 shows GPS track points of the control subject during week 1. Geocoded 
track points are well aligned with orthoimagery of higher accuracy, indicating that 
data have good positional accuracy. Figure 3 shows stop centers and trip routes ex-
tracted from GPS track data shown in Figure 2; different routes are shown in different 
colors, and stop centers are shown as triangles. Figure 4 shows a screen shot of stop 
centers and trip routes at a neighborhood scale in ArcGIS, in which a walking trip is 
highlighted in a map and an attribute table. 

Table 1 reports on how many stops and trips subjects made and how long those 
stops and trips were in duration. For example, the control subject made 7 stops during  
 

Table 1. Number and duration of stops and trips, and length of walking trips 

Subjects Num stops Dur stops   Num trips Dur trips    Len walk 

CS1WK1 21 9.50.48 32 8.0.31 1173 

CS1WK5 7 3.4.43 19 4.27.30 524 

CS1WK9 11 5.11.10 26 15.21.15 132 

CS1MO6 6 3.21.34 19 6.9.5 551 

RS3WK1 22 9.35.56 24 2.59.18 1305 

RS3WK5 5 8.20.54 10 6.18.5 711 

RS3WK9 8 11.19.59 14 8.11.40 3093 
 
Num stops: the number of stops made 
Dur stops: duration of stops in hour minute second format 
Num trips: the number of trips made 
Dur trips: duration of trips in hour minute second format 
Len walk: length of walking trips in meters 
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week 5, and stayed at those stops for about three hours in total. During the same pe-
riod, the same subject made 19 trips. Those trips took the subject approximately four 
hours and thirty minutes in total. The subject walked 524 meters during week 5, 
which is a decrease from 1.2 kilometers during week 1. 

6 Evaluation 

To evaluate how accurately the method described above classifies track points into 
stops and trips, we check classification errors against results of manual classification. 
For manual classification, we manually check all track points (totaling 61,557) to see 
whether they constitute stops or trips by looking through all track points superim-
posed over high-resolution imagery (ArcGIS 10.1 Map Service World Imagery).  

Table 2 shows an error matrix compiled from seven data sets (from CS1WK1 to 
RS3WK9). The percent correctly classified is 94.2%, and Kappa index, a measure of 
classification accuracy, is 0.88. That is, data are correctly classified 88% of the time 
with the proposed method.  

Table 2. Error matrix and classification accuracy of the proposed method 

  trip stop Row Total 

trip 133 11 144 

stop 2 78 80 

Column Total 135 89 224 Kappa index:  0.88 

  

 
To examine effects of temporal DBSCAN and temporal filtering on classification 

accuracy, we compare performance of the test method to that of the threshold-based 
method (that is the control method). The control method classifies track points into 
trips if average speed in kilometer per hour is greater than 4.2, and into stops other-
wise. All other aspects including data cleaning remain the same between two me-
thods. Track points that constitute “staying at home” are excluded for the comparison. 
In other words, the extent to which track points are misclassified (i.e., misclassifica-
tion rates) is calculated as the total number of misclassified track points out of the 
total number of track points outside of home.  

Figure 5 graphs the percent of misclassified track points for seven data sets. On av-
erage, 10.58% of track points are misclassified with the control method, and 1.91% of 
track points are misclassified with the test method. This indicates that temporal 
DBSCAN along with temporal filtering significantly improves accuracy of differen-
tiating between stops and trips from GPS track data.  
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these data are fused with environmental and demographic data, it is possible to extract 
patterns of spatial relationship; for example, one can examine how environmental 
factors (e.g., exposure to air pollution, pathogen) affect occurrence of diseases like 
cancer and asthma [21, 22, 23], and determine characteristics of the built environment 
(e.g., presence of sidewalk, disability-friendliness) that promote mobility of those 
with obesity or disability [24]. Applications of the automated post-processing of GPS 
data are wide ranging. It is hoped that this study demonstrates that robust analytic 
algorithms are at the core of realizing the potential of “Big Data”.    
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Abstract. We present a method for approximating an open polygonal
curve by a smooth arc spline with respect to a user-specified maximum
tolerance. Additionally, straight sections of the polygon are detected re-
sulting in a finite set of pairwise disjoint line segments. The proposed
algorithm guarantees that the resulting arc spline does not exceed the
tolerance and that sections of the pre-computed lines are part of the
solution. Subject to these conditions we obtain the minimally possible
number of circular arcs and line segments. Note that in contrast to ex-
isting approaches, we do not restrict the breakpoints of the arc spline to
original points but compute them automatically.

Keywords: arc spline approximation, SMAP, minimum description length,
line segment detection, polygon, simplification.

1 Introduction

Arc splines, which are curves composed of circular arcs and line segments (shortly:
segments) have advantageous properties: exact offset and arc length computa-
tion, parameter free description and simple closest point calculation (cf. [1]).
Therefore, research on this curve system has been very active in the past few
years (e.g. [2–5]).

Various applications need methods guaranteeing that the resulting arc spline
does not exceed a user-specified tolerance from the input data. Often, these algo-
rithms follow geometric approaches: Suppose to approximate a simple polygonal
curve, then the ε-tolerance zone is considered, which is given by the set of points
which have an euclidean distance of at most ε. Heimlich and Held [6] introduced
a method which generates tolerance zones using Voronoi diagrams. Regarding
the restriction that breakpoints are original points, Drystale et al [7] proposed
an algorithm for approximating an open polygonal curve with a minimal num-
ber of circular arcs and biarcs while remaining within a given tolerance region.
This algorithm has a worst case complexity of O(n2 log(n)) for a n-vertex input
polygon. The approach of Heimlich and Held [6] achieves a better runtime of
O(n log(n)), whereas the minimality of the segment number is lost.
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In order to construct an arc spline approximation with the actual minimal
number of segments, the positions of the corresponding breakpoints have to be
determined. The method presented by Maier [1] therefore computes an arc spline,
which achieves the actual minimal number of segments for any open polygonal
curve and user-specified tolerance. The currently best known implementation
needs O(n2) time in worst case. Note that restricting the loci of the breakpoints
can have considerable influence on the resulting segment number (cf. [8]).

2 Motivation for Line Segments

Practical applications demand the incorporation of preliminary knowledge. In
some cases, line segments should appear at certain areas of the final approxi-
mation solution. For instance, such side conditions arise in the field of reverse
engineering, the vectorization of pixel graphics or in the generation of digital
maps. When using line segments instead of arcs with large radii numerical pitfalls
can be avoided. Beyond that, line segments are actually used for road planning
purposes, which justifies this approach.

We make extensive use of the presented algorithms to generate digital maps
of high precision on behalf of the research activities in Ko-PER, which is part
of the Ko-FAS research initiative (cf. [9]). A vehicle equipped with a calibrated
camera and a highly accurate positioning unit records measuring points on all
visible road markings. The extracted points are reconstructed in a global world
coordinate system. Measuring points belonging to the same marking are grouped.
For each group a tolerance zone is established. Within this zone we are searching
for straight sections.

In this paper we present an algorithm for the detection of line segments that
should be respected in the final arc spline approximation. That way, a curve
representation of road markings including line segments is created. Its accuracy
is controlled by a suitable tolerance zone while the number of curve segments
is minimized which leads to the shortest possible description length (cf. [10]).
Analogously, representations for individual lanes in the digital map are calcu-
lated.

Further, we integrate the constraint of respecting some line segments to our
methodology by extending the original approach. Therefore, the next sections
are devoted to some definitions and results from Maier [1] that we want to use
subsequently. Some of the following proofs are shortened or even skipped, they
can be found in Maier [1] too.

3 Tolerance Channels and Circular Visibility

The approach of Maier [1] deals with an approximation up to a given tolerance,
which can vary locally. The approximation error is controlled by focusing on
solutions staying inside a so-called tolerance channel.

Although tolerance channels can be formed by a comparatively broad class of
bounding curves, for the sake of simplicity we focus on simple closed polygons
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within this scope. Generating an appropriate tolerance channel is a problem of
its own that we do not treat here but we refer to Heimlich and Held [6]. For any
n-vertex input a corresponding channel can be computed in O(n log(n)) time.

Definition 1. We call a triple (P, s, d) tolerance channel if P is a simple closed
polygon and s and d are two disjoint edges of P denoting the start and the
destination.

An example is depicted in Fig. 2. The term polygon P is used to denote the
union of both the boundary ∂P and the interior of the corresponding polygonal
Jordan curve.

Definition 2. Any smooth (G1-continuous) arc spline staying inside the toler-
ance channel and connecting the start and destination segments with a minimum
number of segments is called Smooth Minimum Arc Path (SMAP).

Note that the breakpoints are not required to be original points but they are
determined automatically. Obviously, this has considerably positive effects on
the resulting segment number.

For the remaining part of this paper let (P, s, d) be a tolerance channel. To
keep the notation as simple as possible, we assume that the two vertices of s are
convex: A vertex v is convex if the interior angle at v is strictly smaller than
180◦. The definitions for the general case can be found in [1].

Definition 3. A point a ∈ P is said to be circularly visible (from s with respect
to P ) if there exists a segment γ in P that has its starting point on s and ends
in a. The set of all circularly visible points from s with respect to P is denoted
by V . An oriented arc γ, as above, is called visibility arc.

4 Alternating Restrictions

The main instrument of the SMAP algorithm is the calculus of alternating re-
strictions. These are points visibility arcs and ∂P have in common, as indicated
in Fig. 2. At the points a1, a2, a3 the plotted visibility arc is alternately touched
by ∂P from the left and from the right. Thus, we call them left and right re-
striction points :

Definition 4. Let γ be a visibility arc and let a be a point on γ and on the
boundary of P . The point a is called right restriction point (of γ with respect
to s) if one of the following conditions holds:

• a is neither the starting nor the endpoint of γ and ∂P is locally right of γ
at a.

• a ∈ s is the starting point of γ and s is locally left of γ at a.
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s s s s

γ γ γ γ

Fig. 1. Illustration of right restriction points. The straight arrows indicate that γ is
restriction pointed from the right according to the corresponding orientation which is
illustrated by the bended arrows.

At a right restriction point, the visibility arc cannot be moved to the right with-
out either exceeding the tolerance boundary or violating the starting condition.
The first two images in Fig. 1 illustrate the first case and the following two
images show the second one. Likewise, we can define left restriction points.

Maier [1] showed that the boundary points in ∂V \ ∂P lie on arcs, and the
corresponding visibility arcs are denoted by blocking arcs if they are maximally
extended with respect to inclusion in P . These arcs distinguish themselves from
the other visibility arcs as they have at least three alternating restriction points
a1, a2, a3 ordered as a1, a2 and a3 according to the orientation of the arc. They
satisfy the following condition: Either a1 and a3 are left restriction points and
a2 is a right restriction point or a1 and a3 are right restriction points and a2 is
a left restriction point. Arcs passing through three alternating restriction points
can be described in an efficient manner regarding to an algorithmic approach as
they determine uniquely the three degrees of freedom an arc has.

Every connected component of P \V is separated from V by exactly one block-
ing arc. The blocking arc corresponding to the connected component including
d is called the window (with respect to s).

Theorem 1. Let γ be a maximally extended visibility arc with endpoint on the
left side of ∂P . Then γ is the window if and only if there are three alternating re-
striction points a1, a2, a3 where a3 is a right restriction point. Similar conditions
hold if γ has its endpoint on the right side of ∂P .

All possible configurations of left and right restrictions are given as follows: The
corresponding arc

• passes through three vertices

• passes through two vertices and touches an edge

• passes through one vertex and touches two edges
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We have now analyzed the circular visibility set V . The next step is to charac-
terize the sets V i of all points which can be reached by i = 2, . . . , k segments till
V k intersects d. Therefore, the following section gives a criterion for deciding if
an oriented arc can be smoothly continued or not.

5 The Continuation Condition

Oriented arcs in P satisfying the so called continuation condition (CC) can be
smoothly joined to a visibility arc. An oriented arc γ satisfies the CC with respect
to an oriented arc η if either γ smoothly joins η or there are two intersection
points x1, x2 of γ and η s.t. the orientation induced by γ and the one induced
by η are equal. An illustration can be found in Fig. 2.

Theorem 2. Let x ∈ P \ V and let C be the connected component of P \ V
containing x. Then x ∈ V 2 if and only if there exists an oriented arc γ in V ∪C
ending in x and satisfying the CC with respect to the corresponding blocking arc.

In this case we can even choose an arc γ that is extremal, i.e. having at least
two alternating restrictions, which is fundamental for a constructive approach
and hence for the algorithmic design.

Therefore, we are able to characterize the set V 2 by examining all oriented
arcs γ satisfying the conditions above. However, we do not have to consider the
whole set V 2, but only the component leading to d. This meets in elucidating
a “modified” tolerance channel with the corresponding window as starting seg-
ment. The only differences to the kind of tolerance channels we have seen till now
are the more complicated starting requirements given by Theorem 2. Maier [1]
showed that the results presented in Section 3 hold for this kind of tolerance
channel as well. Especially, the window of V 2 is characterized in the same man-
ner. Recall that touching the start segment, which is here the window of V , is a
left or right restriction point.

We are now able to use Theorem 2 inductively and exploit the properties
of the sets V k this way. Let us assume that the successively resulting windows
have exactly three alternating restrictions. The general case requires some slight
modifications, which cannot be treated within this scope. The outcome of this
is a two step greedy algorithm traversing P from s to d in the forward step and
back again from d to s in the backward step.

The Forward Step: After having found the first window ω1 by identifying arcs
with three alternating restrictions, the next windows ωi can be computed such
that the conditions of Theorem 2 and Theorem 1 are satisfied. In particular,
ωi has to satisfy the CC with respect to ωi−1. The procedure is stopped when
a point of d is circularly visible, and a visibility arc satisfying Theorem 2 and
ending in d is computed. As it can be seen in Fig. 2, the windows do not represent
a smooth arc spline. However, the computed windows are used in the backward
step to generate a SMAP.

The Backward Step: The lastly calculated arc ωk represents the last segment
of the resulting SMAP. In particular, the minimum segment number is k. The
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Fig. 2. Visualization of the forward step of the SMAP algorithm. In the bottom left
zoom three alternating restriction points a1, a2, a3 are marked with dots. In the remain-
ing two zooms x1 and x2 indicate the intersection points of two subsequent windows.

predecessor segments are then determined by touching their successor and by
two alternating restrictions. The whole procedure is finished when s has been
reached. In Fig. 3 the backward step is visualized and the box shows a single
backward step: γi joins its successor γi+1 and satisfies the CC with respect to
ωi−1 as the two emphasized dots indicate.

6 Generating Line Segments

As mentioned in Section 1 it is desirable to integrate pre-defined line segments
that should be respected in the approximation solution. In general, there are var-
ious possibilities where these line segments come from: Preliminary knowledge,
user interaction or heuristic approaches, like in the following which is based
on extremal line segments: A maximally extended line segment in P is called
extremal if it has two alternating restrictions a1, a2 such that either

• a1 and the end point are on the left side and
• a2 is on the right side

or vice versa. In particular, the start and end points are located on the boundary
of the channel. That way, extremal line segments are related to the characteri-
zation of circular windows from Section 4. As we are only interested in “large”
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s

d

Fig. 3. Visualization of the backward step of the SMAP algorithm. The overview shows
the SMAP result. A single backward step is shown in detail. The solid dot marks a
breakpoint between the last and the current SMAP segment. In contrast the two em-
phasized dots mark intersections between the current SMAP segment and the next win-
dow. The Continuation Condition is fulfilled. Hence the next segment can be smoothly
attached.

line segments, we consider only those candidates whose ratio between the length
and ε is greater than a given threshold θ. The choice of θ depends significantly
on the application. For our map generation purposes the threshold was chosen
to θ = 104 while the tolerance was ε = 0.1 m.

Naively, the extremal line segments can be determined by iterating over all
combinations of restriction points on opposite sides. Though, this task is related
to the calculation of the minimum link path (cf. [11]). Using techniques known
from Chou and Woo [12], the extremal line segments can be computed in O(n)
complexity where n is the number of vertices in the input polygon. In order to
determine some line segments that should be respected in the final approximation
solution, many other heuristic approaches can be considered. However, we focus
on the extremal line segments generated by Algorithm 1 as they are advantageous
for the backward step of the SMAP algorithm. Fig. 4 shows some extremal
line segment candidates and the largest segment which was chosen finally. All
candidates have two alternating restrictions and end points on the opposite side
of the last restriction point.
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Algorithm 1. Compute line segments

Require: Tolerance channel P , tolerance ε, threshold θ
Ensure: L = {λ1, . . . , λl}

Compute all extremal line segments L′ within P
for all l ∈ L′ do

if length(l)
ε

> θ then
insert l in C

end if
end for
i ← 1
while C 	= ∅ do

λi ← get largest line segment in C
for all l ∈ C, l 	= λi do

if λi ∩ l 	= ∅ then
remove l from C

end if
end for
insert λi in L
i ← i+ 1

end while

(a)

(b)

Fig. 4. Section of the racing course. (a): Candidate set of extremal line segments.
(b): Selected extremal line segment with two alternating restriction points (dot) and
end point (emphasized dot) on the opposite side of the channel.

7 Integration of Line Segments

Let λ1, . . . , λl be extremal line segments with tangent vectors vi in P resulting
from the strategy given above. In particular, these line segments are

• pairwise disjoint,
• ordered and oriented according to P and
• maximally extended in P .
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Let S denote the set of smooth arc splines in P starting at s and ending at d
s.t. for all γ ∈ S and all i = 1, . . . l we have

∀x ∈ λi ∩ γ �= ∅ : τγ(x) = vi,

where τγ(x) denotes the tangent unit vector of γ at x. We then search for a
candidate γ ∈ S having the minimally possible number of segments.

First, we consider l + 1 sub-problems, which we can divide into three types:
The portion between s and λ1, the one between each two line segments λi and
λi+1 (i = 1, . . . , l − 1), and the one between the last line segment λl and d. If
λ1 ∩ s �= ∅ the first case lapses; in the same manner for λl ∩ d �= ∅ and the
last case. Since Maier [1] treats the case of starting at a λi into direction vi as
well and the same results hold in this case, it is sufficient to focus on the first
situation.

Let λ be an extremal line segment in P with tangent vector v and alternating
points a1, a2 pointing into direction of the polygonal path from s to d. We then
consider the set T of smooth arc splines in P , which touch λ with direction
v and start in s. Consequently, we search for a candidate γ ∈ T having the
minimum number of segments m. This number and a “modified” SMAP can be
found using the results presented in the preceding sections since there exists a
minimum number k s.t. x ∈ V k.

Theorem 3. Let x ∈ V k \ V k−1 ∩ λ for some k ≥ 1, where V 0 := s. Then we
have k ≤ m := minγ∈T |γ| ≤ k + 1 with |γ| denoting the segment number of γ.
We can choose γ s.t. its m-th segment has at least two alternating restrictions.

Proof. As shown by Maier [1] the set V k\V k−1 can be characterized by consider-
ing the 1-visibility set of a suitably shrinked tolerance channel and the particular
segments of a SMAP can be constructed by alternating restrictions. Without loss
of generality we can assume that k = 1, i. e. x ∈ V . Hence we have to show that
1 ≤ m ≤ 2. If there exists a γ ending at x with direction v, it is not hard to
show, for continuity reasons, that we can choose γ with an additional restriction
point.

Otherwise, we have m ≥ 2. In any case, there is a visibility arc η ending
at x := max(V ∩ λ), where max is built with respect to the orientation of λ.
Since we have assumed that γ has exactly three alternating restrictions and λ
is maximally extended, V ∩ λ is infinite. It is easy to see that there is an arc γ2
in V touching λ at x with direction v and satisfying the CC with respect to η.
Hence we can show the existence of a visibility arc γ1 touching γ2 and having
two alternating restriction points, when we apply Theorem 2. Therefore, the arc
spline defined by γ1 and γ2 is an element of T and we have m = 2.

This leads us to the following algorithmic strategy:

Forward Step: Assuming the situation above, we compute the corresponding
window and check if it intersects λ. If such an arc cannot be found in the current
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step, we proceed with the SMAP algorithm. We continue in the same way till
a point of λ is circularly visible. We then search for the next window, which
touches λ. Thereafter we proceed as usual till the destination segment has been
reached.

Backward step: When we have reached λ during the backward step, we have
the situation of Theorem 3. Therefore, we first try to find a visibility arc touching
λ at x, defined as in the proof. Again, we are able to constructively check the
existence of a corresponding arc. There exists any valid visibility arc touching
λ at x if and only if there exists one which has an additional restriction point
(cf. box 1 in Fig. 5). Otherwise, we compute an arc γ2 in the corresponding
visibility set V i touching λ at x and satisfying the CC of the predecessor window.
We can choose γ2 having an additional alternating restriction or touching some
blocking arc. In any case, a valid γ2 can be found in a constructive manner as
well. Since γ fulfills the CC, the remaining part of our solution is computed
according to the steps of the SMAP algorithm. Due to Theorem 3 we can be
sure to achieve the minimally possible number of segments. In Fig. 6 an example
is visualized.

Algorithm 2. Arc Spline Approximation with Line Segments

Require: Input points p1, . . . , pN , tolerance ε, threshold θ
Ensure: Approximating arc spline

Compute Tolerance Channel (P, s, d) for p1, . . . , pN and ε
Compute extremal line segments L = {λ1, . . . , λl} ordered according to P
if L = ∅ then

return SMAP of P
end if
if λ1 ∩ s = ∅ then

γ1 ← modified SMAP starting at s and touching λ1

Insert γ1 into G
end if
for i = 2, . . . , l do

γi ← modified SMAP touching λi−1 and λi

Insert γi into G
end for
if λl ∩ d = ∅ then

γl+1 ← modified SMAP touching λl and ending in d
Insert γl+1 into G

end if
return arc spline defined by G and L

To sum up, if we have the general situation formulated at the beginning of
this section, we apply the strategy presented above to l+1 partial approximation
problems, as already explained. This results in a set which contains arc splines
and line segments γ1, λ1, . . . , γl, λl, γl+1. We then restrict the line segments λi
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s

d

λ1

λ2
(2)

(1)

Fig. 5. The dotted lines λ1 and λ2 visualize two extremal line segments resulting from
Algorithm 1. In (1) the dotted window is replaced by an arc which touches the following
line segment. Breakpoints are drawn as solid points. In (2) such an arc does not exist
and hence an additional one has to be inserted. The intersection points between the
window and the inserted arc are visualized again as emphasized dots.

to the breakpoints xi and yi, where λi joins γi and γi+1, respectively. It remains
to show that the resulting curve γ is simple. As the line segments λi are disjoint
and the γi are simple, we only have to prove that xi ≤ yi with respect to the
orientation of λi, 1 ≤ i ≤ l (cf. Fig. 7). For this purpose, let 1 ≤ i ≤ l. Since λi
has alternating restrictions a1 and a2 and the endpoint of λi lies on the opposite
side of a2 on ∂P and the simplicity of ∂P , the difference set P \ λi has at least
three connected components. Clearly, γi belongs to the one containing s and
γi+1 to the one containing d. Thus, γi touches λi at portion of λi between the
start point S(γi) and a2, and γi+1 between a2 and the end point of λi. Hence
we obtain xi ≤ a2 ≤ yi. Note that for xi = a2 = yi the line segment λi vanishes.
However, in this case λi∩γ is a singleton, where the G1-continuity is satisfied as
the according tangent vectors are equal to vi. In any case, we have γ ∈ S, i.e. γ
solves our approximation task as it yields the minimum number of segments. An
overview of the whole approach is summarised in Algorithm 2.

Lemma 4. The worst case complexity of Algorithm 2 is O(n2) for n input points
and any tolerance ε.
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d

λ1

λ2

Fig. 6. The resulting SMAP with the two line segments λ1 and λ2

γi+1

yi a2 a1

vi

xi λi

γi

Fig. 7. Visualization of extremal arc λi with alternating restrictions a1 and a2. The
grey portion indicates the connected component of P \λi containing d and the hatched
one to the component which belongs to s.

Proof. Building the corresponding tolerance channel and computing extremal
line segments λ1, . . . , λl needs O(n2) time. Let us denote the sub-problems
treating the portion between λi−1 and λi by S1, . . . , Sl+1, where λ0 := s and
λl+1 := d. Clearly, to each sub-problem Si belong ni vertices of P s.t.∑

i ni = O(n). For each Si we firstly compute a SMAP γi from λi−1 to λi
resulting in O(n2

i ) time. If 2 ≤ i ≤ l, we have to check if we can replace
the last segment of γi by one touching λi in direction vi. If this is not the
case, we insert an arc satisfying the CC as described above, which can be
done in O(n2

i ) time as well. Therefore, we have a worst case complexity of∑l+1
i=1O(n2

i ) = O
(∑l+1

i=1 n
2
i

)
= O(n2).
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Although the worst case complexity for computing an extended SMAP does
not differ from the usual case, integrating line segments usually speeds up the
computational time significantly. The following example shall illustrate this issue:
Suppose to have an input polygon with k ·N points and the extended SMAP has
k sup-problems with N points each. Then we have

∑k
i=1N

2 = k ·N2 � k2 ·N2

if k is considerably greater than 1.

8 Future Work

It should be possible to soften the side conditions of the approximation task
in a way that not the line segments are fixed (expect a possible restriction)
but only the areas in which they should appear. These areas could be defined
by any strategy for detecting straight sections or user interaction, respectively.
Whenever the algorithm runs into such a line area, an extremal line segment is
searched satisfying the CC with respect to the last window. We are confident of
being able to show that Theorem 2 holds for line segments and linear visibility
as well. Then an optimal (new) line segment could be computed during the
backward step, which should have positive effects on the overall segment number
as the flexibility increases this way.
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Abstract. A skeleton is a thin centered structure within an object,
which describes its topology and its geometry. The medial surface is one
of the most known and used skeleton formulation. As other formulations,
it contains noise, which complexifies its structure with useless parts. The
connectivity of a skeleton is then unpredictable due to these useless parts.
It can be a problem to segment the skeleton into logical components
for example. We present here a technique whose purpose is to identify
and structure such skeletal noise. It only requires a skeleton as input,
making this work independent from any skeletonization process used to
obtain the skeleton. We show in this paper that we significantly reduce
the skeletal noise and produce clean skeletons that still capture every
aspects of a shape. Those clean skeletons have the same local topology
as the input ones, but with a clearer connectivity.

Keywords: skeleton, medial surface, skeletal noise, hairy pattern.

1 Introduction

A skeleton is a thin structure centered within an object, describing the topol-
ogy and the geometry of this object. Such a skeleton could be then used as a
shape representation model for every closed object. There exist several types of
skeletons and we could divide them into two main categories:

1. curve skeletons; they are composed of curves and used for shape registration
[5], mesh segmentation [4] and data reconstruction [18].

2. surface skeletons; they are composed of curves and surfaces, among them we
can find medial surfaces [6], Midpoint loci [8] and PISA axes [16].

The work presented here is part of a process to make skeletons useful shape
representation models. As stated in [11], surface skeletons better capture the
geometry of objects than curve ones, making them best candidates for this pur-
pose. Thus, we consider only surface skeletons, and in particular medial surfaces,
because they are well defined and many algorithms exist to efficiently approxi-
mate them. A medial surface is made of atoms. An atom is a maximal inscribed
ball lying inside the described object. Each atom a is connected to other atoms,
called its neighbors N (a). Those links confer a topology on the skeleton.

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 113–128, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Skeletons are obtained from objects through a process called skeletonization.
In such a process, a finite number of samples is used to capture an object O.
These samples cannot capture completely O, and uncertainty about the object
boundary arises: do a set of close samples capture a feature or a smooth part?
In each case, atoms will be inserted in the skeleton. Atoms that do not capture
any features produce the skeletal noise. Many methods have been proposed to
remove unwanted components associated with this skeletal noise like [13] or [1].
A key goal of such methods is to preserve the topology of the skeleton during
the process.

We noticed that the skeletal noise can be classified into two categories: Type 0
noise, also called clusters, and Type 1 noise, commonly referred to as hairy pat-
tern. These noise types make the use of skeletons uneasy as shape representation
models. For example, it is hard to estimate the tangent plane to an atom if one of
its neighbors a belongs to Type 1 noise, since atoms such as a do not lie near the
medial surface. Also connections are unnecessarily complex due to these noises.
Connections get even worse when we look closely inside a cluster, locus of Type 0
noise, where the union of all its balls could be perfectly described by only one
ball. The Figure 1 illustrates this classification.

In this paper, we propose new criteria to identify those skeletal noise. We
also present a skeleton structure that contains a hierarchy, used to reflect the
importance of atoms. Atoms are labeled by three number: 0 for Type 0 noise,
1 for Type 1 noise, and 2 otherwise. The hierarchy isolates skeletal noise from
the remaining skeleton atoms: atoms from skeletal noise cannot have connections
with relevant atoms. The neighbors are reorganized due to this isolation, in order
to preserve the skeleton structure (i.e. logical components of the skeleton) thanks
to structuring rules we created. There is no requirement about how the input
skeleton was obtained, as our method take place apart from any skeletonization
process. Thus, our work is general enough to be applied to every connected
skeleton. More importantly, we show that our cleaned skeleton is simpler with a
clearer connectivity, while not loosing any features or the original skeleton.

2 Previous Work

Since medial surfaces had always been noisy, removing this noise from it had
motivated a lot of work. This is generally done during the skeletonization pro-
cess: when the skeletonized object O is known. Thus, a noise removal technique
is strongly linked to a skeletonization method. The most popular approaches for
skeletonization are based on the Voronoi diagram or its dual Delaunay tetrahe-
dralization. We review here such noise removal techniques.

Because such techniques are related to skeletonization, they must ensure that
they provide a good skeleton. A good skeleton may be seen as a skeleton which
converges to the medial surface when the sampling density of O tends to infinity.
A very important result in 3D is that, unlike in 2D [9], the Voronoi vertices do
not converge to the medial surface, as the sampling density tends to infinity [2].

An approach that guarantees convergence uses a subset of the Voronoi ver-
tices, named the poles [1]. For a sample point p, the poles are the vertices of its
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a) b)

c) d)

Fig. 1. Illustration of skeletal noise. a) This torus has 94% of its atoms belonging to
Type 0 noise, such that the englarged view contains 68 atoms, while only 4 can be seen.
b) To represent skeletons in this paper, we use a color code to transcript the radius of
an atom: from blue for small values to hot colors for big values. c) The blender monkey
model’s skeleton contains hairy pattern, especially at the center of the skull. d) The
cleaned skeleton of the monkey model obtained with our method.

Voronoi polyhedron that are the furthest away from p on the two sides of the
surface. The balls centered in these poles (with radii equal to the distance to
their samples) are called polar balls. The method is very robust and the produced
skeleton, called the Power Shape, is visually reasonable. However, skeletal noise
remains and many flat tetrahedra populate the skeleton. Also, this method was
firstly intended to reconstruct a shape from a point cloud. Thus, it does not take
advantage of any information contained in O except some sample positions.

Dey and Zhao [13] presented a method where (a subsequent part of) the
output converge to the medial surface, by applying angle-based filter conditions
to the Voronoi diagram. The filter parameters are scale and density independent.
However the skeleton topology is ignored and some holes appear in many cases,
inducing loss of information or topology changes in the described object.
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In [10], the authors introduce the notion of weak feature size F(x) at a point x.
This is the radius of the minimal ball enclosing closest object boundary points to
x. If we remove the Voronoi vertices v with F(x) < λ, we obtain the λ−Medial
Axis. The main disadvantage with such technique is the definition of λ for a
shape: as λ increase, more skeletal noise is removed, as well as some features.

Another method called the Scale Axis [17] produces very nice looking skele-
tons. This work is based on the Power Shape, with useful enhancements. The in-
put object is remeshed and sampled by the technique proposed in [7]. Polar balls
are efficiently obtained from an input mesh thanks to a more adapted process.
Those polar balls are scaled by a factor s. The skeleton, composed of the union
of those scaled balls, is computed and then cleaned by a topology-preserving
angle filtering. Finally, the balls in the skeleton are scaled back by a factor 1/s.
The scaling factor allows the skeletal noise removal by a spatially adaptive fea-
ture classification. With some constraints on the s parameter, the Scale Axis
transform has been proven to have topological stability guarantees [14].

We propose in this paper to perform the noise removal apart from the skele-
tonization, working directly on the skeleton with no further information. As
shown in the result section, our technique significantly remove the skeletal noise
and keeps every details. Moreover, it maintains the topology of the skeleton.

Outline

In this paper, we first describe the model we have conceived to structure the
skeleton (Section 3). We also present the atomic operations that can be realized
on this model (Section 3.3). Then, we detail the methodology we used to identify
skeletal noise of Type 0 (Section 4) and Type 1 (Section 5). We finally expose
our validation process, and conclude.

3 Structuring Model

In this section, we present the skeleton model used to identify and structure the
skeletal noise.

3.1 Atoms

Basically, atoms can be seen as balls whose union approximates an object. We
consider them as nodes of a graph: they have a position, a radius, and links
with other atoms. We add to this graph a hierarchy structure, reflecting the
importance of the atoms. Each atom has then a rank that is equal to its level
in the hierarchy: 0 for a useless atom, 1 for a unimportant atom, 2 for a more
important and so on. The rank is the label of the atom node. Since we deal with
a hierarchy, atoms may have also a father and sons. If an atom does not have
a father, we call it root. Otherwise, we call it sub-atom. The Figure 2 shows a
schematization of these concepts.
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n atom of rank n

neighbors

hierarchical link

father son

∅ root

Fig. 2. Schematization of atoms

3.2 Skeleton

The skeleton has thus two structures: one composed of neighbor links (represent-
ing the topology), and another one composed of hierarchical links (reflecting the
importance of atoms). In order to combine those two structures, we introduce
the notion of n-hierarchy. A skeleton is said to be a n-hierarchy if:

i) an atom is a root ⇐⇒ an atom has rank n,
ii) two atoms have different ranks =⇒ they cannot be neighbors,
iii) every sub-atom has a rank lower than the one of its father.

The structuring process starts with a 0-hierarchy skeleton S: a graph where
each node is 0 labeled. Then S is structured rank by rank, using criteria to
detect when an atom a is less important than another atom b. The rank of such
atom b is changed to reflect its importance relatively to a. Such an operation
make impossible to keep the n-hierarchy property because there will be be roots
at ranks n and n + 1 (See Figure 3). We hence release some of the constraints
contained in the definition, to introduce the notion of n-consistent skeleton. This
intermediary state specify how the skeleton should be before reaching a hierarchy
of higher level. Such a skeleton meet the following requirements:

i) roots can only be at the levels n and n + 1, and every atom of rank n + 1
is a root,

ii) only two roots or two atoms with the same rank can be linked,
iii) every sub-atom has a lower rank than its father.

The roots of level n+ 1 are called the processed roots, because they will remain
roots of level n+ 1 until the skeleton becomes a n+ 1-hierarchy. Because of ii),
atoms corresponding to noise are not linked to important atoms. It is a way to
isolate them. Items i) and iii) make the roots of a skeleton the most important
atoms. If we consider only these roots we have a connected skeleton called in
this paper clean skeleton, since the low ranks contain skeletal noise.

3.3 Structuring Operations

When an atom a is detected as less important than another atom b, we perform
a structuring operation on the skeleton, called absorption and written b � a,
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2 2 2

2

1 1 1 1

0 0 0 0

3

2 2

2

1 1 1 1

0 0 0 0

a) b)

Fig. 3. Schematizations of skeletons. a) This skeleton is a 2-hierarchy. The atom in
red is promoted to a higher rank because we detected it as important. We obtain the
situation b), where this skeleton is 3-consistent.

to reflect this information. For each kind of addressed importance, a specific
absorption is defined. In this paper, we deal only with importance relatively to
noise. Thus we define one absorption for clusters and one for hairy pattern.

An absorption always sets the less important atom a as the son of a root
atom c. After such action, c must update its rank rc to have the same rank as
the processed roots, i.e. n + 1. The rank rc is then greater than the rank of a,
in order to meet the constraint described in iii). Then, every link between a
sub-atom and c must be removed, to fulfill item ii). The last two operations are
called promotion and written promote(c).

In order to maintain the skeleton topology, during the absorption, the links
of a are transmitted to c. Moreover, we also need to remove the links between a
and the other roots in the hierarchy (item ii)).

4 Identifying and Structuring Atom Clusters

This section deals with atom clusters and proposes a solution to identify them
and structure them.

4.1 Observations about Atom Clusters

We know exactly the theoretical skeletons of simple objects, e.g. torus, sphere.
When we observe the practical skeletons obtained for such objects, we can notice
a huge difference between the number of perceived atoms and the real number
of atoms. This difference is due to the presence of clusters : a high number of
atom loci is contained in a very small spatial area. In such places, we perceive
only one atom (at a reasonable scale), while in practice, there are so many, as
shown in Figure 1 a).

Atoms are maximal inscribed balls. Thus no atom can be fully contained
into other ones. If we suppose there is a difference of radii within a cluster, the
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biggest atom would contain at least one atom, as they are very close. This is a
contradiction, and then every atom in a cluster has a similar radius. So, every
atom in the cluster adds a very tiny piece of information (about the size of the
machine precision). Consequently, a cluster should then be replaced by one of
its atoms since it is useless to store a large number of atoms that add almost
nothing.

Clusters are due to parts that are locally spherical. Basically, with a Voronoi
diagram based skeletonization technique, each 4 cospherical samples produce an
atom, located at the circumsphere. If there are more than 4 cospherical samples,
duplicated atoms are created. Due to machine precision, duplicated atoms will
not be at the same location, but very close and with very similar radii. Clusters
could be then addressed in the skeletonization process by identifying samples
that are cospherical, like in [19]. In the next section, we will show an identification
criterion that is independent from the skeletonization technique.

4.2 Identification Criterion

Since atoms inside the same cluster are very close and have almost the same
radius, the volume Va\b added by an atom a to another atom b of the same
cluster is nothing compared to the volume Vb. We define a test F0(a, b) which
indicates whether a and b belong to the same cluster and if a is less important
than b. Here is the expression of the test F0:

F0(a, b) = (a ∩ b �= ∅)
∧

(Va < Vb)
∧

(Va\b < κ · Vb) . (1)

This test allows to detect clusters with only one parameter, κ, which is easy to
understand. Using a relative measure based on the volume of an atom makes this
criterion insensitive to scale while being local. Thus, it suits models of any size
while taking into account the local thickness of the shape, to avoid the labeling
of small details as Type 0 noise. In our implementation, we noticed that κ = 5‰
is enough for all the tested objects.

There is no requirement on links between a and b, and we explain here why.
First, there is no need to look at links to identify a cluster. Second, links inside a
cluster are chaotic, we cannot rely on them for efficiency purpose. Finally, there
exist isolated vertices inside a cluster for skeleton based on the Power Shape
algorithm (due to the use of a regular tetrahedralization to define the links).
Ignoring links when detecting clusters allows us to remove isolated vertices from
the cleaned version of a skeleton.

4.3 Structuring Process

We process every atom of rank 0 such that there is no cluster in the clean
skeleton, i.e. among the roots. For a cluster, only one of atom a will reach the
rank 1, while every other atom will be the sons of a. Atoms that do not belong
to a cluster are promoted to the next rank at the end of the process such that
we obtain a 1-hierarchy.
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To process an atom a, we use the test function F0 with already processed
atoms P . For b ∈ P , if F0(a, b) = true, then a ≺ b, otherwise if F0(b, a) = true,
then b ≺ a.

For clusters, the absorption is context dependent: the result is not the same
depending whether input atoms are roots or not. We give a summary of struc-
turing rules for this absorption in the Figure 4. For reasonable values of κ, this
process keeps the skeleton topology because only very close atoms are removed
(and links with removed atoms are transmitted to their fathers). Also, there is no
need to impose a processing order, as every atom in a cluster is interchangeable.

5 Identifying and Structuring Hairy Pattern

This section deals with hairy pattern and propose a solution to identify them
and structure them.

5.1 Observations about Hairy Pattern

The hairy pattern is one of the most known and recognizable skeletal noise.
It consists in atoms that do not capture any feature. They are produced by
circumspheres that have some of their 4 spherical sample points close from each
other. This is why the Lambda Axis [10] prune atoms when distances between
these samples are below a threshold.

When we explore the skeleton looking for Type 1 atoms, we notice something
about their neighbors: they are located in a narrow cone, and most of them
belong to the stable skeleton. The stable skeleton is the visually free of noise
skeleton. This neighbor configuration gives to Type 1 atoms a spiky appearance,
making them off-centered. Also, such atoms have a radius lower than their neigh-
bors on the stable skeleton. So when we move from a Type 1 atom toward the
stable skeleton, the radii of atoms get bigger.

The ends of thin skeleton parts, e.g. for fingers, are very similar to hairy
pattern. The distinction is made with the length of such pattern: if this length
is a small compared to surrounding parts, we have a hairy pattern. So, to deal
with hairy pattern, we should limit the length of absorbed skeleton components,
to avoid the classification of thin detail parts as noise.

5.2 Identification Criterion

Since Type 1 atoms are off-centered, we have built a simple criterion based
on this. We check the location of the neighbors of an atom a by computing a
sphere BS(a), which is the minimal sphere containing their positions. If a is not
inside BS(a), we consider that a is off-centered and thus is a Type 1 atom. This
parameter-free criterion is better suited than setting a threshold to control the
thickness of the cone containing the neighbors.

To define BS(a), the atom a must have at least 2 neighbors. Otherwise, a has
one neighbor b: it can either be noise or the termination of a thin curvilinear
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≺ =⇒

a ≺ b when a and b are roots.


 =⇒

b ≺ a when a and b are roots.

≺ / 
 =⇒

a is a sub-atom and b is a root.

≺ / 
 =⇒

a is root and b is a sub-atom.

≺ / 
 =⇒

a and b are sub-atoms.

Fig. 4. Schematization of cluster absorptions. The atoms concerned by this operation
are depicted in red, a on the left that is the currently processed atom, and b on the
right which had already been processed. For simplicity purpose, we do not schematize
the operations to meet the constraints described by item ii) in the definition of a
n-consistent skeleton.
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component. In the latter case, a should not be absorbed. We distinguish those
cases by counting the neighbors of b. If it is more than 2: b is not a part of a
thin curvilinear component and a is not absorbed. This gives us the following
test F1 to identify a Type-1 atom:

F1(a) =

⎧⎨
⎩
a ∈ BS(a) , if �N (a) > 2
�N (b) < 3 , if N (a) = {b}

false , in other cases
(2)

5.3 Structuring Process

Initially, S is a 1-hierarchy. We have to test and structure the following set
of atoms: P = Roots(S). Every atom a ∈ P is re-tested when a change (an
absorption) is made in P . We assume that F1(a) = true, otherwise we simply
take the next atom in P .

If a has only one neighbor b we realize the operation a ≺ b. In the other case,
we must choose among the neighbors of a, the atom b to use in the absorption.
We propose to set b as the neighbor of rank 1 with the highest radius. This has
two consequences:

– the absorption is made toward the stable skeleton because bigger atoms in
a hairy pattern are closer to the stable skeleton than smaller atoms (see
Section 5.1).

– choosing a rank 1 atom will limit the length of an absorbed part, since in
combination with the identification criterion, there will be no further possible
absorption. Thus thin detail skeleton parts will be protected, as shown in
Figure 5.

Structuring rules for the hairy pattern absorption are detailed in the the Figure 6.
Due to the identification criterion, atoms at crossings of skeleton components or
inside a component are not detected as hairy pattern: their neighbors are all
around them, thus they are inside the minimal bounding sphere. Only atoms
in the boundary of components and hairy pattern are detected. As there is an
effect which limits the length of the absorption, no components can completely
disappear. Moreover, the links of an absorbed atom are transmitted to its father,
without any loss of connectivity information. So, the topological structure of the
clean skeleton remains the same after this step.

We impose to process P from the lowest radius to the biggest one. The result
is then the same no matter the creation of the skeleton structure.

6 Validation

We validated our work with quantitative and qualitative comparisons. These
comparisons were made with two different skeletons for some input shapes. The
results express the “compression”realized by our technique on skeletons, while
quantifying the modification in the geometric data. Also, the qualitative study
shows the improvement in the skeleton connections and the conservation of the
skeleton structure.
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a) b) c)

Fig. 5. Effect of the hairy pattern structuring process. The input skeleton of Homer
hand is presented in a). With the method described here we obtain the result b). If we
allow any neighbor of rank 1 to absorb an atom detected as noise, fingers disappear as
shown by c).

6.1 Protocol

We took some input shapes, and we skeletonized them by two well-known al-
gorithms that give theoretical guarantees about the results while reducing the
skeletal noise: the Power Shape and the Scale Axis. Each of these skeletons was
structured by the technique we presented previously, giving us four skeletons by
input shape.

We first computed statistics about those skeletons, to quantify their com-
plexity. We also measured the distance between the input shape and the shape
described by a skeleton. To do so, we used the Skin Surface [15], a garbing al-
gorithm which only considers the spheres. This way, we measure the possible
loss of geometric data in the cleaned skeleton relatively to the input skeleton.
If we had used a garbing algorithm that consider other primitives to enhance
the garbing mesh, like [12] that removes surface noise in the garbing mesh, the
loss of geometric data would have been hidden. We chose the Root Mean Square
distance (RMS), and we computed the distance between the input shape and
the skin surface of each skeleton by the Mesh software [3].

Then, we compared visually the quality of the skeletons. We examined the
links between atoms, looked for remaining noise and checked that detail was not
removed.

6.2 Quantitative Comparison

First, Figure 7 expresses that the skeletons have been reduced with our struc-
turing process. In average, only 85% atoms of the Power Shape remain in the
clean skeleton, and 53% of the Scale Axis. For the Power Shape, the majority
of the skeletal noise is caused by hairy pattern. However, such a skeletonization
technique was firstly designed to remove such noise type. Thus, a noise removal
algorithm done apart from the skeletonization, like ours, is useful to produce
clearer skeletons, as noise still remains.
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a ≺ b when a and b have rank 1.
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≺ =⇒

a ≺ b when a has rank 2 and b rank 1, a must be demoted.

Fig. 6. Schematization of hairy pattern absorption. The atoms concerned by such op-
eration are depicted in red, a is on the left and b on the right.

This statement is confirmed by the huge quantity of clusters contained in the
Scale Axis. Such a skeleton is made of far more atoms than previous ones. A
trend in skeletonization techniques is to sur-sample the input object, in order to
produce more atoms. By doing so, we expect the skeleton to be more accurate and
clear. As there are more atoms, they add fewer information to their neighbors,
and our cluster identification criterion is triggered.

Table 1. RMS distances between original object and skin surfaces of both normal
and cleaned skeletons. Results are given in percent relatively to the diagonal of the
bounding box.

Power Shape Scale-Axis
Normal Cleaned Normal Cleaned

armadillo 4.33 4.75 49.11 47.42
baby 7.15 7.23 41.17 40.35
bimba 7.36 7.41 82.24 80.94
boy 11.20 11.31 39.85 38.75
bunny 23.99 20.14 91.56 90.49
camel 16.12 15.67 64.73 63.78
dinopet 13.74 13.64 49.58 47.86
egea 4.87 5.79 134.65 133.23
fish 32.90 31.81 35.34 35.33
homer 10.16 10.43 65.71 63.47
horse 11.76 10.68 59.67 58.73

One could argue than such results are obtained because we remove details
from the skeletons. However, Table 1 prove that we only removed skeletal noise
from the skeletons. The geometric data loss with our clean skeleton obtained for
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Fig. 7. Percentage of Type 0, Type 1 and roots in the cleaned Power Shape and the
cleaned Scale Axis

the Power Shape is very small, about 1‰. For some cases this is even better, as
skeletal noise can add material outside the original shape. For the Scale Axis,
there is no loss of data reported: the RMS distance is always better. Thus our
technique removed 47% of atoms in the Scale Axis without losing any detail
compared to the input skeleton. This demonstrates that our technique efficiently
remove skeletal noise from these skeletons.

The results also raised the question about the legitimacy of the actual trends
in skeletonization: producing skeletons with more atoms does not improve the
geometry captured, it mostly adds skeletal noise.

6.3 Qualitative Comparison

As clusters are by definition composed of atoms that cannot be distinguished
visually, their absorptions make no visual difference. Also, we absorb the skeletal
noise without any loss of detail, thus there is no missing parts in the skeleton. For
these two reasons, there is not important visual differences between a skeleton
and its cleaned version. We can only notice the removal of hairy pattern, erasing
some small spiky component, and the disappearance of some atoms in skeleton
boundaries as shown in Figure 8.

For Scale Axis skeletons, the noise of Type 1 – the only visible noise – is closer
to the stable skeleton. Thus, the visual enhancement on the clean skeleton is less
than for the Power Shape. We checked the visual enhancement on a Power Shape
obtained with much more samples to raise the number of atoms. The produced
skeleton is visually enhanced and the atom reduction is on average 53%, with a



126 T. Delame, C. Roudet, and D. Faudot

a) b)

c) d) e) f)

g) h)

Fig. 8. Qualitative comparisons between the skeletons. The first three rows show the
visual effects of our noise removal method on the dinopet model. a) is the Scale Axis for
this model. b) shows the enhancement on the thigh from the input (top) to the cleaned
skeleton (bottom). c), d), e) and f) propose a close view of one foot of this model for the
Power Shape and its cleaned version, and for the Scale Axis and its cleaned version. A
sur-sampled version of Power Shape in g) and its cleaned version in h).
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relative proportion of Type 0 and Type 1 noise nearly the same as for the Scale
Axis. Thus, even if raising the number of atom in a skeleton increase the Type 0
noise, the Scale Axis reduces the visual importance of Type 1 noise, while our
method reduces both noises in terms of quantity.

6.4 Limitations

There are two limitations to our technique. The first one is due to the constraint
we have on detail. Indeed, to use skeletons as shape representation models in
computer graphics applications, they should be able to capture small features.
Thus, the cleaning process let untouched some hairy patterns to not absorb
small features because small features can also be detected as hairy pattern. This
effect can be handled by two or more ranks of hairy pattern when needed, but
it requires the user intervention to determine when to stop.

The second limitation comes from the definition of the κ value. If it remains
small, the skeleton is perfectly clean and clear, no detail is loss. But with bigger
values of κ, parts of the skeleton disappear, being iteratively absorbed. This
is especially the case on models which have a lot of small features, like the
Armadillo model, or on skeletons with highly dense atoms: an atom is very
likely to add not enough material to its neighbors, and thus is absorbed. As the
κ value is meant to handle only clusters, i.e. machine precision issues, we highly
discourage the use of high values of κ: the skeleton will lose its structure and
features will be missing.

7 Conclusion and Future Work

In this paper, we addressed the removal of skeletal noise, i.e. atom clusters and
hairy pattern. Such noise produces unnecessarily complex skeleton, by raising its
data size and disturbing its structure. Unlike the numerous methods that take
place in a skeletonization algorithm, our technique can be directly used on any
connected skeleton, requiring no additional data like the original shape or angle
values stored with atoms. Another originality of our work, is the use of a hierar-
chy structure to process the skeletal noise. Depending on its contribution to the
geometric data of a skeleton, an atom receive a rank, reflecting its importance.
Less important atoms are isolated from more important ones by this structure.

We showed in this paper how to take advantage of this hierarchy to clean a
skeleton, in order to use it as a true shape representation model and not only
an intermediary processing model. Indeed, atom clusters are removed, and the
majority of hairy pattern is erased, while the skeleton do not suffer from any loss
of detail. Even on input skeletons produced by skeletonization algorithms that
are known to remove skeletal noise, we significantly reduce the number of atoms.
The components of the skeletons remain the same, and no “hole”appears.

We define a level of detail, by considering only atoms with a rank greater
than a minimal one. Once we get rid of the skeletal noise, we can identify
and structure the features of the skeleton the same way we dealt with noise.
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This will build a multi-resolution shape representation model, allowing process-
ing at different level of detail like rendering, segmenting, or interaction.
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Abstract. Stochastic geometry has applications in areas such as robotics,
tomographic reconstruction with uncertainties, spatial Poisson-Vonoroi
tessellations, and imaging from medical data using tetrahedral meshes.
We examine numerical approaches for the computation of multivariate in-
tegrals for a family of problems where uniformly distributed points are
picked as polyhedron vertices for tessellations, for example, tetrahedron
vertices in a cube, tetrahedron or on a spherical surface. The classical
cube tetrahedron picking problem yields the expected volume of a ran-
dom tetrahedron in a cube, and helps furthermore assessing unsolved
extremal problems (cf., A. Zinani, 2003). We demonstrate feasible nu-
merical approaches including adaptive integration through region par-
titioning, quasi-Monte Carlo (based on a randomized Korobov lattice),
and Monte Carlo techniques, which are the basic methods of our par-
allel integration package ParInt. We then describe our implementation
of the Monte Carlo approach on GPUs (Graphics Processing Units) in
CUDA C, and demonstrate its parallel performance for various stochastic
geometry integrals.

Keywords: stochastic geometry, numerical integration, GPU.

1 Introduction

A family of problems, to determine the expected d-dimensional (dD) volume
E[Vn(K)] of the polyhedron formed by n points X1, . . . , Xn, uniformly dis-
tributed in the interior of a convex body K, is represented in [1] by

E[Vn(K)] =
1

|K|
∫
K

· · ·
∫
K

conv(X1, . . . , Xn)
dX1

|K| · · · dXn

|K| , (1)

where |K| denotes the d-dimensional volume of K and the integrand function is
the volume conv(X1, . . . , Xn) of the convex hull generated by the n points.

J. J. Sylvester considered the plane case for a random triangle T in a convex
setK and posed the problem to determine the shape ofK for which the expected
value E[X ] is minimal or maximal, for the variable X = area(T )/area(K) (see,
e.g., [2]). Note that the convex body K which maximizes the expected volume
of a random d-dimensional simplex, is unknown for d ≥ 3.

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 129–139, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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As a direct application in �
3, the mean volume of a tetrahedron whose ver-

tices are uniformly distributed on a circular domain (cap) of the unit sphere
is an essential element in the analysis of Poisson-Vonoroi and Delaunay tessel-
lations [3]. Tessellations induce a partition into space-filling random polyhedra,
and are used in such areas as molecular modeling, material science, pattern recog-
nition and statistical data analysis. Tetrahedral meshes in general are found in
applications including computer graphics, computer-aided design, robotics [4],
electromagnetic simulations [5] and medical imaging [6–8].

Efron [9] determined the probability with which N points chosen at random
in a convex region, are the vertices of a re-entrant polyhedron, where the last r
selected points lie inside the convex hull of the firstN−r points. For example with
r = 1, the probability that N = 5 points chosen at random in a convex region
form the vertices of a re-entrant polyhedron (as related to (1)) is N ×E[V4(K)].

Results of the E[Vn(K)] problem have been derived which cover specific cases
for d ≥ 3. For example, the problem to evaluate the expected volume of a random
polytope in the interior of a sphere (ball), was considered early on in [10, 11].
Tetrahedron picking in a cube (cube tetrahedron picking) was handled, e.g., in [1,
2]. For tessellations on the surface of a sphere, S2 in 3D, (sphere-tetrahedron
picking) see [3]. The problem was solved for d-dimensional simplices, with d+1
random vertices on the surface of Sd−1 in d ≥ 2 dimensions [12]. The solution
of the problem for tessellations within a tetrahedron (tetrahedron-tetrahedron
picking) [13, 1, 14] refutes a conjecture from 1991 that the expected volume
would be a rational number [15, 16]. This as well as cube- and octahedron-
tetrahedron picking contributes to the results with respect to tessellations in
non-spherical convex bodies. A recurrence relation was established for E[Vn(K)]
with respect to arbitrary K in [17]. Overall, closed form solutions have been
restricted to special cases and difficult to obtain.

In this paper we first examine approaches given by automatic numerical inte-
gration including adaptive partitioning of the domain, quasi-Monte Carlo (QMC)
and Monte Carlo (MC) techniques, which have been implemented for automatic
integration in sequential and parallel packages [18–22]. We choose these particu-
lar methods because they are at the basis of our ParInt package (developed fur-
ther from ParInt 1.0 c©1999 by E. de Doncker, A. Gupta, A. Genz, R. Zanny).
Over the years our interest in these techniques for automatic numerical inte-
gration has been sparked by applications in various fields, including many in
statistics (e.g., multivariate normal, t- distributions), finite elements (e.g., auto-
motive simulations), computational finance (financial derivatives, e.g., collateral
mortgage obligations, mortgage backed security problems), high energy physics
(e.g., interaction cross sections), computational chemistry (e.g., Fock matrix rep-
resenting the electronic structure of an atom or molecule), and computational
geometry.

A brief description of the basic methods is given in Section 2. In this paper
they are mainly used for comparisons. A parallel Monte Carlo implementation
for GPUs is outlined in Section 3. Section 4 gives results and addresses the
parallel performance of the CUDA C implementation.
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2 Automatic Numerical Integration

In this section we give a short description of the methods used to obtain some of
the numerical results in this paper. Each of these techniques typically underlies
an automatic numerical integration algorithm, set up as a black-box to which
the user specifies the dimension, integrand function and integration domain, a
limit on the number of function evaluations for termination, a tolerance for the
error and possibly other parameters. The method may be adaptive if the course
of its computations is governed by the behavior of the problem at hand, or non-
adaptive if it evaluates a fixed sequence of integration rules until a termination
criterion is satisfied.

The black-box algorithm yields an integral approximation

Q ≈ I =

∫
D
f(x) dx

and an absolute error estimate E, where it attempts to satisfy a criterion of
the form |Q − I| ≤ E ≤ tolerated error, within the allowed number of function
evaluations; or indicates an error condition if the limit has been reached.

Adaptive methods are generally recommended for low to moderate dimen-
sional problems (say, up to dimension 12), whereas Monte Carlo and number-
theoretic type methods (lattice rules, QMC) can be used in higher dimensions.
Apart from the adaptive and QMC algorithms described below, we will also in-
clude results from a crude Monte-Carlo algorithm (Rcrude from the package
MVNpack [22]), with simple antithetic variates and a uniform (0,1) random
number generator from [23].

2.1 Adaptive Region Partitioning

Many integration problems feature varying function behavior across the integra-
tion domain (e.g., singularities or peaks). An adaptive method based on region
partitioning executes a number of iterations where, in each iteration, a subregion
is selected, subdivided, and the integral and error estimates are updated accord-
ingly. Region selection is based on the local error estimate which is obtained
together with the local integral approximation over each region. By intensive
partitioning in the vicinity of singularities or other hot spots, it is the goal to
focus on the difficult areas and sample the integrand adaptively as needed.

The integration rules of the algorithm Dcuhre [18] were chosen for the adap-
tive methods in the ParInt parallel integration package [20, 21]. Some of the
numerical results in Section 4 below have been obtained using this method.

2.2 Quasi-Monte Carlo

The Quasi-Monte Carlo (QMC) method [24] samples the integration function
at the (N) points of a regular lattice, which are modified by a random vector.
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Let the sequence of randomized (Korobov) lattice rule approximations be de-
noted by

KN(β) =
1

N

N∑
i=1

f({ i
N

v + β}),

where v is the lattice generator vector and β is a uniformly distributed ran-
dom vector. By computing the rule for q random β vectors, the integral can be
approximated as

I ≈ K̄N =
1

q

q∑
j=1

KN (βj), (2)

which allows for a standard error estimation

E2
N =

1

q(q − 1)

q∑
j=1

(KN(βj)− K̄N )2.

The program Dkbvrc from the package MVNdst [19] is at the basis of the
parallel QMC method in Parint [20]. The algorithm calculates the K̄N values
of (2) for successively larger numbers N of integration points until either an
answer is found to the user-specified accuracy or the function count limit is
reached.

3 Monte Carlo Simulation of Random Tetrahedron
Picking on GPUs

3.1 Random Number Generation

The Monte Carlo approximation is obtained as the avarage of the function values
at a set ofN uniformly distributed random points. We rely on the CUDA pseudo-
random number generator library (curand) to generate N ∗ d random floats for
the coordinates of N d-dimensional points, directly on the GPU (device). A
CUDA C program section allocating space for ndim = N ∗ d floats in an array a
on the device, and calling the curand functions is shown below.

// allocate ndim floats on device in array a

cudaMalloc (( void **) & a , ndim * sizeof ( float )) ;

// create pseudo-random number generator

curandCreateGenerator (& gen , CURAND_RNG_PSEUDO_DEFAULT ) ;

// set seed

curandSetPseudoRandomGeneratorSeed ( gen , 1234ULL ) ;

// generate ndim random numbers on device

curandGenerateUniform ( gen , a , ndim ) ;
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3.2 Device Functions

A part of the program to launch in parallel on the GPU is coded as a CUDA
kernel. The CUDA runtime is then instructed to launch a number of parallel
copies or blocks, and how many threads to launch per block. The integrand
function evaluated at the random points from the CUDA kernel is referred to as
a device function.

For tessellations on a spherical surface (sphere-tetrahedron picking), the ver-
tices of the tetrahedron are random points on the unit spherical surface S2. The
integral (1) is 8-dimensional as it involves the integration for each of the four
vertices overK = S2 (which is 2-dimensional). S2 can be described in parameter
form by (x =

√
1− u2 cos(θ), y =

√
1− u2 sin(θ), z = u), so that the integration

is over u ∈ [−1, 1] and θ ∈ [0, 2π]. As suggested in [16], the dimension can be
reduced from 8 to 5 by fixing the first vertex (x1, y1, z1) at (0, 0, 1) and taking
the second (x2, y2, z2) in the xz-plane (y = 0) without loss of generality. The
first vertex is thus obtained by u1 = 1 and the second by θ2 = 0, so that the
integration over the first sphere is removed and the second integration becomes
one-dimensional. The integral obtained in this form corresponds to V̄ (π) of [3],

V̄ (π) =

∫ 1

−1
du2

∫ 1

−1
du3

∫ 1

−1
du4

∫ 2π

0
dθ3

∫ 2π

0
dθ4 |V4|∫ 1

−1 du2
∫ 1

−1 du3
∫ 1

−1 du4
∫ 2π

0 dθ3
∫ 2π

0 dθ4 1
, (3)

where |V4| is the volume of the tetrahedron, given by the determinant

V4 =
1

6

∣∣∣∣∣∣∣∣
x1 y1 z1 1
x2 y2 z2 1
x3 y3 z3 1
x4 y4 z4 1

∣∣∣∣∣∣∣∣
.

The integrand function for the 5D integral coded as a device function (to be
called from the CUDA kernel) is given in Appendix A. The integration inter-
vals [−1, 1] and [0, 2π] are transformed to [0, 1]. The implementation for the 8D
integral can be given with dim = 8 and where the first and second vertex are
computed similarly to the third and fourth.

Note that (3) corresponds to the special case of the expected volume V̄ (α)
for α = π in [3], of the spherical cap

S2(α) = { s(φ,ϑ) | ((sin(φ) sin(ϑ), cos(φ) sin(ϑ), cos(ϑ)); − π ≤ φ ≤ π, 0 ≤ ϑ ≤ α }.
Thus the representation of S2 above corresponds with u = cos(ϑ) and α = π.
The expected volume of a random tetrahedron with vertices on S2 is given by
V̄ (π) = 4π

105 ≈ 0.11968.
As another case, we compute the integral

E[V4(T
3)] = 64

∫ 1

0

dx1

∫ 1−x1

0

dy1

∫ 1−x1−y1

0

dz1

∫ 1

0

dx2

∫ 1−x2

0

dy2

∫ 1−x2−y2

0

dz2

∫ 1

0

dx3

∫ 1−x3

0

dy3

∫ 1−x3−y3

0

dz3

∫ 1

0

dx4

∫ 1−x4

0

dy4

∫ 1−x4−y4

0

dz4 |V4|
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for the expected volume of a random tetrahedron within the 3D unit sim-
plex. The integral is transformed as shown in the code of the device function
in Appendix B, so all variables range over [0, 1]. The exact value is given by

E[V4(T3)] =
13
720 −

π2

15015 ≈ 0.017398 (see [13, 1]).
For cube-tetrahedron picking, E[V4(C3)] is given as an integral over the 12D

unit cube, [0, 1]12,

E[V4(C
3)] =

4∏
i=1

[∫ 1

0

dxi

∫ 1

0

dyi

∫ 1

0

dzi

]
|V4|, (4)

and equals E[V4(T
3)] = 3977

21600 −
π2

2160 ≈ 0.0138428 (see [1]).

4 Numerical Results and Parallel Performance

Table 1 compares the programsDcuhre [18], Dkbvrc [19] and Rcrude [22] for
the integral (4) of the cube-tetrahedron problem. Note that the problem is dif-
ficult in view of the absolute value function of the determinant integrated in 12
dimensions. The first column of Table 1 gives the number of integrand evaluations
allowed. Dkbvrc usually stays well under that, since it computes a sequence of
rules each with a fixed number of points Ni at level i, and Ni << Nj for i < j.

Table 1. Comparison for cube-tetrahedron problem (E[V4(C
3)])

# Evals Program Result Abs. Err. Abs. Err. Time (s)
(M) Est.

0.1 Dcuhre 1.381719e-02 3.36e-06 1.13e-02 0.3978e-02
Dkvbrc 1.394575e-02 1.03e-04 1.48e-04 0.5185e-02
Rcrude 1.363727e-02 2.06e-04 1.85e-04 0.2427e-01

1 Dcuhre 1.373211e-02 1.11e-04 6.96e-03 0.4372e-01
Dkvbrc 1.384961e-02 6.84e-06 3.67e-05 0.6687e-01
Rcrude 1.380387e-02 3.89e-05 5.90e-05 0.1214e-01

10 Dcuhre 1.373192e-02 1.11e-04 3.32e-03 0.4391e+00
Dkvbrc 1.384268e-02 9.37e-08 5.93e-06 0.8048e+00
Rcrude 1.384701e-02 4.24e-06 1.87e-05 0.4403e+00

30 Dcuhre 1.374961e-02 9.32e-05 2.36e-03 0.1323e+01
Dkvbrc 1.384218e-02 5.97e-07 4.13e-06 0.2729e+01
Rcrude 1.384282e-02 4.11e-08 1.08e-05 0.7280e+01

50 Dcuhre 1.381719e-02 2.56e-05 2.22e-03 0.2206e+01
Dkvbrc 1.384249e-02 2.88e-07 2.18e-06 0.4112e+01
Rcrude 1.384290e-02 1.27e-07 8.36e-06 0.1381e+02

100 Dcuhre 1.380235e-02 4.04e-05 1.85e-03 0.4410e+01
Dkvbrc 1.382480e-02 2.37e-08 1.28e-06 0.9232e+01
Rcrude 1.384405e-02 1.27e-06 5.91e-06 0.2427e+02

200 Dcuhre 1.380291e-02 3.99e-05 1.57e-03 0.8827e+01
Dkvbrc 1.384280e-02 2.37e-08 1.28e-06 0.9229e+01
Rcrude 1.384281e-02 3.50e-08 4.18e-06 0.4863e+02

Exact: 1.384278e-02
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Table 2. GPU results for E[V4(S2)], E[V4(C
3)] and E[V4(T

3)]

# Ev. Problem Result Abs. Err. Seq. Time Par. Time Speedup

(M) (s) (s)

0.1 E[V4(S2)] 1.196144e-01 6.53e-05 2.9787e-02 1.0117e-02 2.9442e+00
E[V4(C

3)] 1.383333e-02 3.57e-05 2.1131e-02 9.8808e-03 2.1385e+00
E[V4(T

3)] 1.743181e-02 3.36e-05 2.6249e-02 9.9260e-03 2.6445e+00

1 E[V4(S2)] 1.194591e-01 2.21e-04 2.9330e-01 1.0690e-02 2.7437e+01
E[V4(C

3)] 1.381283e-02 2.99e-05 2.0992e-01 1.1233e-02 1.8687e+01
E[V4(T

3)] 1.734215e-02 5.61e-05 2.5701e-01 1.1108e-02 2.3139e+01

10 E[V4(S2)] 1.196825e-01 2.74e-06 2.9632e+00 2.0068e-02 1.4374e+02
E[V4(C

3)] 1.384527e-02 2.50e-06 2.0518e+00 2.3818e-02 8.6146e+01
E[V4(T

3)] 1.740328e-02 5.04e-06 2.5688e+00 2.4165e-02 1.0630e+02

30 E[V4(S2)] 1.196864e-01 6.65e-06 8.8007e+00 4.2466e-02 2.0724e+02
E[V4(C

3)] 1.384298e-02 2.06e-07 6.1744e+00 5.1855e-02 1.1905e+02
E[V4(T

3)] 1.740763e-02 9.39e-06 7.7047e+00 5.2874e-02 1.4572e+02

50 E[V4(S2)] 1.196707e-01 9.03e-06 1.3848e+01 6.4795e-02 2.1372e+02
E[V4(C

3)] 1.384206e-02 7.11e-07 1.1376e+01 8.0151e-02 1.4193e+02
E[V4(T

3)] 1.739901e-02 7.76e-07 1.2827e+01 8.1835e-02 1.5675e+02

100 E[V4(S2)] 1.196731e-01 6.65e-06 2.9287e+01 1.1908e-01 2.4594e+02
E[V4(C

3)] 1.384286e-02 8.66e-08 2.0372e+01 1.5005e-01 1.3577e+02
E[V4(T

3)] 1.740003e-02 1.79e-06 2.5617e+01 1.5321e-01 1.6719e+02

The parameter key of Dcuhre is set to 4, which selects a cubature rule of
polynomial degree 7. Dcuhre starts the test with good accuracy. However, the
result is only considered as good as indicated by the estimated error, which
is high and decreases only slowly. The (absolute) error and error estimate are
listed in the fourth and fifth column, respectively. Dkbvrc performs very well
for this problem, with respect to achieved accuracy and reliability. The accuracy
of Rcrude starts out low, but does increase considerably, at the cost of compu-
tation time. These programs are written in Fortran (double precision). A version
of the gfortran compiler was used, and the programs were run on a MacBook
Pro with 3.06 GHz Intel Core 2 Duo processor and 8GB of memory. Elapsed
execution times obtained with etime are given in seconds.

In Table 2 we give results from the GPU implementation, run on a cluster
node with dual Intel Xeon E5-2670, 2.6GHz CPUs and 128GB of memory; and
a M2090 GPU with 512 CUDA cores, 1.3GHz GPU clock rate and 5375 MB of
global memory. The number of parallel blocks, and threads per block launched
in the GPU runs was set to 16 and 512, respectively, for the tests described
below. The problems addressed are E[V4(S2)], E[V4(C

3)] and E[V4(T
3)], coded

in CUDA C using single precision (float). For the timings in Table 2 we list the
parallel time, and the speedup relative to a sequential computation which uses
erand48 for random number generation. The GPU computation is timed via the
cudaEventElapsedTime mechanism. The speedup is the sequential time divided
by the parallel time.
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It emerges that for the small problem size of 100,000 sample points, the par-
allelization is not warranted. However, for larger sample sizes the speedups in-
crease to values between 100 and 200, and up to 245 for the different problems.
Indeed, as the number of samples increases by a factor of 103 (from 100,000
to 100 million), the sequential time increases by a factor of 103 but the paral-
lel time increases only by a factor of about 15. Note that the sequential times
are comparable to those of the sequential program Rcrude in Table 1 for the
cube-tetrahedron problem.

5 Conclusions

We tested adaptive, quasi-Monte Carlo (QMC) and Monte Carlo (MC) meth-
ods for the challenging stochastic geometry problem to determine the expected
volume E[V4(K)] of a tetrahedron with uniformly distributed points in the in-
terior of a cube (C3), tetrahedron (T 3) and the surface of the 3D sphere (S2).
In the numerical tests we monitored the accuracy of the methods as the number
of sample points increases. While the sequential tests are in favor of QMC for
these problems, it emerges that MC is rendered a viable and versatile numerical
candidate via its GPU implementation.

This work is part of efforts to port the ParInt package to a hybrid par-
allel environment, by adding efficient multi- and many-core capabilities (using
OpenMP [25], CUDA [26] and OpenACC [27]), to its distributed (MPI [28, 29])
computations. In a future stage we intend to develop efficient kernels for QMC as
well as MC on GPUs and (Xeon Phi) accelerators. We also plan on extending our
application in stochastic computational geometry, for further approximations of
the expected d-dimensional volume E[Vn(K)] of the convex hull of n random
points in a convex body.
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Appendix

A CUDA C Device Function (Integrand Evaluation) for
Spherical Surface Tessellation

const int dim = 5;
struct point {

float coordinates[dim];
};
device float f( point p ) {

float u2,u3,u4,t3,t4;
float x1,y1,z1,x2,y2,z2,x3,y3,z3,x4,y4,z4;
float d1,d2,d3,d4,f0;
const float pi2 = atan(1.0)*8;

u2 = 2*p.coordinates[0]-1;
u3 = 2*p.coordinates[1]-1;
u4 = 2*p.coordinates[2]-1;
t3 = p.coordinates[3]*pi2;
t4 = p.coordinates[4]*pi2;
x1 = 0;
y1 = 0;
z1 = 1;
x2 = sqrt(1.0-u2*u2);
y2 = 0;
z2 = u2;
x3 = sqrt(1.0-u3*u3)*cos(t3);
y3 = sqrt(1.0-u3*u3)*sin(t3);
z3 = u3;
x4 = sqrt(1.0-u4*u4)*cos(t4);
y4 = sqrt(1.0-u4*u4)*sin(t4);
z4 = u4;

d1 = x2*y3*z4+y2*z3*x4+z2*x3*y4-z2*y3*x4-x2*z3*y4-y2*x3*z4;
d2 = x1*y3*z4+y1*z3*x4+z1*x3*y4-z1*y3*x4-x1*z3*y4-y1*x3*z4;
d3 = x1*y2*z4+y1*z2*x4+z1*x2*y4-z1*y2*x4-x1*z2*y4-y1*x2*z4;
d4 = x1*y2*z3+y1*z2*x3+z1*x2*y3-z1*y2*x3-x1*z2*y3-y1*x2*z3;

f0 = d1-d2+d3-d4;
return fabs(f0)/6.0;

}

B CUDA C Device Function (Integrand Evaluation) for
Tessellation in Tetrahedron

const int dim = 12;
struct point {

float coordinates[dim];
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};
device float f( point p ) {

float x1,y1,z1,x2,y2,z2,x3,y3,z3,x4,y4,z4;
float d1,d2,d3,d4,f0;

x1 = p.coordinates[0];
y1 = (1.0-x1)*p.coordinates[1];
z1 = (1.0-x1-y1)*p.coordinates[2];
x2 = p.coordinates[3];
y2 = (1.0-x2)*p.coordinates[4];
z2 = (1.0-x2-y2)*p.coordinates[5];
x3 = p.coordinates[6];
y3 = (1.0-x3)*p.coordinates[7];
z3 = (1.0-x3-y3)*p.coordinates[8];
x4 = p.coordinates[9];
y4 = (1.0-x4)*p.coordinates[10];
z4 = (1.0-x4-y4)*p.coordinates[11];

d1 = x2*y3*z4+y2*z3*x4+z2*x3*y4-z2*y3*x4-x2*z3*y4-y2*x3*z4;
d2 = x1*y3*z4+y1*z3*x4+z1*x3*y4-z1*y3*x4-x1*z3*y4-y1*x3*z4;
d3 = x1*y2*z4+y1*z2*x4+z1*x2*y4-z1*y2*x4-x1*z2*y4-y1*x2*z4;
d4 = x1*y2*z3+y1*z2*x3+z1*x2*y3-z1*y2*x3-x1*z2*y3-y1*x2*z3;

f0 = fabs(d1-d2+d3-d4);
f0 = f0*(1.0-x1)*(1.0-x1-y1)*(1.0-x2)*(1.0-x2-y2);
f0 = f0*(1.0-x3)*(1.0-x3-y3)*(1.0-x4)*(1.0-x4-y4);
return f0*1296;

}
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Abstract. Face recognition is a fundamental capability of humans to recognize 
each other, which predominantly made its way into computing domain. The 
demand for fast and highly reliable face recognition methods is as high as ever. 
This paper proposes one solution based on a  novel similarity measure for 
frontal facial image recognition, which can be computed rapidly while main-
taining a high recognition performance. The new proposed similarity measure is 
named Integrated Random Local Similarity (IRLS), based on an appropriate 
combination of holistic similarity of facial prominent points expressed in binary 
image and pixel-wise local similarity of local regions in original gray-level im-
age. The holistic similarity is estimated by the ratio of intersection of the candi-
date image and the gallery image to the sum of the candidate images prominent 
points in original gray-level image spatial domain.  Experiments have been 
conducted on AR database. The preliminary experiment results shows that IRLS 
is a very robust approach which maintains high recognition performance, and 
deserves  to be investigated with larger dataset.  

Keywords: Local Similarity, Kullback-Leibler Distance, Integrated Filter, Face 
Recognition, Biometrics.  

1 Introduction 

Considerable efforts have been dedicated over last decade to face recognition [1, 2] in 
both academic and government sectors. However, face detection, segmentation, loca-
lization and recognition under varying conditions, illumination and occlusion is still a 
challenging problem [4, 6, 11, 13]. Almost all mainstream algorithms for face recog-
nition need to construct some "models" before estimating the similarity between a pair 
of facial images.  

The needing for more additional prior information to build such models severely 
hinders the application and performance of the corresponding facial recognition me-
thod. Furthermore, if the training set changes by adding or removing facial images, 
facial models such as some probability distribution functions need to be re-estimated, 
the similarity value may vary accordingly, prone to some object(s) to be reclassified 
and increasing training time.  
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The goal of this paper is to develop a robust similarity measure which only relies 
on the information of the pairing images, none of any other images in database being 
required. We make an attempt to establish a similarity measure, which is suitable to 
allow recognizing faces even under partially occluded conditions, varied expressions 
and inconsistent illumination. Sparse and redundant representations [3] of face images 
can achieve high recognition rates [4] on occluded faces with different expressions 
and illumination. However, this approach fails when only a single image sample is 
available for per person, that is a common practical scenario. In addition, those me-
thods suffer from the heavy time consumption for decomposing each test image to its 
sparse linear representation on the whole learning sample set. When a new image is 
added to learning sample set, the training must be repeated and corresponding decom-
positions must be iterated.   

A variety of face recognition methods have been developed in the past, including 
those based on geometry [14], appearance [15], or fusion methods [16]. The metho-
dology started to make its way into novel application areas, such as virtual reality 
domain [17] or a new generation future cognitive security systems [18]. In this paper, 
we propose a radically new idea of integrating holistic image feature and local fea-
tures. Both of the holistic feature and local feature are calculated in spatial domain. 
The holistic feature is the result of a serial of linear filtering of original image. The 
local feature is calculated at pixel-wise and based on Kullback-Leibler [7] distance. 

This approach is quite simple and also fast, with the benefits listed below:  

• The estimation of the proposed similarity – IRLS - only needs the information of 
two pairing images, none of any other images;  

• Only one image per person in learning sample set is sufficient for the proposed 
method. On contrary, performance of other methods highly depends on a large 
number of varied expressions and varied illuminations images [4].  

• The method allows to achieve  a comparable or a better  recognition rate when 
compared with Gaussian mixture distribution model on eigen-representation [6], 
and also outperforms the method presented in [12] for  occluded images.   

• The proposed approach is faster, simpler and more intuitive when compared with 
Hidden Markov Models [11], while it maintains nearly equivalent high recognition 
rate.    

We name the measure as Integrated Random Local Similarity (IRLS). The results of a 
series of experiments conducted on AR Face database [9]  show that the IRLS simi-
larity can outperforms the previously proposed measures, such as PCA , LDA and 
FaceIt methods [8]; and is better than HHM for certain expression types while main-
taining comparable recognition rates for other cases[11].  

These preliminary results suggest that IRLS similarity may be an excellent meas-
ure for frontal facial image for face recognition, with very fast recognition rate and 
good generalization capabilities. IRLS deserves to be investigated with more images 
and more facial expressions.  
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2 The Methodology 

The integrated random local similarity measure (IRLS), proposed in this paper, is a 
measure that depends on the pairing of two compared images, without involving train-
ing stage or any other images to establish some model or estimate the value of the 
similarity. It only relies on the weighted holistic similarity and the combined local 
similarity. The holistic similarity is estimated by pairing of two binary images. Binary 
facial images are actually facial prominent points which being generated from gray-
level image by linear filtering. The combined local similarity is formed by the pixel-
wise similarity, and the latter is estimated by Kullback-Leibler (KL) distance between 
paired sections in the spatial domain. The paired sections can be distinct parts of orig-
inal image or can be overlapped random sections, even can be as small as a single line 
of pixels or a single pixel point in an extreme case.  

2.1 Binary Image of Facial Prominent Points 

The binary image of facial prominent points is a binary image where only partial dis-
criminatory and  distinguished  points of original image x are set “on” (the pixel 
value of corresponding position is 1), all other points are set “off” (the pixel value of 
corresponding position is 0). Such binary image is a product of original image. Ideal-
ly, all background pixels and non-facial pixels such as facial obstructions (scarf, sun-
glasses) shall be assigned to "0" values (set “offs”) as they cannot contribute to facial 
recognition. 
 

 1  2  3  4  5           8 

        6 7                 8                        

Fig. 1. Process of Generating Facial Prominent Points Binary Image 

The steps of 1st serial filtering process: (1)6x6 averaging,(2)3x3 flat filtering-out, (3)3x3 vertic-
al edge detecting, (4)3x3 horizontal edge detecting, (5)3x3 special “non-sharp” filtering;  

The steps of 2nd serial filtering process: (1)6x6 averaging, (6)5x5 flat filtering-out, (7)3x3 hori-
zontal edge detecting; (8)post-filter processing: normalization, binarization.    

 
The facial prominent points binary image is generated by a combination of two se-

ries of linear filtering processes, displayed in Figure 1. The 1st series are comprised of  
five linear filters: a 6x6 averaging filter, a 3x3 flat filtering-out filter, a 3x3 vertical 
edge detecting filter, a 3x3 horizontal edge detecting filter, and a 3x3 special “non-
sharp” filter. The 2nd series involve three linear filters: a 6x6 average filter, a 5x5 flat 
filtering-out filter and a 3x3 horizontal edge detecting filter.  
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Some typical binary images of facial prominent points are shown in Figure 2. The 
original gray-level facial images in AR database are also displayed to the left of the 
corresponding binary images.  
 

 

Fig. 2. Some Binary Images of Facial Prominent Points 

2.2 Holistic Similarity 

After suitable alignment and scaling, the holistic similarity between two pairing im-
ages can be estimated in the spatial or frequency domains. We estimate the holistic 
similarity in spatial domain by comparing two binary images of facial prominent 
points: one is candidate image and another is  gallery image. 

Suppose the two binary images are IG and IT, IG is a gallery binary image, and IT 
is a candidate binary image. These binary images are generated by "facial prominent 
points" as described in former section. Before estimating holistic similarity, if the 
sizes of IG and IT differ, the larger one is truncated to the size of the smaller one. The 
holistic similarity (࢒࢕ࡴࡿ) is then computed as:  

࢒࢕ࡴࡿ  ൌ ௦௨௠ሺ௦௨௠ሺூீ ځூ்ሻሻ௦௨௠ሺ௦௨௠ሺூ்ሻሻ          (1) 

where ܶܫځ ܩܫ   is a  matrix-wise logical AND; sum means summation; 
sum(sum(IT)) means adding all the elements of matrix IT, which resulting in the total 
count of “on” elements of IT; and sum(sum(ܶܫځ ܩܫ)) means the total count of value 
‘1’ elements in the intersection of matrix IG and matrix IT.  

The holistic similarity ࢒࢕ࡴࡿ is a measure which expresses the degree of overlap-
ping in a candidate binary image, being compared to the gallery binary image. The 
range of ࢒࢕ࡴࡿ is [0, 1], the larger of the ࢒࢕ࡴࡿ value, the more similar between the 
candidate image and the gallery image. If the binary image IT is identical to the bi-
nary image IG, ࢒࢕ࡴࡿ ൌ ૚. 

2.3 Kullback-Leibler Distance 

The Kullback-Leibler distance [7] measures the difference of two distribution proba-
bilities and , where  is a random variable. If  is a continuous ran-

dom variable, the Kullback-Leibler distance can be defined as [7]: 

  (2) 

If  is a discrete random variable, the two distribution probabilities  and  are 
also discrete variables, then the Kullback-Leibler distance is defined as [7]: 

)(xp )(xq x x

( ) ( ) ( )
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    (3) 

In probability and information theory, the Kullback-Leibler distance is also named 
Kullback-Leibler divergence (information divergence, information gain, relative en-
tropy, or KLIC).  

The Kullback-Leibler distance between candidate image IT and gallery image IG is 
defined as: 

  (4) 

where  is the total count of pixels in candidate or gallery image,  is the 

vectorized original gray-level candidate image or its section(s),   is the vecto-

rized original gray-level gallery image or its section(s). 

2.4 Local Similarity 

The original candidate image or gallery image can be partitioned into a serial of sec-
tions. These sections can be distinct parts with same size of original image, with sev-
eral rows and several columns (see Fig.3.), and also can be sections (subimages) of 
varied size, even can be a single line. 

After the Kullback-Leibler distances of all pairing sections have been calculated 
according to formula (4), the local similarities(ࢉ࢕ࡸࡿ) can be estimated for each pairing 
sections between a candidate image and a gallery image. For the sample partition in 

Figure 3, we can get nine values of the :  

   , ,……,  

where ࡯ is the count of sections in any of pairing images i.e. in this example ࡯ ൌ   in one image pairing, if section (࢔)or columns (࢓)can also be the number of rows ࡯ .ૢ
is a horizontal line or a vertical line. It can even be the total pixels number (ࡺ ൌ ࢓ ൈ࢔) in some image pairing, when section is just a pixel. In this case, the pixel pairing  
 

 
Fig. 3. Partitioning into Sections of Original Gray Image 
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represents the same positions in the candidate as in the original image, with  different 
features assigned to it. If sections are generated by random strategy, ࡯ can be larger 
than ࡺ, due to the sections, which is corresponded to the same image positions, being 
generated in sequential partitions, can be overlapped . 
    Now, the local similarity ࢉ࢕ࡸࡿ measure between each of the paired sections of the 
candidate image and the gallery image can defined as the follows:  

  (5) 

where , and is the count of sections in a set of paired images.  

    If two paired sections are identical, then the corresponding Kullback-Leibler dis-

tance , according to (5), then  . The more difference is there be-

tween the two paired sections, the larger the value of will be. The range of 

is ሾ0, ∞ሻ, and in this range, the exponential function is monotonously descend-

ing with the maximum  at . Thus, the local similarity ࢉ࢕ࡸࡿ  is 

compatible and consistent with the holistic similarity ࢒࢕ࡴࡿ, as their range is [0, 1]. 
The larger the value (ࢉ࢕ࡸࡿ,  the more similar the candidate image and the ,(࢒࢕ࡴࡿ  ࢘࢕
gallery image.  

2.5 Random Local Similarity 

Random local similarity is calculated similarly to ࢉ࢕ࡸࡿ. However, the pairing sections 
are not predefined, but being generated randomly. The position ሺݔ, ሻݕ  and size ሺݓ, ݄ሻ of section is randomly generated from original image (the candidate or the 
gallery image). For pairing those sections, the positions of sections within candidate 
image and within gallery image can be different, however, their sizes must be the 
same. 

2.6 Integrated Random Local Similarity 

There are two steps to reach the final similarity - integrated random local similarity 
(IRLS) - ࡿࡸࡾࡵࡿ. First, a combined random local similarity ࢉ࢕ࡸ࡯ࡿ is calculated from all 
estimated random local similarities. 

Since paired sections are randomly generated, sequential pairing sections may oc-
cupy the same part of the original image. In order to avoid repeated summation of 
local similarity ࢉ࢕ࡸࡿ, the value of ࢉ࢕ࡸࡿ is replicated and assigned to each pixel in the 
two pairing sections. Thus, there exist two matrixes corresponding to the candidate 
image and the gallery image, with the same sizes as the corresponding images. They 
serve as the storage of the maximal ࢉ࢕ࡸࡿ, which re-assigned to the pixels correspond-
ing pairing sections at each iteration of random local similarity calculation. 
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Adding up all the pixel-wise similarities in the candidate similarity matrix and gal-
lery similarity matrix, and then divided by corresponding total number of image pix-
els, we obtain two quantities - ࢀࢉ࢕ࡸ࡯ࡿ ࡳࢉ࢕ࡸ࡯ࡿ , : 

ࢀࢉ࢕ࡸ࡯ࡿ  ൌ ૚ࢀࡺ ∑ ∑ ࢀࢉ࢕ࡸࡿ ሺ࢏, ࢐ሻ࢐ࢀ࢔ୀ૚࢏ࢀ࢓ୀ  

ࡳࢉ࢕ࡸ࡯ࡿ  ൌ ૚ࡳࡺ ∑ ∑ ࡳࢉ࢕ࡸࡿ ሺ࢏, ࢐ሻ࢐ࡳ࢔ୀ૚࢏ࡳ࢓ୀ  (6) 

where ܶ means candidate image; ܩ means gallery image; ்݉, ݉ீ - the row num-
bers; ்݊, ݊ீ - the column numbers; ்ܰ ൌ ்݉ ൈ ்݊, ீܰ ൌ ݉ீ ൈ ݊ீ - total number of 
pixels in candidate image and gallery image, respectively. 

Then, the first stage of integrated random local similarity ࢉ࢕ࡸ࡯ࡿ is the lower of ࢀࢉ࢕ࡸ࡯ࡿ  and ࡳࢉ࢕ࡸ࡯ࡿ : 

ࢉ࢕ࡸ࡯ࡿ  ൌmin(ࢀࢉ࢕ࡸ࡯ࡿ , Gࢉ࢕ࡸ࡯ࡿ )        (7) 

In the end, the final integrated random local similarity ࡿࡸࡾࡵࡿ  is defined as the 
weighted sum of the holistic similarity and the combined local similarity: 

ࡿࡸࡾࡵࡿ  ൌ ࢒࢕ࡴࡿࢻ ൅ ሺ૚ െ  (8)      ࢉ࢕ࡸ࡯ࡿሻࢻ

where ࢻ is an adjustable parameter within ሾ0,1ሿ. 
3 Experimentation 

Facial images from AR database [9] are used as the experimental dataset to validate 
the proposed similarity measure performance and computational speed. The sample 
images in AR database were captured twice per subject over two weeks interval. Dur-
ing each session, 13 images with 4 varying facial expressions: neutral, smiling, angry, 
screaming, three varying illumination and two types of occlusion (sunglasses and 
scarves), were captured. These images belong to one hundred subjects, with twenty 
six images for each subject. 

These images in AR database have been calibrated, warped and normalized to the 
size of 165x120 pixels. The 26 captured images are arranged as sub-datasets referred 
to as AR01,AR02, AR03,…, AR26. Each of these 26 sub-datasets contains 100 im-
ages, one per subject, for each of 100 subjects. For example, AR01, AR14 are neutral 
expressions sub-datasets corresponding to 1st or 2nd session; AR02, AR15 are smile 
expressions sub-datasets; AR04, AR17 are scream expressions sub-datasets; AR05, 
AR18 are left-directional illumination with neutral expressions sub-datasets; AR08, 
AR21 are sub-datasets of sunglasses occlusions with normal illumination; AR11, 
AR24 are sub-datasets of scarves occlusions with normal illumination. 
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Table 1. Recognition Results of Only One Image per Person in Learning Set(AR01) 

(a) 
             Expression              Illumination 

AR02 AR15 AR03 AR16 AR04 AR17 AR05 AR18 AR06 AR19 AR07 AR20 
PCA 87 71 86 69 39 30 81 61 79 59 82 62 
LDA 96 78 89 67 60 40 87 54 82 60 86 60 
FaceIt 96 86 92 79 76 48 96 87 93 81 86 69 
HMM 99 88 99 90 99 68 99 91 98 84 97 65 
IRLS 99 86 97 83 88 58 74 66 82 66 89 50 

(b)                        
 Occlusion + Illumination 

AR08 AR21 AR09 AR22 AR10 AR23 AR11 AR24 AR12 AR25 AR13 AR26 
PCA 48 35 26 25 21 13 27 14 21 14 11 09 
LDA 45 25 31 18 27 17 44 32 33 25 31 20 
FaceIt 10 10 09 10 06 04 81 65 72 50 72 48 
HMM 99 90 95 68 95 65 94 72 85 55 83 54 
IRLS 98 80 64 56 78 57 87 70 51 46 69 65 

Note: * PCA, LDA, FaceIT[8] and HHM resultant data are excerpted from [11].    

           ** IRLS -- Integrated Random Local Similarity proposed in this paper. 

As can be seen from Table 1, IRLS if compared with PCA, LDA and FaceIt, the 
recognition algorithm proposed in this paper is clearly superior for most of the sub-
datasets. Due to ࡿࡸࡾࡵࡿ being computed in spatial domain, it’s performance is only 
hindered on varied illumination samples. The computational speed for calculating the 
holistic similarity ࢒࢕ࡴࡿ, and  the local similarity  ࢉ࢕ࡸࡿ,  is very fast, only on the 
scale of 0.01 - 0.1 second for a pairing calculation on a Acer Notebook (ASPIRE 
5542G,  2.0G HZ AMD Athlon CPU, 2 GB Memory). However, the calculation of 
random local similarity  ࢉ࢕ࡸ࡯ࡿ  is rather time-consuming, typically on several 
seconds scale, but being adjustable by adopting suitable randomizing strategy, and 
obviously better than the decomposition of sparse representation[4].    

4 Discussion 

The newly proposed similarity measure  ࡿࡸࡾࡵࡿ is computed in the spatial domain. It 
requires only two paired images – one is the candidate image and another is the gal-
lery image. The value of ࡿࡸࡾࡵࡿ is in the range of ሾ0, 1ሿ. The larger the value of ࡿࡸࡾࡵࡿ,  
the more similar between the two pairing images is. If the candidate image is  
compared one-to-one against each image in the gallery (the dataset), similarity is 
computed for each pair, the class identity of the gallery image with the maximum 
similarity value is used for image recognition. If the candidate image is compared 
with only one specified image in the gallery, only one value of ࡿࡸࡾࡵࡿ is computed 
and can be used to estimate image similarity. 

It is very rare if the candidate image is identical to the specified gallery image. The 
value of ࡿࡸࡾࡵࡿ is often less than 1. In such a case, some threshold ூܵோ௅ௌ்  shall be spe-
cified. If ࡿࡸࡾࡵࡿ ൒ ூܵோ௅ௌ் , then the candidate image is considered to  belong to the 
same class of the paired gallery image. 

HMM, LDA, PCA and other algorithms need large collection of images to estab-
lish some models and conduct learning processes. The proposed  IRLS method only 
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relies on two images-- one candidate image and one gallery images, conducts a single 
image pairing to evaluate the similarity of the two compared images. 

However, if the candidate image is not calibrated, warped or normalized, the value ࡿࡸࡾࡵࡿ may be low ever if the pairing image actually corresponds to the same subject. 
Thus, normalization should be used as the first step for this method. Future works 
shall include expanding the method to other similarity measures. 
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Abstract. We devise a new algorithm for the extraction of vine leaf
veins. Our method performs a directional edge tracing on the responses
of appropriate adaptive Gabor filters in order to extract the network
of the main veins. The respective curvature vectors are used for the
classification of different cultivars using support vector machines. We
evaluate the advantageous behavior and the robustness of our approach
on a test set consisting of 150 light transmitted images of different vine
leaves.

Keywords: Leaf Classification, Feature-Based Classification, Feature
Extraction, Gabor Filter, Edge Tracing, Support Vector Machines.

1 Introduction

Population growth, climate change, and the shortage of resources have caused
an increased global interest of the agricultural community in intelligent farming
methods. As a result, the integration of agricultural concepts and modern IT has
paved the way for tremendous crop yield increases over the last decade. Dedicated
robots for farm working, usually four-wheeled vehicles with robot manipulators,
have been developed as part of the smart farming process. Equipped with recent
satellite and sensor technologies they are able to autonomously navigate through
vineyards, corn- or strawberry fields and at the same time take over the sowing
and harvesting work of the agricultural laborer. Exhausted, depleted, and pesti-
cide contaminated soils, on the other hand, reveal the disastrous consequences of
the long-term use of classical monocrops and force modern agriculture more and
more to embark on whole system approaches like sustainable agriculture, inte-
grated farming, and permacultures, i.e. well-designed agriculturally productive
ecosystems with the diversity, long-term stability, and synergistic properties of
natural ecosystems. This poses new requirements for the autonomous harvesting
vehicles: it is mandatory to furnish them with robust identification mechanisms
that ensure a correct plant recognition by means of their phenotypic charac-
teristics. Consequently, non-destructive approaches to the problem of computer
aided analysis and screening of plant phenotypes have experienced a growing
interest in the crop science community over the last decade. Matured computer
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Fig. 1. Illustration of different level veins colored in blue (level 0), red (level 1), and
yellow (level 2)

vision techniques are employed for an automated plant recognition by means
of the vein networks of their leaves which act as a unique classifier–a kind of
fingerprint–for a specific cultivar.

In our contribution we tackle the challenging problem of extracting the main
veins of vine leaves by means of a Gabor filter approach. The reason for focussing
on vine leaves is that the perennial vinegrape is one of the oldest and most
important crop plants in human history and the automated classification of
cultivars of vinegrapes is still an important and challenging topic. The extracted
vein data is a unique classifier for a certain cultivar and can thus be used as input
for support vector machines to perform the final classification. We evaluate the
robustness of our method on a test set consisting of 150 images of vine leaves
with different color patterns.

2 Related Work

Leaf vein extraction and cultivar classification is a well-established field in the
computer vision and machine learning community. In this section we give a brief
overview over the recent achievements.

In [9] the authors present a leaf vein extraction method based on the gray-
scale morphology. An independent component analysis is used in [5] to realize a
robust vein extraction method.

A leaf recognition algorithm based upon probabilistic neural networks is pre-
sented in [8]. Their approach allows for a robust plant classification. In contrast,
the method described in [4] makes use of region-based features. A rather exotic
approach is presented in [1] where the authors discuss an ant colony algorithm.
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In contrast to these methods we aim to exploit knowledge from the position
space on the first hand and extend it with information from the frequency do-
main. This is achieved on the firm basis of appropriate Gabor filters that have
originally been developed by Dennis Gabor in the last century.

In order to find the point of intersection of the five main veins, the configu-
ration of a starting template is determined by means of a principal component
analysis (cf. [6]) and a subsequent optimization step based on the simulated
annealing method that has been introduced in [3].

2.1 Problem Setting

Our goal is to automatically extract the network of main veins in vine leaves, the
so called veins of level zero. A vein emanating from a level n vein is of level n+1,
cf. Fig. (1). It is important to note that we make intensive use of the fact that
the phenotypical appearance of vine leaves always shows five level zero veins.
These veins have a common start point–the so called central point of the leaf–
and a well-defined endpoint. The extraction shall be performed automatically
on a input image. The desired output is a vectorized representation of the veins
of level zero as a pixel sequence or as a so called chain code.

We demonstrate the efficiency of our approach on a test set containing 150 im-
ages of vine leaves of different cultivars, specifically Kerner (35 images), Müller-
Thurgau respectively Rivaner (38 images), Riesling (40 images), and Scheurebe
(37 images). The images show diverse characteristics like overlapping parts,
handwritten labels, and severe discolorations, e.g. due to leaf diseases, cf. Fig. (2).

One of the major problems we have to deal with is that the difference in the
intensities of the level zero veins and their higher order branches is not large
enough to prevent a standard vein detection algorithm from spuriously changing
its tracing direction from the principal to a secondary direction at the branch-
offs. Beside this level zero veins typically tend to become smaller with increasing
distance from the center point. As a consequence, it is difficult to distinguish
between veins of different levels. This in turn promotes erroneous classifications
of the vein levels. Here, our adaptive Gabor filter-based approach comes into
play.

The choice to take veins of level zero is well founded due to the fact, that it
has become an established phenotypic feature. For example it is recorded under
the number OIV 070-1 by the International Plant Genetic Resources Institute
(cf. [2]).

3 A Gabor Filter-Based Approach

In order to overcome the aforementioned problems we aim at combining knowl-
edge from the position space as well as the frequency domain. This is achieved
with so called Gabor filters that are closely related to short-time Fourier trans-
forms. In order to allow the reader to acquire a deeper understanding of how our
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Fig. 2. Some leaves from our test set. Diverse characteristics, like overlapping parts,
handwritten labels, and severe discolorations can be identified.

approach works we give a brief overview of the mathematical concepts behind
Gabor filters and explain how they can be effectively applied in the context of
leaf vein detection.

3.1 Gabor Filter

Appropriate transformations to the frequency domain allow us to study the
frequency information of a time dependent phenomenon. In the one-dimensional,
continuous case such a transformation is given by the Fourier transform

F [f ](ω) =
∫
R

f(t) exp(−2πiωt) dt,

which maps the signal f in the time domain to the Fourier transformed version
F [f ] in the frequency domain. This transformation is represented by a scalar
product in the functional space with the arguments f and a complex exponential
with frequency ω. Hence, F [f ](ω) can be considered as the complex amplitude
of the occurrence of the fundamental oscillation with frequency ω in the signal
f . In other words, the graph of F [f ] shows how much of the signal f lies within
each given frequency.

But there is no time domain information available in F [f ]. Since we are in-
terested in a combination of time and frequency information, it is a common
method to add a τ -shifted time domain window function g to the first argument
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of the scalar product in the sense of a multiplication with the signal f . Therefore,
the resulting so called windowed or short-time Fourier transform

Fg[f ](ω, τ) =

∫
R

f(t) g(t− τ) exp(−2πiωt) dt,

describes the frequency behavior of the signal f in the time domain neighborhood
of τ .

The transformation G[f ] := Fgσ [f ] with the Gaussian window function

gσ(t) =
1√
2πσ2

exp

(
− t2

2σ2

)
,

with variance σ is known as the Gabor transformation of the signal f and shows
how much of the signal f limited to t ∈ [τ − σ, τ + σ] matches a given fre-
quency. An arbitrarily close resolution in the time as well as in the frequency
domain is not possible at the same point in time and limited by Heisenberg’s
Uncertainty principle. One can show that the Gabor transformation is a Fourier
transformation with minimal uncertainty.

The Gabor filter Gθ with orientation θ used in this approach is formally given
by

Gθ(x, λ, σ, ψ, γ) = exp

(
− x̂

2
1 + γ2x̂22
2σ2

)
exp

(
i

(
2π

λ
x̂1 + ψ

))
, (1)

at the point x = (x1, x2)
T. It can be regarded as an oriented two-dimensional

discrete version of the Gabor transformation G.
The left factor in Eqn. (1) describes a two-dimensional elliptic Gaussian in

which the spatial aspect ratio γ denotes the ellipticity. The variance is again given
by σ and the direction is determined by the angle θ of the normal direction that
influences the vector x̂ = RT

θ · x. The matrix Rθ describes the two-dimensional
mathematically positive rotation by the angle θ, which is given by

Rθ =

(
cosθ −sinθ
sinθ cosθ

)
.

The right factor in Eqn. (1) analogously describes a complex exponential with
phase shift ψ and frequency ω = 1/λ, in which λ denotes the wavelength.

With the use of Euler’s formula we can split the complex Gabor filter Eqn. (1)
in a real and an imaginary part. Only the real part is evaluated in our algorithm
and given by

Grealθ (x, λ, σ, ψ, γ) = exp

(
− x̂

2
1 + γ2x̂22
2σ2

)
cos

(
2π

λ
x̂1 + ψ

)
. (2)

The Gabor filter Grealθ is applied to an image F by using the two-dimensional
convolution F ⊗Grealθ , pointwise defined by

F (x1, x2)⊗G(x1, x2) =
∑
τ1

∑
τ2

F (τ1, τ2)G(x1 − τ1, x2 − τ2).
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The main idea behind our approach is that for a given angle θ a θ-oriented vein
of order zero will always dominate the Gabor filter response in contrast to the
higher order veins that branch off. We exploit this fact by tracing the course of
the veins on F ⊗Grealθ .

3.2 The Algorithm

This motivates the following algorithm: In a precomputing step the central point
of the leaf is detected with a template-based matching strategy as illustrated in
Fig. (3). The image template is rotated so that its direction fits the orientation

Fig. 3. Illustration of the template-based strategy to detect the central point. The
orientation is found by a principal component analysis. The directions correspond to
the maximal and minimal variance respectively. Because the orientation is determined
in such a way, the simulated annealing algorithm has to minimize a scalar fitness
function of only two variables, which depends on the shift of the template image.

of the leaf which in turn is found by means of a principal component analysis (cf.
[6]) on the binarized image. The image template is then shifted along the main
directions until the color distance to the leaf pixels reaches a minimum. This
process is controlled by a simulated annealing strategy, cf. [3]. In order to reduce
the influence of minor variations, the average of the squared color distances is
used as fitness function. The barycenter is a good initial guess to start from. The
image template is created from the average image of the intensity normalized
center regions of twelve leaves from our test set.
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Fig. 4. Illustration of a single filter step of our vein tracing method. It is not possible
to decide which one of the two colored parts belongs to the level zero vein (left) by
just comparing pixel intensities. After applying Grealθ to the red channel F of the
image with angle θ computed from prior curvature values the obtained filter response
F ⊗ Grealθ sheds a light on the actual course of the vein because it masks all other
directions (right).

Starting at the central point found by the procedure described above, the
algorithm traces the course of the veins by comparing the intensity values on
the red channel. Here the contrast between the veins and the other parts of
the leaf is significantly improved, cf. Fig. (4). The reason for this is that the
leaf pigments consist of the green chlorophyll and the different reddishbrown
carotenes.

During the tracing procedure the algorithm keeps track of the curvature of
the vein. The curvature is defined as slope of the secant of the last five percent
of the main vein with respect to the estimated total length of the detected vein.
We use a simple heuristic to detect when the algorithm is about to leave the
exact course of the main vein: if the ratio of the difference of the current and
the last curvature and that of the last three curvature differences is greater
than ten percent the algorithm jumps back to the location where the curvature
has changed and applies the real Gabor filter Eqn. (2) to the red channel F
of the image. Since we feed the Gabor filter with the angle θ–computed from
the curvature values–of the direction of the current subsection of the vein it is
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guaranteed that all subsections of veins with this particular direction will be
visible in the filter response while other directions are masked. Therefore, the
course of the vein is traced on the filter response F⊗Grealθ and not on the original
image. It should be clear that when the curvature and therefore the angle of the
current subsection of the vein under consideration changes “too much” the filter
response must be recomputed. Our tracing algorithm stops when the border of
the leaf is reached. This is easily detected because of the high contrast between
the background and the leaf image.

The main veins typically become thinner as their distance from the central
point increases. We account for this fact by adapting the wavelength and the
variance parameters λ and σ of the Gabor filter through interpolation from the
intensity values of the original image in the area where–based on the last curva-
ture values–the next part of the vein is expected. In contrast to the wavelength
and the variance, the influence of the spatial aspect ratio γ and the phase shift
ψ can be regarded as global. Thus, we work with a constant aspect ratio and
ignore the phase shift.

4 Cultivar Classification

Our Gabor filter-based algorithm has been implemented in a vine leaf classi-
fication system written in Java. The different steps carried out for the final
classification of a given vine leaf are illustrated in Fig. (5). The curvature values
of the main veins are stored in a vector and fed into a support vector machine.
In our implementation we embark on the WEKA SVM (cf. [7]) and use a simple
linear kernel function. The training set contains 20 images of the test set: five
leaves of each of the four white vine cultivars.

5 Evaluation and Results

We apply the devised Gabor filter-based algorithm to the test set consisting of
150 images of vine leaves of different cultivars with a broad spectrum of color
characteristics, cf. Sec. (2.1). The set therefore contains 750 different zero order
veins. The vein extraction algorithm failed in only 13 of the 750 cases (< 2%).
This was due to the fact that there has been either a hole in the outer leaf lobes
or a shadow cast prevented the recognition of the correct course of the vein.

The cultivars of the untrained 130 images in the test set have been classified
with the following success rates: Kerner 93% (28 of 30), Müller-Thurgau respec-
tively Rivaner 97% (32 of 33), Riesling 94% (33 of 35), and Scheurebe 100%
(32 of 32). Hence, all classifications were performed with usable success rates
significantly above the 93% threshold. The classification of a single leaf took
about 5 sec on a 3.20 GHz Intel Core i7-3930K, 32 GB RAM, under Microsoft
Windows 7. It comprises all the processing steps described in Fig. (5). The input
images have been used in a downscaled resolution of 400×400 pixels, because
there was no significant difference in the success rate compared to the larger
scaled images.
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Fig. 5. Illustration of our full-fledged vine leaf classification system: the final classifica-
tion is based on the curvature vectors that act as a kind of fingerprint using a support
vector machine
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5.1 Conclusion and Future Work

We have demonstrated that working on appropriate Gabor filter responses allows
us to accurately extract the main veins of vine leaves. Our approach finds the
correct paths in almost all test cases. At the same time it is able to handle
challenging problems like discolorations and even in the case of equally oriented
handwritten labels it stays on the correct path because the Gabor filter masks all
differently oriented parts of the label. However, problems can still occur in the
case of holes caused by pest infestation or shadow casts. Our future work focuses
on a robust method that detects such holes and applies a gap filling algorithm,
e.g. as part of the precomputing step of our leaf classification system. Moreover,
we aim at generalizing the presented approach to other cultivars with different
phenotypical characteristics in the leaves to overcome the current restriction to
five veined vine leaves.
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Abstract. Photovoltaic power is characterized by higher costs than coal-fired 
technologies. Thus, photovoltaic systems require policy support to become 
more affordable. This is even more important if the goals -set by Directive 
2009/28/EC- must be achieved by 2020. The present paper carefully describes 
the economical feasibility of a large scale photovoltaic plant, with specific 
regard to the Italian situation. An Italian case study is investigated and attention 
is paid to an extremely important tool, i.e. Project Financing. In order to better 
understand the economical assessment, recent public incentives and supporting 
measures are taken into account. After analyzing the cash flows and evaluating 
the Net Present Value (NPV) and the Internal Rate of Return (IRR), the results -
obtained by the simulation for different Feed-In Tariff (FIT)s- show that the 
income is influenced by the date of commissioning and by the amount of 
incentives. 

Keywords: photovoltaic, economical, feasibility, large-scale plant. 

1 Introduction 

The Directive 2009/28/EC set many climate and energy targets in order to reach and 
ensure a clean and sustainable future for the forthcoming generations. It is also well 
known as “Directive 20-20-20” since its aim is to reduce greenhouses gases emissions 
by 20%, to produce 20% of energy from renewable sources and to decrease the 
consumption by 20% improving the energy efficiency. These goals must be achieved 
by 2020 [1-2]. 

Each EU Member State implemented the above-mentioned regulation. To ensure 
that the mandatory national overall targets are correctly reached, each Member State 
worked towards an indicative trajectory which paths the achievement of the final 
goals. According to that, a national renewable energy action plan must be adopted by 
each Member State, focusing on the share of energy from renewable sources 



 Economical Assessment of Large-Scale Photovoltaic Plants: An Italian Case Study 161 

consumed in transport, electricity, cooling and heating. With specific regard to Italy, 
the target for share of energy from renewable resources in gross final consumption in 
2020 would be at least 17% [1-2].  

In this scenario, solar energy could play a significant role. The amount of energy 
produced by photovoltaic panels, in the future, could overtake that produced by fossil 
fuels. This could lead countries from being predominantly fossil fuelled to being 
fuelled by locally available sources [3-10]. 

Moreover, an important aspect has to be further investigated: PhotoVoltaic (PV) 
systems clearly require economical feasibility in order to become more affordable. 
However, it is basic to take into account the incentives for the production of 
electricity by PV systems. Campoccia et al. investigated and compared the different 
supporting measures adopted in several European countries, namely France, 
Germany, Italy and Spain. According to this study, subsidies and prices of energy 
strongly vary so that it is difficult to find out the most effective option [11-15].  

In 2010, PV installations strongly increased in terms of number of plants (+ 215%) 
and installed power (+ 324%) if compared with the values reported at the end of 2009. 
Moreover, the European Photovoltaic Industry Association stated that Italy might 
reach “Grid Parity” (GP) by the end of 2013, considering the growing trend of the 
past years. GP occurs when an alternative energy source can generate electricity at 
level generalized costs that is less than or equal to the price of purchasing power from 
the electricity grid. Thus, it corresponds to the point when PV-generated electricity 
becomes competitive with the retail rate of grid power [16]. 

Table 1 shows the number of PV installations in Italy -classified by size into three 
different categories (i.e. less than 20kW, 20÷50 kW, more than 50 kW)- and the 
power produced by each typology [17]: 

Table 1. PV plants 

Size of PV plants Number of installations Power (MW) 
<20 kW 426700 2553 
20÷50 kW 16037 632 
>50 kW 39086 13202 

 
According to Atlasole –which is the geographic information system published by 

GSE (in Italian “Gestore dei Servizi Elettrici”)- the total number of photovoltaic 
plants in Italy is more than 480 000 (update on the 6th of February 2013) and the 
produced power is up to 16 387 MW. Most of the plants have small sizes (less than 20 
kW), as shown in figure 1, and represent almost 90% of the total installations. 
Furthermore, only the 8% of the PV systems overcome 50 kW: however, this latter 
category produces more than 13 200 MW representing the 80% of the total power, as 
it can be seen in figure 2 [17].  
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Fig. 4. Produced power for each region (MW) 

In order to evaluate the economical feasibility of large-scale plants in Italy,  
the incentives system has to be further investigated. The current regulation is  
the so-called “Fifth Feed-in Scheme”, which was approved by the Ministry of  
Economy and Finance on the 5th of July 2012 and came into force on the 27th of  
August 2012 [17]. 

The aim of the present paper is to describe the economical feasibility of large-scale 
PV plants, with specific regard to the Italian situation. More precisely, an Italian case 
study will be further investigated, focusing the attention on FIT and supporting 
measures. In order to better understand the economical assessment, the cash flows, the 
Net Present Value (NPV) and the Internal Rate of Return (IRR) will be analyzed. The 
comparison between the results is obtained by the simulation for two different 
supporting measures (namely “Fourth” and “Fifth Feed-in Scheme”) and shows that 
the income decreases as the incentives are reduced, since the specific cost per PV 
module is having a decreasing trend. 

2 Material and Methods 

The so called “Feed-in Scheme” is the government tool which grants incentives for 
electricity generated by photovoltaic plants connected to the grid. Italy introduced 
these supporting measures in 2005. PV plants -with a minimum capacity of 1 kW- 
may benefit from the tariff which varies depending on the capacity and on the 
category of the plant, and is granted over a period of 20 years [17].  

According to AEEG (which stands for “Autorità per l’Energia Elettrica e il Gas”), 
the indicative yearly cumulative cost of incentives has reached € 6 billion. The 5th 

feed-in scheme will cease to have effect 30 calendar days after reaching an 
indicative cumulative cost of incentives equal to € 6,7 billion per year [18]. 

Three different typologies of PV plants are effected by the present Decree [17]: 
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• PV plants on buildings which respect all the installation requirements 
reported in Annex II of the present regulation, namely Building-Integrated 
Photovoltaic plants (BIPV) with innovative features; 

• Concentrating Photovoltaic Plants (CSP); 
• other PV plants, not belonging to the above described categories and 

including ground-mounted solutions as long as they fulfill the requirements 
specified in articles 7, 8 and 9 in order to benefit from the FIT.  

 
The present scheme provides two different mechanisms to access incentives, depending 
on the type of installation and on the nominal capacity of the plant, namely [17]: 

1. direct access for: 

• PV plants (up to 50 kW) installed on buildings: the modules must replace 
roofs/covers from which asbestos has been completely removed; 

• PV plants, not exceeding 12 kW and including those with an increase in capacity 
less than 12 kW; 

• BIPV plants with innovative features until reaching an indicative cumulative cost 
of incentives equal to € 50 million; 

• CPV plants until reaching an indicative cumulative cost of incentives equal to € 50 

million; 
• PV plants built by public administrations until reaching an indicative cumulative 

cost of incentives of € 50 million; 

• PV plants applying for a tariff which is 20% lower than the one the same plants 
could get via Registry. 

2. via registry:  
 
All the plants not belonging to the above-listed categories may access the incentives 
by enrolling into appropriate electronic Registries held by GSE. However, in order 
to benefit from the FIT, their position in the relevant ranking list should not exceed 
the applicable cost limit. GSE will issue the calls for applications every 6 months 
which must be submitted within the next 60 days. 

The 5th feed-in scheme grants an all-inclusive feed-in tariff to the share of net 
electricity injected into the grid and a premium tariff to the share of net electricity 
consumed on site. Thus, it is different from the previous support schemes. Table 2 
defines the current incentives for PV plants according to the Fifth Feed-in scheme, 
with specific regard to those plants working in the first semester of application of the 
present regulation. It can be easily seen that incentives decrease as the nominal power 
becomes higher, as shown in figure 5. Moreover, a lower support measure is provided 
to the category “Other PV Plants” if compared with “PV Plants on Buildings”  
(figure 6) [17].  
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Table 2. Incentives for PV plants according to the current feed-in scheme 

 PV plants on buildings Other PV plants 
Power (kW) All-inclusive 

tariff (€/MWh) 

Premium tariff 

(€/MWh) 

All-inclusive 

tariff (€/MWh) 

Premium tariff 

(€/MWh) 

1÷3 182 100 176 94 
3÷20 171 89 165 83 
20÷200 157 75 151 69 
200÷1000 130 48 124 42 
1000÷5000 118 36 113 31 
>5000 112 30 106 24 
 

 
 

Fig. 5. Incentives for PV plants on buildings: all-inclusive and premium tariff 

 

Fig. 6. All-inclusive tariff fro PV plants on buildings and other PV plants 
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 The Fourth Feed-in scheme will continue to be valid to [17]: 

• Small photovoltaic plants, building integrated plants with innovative features and 
concentrating PV plants, commissioned before 27 August 2012; 

• Large PV plants whose position in the Registry does not exceed the cost limit and 
which submit to be completed within 7 months (or 9 months if plant capacity is 
more than 1 MW) of the publication of the ranking list; 

• Plants installed on public buildings and in those areas owned by Public 
Administration, commissioned before 31 December 2012. 

The Fourth Feed-in scheme was published on 12 May 2011 and takes into account all 
the PV plants with a nominal power at least equal to 1 kW and commissioned 
between 1 June 2011 and 31 December 2016. The tariff introduced by the past 
support scheme consists of two main components: the premium and the price paid for 
the electricity produced by the system. Thus, the tariff included both the incentives 
and the value of the electricity fed into the grid. Moreover, a specific support will be 
applied to the self-consumed electricity. PV plants are considered eligible if they 
belong to one of the below-listed categories [17]: 

• “building -integrated PV Plants” according to the criteria defined in Annex 2; 
• “Other PV Plants”, including ground-mounted PV systems.  

The decree defines two types of PV plants depending on their capacity: 

• small plants, namely BIPV with a nominal power lower than 1 MW; other 
PV systems with a nominal power up to 1 MW and operating under net 
metering; PV systems installed on buildings and in those areas belonging to 
the Public Administration; 

• large plants, which include those systems which do not meet the above-
mentioned criteria. 

PV plants must be enrolled into an appropriate electronic registry in order to be 
eligible and access the incentives: only small plants can avoid this step. It is important 
to underline that the registry is held by GSE [14]. Table 3 shows the tariffs for PV 
plants commissioned in 2012: it is extremely clear in figure 7 that the incentives 
decrease as the nominal power grow and passing from the first to the second semester 
of the year. Moreover, “other PV plants” receive lower support if compared with 
BIPV, as it can be seen in figure 8 [17].  

Table 3. Incentives (€/MWh) for PV plants according to the Fourth Feed-in scheme 

 1st Semester 2012 2nd Semester 2012 
Power (kW) BIPV plants Other PV plants BIPV plants  Other PV plants 
1÷3 274 240 252 221 
3÷20 247 219 227 202 
20÷200 233 206 214 189 
200÷1000 224 172 202 155 
1000÷5000 182 156 164 140 
>5000 171 148 154 133 
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Fig. 7. Incentives for BIPV plants in 2012: comparison between the first and second semester 

 

 

Fig. 8. Incentives for “BIPV Plants” and “Other PV Plants” for the first semester of 2012 

In order to evaluate the economical feasibility of a large-scale PV plant and its 
convenience, some economical factors need to be further defined. Actually they are 
strongly related to: 

• efficiency decrease of PV panels every year; 
• maintenance and management costs; 
• yearly increasing of electricity prices; 
• inflation. 
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All the above-listed parameters are connected to the cash flows (Ct
*) which is 

obtained by adding all the costs (Cj,t) and all the profits (Pj,t) related to the generic t-th 
year, as shown in the following expression [8]: 

*
, ,t j t j t

j j

C P C= −   (1)

The cash flows are successfully annualized by the expression [3]: 

*

(1 )
t

t t

C
C

i
=

+  
(2)

where i represents the Weighted Average Cost of Capital (WACC). It refers to the 
index which defines the average expected return considering the assets of the plant’s 
owner. The evaluation of the Net Present Value (NPV) and the Internal Rate  
of Return (IRR) lead to assess the effectiveness of installing a PV plant and are given 
by [3]: 
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respectively. N is the lifetime of the investment and C0 represents the initial 
investment cost.  

An economical simulation is carried out in order to evaluate how the income has 
changed passing from the Fourth to the Fifth Feed-in scheme. The feasibility is 
investigated for a specific Italian case study which consists of a large-scale PV plant. 
Three different solutions are implemented: 

1. ground-mounted PV plant according to the Fifth FIT (called “Scenario 1”); 
2. ground-mounted PV plant according to the Forth FIT(called “Scenario 2”); 
3. building-integrated PV plant according to the Fifth FIT (called “Scenario 3”); 

The assumptions shown in table 4 have been adopted in the simulation. From the 
fiscal point of view, the “Worst Case” is represented by a PV plant located on a 
commercial activity: this condition is considered in the implementation since it is the 
most precautionary solution. With regard to scenario 1 and 2, the large PV plant will  
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Table 4. Technical parameters of the PV plant 

Parameters  
Nominal power 9 872.52 kWp 
Location Province of Viterbo, Italy 
Latitude 42°25'00" 
Longitude 12°06'00" 
Altitude 326 m 
Climatic data UNI 10349 
Albedo coefficient 0.20 
Tax system “the Worst Case” 
Self-consumption 100% 
Module Polycrystalline silicon 
Power generated by the module 245 Wp

Total number of modules 40 296 
Total surface occupied by the PV plant 67 294.32 m2

Installation fixed 
Balance of system 80% 

Table 5. Description of the three different scenarios: technical features 

 Scenario 1 Scenario 2 Scenario 3 
Electricity (kWh) 13 010 830.6 13 037 686.6 13 010 830.6 
PV tilt (°) 32 32 6 
Saved TOE 2 992.49  2 998.67  2 758.60 

Table 6. Description of the three different scenarios: economical features 

 Scenario 1 Scenario 2 Scenario 3 

Total costs (€) 11 847 024 11 847 024 11 847 024 

Specific cost (€/kW) 1 200 1 200 1 200 

Insurance 94 776.19 94 776.19 94 776.19 
Policy support 5th FIT 4th FIT 5th FIT 
Type of incentive “Other PV Plants” “Other PV Plants” BIPV 
Amount of incentive 

(€/MWh) 
106 133 112 

Self-consumption 

tariff (€/MWh) 
2.4 0 3 

 
be installed on a land belonging to the Ministry of Defense and on an industrial cover 
respectively. This choice is due to the fact that the current regulation (Ministerial 
Decree 24 March 2012) does not allow the construction of PV plants on agricultural 
lands. Exceptions to the law are represented by those agricultural areas which belong 
to Army or achieved the authorization for the plant itself before 24 March 2012 [17].  
Moreover, the energy produced by the PV plant is self-consumed. Tables 5 and 6  
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Fig. 9. Mean daily solar radiation on the plane of PV module 

carefully describe the main features for each scenario. Figure 9 represents the mean 
daily solar radiation on the plane of the PV module (kWh/m2) for the chosen location. 

3 Results and Discussion 

The simulation has been implemented using a specific software for the technical and 
the economical feasibility of PV plants. It leads to calculate the main economical 
parameters, i.e. the cumulative cash flow, the net present value and the internal rate of 
return for each scenario (figure 10-18).  

SCENARIO 1:  

 

Fig. 10. Cumulative cash flow 
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Fig. 11. Net present value  

 

Fig. 12. Internal rate of return 

SCENARIO 2: 

 

Fig. 13. Cumulative cash flow 
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Fig. 14. Net present value 

 

Fig. 15. Internal rate of return 

SCENARIO 3: 

 

Fig. 16. Cumulative cash flow 
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Fig. 17. Net present value 

 

 

Fig. 18. Internal rate of return 

If the three different scenarios are compared, it can be seen that the cumulative 
cash flow becomes positive in 2019 for the scenario 1, in 2016 for the scenario 2, and 
in 2019 for the scenario 3. The second case leads to a positive value of the cash flow 
earlier than the other two situations, since the incentive amount is higher. Moreover, 
the first and the third scenario start to have an income after 6 years, although they 
receive different policy support and are commissioned in the same period. This is due 
to the fact that the scenario 3, which gains the highest support measure, is subject to a 
stronger fiscal system than the scenario 1.  

After analyzing the cash flows and evaluating the Net Present Value (NPV) and the 
Internal Rate of Return (IRR), the results -obtained by the simulation for different 
Feed-In Tariff (FIT)s- show that the income strongly depends on the date of 
commissioning and the amount of incentives. 
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4 Conclusion 

In the present paper, the economic feasibility of a large scale PV plant has been 
studied, focusing the attention on the policy support (the so called “Feed-in Tariff”) 
and with specific regard to the Italian situation. Photovoltaic technology has actually 
an increasing importance and is becoming even more attractive if the ambitious goals 
set by Directive 2009/28 must be achieved by 2020. The economical feasibility has 
been implemented for three different scenarios: it can be seen that the income 
decrease as the incentive amount becomes lower and passing from the 4th to the 5th 
FIT. The reduction of incentives is due the decreasing trend of PV module cost. 
Moreover, it is clear that a ground-mounted PV plant is more convenient if it gains 
measure supports from the 4th FIT since the incentive is higher. Nevertheless, if 
scenario 1 and 3 are compared considering the same FIT, it can be seen that the 
second case is more convenient although the incentive is higher. This is due to a 
harder fiscal system. It is expected that as far the incentives decrease according to the 
reduction of the PV module costs, the income is lower and thus affecting the pay-back 
time. 
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Abstract. In this paper it has been presented a numerical model of an optical fi-
ber used in the  solar applications. We discussed the overall thermo-mechanical 
design and the behaviour of the system, composed of the fiber and its holder. 
Starting from the geometrical choices and from the analyses of the selected fi-
ber, the response of the device is computed via numerical simulations. The ge-
ometry shape and characteristics of the optical components are selected among 
commercially available optical fibers while the shaping of the aluminium com-
ponent used as clamper is chosen in order to easily set up the laboratory meas-
ures. The calculated model has been validated by means of an experimental 
setup. The results are well suitable to design a device for the transmission of 
concentrated solar energy via an optical fiber. 

Keywords: FEA, optical fiber, solar concentrator, modeling of an optical fiber. 

Nomenclature 
Abbreviation 
NA Numerical Aperture 
DOF Degree of Freedom 
CR Concentration Ratio inlet power 
AR Anti reflection 
Symbols 
p Pressure  [bar] 
T Temperature [K] 
V Velocity  [m/s] 
F Focal length [mm] 
Ø Diameter of lens [mm] 
Re Reynolds Number  
J Radiosity [W/m2] 
Ρ Density [kg/m3] 
u Velocity vector [m/s] 
μ Dynamic viscosity [Pa·s] 
Cp Specific heat capacity at constant pressure [J/(kg·K)]  
q Heat flux by conduction [W/m2] 
σ Constant of Stefan-Boltzmann [W/(m2·k4)] 
DP Total displacements [μm] 



 Modelling and Experimental Validation of an Optical Fiber for Solar Devices 177 

 

1 Introduction 

With the rise of environmental consciousness in the recent years the green energy 
industries is gradually emerged and the efforts made to improve the technologies 
based on energy from renewable sources have been increased. 

The shortage of fossil fuel resources and the increasing of the emissions of pollut-
ants like CO, SOx, NOx makes the sun, a source of inexhaustible, clean energy, a 
competitive resource. 

Among the solar devices based on the exploitation of the radiant energy, the ones 
that focus the sun image and the high density radiation through a collector by means a 
waveguide are suitable of many applications. Their principle of operation is based on 
the transmission of the concentrated solar energy via optical fibers. Such a principle 
has been applied in several fields. Besides the photovoltaic and the heating plants, 
other applications dealt with the indoor illumination. 

Increasing in the use of natural lightning for lightning purposes in the interior 
spaces saves both the amount of electric energy used and the quality of the internal 
environment [1],[2],[3],[4]. A class of photo-bioreactors exploits this technique, too: 
their efficiency is related to the luminous flux and its distribution. Coupling the 
waveguide with the concentrating equipments improves the efficiency of the system 
[5],[6],[7]. Moreover, the concentrated solar power transmitted with optical fibers 
could be suitable to replace the solar surgery, as validated by some experimental re-
sults [8],[9],[10] as well as in some other applications [11],[12]. The efficiency of 
these systems strongly depends on the coupling between the fiber and the collector 
then a thermo-mechanical analysis [13] of the waveguide help to help to increase the 
performances of the whole device. 

The topic of this paper is the modelling and analysis of the response of an optical 
fiber which may be used by these class of devices. An experimental setup has been 
built to validate the numerical results.  

2 Material and Methods 

This section describes both the numerical model and the tests discussed. 

2.1 Numerical Model 

Geometry and Physical Properties  
The proposed device has been numerically modelled in order to simulate a naked 
optical fiber along with its mounting, surrounded by the air. The environment is rep-
resented by a cylinder large enough to describe the air fluxes. The cylinder top is the 
inlet zone and the cylinder bottom the outlet one. The power is injected into the top 
end of the optical fiber through an area of 0.78mm2 ― the sun image focused by the 
collector. 
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The model has been analyzed by means of the Finite Elements Analysis (FEA) 
method. The geometry of the device allows to implement an axisymmetric model, 
which dramatically reduces the DOF’s and the computational time. 

The adopted scheme, shown in Figure 1, consists of two cylinder ― the fused sil-
ica core and its silicon cladding, respectively (F and H in the Figure) ―, a frame ― 
the mechanical mounting (G in the Figure) ― and a big cylinder― the air environ-
ment. The dimensions of the air are much larger than the ones of the other compo-
nents in order to avoid any  edge effect. The ambient air is assumed to be equal to 
293K at air outer boundaries. 

 

 

Fig. 1. 3D view of the assembly: F represents the optical fiber, H the cladding and G the me-
chanical mounting 

The geometry is sketched in Figure 2. The red dash line represents the axis of 
symmetry, and A, B, C and D, respectively, are the sample points where the tempera-
ture is sensed. The physical characteristics and the dimensions of the analyzed layout 
are summarized in the Table 1. 

The physical proprieties assumed for the air and the aluminium used for the mount-
ing are taken from [14] and [15], respectively. 

Table 1. Geometrical dimensions 

Component  Width; Height [m] 

Fused silica core   5x10-4; 15x10-3 
Silicon cladding  5x10-4; 5x10-3 
Air box 0.24; 0.48 
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Fig. 2. Axial section of the model. The sample points are placed on the optical fiber, C on the 
cladding, and D on the mechanical mounting. The point E is the three axes constraint used in 
the mechanical analysis. 

Table 2. Fused silica physical proprieties 

Property Unit Value 
Coefficient of thermal expansion 1/K 4.6x10-6 
Heat capacity  J/(Kg·K) 728 
Thermal conductivity W/(m·K) 1.35 
Young’s modulus Pa 73.6x109 
Poisson’s ratio  0.17 
Density Kg/m3 2210 
Emissivity   0.96 
Absorptivity  0.02 

Table 3. Silicon cladding physical proprieties 

Property Unit Value 
Coefficient of thermal expansion 1/K 3.4x10-6 
Heat capacity  J/(Kg·K) 810 
Thermal conductivity W/(m·K) 0.2 
Young’s modulus Pa 5.79x109 
Poisson’s ratio  0.27 
Density Kg/m3 1000 

Emissivity  0.90 
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Meshes 
The proposed geometry has been represented by two different unstructured meshes. 
The first mesh is used to depict the whole system assuming the environment in 
laminar condition and it is composed of about 2700 free triangular elements. A 
refinement of the optical fiber and of the mounting have been applied to improve 
the spatial resolution when running the model. The second mesh, with about 
100,000 elements, has been built in order to represents the model assuming the en-
vironment in turbulent condition. This more accurate discretization allows to prop-
erly represent the behaviour of the air flux and consequently the contribute of the 
convective fluxes. The figure 3 shows the refinement applied to the optical fiber 
and to the mechanical frame. 

Input Data 
The numerical models are calculated assuming three possible CR between the solar 
collector and the head of the optical fiber. These ratios are about 750, 1500 and 3000. 
The other values of the input data for both the turbulence model simulations and the 
laminar ones are summarized in Table 4. The boundaries of the boxes which represent 
the air are considered thermally open and the ambient temperature is assumed equal to 
293K. 

 

 

Fig. 3. Refinement of the mesh applied to the optical fiber and to the mounting 

Table 4. Input data values 

Data Unit Value (laminar/turbulent) 

Wind velocity m/s 0.005/10 

Average irradiance  W/m2 1000 

To ambient K 293 
Po ambient bar 1 
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Experimental Setup 
The experimental setup simulates a scaled operating condition with respect to the 
concentrated sun inlet power. The system adopts as source a 150W xenon lamp (SVX 
1530 of Muller Elektronik-Optik), focused by an optical reimager and spatially fil-
tered by a 1000μm pinhole located in the focus. This focus is re-imagined on the top 
end of the fiber using two AR coated doublets with f=100m and Ø=50.8mm. 

The diameter of the focus is 1.2mm and the supplied power has been measured us-
ing a power meter (Laser Star produced by OPHIR ): the value is equal to 130·10-3W, 
corresponding to a CR of about 95. 

The used fiber, M30L02 distributed by Thorlabs, is a commercial one which a 
nominal core of 1000μm and its NA is 0.39. It has been adapted to reproduce the 
simulation model: the protection jacket and the cladding have been removed, taking 
the fused silica core in direct contact with the air.  

This component has been mounted onto an aluminium frame and locked via a 
conic Teflon ring to minimize the stresses. 

The PT100 sensors selected for the temperature measurements are the model 
PT111 manufactured by Lakeshore Inc.: they are positioned by plastic rods locked via 
clamps. The mechanical mounting has also two grooves suitable to house the chosen 
sensors to test the cladding temperature. 

Two additional PT-100-based thermal resistances are used to detect the tempera-
tures of the D point on the mechanical frame (see Figure 2) and the air temperature. 

 

 

Fig. 4. The experimental setup is composed starting from a 150W Xenon lamp (A) focused by 
an optical reimager. A pinhole (B), exploited as spatial filter, was placed in the focus. This 
focus is re- imagined using two AR doublets (C and F) on the top of the optical fiber which has 
been mounted via a mechanical frame placed on a θXYZ stage (G). The projected spot presents 
an area of 1.13mm2 and over this area supplies a power of 130mW. The temperature measure-
ment has been performed using PT 100 sensors leaned on the fiber core via plastic rods locked 
by two clamps (D,E). 
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The optical fiber is placed on a small prism to rest the temperature sensors  using 
an appropriate pressure value while keeping the alignment. A notch placed on of the 
support provides the minimization of the contact area between the fiber core and the 
backing prism. The whole assembly is joined to a θXYZ stage in order to allow a fine 
alignment of the fiber  with respect to the power source. The experimental setup is 
shown in Figure 4. 

The arranged experimental setup, it has been used also to evaluate the efficiency 
(η) of the chosen optical fiber. Using a variable aperture between the two  optical 
doublets C and F ( figure 4 ) it has been measured the transmission at different  aper-
ture(f/#).  The  maximum tramission is about 0.95, and it has been obtained at the 
minimum f-number aperture. This scheme has been used for all measurement.  

 

 

Fig. 5. Diameter of the focus 

 

 

Fig. 6. Efficiency of transmission of the chosen optical fiber related to the f/# 
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4 Results 

This section describes both the numerical results and the experimental outcomes. 
The data of the simulations which assume the environment in a laminar condition 

are shown in two different subsections. The  former describes the model assuming 
the inlet power equal to the concentrated sun irradiance, the latter simulates a CR 
corresponding to the experimental setup. The analysis of the mechanical deformation 
caused by this inlet power has not been performed because the displacements induced 
by the thermal stresses are negligible. 

4.1 Numerical Results 

Laminar Simulation 
The temperatures of A, B, C and D points and their total mechanical displacements 
(see Figure 2) are summarized in  Table 7 as a function of CR.  

The time-step simulations took about 274, 472, 525 seconds for the three cases de-
fined in section 2.1.3. Figure 7 shows the  time responses of the selected sample 
points to  CR=1500. The other CR values give similar trends.  

Table 7. Temperatures of the selected control points and total displacements 

CR A 
T/DP 

B 
T/DP 

C 
T/DP 

D 
T/DP 

750 306.0k/0.19 304.1/0.19 293.7k/0.05 293.6k/0.22 
1500 318.9k/0.39 315.1/0.38 294.4/0.18 294.2k/0.44 
3000 343.9k/0.77 336.2/0.76 295.7k/0.21 295.4k/0.88 

 

 

Fig. 7. Thermal time evolution of the selected sample points for a CR=1500. The assembly 
needs about  340 seconds to reach the thermal stability. The curves 1,2 and 3 represent the time 
thermal response of the top end of the optical fiber, the cladding and the mechanical frame, 
respectively, calculated on the sample points defined Figure 2. Note that the curves which de-
scribes the thermal behaviour of the C and D points are overlapped. 
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Laminar Simulation CR95 
This numerical simulation assumes an initial temperature of 297.4K, corresponding to 
the measured laboratory temperature, and a value of the inlet power of 115·10-3 
W/mm2. The numerical results of the sample points are shown in Table 8. 

Turbulent Simulation  
The temperatures of A, B, C and D points and their total mechanical displacements 
(see Figure 2) are summarized in  Table 9 as a function of CR. Figure 8 and 9 show 
the temperature distribution in the assembly and the behaviour of the fluid near the 
boundaries, respectively. 

Table 8. Temperatures of the selected control points 

CR A B C D 

95 299.1k 299.1k 297.4k 297.4k 

Table 9. Temperatures of the selected control points and total displacements for turbulent flow 

CR A 
T/DP 

B 
T/DP 

C 
T/DP 

D 
T/DP 

750 300.6k/0.16 299.5/0.16 293.7k/0.02 293.2k/0.09 
1500 306.9k/0.31 303.5/0.30 293.9/0.02 293.2k/0.09 
3000 330.5k/0.38 312.3/0.4 295k/0.02 294.8k/0.11 

 

Fig. 8. Distribution of the temperature in the whole assembly. Only the optical fiber is affected 
by a temperature increasing. The optical fiber has a fused silica core with a nominal core of 
1000μm. All computed simulations have a temperature distribution like the depicted one.  
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Fig. 9. Air velocity distribution in the turbulent cases. The turbulent simulations have been 
computed assuming an inlet air velocity of about 10m/s in order to represent a fully turbulent 
motion of the air within the considered box. The stream function plot shows  the recirculation 
zone (N) which occurs near the boundaries of the mechanical mounting (M) . 

Experimental Outcomes 
The results of the thermal analysis are summarized in the following table. 

Table 10. Temperatures of the selected control points 

CR A B C D 

95 299.2k 299.2k 297.4k 297.4k 

 
Figure 10 and Figure 11 show the PT111 sensor used to test the head of the optical 

fiber core and the arrangement used to measure both the spot size and the inlet power.  
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Fig. 10. PT111 sensor over the top end of the optical fiber. A small prism (R) is placed on the 
opposite side of the fiber core (S) to compensate the displacements caused by the probe force 
and allow to rest the temperature sensor (Q) using the appropriate pressure value while keeping  
the optical fiber alignment. A silver film (P) sticked on the plastic rod (O) has been used to 
minimize the irradiance contribute on the sensor. 

 

 

Fig. 11. . Measurements of the dimension of the focus and of  its power. The rays, focused by 
doublet T, are folded via a mirror (U) and projected over the sensor of the power meter V (La-
ser Star Product by Ophir). The measurement of dimension of the focus has been made by a 
CCD UI-1120SE-M manufactured by IDS (Z) using the same optical layout. 
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5 Discussion 

The results show that only the fiber core is affected by  a relevant temperature in-
creasing. The temperatures of the sample points located on the cladding and on the 
mechanical mounting, both in turbulent and in laminar conditions, are quite close to  
 

 

Fig. 12. A comparison between the temperatures of the sample points in laminar and turbulent 
condition at CR 750 

 

Fig. 13. A comparison between the temperatures of the sample points in laminar and turbulent 
condition at CR 1500 

 

Fig. 14. A comparison between the temperatures of the sample points in laminar and turbulent 
condition at CR 3000 
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the initial temperature, as highlighted in  Tables 7 and 9. These results have also been 
confirmed by the curves shown in Figure 7, where the time thermal responses of C 
and D points at the stop condition assume values close to the ambient one. The small 
displacements in Tables 7 and 9 show that thermal distortions are negligible. The 
following figures show the thermal comparison of the selected points at various CR 
considering both laminar and turbulent condition. 

At 1500 and 3000 CR the temperature surface of the fiber near the top  is lower 
respectively of about 12 and 24k. These differences due to the forced convection may 
be used as a starting point to design a possible required cooling system for high con-
centration devices using commercial fiber whose cladding may be damaged by high 
temperature . Moreover the fluid dynamics analysis in the turbulent simulations, as 
the one plotted in the Figure 9, may be used to design a mechanical mounting which 
creates a recirculation zone to improve the dissipation above the top of the fiber.  The 
comparison between the experimental outcomes and the numerical results of the 
simulation also validates the created model. The differences between the measure-
ments and the theoretical values are due to the  measurements errors.  

6 Conclusions 

A numerical model of an optical fiber used for solar energy applications has been 
investigated by means of FEA in order to analyze its thermo-mechanical response. 
Various inlet powers take into account the required range of the amount of energy to 
be supplied. The calculations have been performed considering both laminar and tur-
bulent environments and assuming both the steady-state condition and the time evolu-
tion of the system. 

An experimental setup has been arranged to validate the model using a scaled 
power source in laminar conditions: the comparison between the computed data and 
the experimental outcomes shows that the numerical model simulates correctly the 
actual device ― the experimental outcomes well match the numerical results. The few 
percent differences are very close to the measurement errors. 

The proposed numerical model enhances the design of the systems with high con-
centration ratios. The simulation allows to optimize the cooling system and to avoid 
misalignments due to the thermal stresses. 

As a conclusion, the suggested numerical approach is suitable for further, still un-
explored solutions and allows to enhance the systems conveying the solar power by 
means of optical fibers. 
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Abstract. In recent years it has been proved that residential biomass combus-
tion has a direct influence on ambient air quality, especially in the case of  
cereals. The aim of this study is the characterization of the emissions in small-
scale fixed-bed pellet boiler (heat output of 25 kW) of beech and corn, and of 
its potential reduction to an addition of calcium dihydroxide. In the biomass 
combustion test 7 fuel mixtures were investigated with regard to the particulate 
content (PM10), gaseous emissions and combustion chamber deposit. 

The corn kernels tanned with calcium dihydroxide determined a decrease in 
particulate emissions (54±13 mg MJ-1) in comparison to corn, whereas in the 
combustion of corn pellet with 1% calcium dihydroxide high emissions were 
observed (193±21 mg MJ-1). With regard to SO2 emissions, the combustion of 
corn with the additives make a reduction in comparison to additive-free corn. 

Keywords: Combustion, Emissions, Particulate matter, Beech, Corn, Pellet 
boiler. 

1 Introduction 

On average, biomass contributes some 9-10% to total energy supply in the world [1], 
but in European countries, biomass energy is 5-6% of total energy demand [2]. In 
Italy, a consumption of about 19 million tons of wood for domestic heating has been 
estimated (about 20% total energy consumed for residential heating) [3]. Wood is the 
most common and cheapest source of heat in many mountain areas during the winter, 
and it is burned in simple, traditional wood stoves (with lower thermal efficiency) as 
well as in modern boilers (electronic control with the parameters). In recent years, 
however, a different possibility has become of interest, especially in rural areas (i.e. 
the use of agricultural residues such as straw, pruning of vines and fruit tree, residues 
of food processing, etc.). 

Biomass combustion is regarded “CO2 neutral”, but at the same time is an impor-
tant source of both gaseous and particulate pollutants (Table 1), such as particulate 
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matter, carbon monoxide (CO), nitrogen oxides (NOX), sulphur dioxide (SO2) and 
hydrocarbons. The combustion emissions of biomass are associated with adverse 
health effects, such as pulmonary and cardiovascular symptoms [4, 5, 6]. Exposure to 
particulate matter has been estimated to cause an average loss of life expectancy of 9 
months in EEA-32 countries (EU-25) [7]. As pointed out by Smith (1994), the prod-
ucts of incomplete combustion have three major adverse effects: energy loss, impact 
on human health and impact on the environment. He estimated that the use of biomass 
fuels contributed 1 to 5% of all CH4 emissions, 6 to 14% of all CO emissions, 8 to 
24% of all total non-methane organic compounds (TNMOC) emissions and thus 1 to 
3% of all human induced global warming [8]. 

According to recent studies, small scale biomass combustion is the most important 
emission source of particulate matter in the cold season in Europe and in the USA. 
For example, particle emissions have been reported to be 50 times higher from a 
wood stove or a fireplace than from more controlled devices [9]. A survey conducted 
in five western Montana valley communities during 2006/2007 showed that wood 
smoke (likely from residential wood stoves) was the major source of PM2,5 in each 
one of the communities, contributing from 56% to 77% of the measured wintertime 
PM2.5 [10]. In 2010, an investigation in a residential site (Dettenhausen, Germany) 
concluded that during winter months the contribution from biomass combustion in the 
heating system to ambient particulate matter pollution was around 59% [11, 12]. 
Thus, it is evident that residential wood combustion has a direct influence on ambient 
air quality. 

Fine particles originated in small-scale wood combustion mainly consist of ash, 
elemental carbon and organic material. Ash particles are formed when ash species 
volatilize in the hot combustion chamber and form particles when the flue gas cools 
down. In small-scale combustion, the most common ash particles are alkali metals, 
such as K2SO4, KCl, K2CO3 and KOH [6]. 

Moreover, the combustion processes with biomass, especially with herbaceous 
biomasses which have a high content of alkaline elements, are prone to experience 
slagging, fouling and corrosion in the boiler plant. The biomass ash sintering on heat 
exchangers causes a decrease of heat transfer capacity and difficulty in cleaning the 
deposited ash. In relation to the heat exchangers, elements such as K, S and Cl are 
enriched in the ash deposits [13]. 

Recently, different studies have used additives into the biomass, in order to reduce 
the slagging phenomena in the plant and the particulate matter in the flow emission. 
In Denmark it is commonly recommended to add 1-2% of limestone (CaCO3) to avoid 
sintering [14]. Indeed, the combustion of cereal grains with the CaO in residential 
appliances (barely, rye and wheat) was shown to reduce slagging in a burner by for-
mation of high-melting calcium/magnesium potassium phosphates. Thus, the forma-
tion of potassium fly-ash particles can be prevented by incorporation of potassium in 
calcium compounds they stay in the bottom ash [15]. Coda (2001) added some limes-
tone to the straw combustion in a fluidised bed combustor, and observed that lime  
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reacts with HCl, resulting in an enhanced share of Cl in the larger fly-ash particles, 
that was not bound as alkali chloride, followed by a corresponding reduction of ga-
seous HCl in the flue gas [16]. Subsequently, Wolf (2005) used Ca-based additives, 
including limestone, in high alkaline biomass combustion and found that emissions of 
gaseous SO2 could be reduced with up to 25% [17]. It was suggested that limestone 
addition may produce a shift from alkali chlorides to alkali sulphates in the fine fly-
ash particles. Recently, Bäfver (2009) concluded that the emission of particle mass 
can be lowered by supplying kaolin from residential combustion of oat grain (2% 
kaolin added to the fuel decreased the emission of particle with 31%, and 4% lowered 
the emission by 57%). On the other hand, however, the particle mass was not affected 
by addition of limestone, although limestone decreased HCl (Cl increased in the bot-
tom ash) and SO2 in the flue gas was unchanged because the high concentration of 
phosphorous in the fuel hindered SO2 captured by limestone [15]. 

The objective of the present work was to investigate the effects of the biofuels mix-
ture (corn with beech and corn with calcium dihydroxide (Ca(OH)2)) on the gaseous 
and solid emission in small appliances suitable for residential use. For the gaseous 
emissions were measured the total particulate matter and the concentration of the 
main pollution gases. The solid emissions were assessed in relation of the deposit in 
the combustion chamber. 

Table 1. Range of emissions in the atmosphere from the combustion of various biomass, 
expressed as mass per energy [4, 5, 9] 

Boiler/burner Fuels 
Power CO2 CO CH4 NOX PM 

(kW) (%) (mg MJ-1) (mg MJ-1) (mg MJ-1) (mg MJ-1) 

Old-type 
boilers (1) [9] 

Wood 6-24 4.7-8.4 4,100-16,400 610-4,800 28-72 87-2,200 (5) 

Modern 
boilers (2) [9] 

Wood 12-34 5.1-11.5 507-3.781 0.8-73 60-125 18-89 (5) 

Modern 
boilers (2) [9] 

Wood pellet 3-22 3.7-13 30-1.100 0-14 62-180 12-65 (5) 

Pellet 
boiler [5] 

Wood pellet 25 ― 80 ± 67 0.3 ± 0.2 49 ± 7 19.7 ± 1.6 (6) 

Stove (3) [4] Beech 6-6.5 ― 2,472-2,779 151-304.5 155-156 111.4-131.3 (7) 

Stove (3) [4] Oak 6-6.5 ― 2,948-3,074 123.5-223.5 163-166 107.3-121.8 (7) 

(1) Water-cooled multi fuel boiler, up-draught combustion 
(2) Ceramic wood boiler with fuel gas fan, down-draught combustion 
(3) Logwood stove with manual operation 
(4) Improved biomass stove for space heating in developing countries 
(5) Mass of particles below aerodynamic diameter of 2.5 μm 
(6) Mass of particles below aerodynamic diameter of 1 μm 
(7) Mass of particles below aerodynamic diameter of 10 μm 
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Nomenclature 
 

Feedstock 
C Corn grain 
CL Corn grain tanned with 1% calcium dihydroxide 
CB12 Pellet of corn (87,5%) and beech (12,5%) 
CB25 Pellet of corn (75%) and beech (25%) 
CB50 Pellet of corn (50%) and beech (50%) 
CFL Pellet of corn (99%) and calcium dihydroxide (1%) 
B Pellet of beech 
 
Symbols 
Mm/v Mass pollution to volume concentration (mg m-3) 
Mv/v Volume concentration (ppm) 
Mm/e Mass pollution to biomass energy (mg MJ-1) 
Mm Particulate mass on the filter sampling (mg) 
F Flow of the gas emission (m3 s-1) 
P Nominal heat input (W) 
FM Formula weight (g kmol-1) 
B Burning rate (kg h-1) 
U Biomass moisture content (%) 
TE Temperature of the flue gas emission (°C) 
TC Temperature in the combustion chamber (°C) 
LHV Lower heating value (MJ kg-1d.b.) 
EC Energy content (MJ kg-1w.b.) 
PM Particulate matter in the flow emission (mg MJ-1) 
SP Surface of steel plates (m2) 
Dm Mass of the deposit (mg) 
De Mass deposit in relation to biomass energy (mg m-2 MJ-1) 
daf  dry basis, ash-free 

2 Materials and Methods 

The experiments were carried out to assess the emissions of the main flue gases (O2, 
CO2, CO, NO, NO2, NOX and SO2) and particulate matter in a fixed-bed boiler with a 
maximum heat output of 25 kW. 

The experiments were performed with seven combinations of biomass samples 
from agro-forestry products (Table 2) and additives, added to improve the combustion 
and reduce emissions of pollutants in the atmosphere. For each sample were made 
three tests. The feedstocks included: 

• corn grain and beech pellet; 
• pellet of corn and beech (12.5%, 25% and 50%); 
• pellet of corn and 1% calcium dihydroxide (Ca(OH)2); 
• corn grain tanned with calcium dihydroxide (Ca(OH)2). 
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The pellet samples were obtained by mixing corn flour with ground beech and/or 
calcium dihydroxide additive. The mixture was pelletized in a professional 
installation (Costruzioni Nazzareno s.r.l., Breda di Piave (TV) - Italy). The tanned 
corn samples were obtained by mixing whole corn with the additive (calcium dihy-
droxide), and then manually sieving the mixture to remove the excess additive. The 
percentage of additive was determined base on the weight difference before and after 
treatment (0.87%). The test did not include pellet samples made with pure corn flour 
since, because of technical and economical aspects, it is hardly convenient to pelletize 
the flour instead of using the whole corn directly. 

Table 2. Characteristics of biomass samples used in the tests, and operating parameters of the 
appliances 

Biomass Symbol 

Biomass   

Shape 

U LHV EC P B F 

(%) (MJ kg-1
d.b.) (MJ kg-1

w.b.) (kW) (kg h-1) (m3 s-2) 

Corn grain C Grain 10.1 17.7 15.7 20.7 4.7 1.8 

Corn grain 
+ 0.87% hydrated lime 

CL Grain 9.4 17.7 15.8 21.7 4.9 1.7 

Corn flour (87.5%) 
+ Beech (12.5%) 

CB12 Pellet 6.4 17.8 16.5 21.6 4.7 1.7 

Corn flour (75%) 
+ Beech (25%) 

CB25 Pellet 6.7 17.9 16.5 21.2 4.6 1.7 

Corn flour (50%) 
+ Beech (50%) 

CB50 Pellet 7.5 18.0 16.5 20.0 4.3 1.6 

Corn flour (99%) 
+ 1% hydrated lime 

CFL Pellet 7.3 17.3 15.9 21.0 4.7 2.0 

Beech B Pellet 6.2 19.6 18.2 17.5 3.4 1.1 

U, in %, is the biomass moisture content 
LHV, in MJ kg-1d.b, is the lower heating value on dry basis 
EC, in  MJ kg-1w.b., is the energy content on wet basis 
P, in W, is the nominal heat input 
B, in kg h-1, is the burning rate 
F, in m3 s-1, is the flow of the gas emission 

 
The lower heating value (LHV) of C and B was determined with a calorimetric 

bomb (C200, Ika, Staufen Germany); for the other sample feedstocks, the energy 
content was calculated based on the percentage of the different components. After-
wards, the energy content was calculated taking into account the latent heat of the 
water absorbed in the structure of the biomass. The following formula was used to 
calculate the energy content [19]: 
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EC ൌ LHV · ሺ100 െ Uሻ െ 2.44 · U100       ሺ1ሻ 

 
 
where: 
EC, in MJ kg-1w.b., is the energy content; 
LHV, in MJ kg-1d.b., is the lower heating value; 
U, in %, is the moisture content of the biomass; 
0.025, in MJ kg-1, is the heat of water vaporization. 
 
Table 2 shows the analysis of moisture and energy content of the feedstocks. The 
combustion equipment was similar to most commercial pellet appliances (Granola 
25R, Arca Caldaie, San Giorgio di Mantova - Italy) with slight differences in the hy-
draulic and heat dissipation systems (Fig. 1). 

The small-scale pellet boiler represented a modern continuous combustion tech-
nology with a nominal power output of 25 kW and can be operated with any kind of 
wood and herbaceous feedstock, either in form of pellets or grain. In this combustion 
equipment there is not a hot water cylinder (buffer tank) as a heat storage and the heat 
is directly dissipated by a fan heater. 

 

Fig. 1. Combustion equipment: a) fuel tank, b) screw feeding, c) combustion chamber, d) turbu-
lators for heat exchangers, e) steel chimney (12 mm), f) fan heater, g) boiler control unit 
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The feedstock is supplied to the combustion chamber from an external fuel storage 
by a transport screw. The chamber combustion had a square shape with a pig iron 
plate for gas circulation. Its size was 520 mm, 550 mm, 590 mm (width, length, 
height). The fumes pass to the heat exchanger of the boiler and subsequently in the 
steel chimney, where the sampling probes were placed. 

Biofuel boilers typically present a very long period of start-stop, and it takes them 
a long time to work at full performance. For this reason, the biomass plant included a 
heat sink, whose function was a thermic dissipation, that allows to maintain a constant 
power of the combustion. The biomass combustion was corrected with the operation 
time of the screw feeding and the flow air with the electronics unit (Termotre 32.10, 
Tecnosolar, Villimpenta (MN) - Italy). In this way, it was possible to obtain a con-
stant power (about 20 kW) and determine the fuel consumption for the all test (Table 
2). The tests performed during biomass combustion have provided the following sam-
plings (Fig. 2): 

• the flue gas emission was measured with a multi-gas analyzer (Vario plus industri-
al, MRU air Neckarsulm-Obereisesheim; DIN EN 50379-1+2). Flue concentrations 
of CO2 and CO were measured with an infrared bench, while O2, NO, NO2 and 
SO2 were measured electrochemically with a sensor with three electrodes. The 
NOX gas was calculated as the sum of NO and NO2; 

• the particulate matter was assessed with a gravimetric method, which required the 
isokinetic conditions to collect the particulate (UNI EN 13284-1 and UNI 10169). 
The gas emission was collected with a constant flow rate sampler (ZB1 battery, 
Zambelli, Milano - Italy). The speed of flue gas was measured with a Pitot tube 
connected to the multi-gas analyzer and the flow of the sampling probe was cor-
rected (gas speed per 6 mm diameter probe). The particulate matter was collected 
on quartz fiber filters with a 47 mm in diameter (FAFA quartz filter, Millipore, 
Billerica Massachusetts – USA). Its efficiency is >99.998% (0.3 micron particles) 
and it is considered the most penetrating particle in an air flow stream (maximum 
temperature of 950 ° C); 

• the temperature in the combustion chamber was measured using a thermocouple 
(Tastotherm MP 2000, Infrapoint, Saalfeld – Germany); 

• the deposit in the boiler was measured with a three steel plates in the combustion 
chamber, before the heat exchanger (40 mm x 25 mm x 8 mm). 

The experimental analyses were carried out in the summer when the ambient humidi-
ty was lower than 65% and temperatures varied between 20 and 32°C. For all tested 
boilers, the same methodology was performed. Initially, the boiler was turned on and 
after 30 minutes and not before the chamber temperature was stable, the emissions 
were recorded for 60 minutes. The gas emission values were measured in parts per 
million (ppm, volume to volume) and then expressed as a mass of pollutant per con-
tent energy of the fuel (mg MJ-1). The following formula was used to calculate the 
pollution mass to volume concentration: 
௠/௩ܥ  ൌ ௩/௩ܥ ிெଶଶ.ସ      (2) 
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where: 
Cm/v, in mg m-3, is the mass to volume concentration; 
Cv/v, in ppm, is the concentration of volume to volume; 
FM, in g kmol-1, is the molecular weight; 
22.4, in m3 kmol-1, is the specific volume of a gas at 20°C temperature and 101.325 
kPa (Avogadro's law). 
 
The following formula was used to calculate mass pollution to biomass energy: 
 C୫/ୣ ൌ C୫/୴ · FP · 10଺       ሺ3ሻ 

 
where: 
Cm/e, in mg MJ-1, is the mass per unit of biomass energy; 
Cm/v, in mg m-3, is the mass to volume concentration; 
F, in m3 s-1, is the flow rate of the gas emission (gas speed per 12 mm steel chimney 
diameter); 
P, in W, is the nominal heat input. 
 

 

Fig. 2. Schematic of the experiment set-up: a) steel plates in the combustion chamber, b) pitot 
tube; c) instrument probe for combustion gas sampling, d) probe for dust sampling, e) multi-gas 
analyzer; f) silica gel to remove moisture from the flue gas; g) dust sampler; h) instrument to 
measuring the temperature in the combustion chamber; i) computer for data collection 
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For the particulate matter, the quartz filters were collocated after the analysis in a 
heater at 105°C, in order to remove residual moisture. The filters were subsequently 
weighed to determine the total particulate matter collected. The following formula 
was used to calculate the PM to biomass energy: 
 PM ൌ M୫P · 3,600 · 10଺       ሺ4ሻ 

Where: 
PM, in mg MJ-1, is the particulate mass per unit biomass energy; 
Mm , in mg, is the mass of particulate matter collected by the filter; 
P, in W, is the nominal heat input; 
3,600, in s, is the duration of the test. 
 
The plates were weighed before and after the experimental test, in order to determine 
the amount of dust deposit. The weight was related to the mass of deposit per unit 
energy (mg m-2 MJ-1) in the fuel (Fig. 2). The following formula was used to calculate 
the mass deposit to biomass energy: 
 Dୣ ൌ D୫SP · 3,600 · 10଺       ሺ5ሻ 

 
where: 
De, in mg m-2 MJ-1, is the mass deposit per unit sampling area in relation to biomass 
energy; 
Dm, in mg, is the total mass deposit on the plates; 
SP, in m2, is the surface of steel plates; 
P, in W, is the nominal heat input; 
3,600, in s, is the duration of the test. 

3 Results and Discussion 

The results concern O2, CO2, CO, NO, NO2, NOX, SO2, PM and De. The total gaseous 
and solid emissions (amount of emitted substance per MJ of energy in the fuel) of 
these biomass fuels are also given in Table 3 and in Table 4. 

Data showed higher emission of CO (unburnt pollution) in the flue gas from the 
beech wood pellet, in comparison to the corn. As for pellet of corn with beech the 
unburned emission were similar to beech combustion. In relation to the additive utili-
zation the corn grain tanned with (Ca(OH)2) make a decrease of CO in comparison to 
corn combustion (-32%) while the pellet combination with corn and 1% (Ca(OH)2) 
gave an increase of CO (+158%) (Table 4). The analysis showed a strong variability 
of CO emissions (Fig. 3). It has been observed that CFL combustion results were 
more variable than all the others analyzed samples. Perhaps, calcium adsorbs the heat 
in the combustion chamber and causes a strong variability in the combustion tempera-
ture (795°C ± 10) [22-28]. 



 Characterization of Biomass Emissions and Potential Reduction 201 

 

Table 3. Emissions of O2, CO2, PM, Cd/v, TE and TC of fuel combustion (the standard error is 
reported to the average of the individual repetitions for each sample) 

Feedstock Symbol 

O2 CO2 PM Deposit TE TC 

(%) (%) (mg MJ-1) (mg cm-2 m-3) (°C) (°C) 

Corn grain C 15 ± 0.1 5.7 ± 0.1 74 ± 9 12 ± 8 140.0 ± 0.3 734 ± 6 

Corn grain 
+ 1% hydrated lime 

CL 14.6 ± 0.1 6.1 ± 0.1 54 ± 13 108 ± 21 151 ± 0.6 613 ± 8 

Corn flour (87.5%)
+ Beech (12.5%) 

CB12 14.9 ± 0.0 6.1 ± 0 72 ± 1 13 ± 6 152.8 ± 0.3 680 ± 7 

Corn flour (75%) 
+ Beech (25%) 

CB25 14.6 ± 0.0 6.3 ± 0.1 65 ± 4 14 ± 5 155.7 ± 0.2 726 ± 7 

Corn flour (50%) 
+ Beech (50%) 

CB50 15.6 ± 0.1 5.1 ± 0.1 66 ± 9 8 ± 5 153.6 ± 0.5 804 ± 8 

Corn flour (99%) 
+ 1% hydrated lime 

CFL 14.4 ± 0.0 6.3 ± 0 193 ± 21 62 ± 2 162.2 ± 0.3 795 ± 10 

Beech B 15 ± 0.1 5.6 ± 0.1 164 ± 11 15 ± 1 158.0 ± 0.2 751 ± 5 

PM is the particulate matter 
TE is the temperature of the flue gas emission 
TC is the temperature in the combustion chamber 

  
Fig. 3. Box plot of the variability in the CO emission for the all tests (in the simplest box plot the 
central rectangle spans the first quartile to the third quartile; the segment inside the rectangle shows 
the median and above and below the box show the locations of the minimum and maximum). 

One of the main environmental impacts of solid biofuel combustion is caused by 
NOX emissions. The main mechanism of NOX formation in the fuel biomass, when 
the temperature of combustion is between 800-1,200°C, is the oxidation of the nitrogen 
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contained in the fuel. The determining factors are the amount of fuel bound nitrogen in 
the ultimate analyses, the O2 concentration in the flame area and in a lower degree its 
temperature [22]. Furtermore the geometric of furnace and the type of combustion 
technology applied influencing variables for NOX formation [21]. According to Table 
4, beech wood combustion have the lowest nitrogen oxides emissions (145±2 mg MJ-
1), while higher concentrations are found in corn (447±4 mg MJ-1) and in corn mixed 
with beech (about 414 mg MJ-1). The emission data confirm the higher nitrogen con-
tent in the fuel, the higher NOX emissions from the biomass combustion.  

Table 4. Emission of CO, NO, NO2, NOX, and SO2 of fuel combustion (the standard error is 
reported to the average of standard error of the individual repetitions for each sample) 

Feedstock Symbol 
CO NO NOX NO2 SO2 

(mg MJ-1) (mg MJ-1) (mg MJ-1) (mg MJ-1) (mg MJ-1) 

Corn grain C 457 ± 18 279 ± 3 447 ± 4 19.5 ± 0.8 67.3 ± 1.9 

Corn grain 
+ 1% hydrated lime 

CL 309 ± 11 259 ± 6 412 ± 9 13.9 ± 0.8 46.4 ± 2.2 

Corn flour (87.5%) 
+ Beech (12.5%) 

CB12 588 ± 16 261 ± 2 402 ± 3 1.5 ± 0.1 19.5 ± 0.7 

Corn flour (75%) 
+ Beech (25%) 

CB25 488 ± 9 305 ± 3 471 ± 4 3.9 ± 0.1 45.9 ± 1 

Corn flour (50%) 
+ Beech (50%) 

CB50 633 ± 17 237 ± 4 368 ± 5 4.9 ± 0.4 9.1 ± 0.7 

Corn flour (99%) 
+ 1% hydrated lime 

CFL 1181 ± 36 369 ± 5 566 ± 7 0 ± 0 35.0 ± 1.3 

Beech B 691 ± 19 94 ± 1 145 ± 2 0 ± 0 0 ± 0 

HC is the hydrocarbon combustion expressed as CH4 

 
Fig. 4. Box plot of the variability in the NOX emission for the all tests 
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The emissions of NOX for the combustion of corn grain tanned with calcium dihy-
droxide (412±9 mg MJ-1) resulted the same of corn combustion whereas the pellet 
combination with corn and 1% calcium dihydroxide has resulted in an increase of 
NOX emissions (566±7 mg MJ-1). The variability of NOX emissions resulted to be 
very high for CL, CLF, CB25 and CB50 (Fig. 4).  

The sulphur contained in the solid biofuel forms mainly gaseous SO2. Due to the 
sub-sequent cooling of the flue gas in the boiler section of the combustion plant, SOX 
forms sulphates and condenses on the heat exchanger surfaces or reacts directly with  
 

 
Fig. 5. Box plot of the variability in the SO2 emission for the all tests  

 
Fig. 6. Emissions of particulate matter (PM) and deposit (Cd/e) in combustor chamber for the 
feedstock combustion (reported the standard error of the repetitions for each samples) 
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Table 5. List of the equation in the text 

Symbol Unit Description Equation 

CE 
MJ kg-

1
d.b 

Energy content was calculated taking into 
account the latent heat of the water absorb 

in the structure of the biomass 

EC=(LHV·(100-U)-
2.44·U)/100 (1) 

Cm/v mg m-3 Mass to volume concentration C(m/v)=C(v/v)·FM/22.4 (2) 

Cm/e mg MJ-1 Mass per unit of biomass energy C(m/e)=(C(m/v)·F)/(P·106) (3) 

PM mg MJ-1 Particulate mass per unit biomass energy PM=Mm/(P·3,600·106) (4) 

De m-2 MJ-1 
Mass deposit per unit sampling area in 

relation to biomass energy 
De=Dm/(SP·3,600·106) (5) 

fly ash particles deposited on heat exchanger surfaces (sulphation). The average emis-
sion of sulphur dioxide in corn combustion were 67±2 mg MJ-1 while beech wood 
emissions were lacking because these fuels has a low concentration (Table 4) 

The emission for corn with beech was smaller in comparison to corn (-72% for 
CB12, -31% for CB25 and -87% for CB50). The efficiency of sulphur fixation in the 
ash depends on the concentration of alkali and earth-alkali metals (especially Ca) in 
the fuel (fuels like wood chips and bark can have high Ca contents and cause there-
fore a high S fixation) [20, 21]. This consideration was confirmed by the result of the 
lime utilization; the emission were lower by 31% for CL and 48% for CFL. 

The mass concentration of particulate matter from combustion of corn and pellet 
corn with beech ranged from 65 to 74 mg MJ-1. The highest concentration occurred 
during the combustion of beech wood with 164±11 mg MJ-1. The utilization of lime 
as an additive in the corn pellets resulted in increased emissions of particulate matter 
(193±21 mg MJ-1) while the use of lime tanned with corn resulted in a decrease of 
emissions 54±13 mg MJ-1). Probably this decrease in emissions was determined by 
the dust of calcium dihydroxide in the combustion chamber that captured particulates 
matter (Fig. 6). The deposit in combustion chamber was the same for the feedstocks 
without the additive although there was tendency to lower emission for the CB50 (-
33% in comparison to corn combustion) [29-31]. In relation to the additive utiliza-
tions, shows a significant increase of the deposits in the combustion chamber caused 
by the presence of calcium compounds formed during combustion (+800% for the CL 
and +417% for the CFL in comparison to corn combustion). 

4 Conclusions 

The results presented in this study clearly show that substantial differences in the 
combustion emissions were produced by the different feedstock from small-scale 
appliances. The unburned (CO and PM) emitted from combustion of corn was smaller 
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than the emission from beech combustion, but the NOX emission was much higher for 
corn utilization because there is higher nitrogen content in the feedstock. The calcium 
dihydroxide added to the fuel in the corn pellets reduces the SO2 emissions. Con-
versely the additive increase the emissions of particulate matter and NOX emissions 
from corn feedstock. 

The calcium dihydroxide may be used to reduce the corrosive gasses, but the oper-
ation of the boiler and the method of the additive supplied play an important role for 
the result. In the future experiments, more focus should be put on the residence times 
of the fuel in the combustion chamber and the reaction with the bottom ash. In addi-
tional, a set of chemical analysis is recommended to be performed the particulate 
emissions and the bottom ash in order to provide more specific data to aid in the evo-
lution of reduction emissions to small-scale biomass combustion. 
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Abstract. Considering ways of utilizing renewable energy sources in the ma-
rine environment, the possibility of fitting a ducted hydro generator on the hull 
of an existing 157 209 gross tonnage tanker ship was investigated. A  
three-dimensional (3D) model of the hydro generator was created and, using 
computational fluid dynamics (CFD) analysis, flow simulations were conducted 
to determine the additional hull resistance when a hydro generator is virtually 
fitted on the ship’s hull. The additional hull resistance converted to resistance 
power was necessary to find out the net power of the hydro generator and de-
termine its effectiveness and impact on the ship’s fuel consumption. Using the 
characteristics of the tanker ship in study, an estimated 3.46% in fuel savings 
was obtained with the use of the hydro generator. 

This study showed the design concept and computer-generated simulation 
carried out to analyze the performance of the hydro generator when integrated 
to the tanker ship running at full-speed sea condition of 15.5 knots with a head 
and tail water current velocity range of up to 2.5 m/s. 

Keywords: computational fluid dynamics, hydro generator, renewable energy. 

1 Introduction 

The marine environment, mainly composed of vast oceans, can be considered as one 
of the largest unexploited renewable energy sources on our planet. Finding means of 
harvesting the available energy from these oceans can greatly contribute in addressing 
the current environmental issues on global warming and sustainability [1].  

For navigating ships, considering the kinetic energy around the hull as it moves, 
predictable amount of wave energy can be extracted from the water. This can be made 
possible by a hydro generator, which is also termed “tidal generator”. It operates un-
der the principle of capturing and converting the kinetic energy and flow-pressure 
energy (if ducted) of the moving water into electrical energy. This energy, converted 
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analysis was used to determine the increase in ship’s hull resistance due to the fitting 
of the hydro generator. The additional hull resistance, converted to resistance power 
was necessary to examine the generator’s estimated net power and its effect on the 
ship’s fuel consumption. 

2 Theory 

Conversion of the linear movement of a flowing fluid into a useful rotational move-
ment is usually done using a turbine. The power, PT, in W harnessed by the turbine, is 
decided by its sweep area, A, in m2, according to 

 PT  =  ½ Cp A ρfluid V³  (1) 

where Cp is the power coefficient, ρfluid is the fluid density, in kg/m3, and V is the fluid 
velocity, in m/s.  

Not all of the extracted energy from the fluid is converted to other energy forms. In 
this case, wherein electrical energy is desired, the non-conversion is due to the losses 
in the system, as shown in Fig. 2.  

 

Fig. 2. Power flow of a turbine energy extractor 

To find the turbine’s generated electrical power output, Pout in W, the power, PT, is 
multiplied by the blade efficiency, ηblade, gearbox efficiency, ηgear, and generator effi-
ciency, ηgenr, which can be written as 

 Pout = PT (ηblade ηgear ηgenr) . (2) 

For output power estimation, blade efficiency of 90%, gearbox efficiency of 95% and 
generator efficiency of 70% can be assumed [2].  

There are different turbine types and designs that can be used to extract energy 
from a moving fluid [3]. In view of the benefits of putting a duct or shroud around a 
turbine, a ducted water turbine was considered in this investigation.  



210 W. Yutuc 

 

A duct surrounding a turbine serves as a convergent-divergent diffuser which 
creates a drop in fluid pressure behind (downstream) the rotor blades, allowing in-
creased fluid flow through the turbine, thereby increasing the power. In addition, a 
ducted or “diffuser-augmented” turbine eliminates tip losses on axial flow turbine  
blades and improves efficiency. It is not subject to the Betz limit which defines an  
upper limit of 59.3% of the incident kinetic energy that can be converted to shaft 
power by a single actuator disk turbine in open flow [4]. Increase in theoretical max-
imum power coefficient for a diffuser-augmented turbine of up to 3.3 times higher 
than the Betz limit of 59.3% has been claimed [5]. Experimentation with wind tunnel 
models even reported a power augmentation factor of 4.25 for a turbine with a diffus-
er, producing 4.25 times as much power than the same turbine in open flow [6]. Ac-
tual test data have also shown increase in performance by a factor of about 3 when a 
duct was added to a water turbine [4]. 

The seeming violation of the Betz law by ducted turbines in extracting more ener-
gy from the fluid than what is available arises from the Cp formula, which can only 
calculate the percentage of kinetic energy extracted from the fluid. Ducted turbines 
capture not only the kinetic energy but also certain percentage of the flow-pressure 
energy. In this study, an augmentation factor of 3 or a power coefficient, Cp, of 1.77 
was used. 

To calculate the hydro generator’s generated power, relative water current veloci-
ties with respect to the ship were considered. While the ship is running in the open 
sea, the water current may flow from different directions with different magnitudes. 
This can greatly influence the power produced by an open flow hydro generator. 
However, this might not hold true for a ducted hydro generator. Due to the duct sur-
rounding the turbine, only the head and tail water current will have considerable ef-
fect on energy extraction and power conversion. Also, the ship’s cruising speed of 
15.5 knots or 7.97 m/s is expected to ensure positive power in most conditions. In this 
investigation, a head and tail water current velocity range of up to 2.5 m/s was consi-
dered [7-8]. 

3 Method 

The results and findings of this computer-generated simulation study were based on 
the calculation of (1) generated power, (2) resistance power, (3) net power, (4) fuel 
consumption – taking into consideration the additional resistance power and (5) fuel 
savings – obtained by comparing the consumption when using the diesel generator 
with the hydro generator. 

3.1 Generated Power 

The hydro generator’s generated power was calculated using Equations (1) and (2). A 
2.5-m turbine diameter was initially selected for the hydro generator with a hub of  
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CFD analysis (Fig.4) was then used to estimate the drag brought about by the inte-
gration of the hydro generator to the ship. “Flow Simulation”, a CFD analysis pro-
gram embedded in SolidWorks® was used. It solves the Navier-Stokes equations, 
which are formulations of mass, momentum and energy conservation laws for fluid 
flows. It employs one system of equations to describe both laminar and turbulent 
flows. 

 

Fig. 4. CFD analysis on the hydro generator with bracket to estimate drag 

In fluid dynamics, drag, sometimes called fluid resistance, refers to forces that op-
pose the relative motion of an object through a fluid, which is, in this case, water. 
Drag forces act in a direction opposite the oncoming flow velocity. Unlike other resis-
tive forces such as dry friction, which is nearly independent of velocity, drag forces 
depend on velocity. For a solid object moving through a fluid, the drag is the compo-
nent of the net aerodynamic or hydrodynamic force acting opposite to the direction of 
the movement [9]. Therefore, drag brought about by the integration of the aero and 
hydro generators to the ship opposes its motion and has to be overcome by additional 
propeller thrust. The power, PR, in W to overcome fluid resistance or drag is equiva-
lent to 

 PR = FD V (3) 

where FD is the drag force, in N, and V is the fluid velocity, in m/s. 
From the CFD analysis conducted, drag results were converted to equivalent resis-

tance power using Equation (3) and are shown in Table 2. 
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Table 2. Drag and resistance power of the hydro generator on up to 2.5 m/s water current.  

Water 
Current 
(m/s) 

Relative Velocity
VR (m/s) 

 

Drag (kN) Resistance Power (kW) Average  
Resistance 

Power  
(kW) 

Head 
Water 

Current 

Tail 
Water 

Current 

Head  
Water 

Current 

Tail  
Water 

Current 

Head  
Water 

Current 

Tail  
Water 

Current 

0.00 7.97 7.97 33.02 33.02 263.17 263.17 263.17 

0.50 8.47 7.47 37.23 28.99 296.72 231.05 263.89 

1.00 8.97 6.97 41.82 25.15 333.31 200.45 266.88 

1.25 9.22 6.72 44.17 23.42 352.03 186.66 269.35 

1.50 9.47 6.47 46.51 21.70 370.68 172.95 271.82 

2.00 9.97 5.97 51.54 18.62 410.77 148.40 279.59 

2.50 10.47 5.47 56.87 15.66 453.25 124.81 289.03 

3.3 Net Power 

In this study, the net power is the ultimate beneficial power obtained from the hydro 
generator, measured as the generated power less the resistance power. A summary of 
the powers obtained, including the net power for the hydro generator is shown in 
Table 3. 

Table 3. Power summary 

Water 
Current 
(m/s) 

Generated Power 
(kW) 

 

Resistance Power 
(kW) 

Net Power (kW) Average 
Net  

Power 
(kW) 

 

Head 
Water 

Current

Tail 
Water 

Current 

Head 
Water 

Current 

Tail  
Water 

Current 

Head 
Water 

Current 

Tail  
Water 

Current 

0.00 1294.57 1294.57 263.17 263.17 1031.41 1031.41 1031.41 

0.50 1553.83 1065.89 296.72 231.05 1257.10 834.84 1045.97 

1.00 1845.57 865.87 333.31 200.45 1512.26 665.42 1088.84 

1.25 2004.22 776.00 352.03 186.66 1652.18 589.34 1120.76 

1.50 2171.71 692.57 370.68 172.95 1801.03 519.62 1160.32 

2.00 2534.18 544.10 410.77 148.40 2123.41 395.69 1259.55 

2.50 2934.89 418.52 453.25 124.81 2481.64 293.71 1387.67 

3.4 Fuel Consumption 

The tanker ship considered in this study was equipped with 3 diesel generator engines 
to generate electrical power supply. While running on full-speed sea condition, a 960 
kW diesel generator engine supplied all the necessary electrical power requirement.   
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To maintain the ship’s speed, the main engine needed to overcome the resistance 
brought about by the hydro generator‘s integration. This meant that the main engine 
had to produce more thrust and thus, would require additional fuel consumption. 
Considering the main engine’s SFC at maximum continuous output of 168.5 g/kW-h, 
the additional main engine fuel consumption to develop more thrust to overcome the 
resistance of the hydro generator is shown in Table 4. This will also give an average 
additional fuel oil consumption of 45.8 kg/h. 

Table 4. Additional fuel oil consumption to overcome hydro generator average resistance 

Water 
Current 
(m/s) 

Drag (kN) 

 

Resistance Power 
(kW) 

 

Average 
Resistance 

Power 
(kW) 

Additional 
Fuel Con-

sumption to 
Overcome 
Average 

Resistance 
(kg/h) 

 

Head 
Water 

Current 

Tail 
Water 

Current 

Head 
Water 

Current 

Tail 
Water 

Current 

 

0.00 33.02 33.02 263.17 263.17 263.17 44.34 

0.50 37.23 28.99 296.72 231.05 263.89 44.46 

1.00 41.82 25.15 333.31 200.45 266.88 44.97 

1.25 44.17 23.42 352.03 186.66 269.35 45.38 

1.50 46.51 21.70 370.68 172.95 271.82 45.80 

2.00 51.54 18.62 410.77 148.40 279.59 47.11 

2.50 56.87 15.66 453.25 124.81 289.03 48.70 

 
To sustain the ship’s electrical power requirement at full speed sea conditions, the 

hydro generator considered in this study has to generate 960 kW of electrical power, 
equivalent to one diesel generator engine which supplied all the electrical power re-
quirement when the ship was running at full speed.  

In the condition wherein the diesel generator engine was running to supply the 
ship’s electrical power requirement on full-speed sea condition, the fuel consumption 
was obtained, taking the maximum rated output of both main and diesel generator 
engines. Table 5 reflects the data. 

Table 5. Main and diesel generator engine fuel consumption at full speed sea condition 

  
Specific F.O. Cons. 

(g/kW-h) 
Max. Continuous 

Output (kW) 
Fuel Cons. 

(kg/h) 

Main Engine 168.50 25,090 4,227.70 

Diesel Generator Engine 195.00 1,020 198.90 

(AC Generator)   (960) 

Total     4,426.60 
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As the hydro generator supplies the electrical power requirement when the ship is 
running at full speed, no diesel generator engine is operated. This reduces the ship’s 
total fuel oil consumption by eliminating the need to operate a diesel generator engine 
for generating electrical power. 

A comparison of the calculated fuel consumption using a conventional diesel gene-
rator and a hydro generator - taking into account the additional main engine fuel con-
sumption to overcome resistance due to its integration, is shown in Fig.6. A reduction 
in fuel consumption of 153.1 kg/h can be obtained. This was equivalent to 3.46% of 
the 4 426.6 kg/h combined rated main and diesel generator engine fuel consumption 
at full speed sea condition. This meant savings of 3.46%. 

5 Discussion 

The hydro generator arrangement can be integrated to the ship’s electrical power plant 
similar to shaft generator systems, which are already in existence. It is connected in 
line when the ship is running at its rated rpm. For safety reasons, one stand-by diesel 
generator should be readily available whenever the hydro generator is in use. Since its 
operation is affected by the water current’s direction and velocity, its variable fre-
quency and voltage output have to be converted into fixed voltage and frequency to 
match with machinery requirement. The use of a rectifier/inverter module can help 
address this concern, which operates by rectifying the variable frequency into direct 
current (DC) which is later inverted into fixed frequency alternating current (AC). 
The power management system onboard ships may provide a central place to make 
efficient utilization of all the electrical power as shown in Fig. 7. It usually includes 
the mode controllers, power flow meters, transfer switches and protection circuit 
breakers, and battery charge and discharge regulators. 

 

 

Fig. 7. Power management system layout 
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Then again, unlike tidal turbine generators which operate at lower water velocities, 
the hydro generator integrated in the ship’s hull should be designed and constructed to 
operate at higher water velocities and withstand the sea forces and vibration expe-
rienced by the ship during adverse weather condition.  

For the protection of marine life, a hollow turbine center with shrouded blade tips, 
non-usage of hydrocarbon-based lubricants and very low operating frequency sound are 
only some of the safety features available in some hydro generator designs [10-11]. 

On maintenance issues and concerns, there are hydro generators wherein mainten-
ance schedule may be made to coincide with the ship’s drydocking period. For in-
stance, Clean Current’s tidal turbine generators are constructed with a bearing system 
seal which is scheduled for replacement every 5 years and with the generator overhaul 
scheduled every 10 years. Moreover, these tidal turbine generators are designed for a 
service life of 25 to 30 years [10], which can be considered even longer than a ship’s 
average service life. 

In 2005, the unit capital cost of tidal turbine generators ranged from USD 1 700 to 
2 000 per kW [12-13]. To date, it is estimated that the market is at USD 2 000 to 3 
000 per kW [10]. Nonetheless, there are some makers who claim to achieve a target 
capital cost of less than USD 1 610 per kW [14]. Taking the average of these figures, 
which is equivalent to USD 2 055 per kW, a 960 kW hydro generator may be esti-
mated to incur a capital cost of USD 2 million, with a total annual operation and 
maintenance cost estimated at USD 82 000 [12]. Taking this into consideration and 
with a zero salvage value, a payback period of 5 years can be expected. 

With an average annual sea time of 264 days or 6 336 h for the ship in study [15] 
and with a bunker price of IFO 380 at USD 505 per ton (991 kg/m3 density) [16], an 
estimated annual savings of USD 489 871 can be projected with the use of a hydro 
generator. 

6 Conclusion 

Theoretical data obtained in this study approves the use of a hydro generator as 
another means to supply the tanker ship’s electrical power requirement at full-speed 
sea conditions using renewable energy source. With the appropriate size of turbine 
diameter, it can theoretically generate the required power, regardless of water current 
velocity and direction. Also, taking into consideration the estimated savings in fuel 
consumption, capital and operational cost recoveries and amortization benefits can be 
realized within the first quarter of the equipment life cycle. Since the benefits in using 
hydro generators can be enjoyed during full-speed sea conditions, tanker ships,  
which spend most of their time at sea, can be expected to benefit more from such 
applications. 

7 Recommendation 

It is recommended that further studies be conducted on the validation of the simula-
tion results presented in this paper. This is to determine the degree to which the model 
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accurately represented the real world from the perspective of its intended use. Tests 
using scaled model on a towing tank may also be considered. Studies should include 
identification of the best efficient location on the hull where to affix the unit, includ-
ing the design of the hydrodynamic mounting or means of attachment that will inte-
grate it to the ship.  

One issue that is of concern is the protection of marine life. Although there are tid-
al turbines designed with a hollow center, means of protection should still be installed 
to protect sea creatures from being caught by the rotating turbine blades.  

In terms of design and construction, the hydro generator integrated in the ship’s 
hull should be able to operate at higher water velocities. This is contrary to tidal tur-
bine generators which are driven by tidal currents and operate at lower water veloci-
ties. The hydro generator’s strength, durability and reliability, being located underwa-
ter, should also be taken into consideration to withstand pounding and slamming in 
harsh weather conditions. Vibration that could be brought about by its integration 
should also be looked into. Safety of Life at Sea (SOLAS) requirements and classifi-
cation society rules on the use of hydro generators on ships are other important areas 
of further research. 

As regard the ship’s characteristics, the effects on hull center of buoyancy, trim, 
dynamic stability, seakeeping at all headings including the ease of maneuvering are 
some other things which should be further looked into. Drag effects to the ship run-
ning at a lower rpm and during maneuvering are other concerns.  

Possibility of installing hydro generators on other ship types could also be ex-
plored. 
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Abstract. In this work, potentials, state-of-the-art and development of hybrid 
wind-solar plants in the eastern-North Africa zone have been studied. Since the 
use of the renewable energy sources requires an accurate evaluation and plan-
ning, an optimization procedure has been adopted: the protocol exploits data -
such as solar radiation and cumulative mean wind speed- which are available 
for each node of the grid representing the Tunisian territory. The aim of this pa-
per is to identify several optimal locations which can host a hybrid system 
based on solar and wind technologies.   

Keywords: Wind-solar hybrid systems, Optimization, Renewable energy. 

1 Introduction 

Renewable energy sources (RES) play an important role in targeting energy security,  
sustainable development and environment preservation.  Nowadays, wind and solar 
sources have been recognized as the most promising clean technologies because of 
the decreasing trend of costs, oppositely to other energies [1-3]. In this scenario the 
disadvantages related to the use of fossil fuels (such as environmental impacts) have 
forced public administration and stakeholders to move towards RES [30-33]. Solar 
and wind are inexhaustible and fuel-free sources which  do not cause pollution in 
electricity production. They are also able to yield energy with minimal transmission 
loss due to the ease of their implementation in both urban and rural areas [4-5]. 

The eastern North-Africa zone is situated between Europe and Africa and can be 
seen as a bridge beyond the Mediterranean sea. This area -if compared with the neigh-
borhood- has a low amount of fossil fuels and lacks of natural gas reserve [6-9]. In the 
last three decades, energy consumption has increased parallel to the technological de-
velopment in the whole region. In this region, most of the electricity is generated by 
thermal power plants exploiting fossil fuels and gas. As a consequence, wind and solar 
energy can be an alternative to their use and must be investigated very seriously.  

                                                           
* Corresponding author. 



 Wind – Solar Hybrid Systems in Tunisia: An Optimization Protocol 221 

 

At the end of 2005 the installed power station capacity in Eastern-North African 
zone totaled roughly 2,900 GW. The mean annual peak load along this period was 
approximately 1,890 MW. The contribution of  hydroelectric power plants and wind 
power installations did not exceed 60 MW and 10 MW, respectively. The remaining 
capacity was wholly accounted by thermal power stations [10]. In this region, the 
commercial use of wind power for generating electricity is still in its infancy. Since 
1980, some small wind energy plants have been used on a decentralized basis, e.g. for 
the desalination of brackish water or  pumping water as part of field irrigation 
schemes in isolated zones [11]. According to some recent studies [12] wind potential 
may reach 1,000 MW, with a possibility of implementing 250 MW-wind farms in the 
northern part of the zone. 

The aim of the present paper is to identify several optimal locations which can host 
a hybrid system based on the use of solar and wind technologies. This goal is success-
fully reached by an optimization protocol which includes the construction of a pon-
dered grid on the territory and the Boubaker Polynomial Expansion Scheme (BPES). 
The study shows that the integrated use of wind and solar energy has a strong poten-
tial and requires an accurate planning in order to decrease the dependence on fossil 
fuels. 

2 Material and Methods 

2.1 Potentials and Resources of Wind Energy  

The Meteorology National Institute (INM) provided 10-year mean records of synoptic 
observations for several locations in Tunisia [13]. Wind speed has been assumed to be  

 

 

Fig. 1. Global wind speed levels at heights beyond ten meters within four zones [14] 
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stationary within each month with a maximum of 5.0 m/s at heights beyond ten me-
ters. Records show that wind mean speed in Tunisia varies between 2.0 and 5.0 m/s. 
Four major zones (Figure 1) were highlighted: ZA (Bizerte, Tunis, Klebia, Tabarka, 
etc.), ZB (Elborma, Remada, etc. ), ZC (Gabes, Djerba,  Sfax, Medenine, etc. )  and 
ZD (Thala,  Gafsa, Sidi-Bouzid, etc.) according to the relevance of measurements 
along with the availability of active meteorological stations. 

 
Fig. 2. Cumulative mean annual data for wind energy in the main zones [15] 

Figure 2 shows the cumulative mean annual data of wind energy in the above-
described areas. It can be easily seen that zone A has the highest values. 

 

 
Fig. 3. Rose diagram of mean solar irradiation in Tunisia [15-16] 
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Nowadays, a single wind farm has been built, in Sidi Daoud (Northen part) near 
Cap Bon. It has been working since 2000. Average annual wind velocity at this loca-
tion is 8.4 m/s at 30 m a.g.l. . The project was put out to tender in 1996 on the basis of 
a feasibility study which was drawn up between 1990 and 1992.  

The wind farm is equipped with 32 turbines,  330 kW each. In 2002 it generated 
30 GWh of electricity and later in 2003 was expanded by the addition of 12 turbines 
which reached 8.7 GWh. According to STEG (Société Tunisienne d’Electricité et de 
Gaz), the estimated cost benefits are up to 26% in terms of avoided fuel costs [14]. 

2.2 Potentials and Resources of Solar Energy  

Tunisia has an important solar potential, boasting mean annual irradiation rates be-
tween 1.5 and 5.5 MWh/m2 (Figure 3).   

Such rates encouraged the use of solar panels in commercial and residential instal-
lations through important official subsidies and assistance. The unique implemented 
high scale plant is in El Borma at the Algerian southern frontiers, with a nominal 
power of 2.1 GW [17]. 

Solar radiation chart is shown in Figure 4, along with existing plants in 2012. It can 
be seen that the annual solar radiation is more than 1.7 MWh/m2 in the whole country 
and the highest values occur in the southern areas (yellow in the map in Figure 4). 

 

 
Fig. 4. Existing plants in 2012 along with annual solar radiation repartition [15-16] 
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2.3 Hybrid Elementary Units Plan 

The recent energy plants are aimed at increasing the share of RES from 4% -in terms 
of total electrical installed power in 2010- to 16%  and 40% in 2016 and 2030, re-
spectively. With specific regard to power demand, this target corresponds to the im-
plementation of approximately 5.4 GW throughout the territory. If all the resources 
and the projected plants (53-90 MW) are taken into account, the amount of annual 
required installation should be equal to 0.3 GW, which is equivalent to the installation 
of eight plants per year, for a total period of 20 years. 

According to the disposition given in Figures 3 and 4, optimal loci for different 
kinds of plants do not match along the territory due to resources disparity. This con-
straint is the main reason for proposing medium-sized hybrid elementary units whose 
scheme is presented in Figure 5. 

 

 
Fig. 5. Hybrid elementary unit scheme 

2.4 Optimization Protocol   

In order to find out the optimal location for the above described hybrid plant in the 
territory, an optimization procedure is adopted. The optimization protocol is based on 
two major items: the pondered grid and the Boubaker Polynomials Expansion Scheme 
BPES. The pondered grid is constructed through the data given in (2) and (3). Each 

node in the map is indexed using an integer index 
0..1 Mk

k
=

and then introduced with-

in a continuum coordinate system (Figure 6). 0M  depends on the size of the grid, for 

the optimization procedure a single mesh is 0.5 km2 and the numeric value of 0M  is 

78·104. 
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Fig. 6. Optimization protocol grid 

A preset number 0N  of aggregates 
0..1 Niiz

=
affects each point. The positive ag-

gregates involve several parameters including: irradiation level, wind performance, 
recovery of investment, gain of cost versus conventional energy supply scenario and 
delivery cost, area availability, installation history and mean costs of different op-

tions. For this simulation, the numeric value of 0N  is 11. Each aggregate 
0..1 Niiz

=
 

varies inside the range ],[ maxmin
ii zz . The range of variation for some aggregates used 

in the model is shown in Table 1. 

Table 1. Range of the aggregates 

zi Aggregate Range [%] 
z1 Wind performance 0-100 
z2 Irradiation level 0-100 
z3 Accessibility 0-100 
z4 Mean costs 0-100 
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In a first step, and for standardizing purposes, each aggregate 
0..1 Niiz

=
 is norma-

lized using (1): 
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Consecutively, the optimization is carried out through the Boubaker Polynomials 
Expansion Scheme BPES [18-29] a standardized weight function set as: 
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where: 

• kB4 are the 4k-order Boubaker polynomials;  

• kr  
are kB4 minimal positive roots;  

• 
0..1 Nkk =

λ  are unknown pondering real coefficients.  

The BPES protocol ensures the validity of the optimizing test thanks to Boubaker 
polynomials first derivatives properties: 
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The BPES solution is obtained through four steps: 

• Determining the set of the pondering real coefficients, 
0..1 Nkk =

λ  which maximizes  

the standardized weight function ),( 00 MNξ . 

• Testing the rank { }0,..1 Mi
i

∈
which gives minimal value of the first derivatives of  

),( 00 MNξ . 

•  Affecting the adequate hybrid plant prototype to the location of this rank and 
hence eliminating it from the grid. 

• Continuing the process after decrementing 0M and adjusting 0N at each step if 

necessary. 

3 Results and Discussion 

The result of this algorithm consists of an optimized and well scheduled planning in 
order to implement the net of hybrid elementary units plan under the given constraints 
(Figure 7). The study –carried out by the useful optimization procedure- leads to the 
definition of five different locations which can host the hybrid systems. The plants 
have different capacities (Table 2), from 38 MW (eastern-south Tunisia) to 182 MW 
(middle part of Tunisia), depending on the wind and solar potential of that area. A 
different time of creation is provided for each plant, the forecast is that the systems 
will be completed by 2030 with a total capacity of just over 450 MW.  
 

 
Fig. 7. Result of the algorithm 
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Table 2. Solar and wind contribution in total capacity 

Site  Solar contribution 
(%) 

Wind contribution 
(%) 

Total capacity 
(MW) 

1 45 55 182 
2 30 70 99 
3 77 23 72 
4 70 30 67 
5 75 25 38 

 

Tunisia is also looking at the possibility of a transmission line running from Egypt 
to Morocco, whereby a feasibility study has already begun. A link between Tunisia 
and Italy is also being considered so that opportunities of commercializing energy can 
be developed between the two countries. 

Transmission network in Tunisia involves 60 HV substations and about 5000 km 
of HV lines. The interconnection network is connected to Europe through networks in 
Algeria and Morocco. Interconnection with Libya will help to extend the synchronous 
zone to Machrek countries, which means that interconnection from Syria through 
Libya, Egypt and Jordan would take place. 

4 Conclusion 

The protocol optimization is an important tool to evaluate the possible use of RES – 
such as hybrid systems based on solar and wind technologies- and to identify the op-
timal locations of these plants. In order to reach this goal, the potential of wind and 
solar energy is considered. The best solution is mostly a compromise between solar 
radiation, mean wind speed values, recovery of investment, gain of cost versus con-
ventional energy supply scenario and delivery cost, area availability, installation his-
tory and mean costs of different options. By means of the simulation several sites - 
suitable for the realization of the wind-solar hybrid systems with a total capacity of 
450 MW – were identified. 

The present paper shows an opportunity to reduce the dependence on fossil fuels 
and, as a consequence, ensure a clean and sustainable future in agreement with the 
energy policy of Tunisia to encourage the production of energy from renewable 
sources and to reduce the national energy consumption. 

Nevertheless, some aspects have to be considered: the development of hybrid 
plants need incentives to compete with fossil fuels, which still covers most of energy 
demand. According to that, research can be addressed to the analysis of the best avail-
able technologies. 
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Abstract. In Mediterranean greenhouses, active and passive cooling systems 
are almost always needed due to high values of solar radiation (nearly 1000 
Wm-2) -especially during summer season- and high values of air temperature 
(near 40°C). Nevertheless, the use of the above-mentioned systems imply the 
increase of the operating costs of greenhouses. 

The aim of the present study is to investigate the possible use of semi-
transparent photovoltaic covers as shadowing systems in Mediterranean green-
houses. In order to reach this goal, the energy transfers have been calculated 
and the energy balance for a greenhouse has been determined. More precisely, 
three cases have been taken into account: traditional cover with EVA (Ethylene 
vinyl acetate)film, cover with double film, namely EVA for the internal part 
and polyethylene for the external one, and cover with double film, namely EVA 
for the internal part and semi-transparent photovoltaic film for the external one. 

Keywords: greenhouse, photovoltaic film, shading, renewable sources. 

1 Introduction 

The use of plastic film covers has greatly contributed to the development of the 
greenhouses in Italy and at the same time to the generation of a new class of green-
houses, different from those of Central and Northern Europe, the so called “Mediter-
ranean Greenhouse”. It is characterized by a certain structural simplicity, cheap cov-
ers and lack of fixed winter conditioning systems as the available solar energy is- 
broadly speaking-more than sufficient to meet the energy requirements [1]. 

During the hot season, however, some problems occur within the greenhouse due 
to intense solar radiation and high air temperature too. In order to overcome this situa-
tion, cooling systems – namely active and passive solutions- have to be taken into 
account.  

Choosing cooling systems strongly system depends on many factors e.g. climate, 
technology and available resources [2]. Growers in cold climate countries, with  
advanced technology, abundant water and low solar radiation have generally moved 
towards the use of active methods of cooling, such as mechanic ventilation and  
water evaporation [3-5]. On the other hand, in countries with warmer climates, less 
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sophisticated technologies, scarcer water supplies and higher solar radiation, passive 
methods of cooling dominate, as they require little initial investment, have lower 
energy costs and use less water. 

In the latter case, the conversion of solar energy into electric energy by photovol-
taic effect could be a viable solution allowing you to take advantage of the solar ener-
gy excess with economic and productive benefits. 

The traditional photovoltaic silicon-based panels are not transparent and do not let 
the solar radiation penetrate inside the greenhouse. Thus, plants cultivation becomes 
problematic and it is difficult to create greenhouse effect necessary to develop the 
microclimatic conditions for crops. 

In recent years, research has focused the attention on the production of  photovol-
taic films [6-8]. 

In some periods of the year, in Mediterranean areas, the solar radiation exceeds the 
needs of the crops cultivated in greenhouses [9]. This has led to consider the use of 
these semi-transparent photovoltaic films not only for energy production but as a 
passive cooling system too. 

This application would ensure the grower an advantage economically by selling 
electricity and in terms of production since energy and thermal excess –harmful to 
plants cultivation in greenhouse- would be reduced. 

The use of the double covering in greenhouses increases the cover opacity to the 
long wave infrared radiation and the cost of the investment and moreover leads to 
decrease transparency at Photosynthetically Active Radiation (PAR), generating pro-
duction problems. When  a transparent layer is added to the cover, at least the 10% of 
the light is lost. This value varies depending on material and angle of incidence [10]. 

The aim of the present work is to evaluate the possible use of innovative semi-
transparent photovoltaic films as shading systems for Mediterranean greenhouses. In 
order to reach this goal, the inputs and outputs of energy have been calculated and the 
energy balance for a greenhouse has been determined. More precisely, three cases 
have been taken into account: traditional cover with EVA film, cover with double 
film, namely EVA for the internal part and polyethylene for the external one and cov-
er with double film, namely EVA for the internal part and semi-transparent photovol-
taic film for the external one. 

Climatic conditions of Viterbo are taken into account. 
The energy balance has lead to evaluate the possible use of semi-transparent pho-

tovoltaic films as passive cooling systems and for energy production from Renewable 
Energy Sources (RES). 

2 Materials and Methods 

The present research has been carried out with specific regard to a greenhouse assum-
ing different types of cover materials: 

EVA (Ethylenevinylacetate) 
Double covering: EVA-Polyethylene 
 



 Use of Semi-transparent Photovoltaic Films as Shadowing Systems 233 

 

Double covering: EVA- semi-transparent photovoltaic film. 
Here is the size of the greenhouse: 
Length = 50 m 
Width = 12 m 
Eaves height = 3.5 m 
Slope of the pitches = 22° 
Thickness of the films = 0.18 mm 
 

The external climatic conditions are referred to the Educational and Experimental 
Farm “Nello Lupori” of the University of Tuscia in Viterbo (λ = 42°25'7"68 N; φ = 
12°6'34"20 E; Altitude= 326 m). Climatic data were obtained from elaboration of 
historical series of data (2000-2012) measured by sensors and stored by a data acqui-
sition system with data logger Campbell CR 10. In order to evaluate the effect of 
different covers on the internal greenhouse microclimate, the energy balance - be-
tween input (i.e. solar radiation) and energy losses due to trasmission, ventilation and 
radiation on an average clear day of each month- has to be calculated [13, 14]. Fur-
thermore, the energy balance is related to the occurring energy flows, as shown in 
figure 1. 

 
Fig. 1. Energy flows in greenhouse 

The energy balance equation is given by (1):  
 

Ri = RTg,sky+ RTg,atm+RTp,sky+ RTp,atm+ RTia,sky+ RTia,atm+ T+ V+ ∆Eg+ Sg         (1) 
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The global solar radiation (direct and diffuse) inside the greenhouse in clear sky 
conditions was calculated using the equation (2): 

( )1 cosi e b d d i cR R Cτ τ θ τ= + + ⋅                         (2) 

Where: 

360
1367 1 0.033cos
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n
R

 ⋅  = +     
 

n = julian day; 

z z z

z z

cos sen sen cos cos sen sen cos cos cos cos cos

sen cos cos sen cos cos sen sen sen
iθ λ δ θ λ δ θ ψ λ δ ω θ
λ δ ω θ ψ δ ω θ ψ

= − + +
+ +

 cosθz= senφ senδ + cosφ cosδ cosω; 
φ = latitude (°); 

( )δ = ⋅ ⋅ ⋅ +



2345

360
365 284. sen n

   (°); 

Nomenclature 
Alphabetic symbols 

 
R = global solar radiation [MJ m-2d-1];  
RT = energy lost by radiation [MJ m-2d-1];  
C = energy exchanged by convection [MJ m-2d-1];  
T = energy lost by transmission [MJ m-2d-1];  
V = energy lost by ventilation [MJ m-2d-1];  
TR = plant transpiration [MJ m-2d-1]; 
S = energy transferred by conduction in the deep layers [MJ m-2d-1];  
E = thermal storage [MJ m-2d-1]. 
 
Subscripts 
 
e = external; 
re = reflected external; 
i = internal; 
ri = reflected internal; 
ap = absorbed by the plants; 
rg = reflected from the ground; 
ag = absorbed by the ground; 
ac = absorbed by the cover; 
p = plants;  
g = ground;  
ia = indoor air;  
atm = atmosphere;  
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( )ω = ⋅ −
360

24
12 h

    (°); 
ψ = angle between the horizontal projection of the surface normal and the direction 

south (°) 
h = hour days      (h);  
A = altitude      (km); 

τb = transmissivity of the atmosphere to the direct radiation= z

-k
cos

o 1A + A ×e θ ; 

τd = transmissivity of the atmosphere to the diffuse radiation = 0.271 - 0.294 τb; 

A0 = [0.4237-0.00821 (6-A)2] [1+0.03 sen (π 91 n

182

+
)]; 

A1 = [0.5055+0.00595 (6.5-A)2] [1+0.01 sen (π 91 n

182

+
)]; 

K = [0.2711+0.01858 (2.5-A)2] [1.01-0.01 sen (π 91 n

182

+
)]. 

dC  = Diffusivity coefficient of the plastic film cover indicating the direct radia-

tion that is converted into diffuse one in the internal environment from the cover). 
Trasmissivity (

cτ ) of the cover and the walls to solar radiation was determined us-

ing the model described by Marucci et al. [14]. 
The energy lost by transmission from walls and the cover was calculated with the 

relation (3): 

( )i eT K S T T= −     (3)
 

K = thermal trasmittance (W m-2 K-1); 
S = surface (m2);

 

Ti = internal temperature (K); 
Te = external temperature (K). 
The energy lost by ventilation was calculated with the relation (4): 

( - )v i eE V H H=     (4) 

vE =  energy lost by ventilation (KJ h-1); 

V=  flow rate of ventilation (KgDryAir h-1); 

iH =  internal air enthalpy (KJ KgDryAir-1); 

eH =  external air enthalpy (KJ KgDryAir-1). 

The enthalpy H  (KJ KgDryAir-1) of a Kg of air, at temperature t (°C) and with a 
water content, in the form of water, equal to x (Kg KgDryAir-1) is obtained from (5): 

H=1.005 t+x (2499.5+2.005 t)    (5) 

x (Kg KgDryAir-1) represents the water vapor contained in the air and can be deter-
mined through the psychrometric diagram or with the following formula (6): 
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2

2

H O

H O

p
x=0.6215

p-p
    

(6) 

p=1.013 (Kg cm-2) atmospheric pressure; 

2H Op = vapor pressure of the air, expressed in Kg cm-2 at the temperature T (K) 

and at relative humidity UR (%) (7); 

2

-3928.5
10 T-41.5

H OP =1.41×10 e ×UR
 
 
 

   
(7) 

The energy lost by radiation was calculated with the relation (8): 
4 4

12 1,2 1 2
RT =  ( )F T Tσ ε −

   

(8) 

RT12 = Energy lost by radiation (W m-2); 
σ = Stefan–Boltzmann constant (W m−2 K−4); 

1,2ε = emissivity; 

F = view factor; 
T = absolute temperature (K) [11-13]. 

The terms in the energy balance equation lead to gain useful information on the poss-
ible use of semi-transparent photovoltaic films to convert solar radiation surplus into 
electric energy. This becomes even more important in those areas where intense solar 
radiation occurs. 

3 Results and Discussion 

If solar radiation inside the greenhouse and energy losses in clear sky conditions are 
compared considering different covering materials, a good agreement between inputs 
and outputs emerges. 
 

 
Fig. 2. Cover EVA film: external solar radiation, internal solar radiation and energy losses in 
clear sky conditions 
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Fig. 3. Double covering EVA-Polyethylene: external solar radiation, internal solar radiation and 
energy losses in clear sky conditions 

 

Fig. 4. Double covering EVA- photovoltaic film: external solar radiation, internal solar radia-
tion and energy losses in clear sky conditions 

The internal solar radiation –available for plants growth- strongly varies depending 
on the greenhouse cover material. Considering the EVA cover and the specific loca-
tion of the present study, the internal solar radiation is approximately equal to 20 MJ 
m-2d-1 in the period May-August: this value greatly exceeds the needs of the most 
demanding horticultural crops (es. tomato, Solanum lycopersicum) and forces the use 
of use active and passive cooling systems with very high energy consumption. 

In the case of  the double covering (EVA-Polyethylene) (Fig. 3) the inside solar 
radiation available for the plants and the related energy losses decrease by about 25%. 
However it is still necessary to resort to cooling systems requiring less energy than 
the previous case. 
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Instead of dissipating the energy surplus with cooling systems and the consequent 
costs, Photovoltaic elements can be used to convert the solar radiation surplus into 
electric energy and, moreover,  to shade the greenhouse itself. 

Photovoltaic panels are already used for this purpose but hardly ensures partial and 
uniform shade which is extremely important for plant growth and productivity. 

The semi-transparent PV elements have recently widespread: they let the solar rad-
iation – needed by plants- penetrate inside the greenhouse. Considering that plants 
require almost 50% of the external solar radiation during warm periods, the remaining 
part can be used to produce electricity. 

In the event combined with an EVA film a semi-transparent photovoltaic film that 
passes 50% [1] of the incident solar radiation (Fig. 4), the internal solar radiation, 
from May to August, reaching values slightly less than 10 MJ m-2d-1 which should be 
enough for a normal growing major vegetable crops. 

 
Fig. 5. Energy losses due to transmission, ventilation, radiation and total for greenhouse cov-
ered with EVA film 

 
Fig. 6. Energy losses due to transmission, ventilation, radiation and total for greenhouse with 
double covering (EVA- Polyethylene) 
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Fig. 7. Energy losses due to transmission, ventilation, radiation and total for greenhouse with 
double covering (EVA-photovoltaic film) 

In case of totally or partially cloudy sky, photovoltaic shading films should be re-
moved and, moreover, in different climatic conditions, transparency of PV films 
should change.  

Energy losses have to be taken into account in the three above-described green-
houses since they strongly vary, especially those due to irradiation. Actually PV semi-
transparent films are almost opaque in the long wave infrared: in the case of the latter 
greenhouse cover, indeed, the losses due to radiation represent only 12-15% of those 
in EVA covers. 

With the latter greenhouse cover, in fact, the losses by radiation are just 12-15% of 
those with EVA cover. 

In the greenhouse double cover EVA-Polyethylene, however, since the latter is 
slightly opaque in the long wave infrared, the radiation losses are similar to those 
under EVA. 

The losses by transmission from the walls and the cover significantly decrease in 
both cases if double covering is due to the drastic reduction in the coefficient of ther-
mal transmittance. 

The energy lost by transmission from the greenhouse with double covering EVA 
Polyethylene is about 60% of that with only EVA film. The greenhouse double cover 
EVA- photovoltaic film shrunk down to about 42% of the EVA film: this is due to the 
low thermal transmittance of this covering material. 

The energy lost by ventilation decreases gradually passing from single to double 
film with polyethylene. Lower values will occur with the shading photovoltaic films. 
The greenhouse double cover EVA-polyethylene reduces energy losses due to ventila-
tion less than 80%  EVA film, while the greenhouse double cover EVA-photovoltaic 
film these energy losses amount to about 65% of those with single greenhouse cover. 

The above-described considerations are referred to completely clear sky and to a 
specific location. 

The performed experiments lead to interesting perspectives on the possible use of 
semi-transparent  PV elements as shading systems for greenhouses and as an efficient 
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solution to convert solar radiation surplus into electricity, especially during summer 
and in warmer areas. 

If plants needs are analyzed during the whole year, the solar energy excess –with 
specific regard to the chosen location- can be exactly determined and, as a result, the 
transparency of the PV films can be defined. 

The choice of crops can be even optimized to increase the efficiency to a maximum 
value. 

In addition to the need of increasing conversion efficiency of semi-transparent PV 
elements –which nowadays is approximately 2%- another problem has to faced: films 
anchoring and handling must not damage efficiency and duration.  

4 Conclusions 

The present paper focuses the attention on the possible use of innovative semi-
transparent PV films for shading greenhouses and to produce electricity by converting 
the solar radiation surplus which exceeds crop needs. The research has been carried 
out with regard to different types of greenhouse covers: EVA film, double film EVA-
Polyethylene and double film EVA-photovoltaic film. 

Considering the climatic conditions of the Mediterranean areas and with specific 
regard to clear skies, the results show that a large amount of energy surplus occurs if 
compared with the crop needs. Thus, the solar radiation excess can be converted into 
electricity by PV elements. However, the development of flexible and semitransparent 
PV elements is needed. 
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Abstract. The use of residual biomass arising from urban green pruning for 
energy production is a current and interesting subject for three main reasons: to 
achieve the aims of the Kyoto Protocol, to reduce the reliance on fossil fuels 
and to manage the urban green in a sustainable way. 

The aim of this study is a qualitative and quantitative analysis of waste wood 
biomass from urban green pruning in Viterbo in order to use it for energy pro-
duction. Moisture, ash, C, H, N contents and Calorific Value analysis are car-
ried out. Starting from the results analysis, two energy uses are proposed: 
wood-chips boiler and gasification. 

Keywords: biomass, waste wood biomass, energy characterization, wood-chips 
boiler. 

1 Introduction 

Renewable Energy Sources (RES) have lately become a priority for many countries 
because of the need to reduce the greenhouse gases emissions and consequently the 
global warming problem [1-3]. Thus, they can be seen as a positive alternatives to the 
use of fossil fuels and their derivatives [4]. Biomass encompasses all organic matter 
of vegetable or animal origin and represents a promising RES. More precisely bio-
mass from plant is a product of photosynthesis, and can be considered carbon neutral 
since the amount of the released carbon, during its energetic conversion process, is 
similar to the quantity absorbed during its life time [5]. 

Biomass is more equally distributed over earth’s surface than fossil fuels and there-
fore allows to diversify and decentralize the energy supply [6].  

Biomass can be classified as follows [7]: 

• agricultural and forestry residues, 
• herbaceous crops, 
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• aquatic and marine biomass, 
• organic wastes (municipal solid wastes, municipal sewage sludge, animal wastes, 

etc.). 

In agriculture a large quantity of residual and not used biomass– e.g. pruning of fruit 
trees, grapevines, olive trees and straw -  remains [8-9]. Towns are characterized by 
the generation of an amount of residual biomass which can be exploited, such as 
wastes arising from urban green pruning. 

The use of residual biomass for energy production is becoming an extremely cur-
rent subject [10]. In particular, the use of waste biomass arising from urban green 
pruning leads to extremely positive advantages: 

• to achieve the aims of the Kyoto Protocol, 
• to reduce the reliance on fossil fuels, 
• to manage the urban green in a sustainable way, 
• to reduce the environmental impact of waste disposal, 
• to reduce costs. 

In order to produce energy, biomass can be exploited by the use of several processes, 
namely thermo-chemical conversion, bio-chemical conversion, mechanical extraction. 
Direct combustion, gasification technology and pyrolysis belong to the first category 
as shown in figure 1. Anaerobic digestion, alcoholic fermentation and aerobic diges-
tion are included in the second group, while biodiesel production comes from the last 
process conversion [11]. 
 

 

Fig. 1. Thermo-chemical conversion processes 
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The most suitable use for each biomass strongly depends on biomass properties: 
calorific value, C/N ratio, moisture, ashes, and volatile matter contents [12]; in partic-
ular, C/N ratio and moisture content play a fundamental role in order to define the 
most appropriate conversion technology. Broadly speaking waste biomass arising 
from urban green pruning consists of wood and leaves, and thus can be successfully 
exploited in thermo-chemical processes. 

In the present work the amount of the biomass coming from urban green pruning in 
Viterbo has been estimated and some samples have been analyzed in order to deter-
mine their characteristic properties. Two different scenarios can be taken into account 
and further investigated: 

• energy conversion in a wood-chips boiler for heat production (namely combus-
tion), 

• use in a gasification plant for heat and electricity production. 

At the end of the paper, an economical assessment is carried out in order to choose the 
most appropriate solution among the above-mentioned possibilities. 

Combustion includes a series of chemical reactions (1) which mostly leads to CO2 
and H2O formation [13]: 

 C42H60O28 + 43O2 → 42CO2 + 30H2O (1) 

Heat represents the main product. These steps can be distinguished during the 
process: 

• drying (moisture evaporation at low temperature), 
• pyrolysis (thermal degradation of the biomass with formation of tars, chars and 

gases), 
• combustion (complete oxidation of the biomass). 

Gasification technology consists of a partial thermal oxidation producing [14-15]: 
gases (CO2, water, CO, H2 and gaseous hydrocarbons), chars (small quantities), ashes, 
tars and oils. 
The gasifying agent is air, oxygen or steam. The produced gas, called syngas, is more 
versatile to use than the original biomass, and can be used with a CHP (Combined 
Heat and Power) system [16].  

The phases of gasification process are the following [17]:  

• drying (moisture evaporation at low temperature), 
• pyrolysis (thermal decomposition of the biomass in absence of oxygen or air), 
• oxidation (reaction between solid carbonized biomass and oxygen; a large amount 

of heat is released with oxidation of carbon and hydrogen), 
• reduction (in substoichiometric presence of oxygen, some endothermic reactions of 

reduction occur). 
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2 Materials and Methods 

The data concerning the urban green in Viterbo were collected and later processed 
starting from urban green census. For each species, an evaluation of the amount of the 
biomass from pruning was carried out for a period of 5 years. 

In Viterbo, linden trees (Tilia cordata) are widespread and nearly represent the 
50% of total plants, and form the tree-lined road of the town together with plane trees 
(Platanus). Every year the pruning is necessary to prevent problems especially on 
roads.   

Table 1 shows the amount of the various species of the biomass for a period of 5 
years: the total amount of yearly biomass from pruning is equal to 625 200 kg/year 
[18]. 

Biomass needs to be minced  into small pieces for its use in gasification or boiler, 
a wood-cheaper can be used. 

Table 1. Trees of urban green in Viterbo and evaluation of the biomass quantity for a period of 
5 years 

Scientific name Number of plants [%] Biomass [kg] [%] 

Tilia cordata 1066 48.21 1 599 000 51.15 
Platanus spp. 265 11.99 530 000 16.95 
Robinia pseudoacacia 153 6.92 153 000 4.89 
Ulmus spp. 121 5.47 121 000 3.87 
Cercis siliquastrum 112 5.07 112 000 3.58 
Pinus pinea 103 4.66 154 500 4.94 
Ligustrum lucidum 75 3.39 37 500 1.20 
Acer negundo 55 2.49 82 500 2.64 
Prunus cerasifera 53 2.40 79 500 2.54 
Populus nigra 52 2.35 78 000 2.50 
Quercus spp. 51 2.31 51 000 1.63 
Ailantus altissima 32 1.45 32 000 1.02 
Quercus ilex 25 1.13 37 500 1.20 
Prunus cerasus 12 0.54 18 000 0.58 
Lagerstroemia spp. 9 0.41 9 000 0.29 
Cedrus spp. 8 0.36 8 000 0.26 
Acer spp. 4 0.18 6 000 0.19 
Cupressus semprevirens 3 0.14 1 500 0.05 
Olea europea 3 0.14 4 500 0.14 
Paulownia tomentosa 3 0.14 4 500 0.14 
Acer platanoides 2 0.09 3 000 0.10 
Ilex aquifolium 1 0.05 500 0.02 
Laurus nobilis 1 0.05 1 500 0.05 
Fraxinus spp. 1 0.05 1 500 0.05 
Mespilus germanica 1 0.05 500 0.02 

TOTAL 2211   3 126 000   
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Table 2. Amount of available biomass from pruning of urban green 

Biomass   

Annual total biomass 625 200 kg/year 
Annual total biomass after wood chipper phase 606 444 kg/year 

A loss of 3% was taken into account to avoid overestimating the real available 
quantity after the wood chipper phase (Table 2) [19]. 

Moreover, it has to be underlined that the storage phase determines a weight reduc-
tion too in the biomass but is due to moisture loss. This becomes even more useful if 
the energy conversion process is considered since a specific low moisture content is 
required. 

2.1 Biomass Characterization 

In order to determine the most suitable conversion process for a particular biomass, 
characteristic properties of the biomass are needed, and the following ones were de-
termined in the laboratory of CIRDER (University of Tuscia): 

• moisture content (on dry and wet basis), 
• ash content, 
• High and Low Calorific Value (HCV, LCV), 
• C, H, N contents. 

Sampling was the first phase of this study, where waste wood biomass arising from 
pruning of urban green were taken according to EN 14778:2011 [20]. The samples 
were prepared according to EN 14780:2011 [21]. 

Leco CHN-2000 machinery was used in order to analyze the content of carbon, 
hydrogen and nitrogen.  All the tests were carried out in accordance to the technical 
standard EN 15104:2011 [22].  

The moisture content was determined following the EN 14774-1:2009 [23] and EN 
14774-3:2009 [24] technical standards. Each sample was subject to the determination 
of total moisture content, in order to know the actual humidity of the sample at the 
time of sampling. The sample was dried in an oven at a temperature of 105 ± 2 °C. To 
prevent the loss of the volatile substances, the drying time should, normally, not ex-
ceed 24 hours. The total contents of moisture on wet basis Mar and on dry basis Ud 
were calculated using the formula provided by the technical standards. Other moisture 
tests were performed using the sample crushed and sieved to 1 mm during the deter-
mination of calorific value and ash content in order to use this value to correct the ash 
content and the calorific value. The moisture content in the analysis sample Mad was 
calculated using the formula provided by the technical standard. 

The procedure described in the EN 14775:2009 technical standard was used in or-
der to estimate ash content [25]. The ash content was determined by calculation from 
the mass of the residue remaining after the sample was heated to a controlled tem-
perature of 550 ± 10 °C. The ash content on dry basis Ad of the sample, expressed as a 
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percentage by mass on a dry basis, was calculated using the formula provided by the 
standard. The result is expressed as the mean of two determinations.  

Gross calorific value was determined experimentally using a calorimeter Parr 6200 
and according to EN 14918:2009 [26]. Three tests were performed for each sample. 
The final result is given by the weighted average of the obtained three values.  

The High Calorific Value (HCV) was rectified with the Mad value and the HCV on 
dry basis was calculated. Low Calorific value (LCV) on dry basis was calculated with 
a formula depending on hydrogen content, according to technical standard. 

Properties 
The moisture of the biomass from urban green pruning was determined both on the 
sample as soon as the pruning and on the sample after storage. The moisture content 
of the sample as soon as the pruning was 45% on wet basis. 

The sample after storage was processed to all the analysis because it represents the 
real biomass to use in energy conversion processes. The properties of the analyzed 
biomass are shown in Table 3. 

The moisture content on dry basis is about 14% and is suitable in thermo-chemical 
conversion processes. The C/N ratio is high enough for thermo-chemical process. The 
N content is not very low because the sample of pruning is composed of leaves and 
wood. Also the Calorific Value is high and therefore is appropriated for thermo-
chemical technology. 

2.2 Energy Uses 

In this work two energy conversions technology have been considered: 

• combustion technology for wood-chips boiler for heat production; 
• gasification technology within a gasifier for heat and electricity production. 

In this study, the use of a wood-chipper is involved. The wood-chips can be used both 
in wood-chip boiler for heat production and in gasification plant with CHP. 

Table 3. Properties of the pruning from urban green sample (after storage) 

Properties   

Moisture on wet basis Mar 13.99 % 
Moisture on dry basis Ud 16.27 % 

Ash content 10.61±1.13 % 
HCV on dry basis 19.98 MJ/kg 
LCV on dry basis 18.64 MJ/kg 

C content 46.22±0.48 % 
H content 5.86±1.19 % 
N content 2.25±0.18 % 
C/N ratio 20.54 - 
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Table 4. General information about the available biomass 

Input information 
   
Total biomass  625 200 kg/year 
Biomass (moisture = 45%) after chipping 606 444 kg/year 
Biomass (moisture = 14%) after chipping 387 842 kg/year 
LCV (on dry basis) 18.64 MJ/kg 
LCV (for moisture = 14%) 16.19 MJ/kg 
Density  300 kg/m3 
LCV (on dry basis) [kWh/m3] 1 554 kWh/m3 
LCV (for moisture  = 14%) [kWh/m3] 1 349 kWh/m3 
Biomass  (moisture = 14%) after chipping 
[m3] 

1 292.81 m3/year 

   

 
In order to size the plants, the following data – summarized in Table 4 - had to be 

considered:  

• amount of annual total biomass from pruning; 
• amount of annual biomass after chipping phase (Bi); 
• amount of annual biomass after chipping with moisture on wet basis of 14% (Bf), 

calculated with equation (2) 

௙ܤ  ൌ ௜ܤ  ൬1 െ ெ೔ିெ೑ଵ଴଴ିெ೑൰  (2) 

where Mi is the initial moisture and Mf is the final moisture [27]; 
• density of the wood-chips; 
• Low Calorific Value (LCV). 

The most important benefit of the wood-chip boiler is due to its automation. A storage 
site for the biomass is necessary and can be a silo for small plants or a barn for big 
plants. The biomass is transported to the boiler through a cochlea. The combustion 
process and the biomass supply are controlled by a microprocessor. A lambda sensor 
analyzes the exhaust gases and communicates with the microprocessor. The data of 
temperature and pollutants are compared by software which automatically it doses the 
biomass supply and the combustive agent (air). 

The wood chip plant becomes cost-effective if power increases and therefore it is 
suitable for heating of condominium, big building used as offices or schools, big in-
dustrial buildings and shopping centers. 

In order to determine the heating period, the Heating Day map has to be consi-
dered. According to the value of Heating Degree Days (HDDs), Italy is divided into 
six different zones: the zone A is the hottest one, the zone F is the coldest one. HDD  
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increases when the climate becomes colder. Viterbo belongs to zone D (Fig. 2) [28]. 
In the zone D the heating period is from the 1st  of November to the 15th of April for 
maximum 12 hours/day. 

 

Fig. 2. Heating degree day map in Italy [29] 

The accessible amount of biomass allows to install 1 095 kW of power (Table 5), 
since a efficiency value of 0.9 has been considered [30]. 

Therefore five wood-chips boiler of about 200 kW can be installed, heating five 
public buildings, in particular schools or public offices with a surface of about 3 500 
to 4 000 m2 each.  

These parameters are favorable for building belonging to “class C” energy con-
sumption:  58-85 kWh/m2.  
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The second studied possibility has been the use of a gasification plant. The sizing 
of the plant has been carried out considering a specific consumption (Cs) of biomass 
equal to 1 kg/kWh [31]. The use of biomass leads to reach 50 kWe and 115 kWt  
(Table 6). 

Table 5. Sizing of wood-chips boiler 

Wood-chip boiler 
   
Power 1 095 kW 
Heating period 1 November – 15 April 
Max heating hours 10 h/day 
Efficiency 0.9  
Energy 1 500 000 - 1 650 000 kWh/year 
Heating demand (class C building) 58 - 87 kWh/m2 
Number and power of wood-chip boilers 5 plants of  200 kW for about 3500 - 4000 m2each 
  

Table 6. Sizing of gasification plant 

Gasifier 
   
Cs 1 kg/kWh 
Electric Power 50 kW 
Operating time 7 500 hours/year 
Electric energy production 375 000 kWh/year 
Heat Power 115 kW 
Heat energy production (during heating 
period) 

165 000 - 189 150 kWh/year 

   

 
The amount of heat and energy production for the two cases is very different, in 

favor of the wood-chips boiler, and not to be compared, though the gasification plant 
produces electricity. Furthermore the need of the Municipality of Viterbo is mostly 
related to thermal energy and the wood-chips boilers solution permits to heat around 
five big public buildings. 

3 Results 

In order to study the advantages coming from the use of wood-chips boiler plants, a 
cost-benefits analysis is necessary.  
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The economic assessment is carried out for a 200 kW single plant. 
The following parameters should be considered: 

• Capital Costs (Boiler, Wood-Chipper), 
• Operating costs (amortization, labor), 
• Profits (avoided costs of diesel or methane, possible subsidies). 

For each parameter, average costs have been taken into account as summarized in 
table 7. 

The main profit is represented by the avoided costs of methane or diesel and more-
over depends on the type of the replaced plant. 
The total investment has been studied with the following main financial indicators 
(Table 8): 

• Net Present Value (NPV) 
• Payback period (PB) 
• Internal Rate of Return (IRR) 
• Benefit /Cost ratio (B/C) 

The used discounted rate was 3%. 

Table 7. Costs for a wood-chips boiler plant (200 kW) 

Costs 
   
Capital Costs   
Wood-chips boiler 69 000 € 
Wood-chipper 13 200 € 
Total  82 200 € 
   
Operating Costs   
Amortization Payment 7 919 €/year 
Labor costs 1 500 €/year 
Total 9 419 €/year 
   
Profits   
Avoided methane consumption 30 612 m3/year 
Avoided costs of methane 22 194 €/year 
or   
Avoided diesel consumption 30 000 l/year 
Avoided costs of diesel 32 850 €/year 
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Table 8. Main considered financial indicators 

Financial Indicators 

   
 Wood-chips boiler vs. methane boiler Wood-chips boiler vs. diesel boiler 
NPV 1 603 583 3 009 810 
PB 4 3 
IRR 49 % 71 % 
B/C 2.21 3.27 
   

 

Fig. 3. Discounted Cumulative Cash-flow for the cases of methane or diesel boiler substitution 
for a wood-chips boiler  

In figure 3 a comparison between the discounted cumulative cash flow of the subs-
titution cases of methane or diesel boilers for a wood-chips boiler is shown. 

The cash flows (Ct
*) is obtained by adding all the costs (Cj,t) and all the profits (Pj,t) 

related to the generic t-th year, as shown in the following expression (3): 

 *
, ,t j t j t

j j

C P C= −   (3) 

In figure 4 a comparison between the discounted cash inflows and outflows of the 
substitution cases of methane or diesel boilers for a wood-chips boiler is reported. 
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The project is evidently profitable because of the avoided costs for methane or di-
esel, in favour of wood-chips, and determines a recovery of the investment cost after 
3 or 4 years. 

 

 

Fig. 4. Discounted cash inflows and outflows  for the cases of methane or diesel boiler substi-
tution for a wood-chips boiler 

4 Conclusion 

The present paper investigates the use of residual biomass arising from urban green 
pruning for energy production in Viterbo town. 

The suitable amount has been evaluated and some samples have been analyzed in 
laboratory in order to determine the main characteristics of the biomass.  

The total amount of the biomass is equal to 625 200 kg/year. 
The high C/N ratio (equal to 20.54) and the low moisture content (equal to 14 %) 

prove that the analyzed biomass can be successfully and efficiently exploited in ther-
mo-chemical conversion processes. Two possibilities for energy conversion have 
been estimated: use in wood-chips boiler for heat production and use in a gasification 
plant with CHP system. 
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The first scenario allows to install a total capacity of 1 095 kW to use with a wood-
chips boiler. Because of the high power, the solution of 5 plants - 200 kW each - has 
been chosen and leads to heat 5 big public buildings, e.g. schools or offices whose 
area vary from 3 500 to 4 000 m2. 

The second opportunity allows to install a 50 kWe and 115 kWt gasification plant. 
This solution is certainly less favorable because the heat energy production is much 
lower than the wood-chip boiler one, although electricity can be produced in gasifica-
tion. Public buildings heating requires the highest energy supplies: the wood-chips 
boiler solution is the best choice decreasing costs and reducing greenhouse gases 
emissions. 

The solution of a 200 kW wood-chips boiler has been compared with two cases: 
diesel and methane boiler, both with the same power.  The project is evidently profit-
able because of the avoided costs for methane or diesel, to advantage of wood-chips, 
and determines a recovery of the investment cost after 3 or 4 years. 

Therefore starting from the month of January 2013 in Italy some subsidies are pro-
vided by the national law “DM 28 December 2012”. The incentives cover the 40% of 
the total investment costs and make the wood-chips boiler even more favorable and 
attractive. 
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Abstract. The use of biomass waste in high efficient low pollutants emissions 
micro-cogeneration plants overcomes the main biomass barriers: competition 
with the food and material uses, dispersion of a low energy density fuel and 
high emissions. 

This paper is focused on a small (100 kWth) steam gasification fluidized bed 
and hot gas conditioning system. In fact, the gasification without air leads to a 
high calorific value gas; the hot gas conditioning allows reducing pollutants by 
converting more gas; the fluidized bed allows a better process and heat trans-
port management. 

Beside the design analysis, a technical and economic analysis is proposed. In 
particular, the feasibility study has been carried out through the main methods 
of NPV (Net Present Value) and PBP (Pay Back Period) assessment. The study 
highlights the economic viability of the proposed system, which has always a 
acceptable PBT and a positive NPV despite the small plant size. 

Keywords:  biomass, gasification, hot gas conditioning, power plant, economic 
analysis. 

1 Introduction 

This work lies within the framework of a research aimed at the diffusion of sustain-
able development model with the concept of closed-cycle, in which resources are not 
consumed but used and reused over time. 

The implementation of this model proceeds through the identification and use of 
renewable energy sources, the use of appropriate energy carriers to make available the 
                                                           
* Corresponding author. 
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energy sources where and when they are necessary, the use of different sources to 
enhance the unique characteristics that each location can offer and to encourage the 
development of a more decentralized energy production [1]. 

According to these criteria, this work analyses the technical and economic feasibil-
ity of a small power plant based on the gasification of biomass residues (lignocellu-
losic from forest areas, such as coppice woodland, agricultural, such as straw, and 
industrial waste as of wood industry). Biomass is the most common form of renew-
able energy and the largest reservoir of solar energy, but the energy use of the organic 
substances is limited by their low energy density, complexity of the supply chain 
(often in competition with the main uses of organic matter, as food and materials) and 
high local emissions of pollutants [2]. Using organic wastes as feedstock for high 
efficient micro-cogeneration plants would solve all the drawbacks associated to bio-
mass utilization as energy source, since the small size plants can be installed near the 
point of biomass production (short chain) and the high conversion efficiency would 
reduce the local pollutants emissions. One of the major limitations associated with the 
current use of the large energy potential of waste (e.g. the Italian territory amounted 
to about 30 million metric tons / year [3–5]) is their dispersion in large area. For obvi-
ous reasons of transport, this fuel with a low energy density and perishable has so far 
found only limited use in large power plants, for the need of large territories with 
feedstock availability [6, 7]. The use of small scale and efficient systems permits the 
efficient use of biomass in most territories, enabling a larger and more sustainable 
waste energy exploitation. 

One of the innovative aspects of the system analysed is the application of the tech-
nology of fluidized bed steam gasification with hot gas conditioning applied at small 
scale in the order of 100-500 kWth. In fluidized bed gasifiers, the concentration of 
TAR and particulate matter (PM) ranges between 5 and 100 g/Nm3 of the produced 
gas. Moreover, corrosive and pollutant characteristics of TAR compounds prohibit 
direct utilization of the produced gas stream. Catalytic steam reforming seems the best 
way to eliminate TAR compounds, converting these into useful syngas while high 
temperature ceramic filters can completely remove the particulate from the gas [8]. 
The clean fuel gas could be thus delivered at temperatures as high as those required to 
exploit it in high efficiency power generation devices like SOFC or MCFC [9–14] in 
future applications. 

2 Gasification Technology 

The technologies usually applied for small plants are fixed bed (in particular the 
downdraft technology). These technologies have operability and durability limitations 
associated with the high temperatures (there are isolated hot spots that cause heat loss 
and malfunctioning of the process), furthermore they have efficiency limitations asso-
ciated with the use of air as gasification medium (which results in a low quality of the 
syngas obtained in terms of composition and heating value)[15, 16]. 

In this work, the proposed idea is to develop a small gasification fluidized bed 
(100-500 kWth) operating with air and steam in single dual-chamber fluidized reactor 
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to produce a syngas with a high calorific value, which can be exploited in internal 
combustion engine  for the production of electricity. 

Fluidized-bed reactors are common in those processes where catalysts must be 
continuously regenerated, also facilitating heat transfer, temperature uniformity, and 
higher catalyst effectiveness factors. In particular, the fluidization state allows a 
steady circulation of the bed material among different reactors. In this way, it is pos-
sible to exploit the bed material as thermal carrier to enhance heat exchange among 
different reactors [17]. 

The gasifier analysed in this work is constituted by a single reactor, in which there 
are two distinct chambers communicating with each other, as shown in Figure 1. 

 

 
Fig. 1. Scheme of indirect heating 

In detail, the fuel is fed into the gasification zone where it pyrolyses and is gasified 
at 850 °C with only steam (steam inlet temperature 500 °C). The main reactions oc-
curring in this zone are: 

 22 HCOOHC +→+                (1) 

 CO2COC 2 →+    (2) 

 42 CHH2C →+  (3) 

 224 H3COOHCH +↔+  (4) 

 222 HCOOHCO +↔+  (5) 

The bed material (olivine sand), together with residual charcoal from (1), (2) and (3), 
circulates to the combustion zone. This zone is fluidized with air and here the char-
coal is burned, heating the bed material at higher temperature (950 °C) than at the 
entrance.  
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The hot bed material from combustor, circulated again to the gasifier, supplies the 
thermal power for the gasification reactions. With this concept, the two reaction 
chambers (combustion with air and gasification with only steam) are physically sepa-
rated and it is possible to get a high-grade product gas, not diluted with the N2 of the 
air, without use of pure Oxygen.  The steam to biomass ratio has an optimal value of 
about 0.5. The result is the production of a gas with a high calorific value (greater 
than 10 MJ/Nm3) with a high content of hydrogen, followed by carbon monoxide, 
dioxide, and steam and with small percentages of nitrogen and light hydrocarbons 
such as CH4 and traces of heavy hydrocarbons, such as tar. 

The average composition of the syngas referred to experimental tests carried out 
with circulating fluidized bed technology is reported in Table 1 [18]. 

Table 1. Average composition of the syngas 

Species Comp. molar wet (%) Comp. molar dry (%) 
H2 38 46.0 
CO 17 21.0 
CH4 7 8.5 

CO2 15 18.0 
N2 5 6.5 
H2O 18 0.0 

The gas produced can be exploited both in conventional machine, such as Internal 
Combustion Engine (ICE) or micro Gas Turbine (mGT), and in Fuel Cells (FC). Un-
fortunately, although the fuel cells (and particularly those at high temperature) repre-
sent a technology more efficient and with lower emissions than combustion machines, 
actually they still have a cost per kW much higher. 

3 Process Description 

The system mainly consists of the gasification unit above described and the hot gas 
conditioning & cleaning system. Finally, the ICE will convert the syngas with a good 
compromise between a high overall efficiency (electrical and thermal) and a low cost. 

Table 2. Main technical specifications of the system studied 

Parameter Value Unit 
Biomass flow 24 kg/h 
Biomass LHV 13 MJ/kg 
Biomass power 94 kWth 
Produced syngas flow 1.5 Nm3/kgbio 
Syngas LHV 10-11 MJ/Nm3 
Produced electrical power 26 kWe 
Produced thermal power 50 kWth 
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Table 2 shows the main technical system specifications for 94 kWth of fed biomass. 
The system, in this case, can process up to 24 kg/h of biomass (with a Low Heating 
Value of 13 MJ/kg, i.e. 30% moisture woodchips, giving an input power of 94 kWth), 
producing approximately 26 kWe and 51 kWth (using, for the performance of the In-
ternal Combustion Engine, the data of the MAN E0384 [19]). 

The power plant flow sheet is shown in Figure 2. The system work at ambient 
pressure. The air and the steam are pre-heated at a temperature of 300°C and 250°C 
before being injected into the gasifier. Water is heated and vaporized through the heat 
exchanger (1), using part of the heat contained in the syngas outgoing the TAR 
Cracker. Air is heated through the heat exchanger (2), using the heat provided by the 
products exiting from the combustion chamber of the gasifier. The gasifier is fed with 
biomass via a dual screw feeder: a dosing screw feeder and a fast screw feeder; the 
use of the fast screw permits to limit the residence time of the biomass in the feeding 
system, so to avoid that the process of pyrolysis could start before biomass enters in 
the reactors. 
 

 

Fig. 2. Power plant flow sheet 

The outlet streams of the gasifier are a syngas flow at about 800° C and the ex-
hausted products of combustion at approximately 950°C. The latter passes through the 
first cyclone (3) to remove the coarse particulate and subsequently in the heat ex-
changer (2), for the thermal recovery before being released into the atmosphere.  
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The syngas instead, passes through the cyclone (4) where the coarsest particles are 
retained and subsequently at a temperature of about 750° C, through the high tem-
perature particulate filter (5) capable of remove fine particles (≥ 0.3 µm). The syngas 
finally passes through the TAR Cracker (6) to completely remove the condensable 
TAR; the sensible heat of the gas, now free from tars and particulates, is available to 
be completely recovered. Downstream of the TAR Cracker, are placed the heat ex-
changer (1) used to vaporize the water to be injected into the gasifier and a scrubber 
to remove any trace of residual tar. The main components of the plant as well their 
dimensioning are described below. It is not currently possible to describe the gasifier 
in more detail since it is the subject of a patent. 

4 Cyclone 

To estimate the separation efficiency of the two cyclones, the granulometric distribution 
of the elutriated particulate are assessed. It was hypothesized that the amount of en-
trained particulate was equal to 20 g/Nm3 with a density of 600 kg/m3 [7]. 

 
Fig. 3. Blueprint of cyclones 

To determine the removal efficiency the law of Theodore and De Paola [20] has 
been adopted. Figure 3 shows a schematic drawing of the two cyclones and in Table 3 
the main dimensions are reported. 
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Table 3. Size of the different sections of cyclones 

Section Size 
Dc 110 mm 
Bc 50 mm 
Hc 25 mm 
Jc 25 mm 
Zc 242 mm 
Lc 200 mm 
Lo 150 mm 
Do 60 mm 

The Figure 4 shows the particle size distribution before and after the cyclone. The 
concentration of total particulate matter will be reduced to 1.6 g/Nm3. The pressure 
drops should be around 10 mbar. 

 

Fig. 4. Particle size distribution 

5 Particulate Filter Ceramic High T 

To completely remove  the fine particles, ceramic filters, DIA-SCHUMALITH DS 
10-20 [21], for high temperature have been installed. The technical characteristics of 
these filters are shown in following Table 4. 
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Table 4. Technical characteristics of ceramic filters 

Parameter Value 
Filtration fineness [μm]  0.3 
Operating temperature °C 750 
Support material  SL 20 
Membrane type DIA 10 
Membrane material Mullite grains 
Mean pore size  [μm] 50 
M. pore size (membrane) [μm] 10 
Porosity support material [%] 38 
Material density  [g/cm3] 1.90 
Permeability  10-13m2  55(air at 20 °C) 
Dimension cm (H/Do/Di):  100/6/4 

The candle filters are hollow cylinders (closed on one end) typically with a diame-
ter of about 6 cm and a length of 1–1.5 m; the outer surface is made of a thin, micro 
porous layer that forms the actual filtering surface. The dusty feed gas flows outside 
such cylinders and percolates through their porous structure driven by a differential 
pressure: fine particles accumulate on the filtering surface building up a cake, while 
the clean gas is collected in the hollow space. A filter vessel for power plant requires 
a certain number of candle filters arranged in several clusters. Due to accumulation of 
particulate on the filter (cake), the equivalent permeability will tend to decrease 
thereby increasing the pressure drop along the filter: it is therefore necessary to re-
move this cake. Therefore, each cluster is periodically cleaned by an instantaneous 
reverse-gas flow back-pulse procedure (for approximately 250 ms) to remove the dust 
cake that builds up on the filtering surface, during the operation of the remaining clus-
ter. In this way, it is possible to ensure continuity of the process. The regeneration is 
never complete because there is a fraction of a cake that cannot be removed and 
which will gradually decrease the initial permeability of the filters. Such permeability 
reaches an asymptotic value, about one half of the initial [22], after several cycles that 
can be considered as the basis for the calculation of the pressure drops. To limit the 
number of filters but at the same avoiding excessive pressure drops the system is di-
mensioned for a superficial velocity of 90 m/h. From the results obtained by Di Carlo 
and Foscolo [8], it can be assumed that the pressure drop changes over time with the 
following law: 

 

  teep ⋅⋅+⋅=Δ 711 02.364.3           (6) 

 
where t is expressed in seconds and Δp in Pa. 
    The Figure 5 shows a typical pressure drop due to the formation of the cake on 
the filters, obtained with the law shown above, and for the regeneration back pulse in 
250 ms, for 3 cycles of operation. 
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Fig. 5. Trend of pressure drop 

With the above considerations, it was decided to divide the system into three sec-
tors each 3 ceramic filters. Regarding the soot formation and emission see, e.g. Bocci 
[23]. 

6 Tar Reformer 

Corella et al [24] have shown that at 800 ° C, with a fraction of steam close to 17% 
and a Space Velocity (SV) of 26600 h-1, with a gas obtained by gasification of bio-
mass in fluidized bed, it is possible to convert 98-100% of the tar using the Ni-based 
catalyst of Topsoe (RK-67 [25]). As suggested by the Topsoe [25, 26] in order to limit 
the formation of coke on the heavy hydrocarbons reforming catalyst, it is preferable to 
use a mixture of catalysts RK-67-7H (50%), RK-202 (35%), RK-212 (15%) the last 
with an high content of K2O (> 1%). This is an alkaline compound, which restricts the 
acidity of the Al2O3 support of the catalyst, inhibiting the formation of coke. By using 
the data reported in Corella et al [24], the tar reformer dimensioning has been per-
formed: it is a cylinder of 125 mm inner diameter and 500 mm long, so as to find a 
SV of 26600 h-1. Tar concentration in the syngas outgoing the gasifier, using olivine 
as bed material varies between 2 and 10 g/Nm3. At the exit of the reformer a concen-
trations within the range 0-200 mg/Nm3 can be thus expected. The pressure drop in 
the tar cracker can be neglected. 

7 Steam Generator and Heat Exchanger Recovery 

It is hypothesized to generate steam at 250 °C and preheat air at 300 °C approximately 
exploiting the thermal recovery of the syngas effluent from tar reforming and exhausted 
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from the burner, respectively. Then two heat exchangers type BEM are dimensioned 
using the tool ASPEN HTFS + 2006. 

Given the high temperature differences, between hot fluid and cold it was decided 
to insert a compensator for the axial expansion welded on the shell side. 

The Figure 6 shows a schematic drawing of the two heat exchangers, while in Ta-
bles 5 and 6 the main results of the sheet corresponding THEME are reported. 
 

 
Fig. 6. Heat exchanger type BEM 

Table 5. TEMA sheet of the steam generator 

Parameter Value  
Size [mm]  135/1530  
Surface [m2] 1.4  
Heat exchanged [kW] 7.7  
Transfer rate [W/m2K] 34.1  
Tube external diameter [mm] 20  
Shell external diameter [mm] 141.3  
Fluid Steam Syngas 
Flow [kg/h] 10 26 
Velocity [m/s] 1.66 7.02 
Temperature In/Out [°C] 25/250 628/110 
Pressure drop [mbar] 0.27 3.89 

Table 6. Sheet TEMA exchanger recovery 

Parameter Value  
Size [mm]  135/860  
Surface [m2] 0.8  
Heat exchanged [kW] 8  
Transfer rate [W/m2K] 30  
Tube external diameter [mm] 20  
Shell external diameter [mm] 141.3  
Fluid Air Exhaust 
Flow [kg/h] 100 110 
Velocity [m/s]   9 21 
Temperature In/Out [°C] 25/303 630/405 
Pressure drop [mbar] 24 10 
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8 Suction Blowers 

The gasification system must work at negative pressure to avoid leakages of gas to the 
outside of the plant. The pressure drops mainly derive from the high temperature fil-
tration system.  It has also to be considered that syngas has high concentration of H2. 
For both these reasons, there is a tendency to use  brushless type aspirators whose 
speed of rotation (and therefore the suction flow rate) can be controlled via a voltage 
signal 1.5-10 VDC.  

Then the following models of Nothland have been selected: 

• BBA14-221HEB-00 side syngas able to suck up to 290 Nm3/h of air (≈ half of 
syngas) with a maximum vacuum of 140 mbar. 

• BBA14-213HEB-00 side fumes able to suck up to 150 Nm3/h of air (≈ fumes) 
with a maximum vacuum of 175 mbar. 

More details and characteristics of vacuum cleaners are available directly on the site 
of the Northland [27]. 

9 Economic Analysis 

Doing a technical and economic analysis of an innovative power plants it is always a 
rough assessment due to the lack of experimental and verified data, as showed by the 
authors in other innovative power plants analysis [28–30]. In this case, where the 
system is patent pending and testing, even if still remain an uncertainty on the energy 
data (not only efficiency but especially reliability, e.g. annual equivalent hours) it is 
more easy to calculate the global equipment cost at around 100000 € and make an 
economic analysis of the global investment and operating cost and revenues [30]. In 
particular, the cost of the drying system and fuel loading, of the gasifier and the air 
conditioning system and cleaning is equal to about 40000 € (i.e. about 400 €/kW) 
while the cost of the MCI is equal to about 35000 (1250 €/kW approximately). If 
these costs are added to control costs, the total installation cost are about 104000 €, 
which is the cost of production of the prototype in university laboratories. Moreover, 
have to be considered: the financing cost (around 45000 €, 13 years loan at 6% rate), 
the biomass purchasing cost (70 €/t), the general maintenance and operating costs, set 
equal to 5% of the plant cost. The annual revenue comes from the electricity sale to 
the grid (price of 0.28 €/kWh, as Italian all-inclusive tariff for the production of elec-
tricity from biomass for 6500 annual equivalent hours) and the thermal energy used 
(instead of generated at price of 0.06 €/kWh for 4000 annual equivalent hours). 

Thus the 94 kWth inlet power plant ensures a production of electricity of about 26 
kWe (27.7% energy efficiency) and a production of thermal power of 45 kWth (ther-
mal efficiency of 47.8%; cogeneration efficiency of 75.5%). With these data, it is 
possible to obtain the cash flows for the case of the sale of electricity and the case of 
sale of both electricity and thermal energy, as illustrated in the following figures. 

It can be seen that in both cases the cash flows are extremely positive, obtaining a 
return on investment equal to 8 and 5 years. 
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Fig. 7. Cash flows only electricity (€ versus year) 

 

Fig. 8. Cash flows in cogeneration (€ versus year) 

The payback time depends mainly on annual equivalent hours of system operation, 
biomass cost, investment costs, electricity and heat sale prices. 

Revenues can be considered fixed, given the all-inclusive tariff for 15 years, and 
then the average selling price of electricity of 0.10 €/kWh and the average selling 
price of thermal energy in 0.06 €/kWh. Operating costs also can be considered fixed 
due to the small size system, so from one side a 24h/24 staff is not required (otherwise 
the cost of 5 annual people make uneconomic investment) and, on the other hand, the 
power plant can easily be automated. From these considerations, an operating costs 
equal to 5% of the cost of the plant has been assumed.  
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Instead, for annual equivalent hours and for biomass cost the following assump-
tions can be made: 

• Hours of actual work per year: within the range 3500 (average hours per year 
of biomass in 2009, GSE data) and 6500 hours (the operating hours for the 
project); 

• Cost of biomass: from 5 €/ton (average price of scrap wood) and 15 €/ton (re-
tail price of pellets). 

Whereas the best combination (more hours of operation and lower cost of biomass) 
and the worst (fewer hours of operation and higher cost of biomass) are obtained, 
always considering the sale of thermal energy as shown, the return times in years 
from investment are illustrated in the following table. 

Table 7. PBT as a function of hours and cost biomass 

Equivalent annual operating hours biomass cost (€/t) Pay-back Time 

3500 150 15 
6500 50 4 

10 Conclusions 

The proposed system has a payback time of 4 - 15 years, after those periods would 
gain each year from 10000 to 30000 €. This scenario allows understanding that the 
power plant, limiting the capital cost at 100000 euro, which is a feasible production 
cost for several units, is economically competitive even without any incentives if the 
biomass cost is low and the annual equivalent hours are high. In the evaluations made, 
the sale of thermal energy is crucial for the economic return on investment. Also in 
the case of residual biomass of industrial processing or forestry (such as, for example, 
shells of nuts machining confectionery), the cost of biomass is greatly reduced and it 
can be considered zero in case of no expenditure due to the disposal of waste. 
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Abstract. The generation of electricity from solar thermal source has continued 
to garner more attention due to the very attractive environmental performance, 
the applicability to small distributed users and as alternative to the fossil fuels 
power generation. Indeed, solar thermal energy, through the coupling with ORC 
systems, becomes fit for electric power generation as well and, with a proper 
thermal storage, can deliver more equivalent hours than other residential  
systems. The paper analyses, by means of system modelling simulation, a small 
solar power plant composed by a CPC heat pipe solar collector device feeding a 
thermal storage, an ORC and an absorber unit. Beside the analysis of configura-
tion and design, this paper proposes an economic analysis taking into considera-
tion the applicable incentive. The evaluation highlights the economic viability 
of the proposed system and tries to define a roadmap to optimize results consist-
ing in acceptable PBT and positive NPV. 

Keywords: solar thermal, small scale power plant, ORC, Absorber, Economic 
Analysis, EFPH, NPV, PBT. 

1 Introduction 

The present paper illustrates the analysis of a solar powered Organic Rankine Cycle 
(ORC) system implemented according the output of the model calculations obtained 
by a TRNSYS platform. This study is the preliminary part of the STS (Solar Trigen-
eration System) research project which includes, after a prediction and evaluation 
activity, the collection of performance data from a 3 kW prototype under construction 
at University of Tuscia (Viterbo, Italy). 

The background to the small-scale power generation by solar thermal systems has 
been the application of solar cooling [1, 2] which has been a way to optimize the use 
of solar energy in comparison with plain domestic hot water production or domestic 
heating. 
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The cooling use of solar energy allows to harness the summery peak of solar radia-
tion. Solar cooling application generates the following benefits [1,2]: 

• reduction of power peak on electric grid in the summer and of consequent 
summery energy black-out; 

• reduction of losses on electricity distribution grid; 
• less energy request during a period of the year when the big power plants suf-

fer derating due to climate conditions. 

These main advantages would have a major benefit in case the use of solar energy 
could have a further application: electric power generation. This extension of the solar 
system would permit to decide what to do by the solar energy input: not only the pro-
duction of hot water but also answer to the heating, cooling and also electric demands. 
The object of present search is precisely the development of a plant which aims to 
produce all the electric and thermal energy needed for a 150 square meter house and, 
even if fed by aleatory energy source, it allows to direct and manage the energy flows 
better than other uncertain and uncontrollable renewable energy systems in virtue of a 
plethora of use options and of the thermal storage. The option to be able to decide 
how to use energy in distributed generation increases their efficiency, usefulness and 
availability. This is one of the most relevant limit of photovoltaic systems nowadays. 
Grid connected photovoltaic plant production needs to be consumed immediately 
where it is generated or to be put it into the grid [1–5]. 

A solar ORC cogenerative system allows to store the thermal energy or to use the 
energy through a plethora of ways. 

There are still several aspects to optimize: 

• thermal and electrical efficiency (minimization of the components heat losses, 
maximization of the ORC efficiency, quality of the storage components, etc.); 

• overall system cost; 
• encumbrance; 
• system complication. 

The system described in the present paper has been designed and analysed in order to 
determine the best economical trade-off conditions varying some selected parameters 
as the solar CPC plant area beside the environmental impact of the power system and 
of its other components. The TRNSYS model supports the analysis allowing the user 
to interact with the numerous parameters involved and obtaining different scenarios 
and results [6–10]. 

2 System Configuration 

The system, as showed in Figure 1, mainly consists of a solar collector field feeding a 
heat storage tank which feeds an ORC system which feeds a low temperature heat 
storage tank which feeds the house heating and cooling (via absorber) loads. The heat 
contained by the tank can be managed and directed according to thermal levels  
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available (temperature) and final user requirements. Water mixed with an additive 
(60% of Glycol) is the thermal vector fluid of the primary loop of the plant. The solar 
collector field has an area of approximately 50 square meters with which corresponds 
a thermal power of 35 kW while storage size is of 1000 litres. The water system tem-
perature considered is of 15 °C which is an annual mean value for the water as dis-
tributed in central Italy.  

 

Fig. 1. Energy flow system 

After single components description, overall system configuration is broached in 
order to comprehend components interaction. The Table 1 below summarizes the 
main power plant components parameters. 

Table 1. Power plant components parameters 

Component Parameter Value 
Solar collectors Square meters  50 m2 
Pumps Flow 4000 kg/h 
HT and LT Storage Cubic meters 1 m3 
ORC Nominal Electric Power  3 kW 
Absorber Nominal Cooling Power  10 kW 
House Square meters 150 m2 

In the present analysis sun irradiation is the main energy source whose integration 
with other renewable energy resources [11–14] will be assessed in following model-
ling and experimental activities. Further option consists in provisioning ORC genera-
tors deriving from recovery of exhaust and coolant heat both in stationary and mobile 
systems [15]. In simple solar case, energy contribution is processed by solar CPC 
collectors. Correct energy flow management is unavoidable for efficiency optimiza-
tion. Solar fraction of solar thermoelectric is a basic parameter which define the po-
tential of solar system. Solar power has to be compared with nominal thermal power 
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necessary to feed the ORC evaporator. Usually, in major size plant, solar power is 
bigger than nominal input power requested by evaporator. This option is chosen in 
order to guarantee adequate thermal power at a temperature suitable to ORC and to 
compensate night and cloudy hours. Considering our system configuration, solar 
power should be twice or one time and a half the nominal thermal power. According 
to urban encumbrance requirements, consisting in occupation of a moderate area by 
solar field, the choice is restricted to a bit more than nominal power. Nominally, 3 
kWel ORC unit should be fed by a 30 kWth solar thermal generator. For instance, a 90 
kWth solar field would allow to continuously produce electric power. Nevertheless, 
continuous generation would not justify overall system costs and field encumbrance. 
That is why bigger than 35 kW solar plant, occupying 50 square meters, would  
difficultly be possible to supply energy to an apartment. The size established in our 
analysis is a 35 kW solar plant feeding the ORC evaporator heat exchanger which 
hydraulically separates solar fluid loop and R235fa ORC loop. Between solar loop 
and ORC evaporator there is a heat storage tank. The primary loop has a 4000 kg/h 
flow. ORC pump begins working as soon as feed pipe temperature reaches 150 °C 
and stops as soon as it goes down to 100 °C. After this first conversion step the sec-
ondary loop feeds ORC evaporator with a flow rate of 800 kg/h and a temperature 
variation between go and return next to 15°C. The organic fluid is heated till vapour 
stage and transmits energy to an alternative device. During expansion, organic fluid 
cools and by the condenser comes back to liquid stage. 

2.1 Solar Thermal Collector and HT Storage 

The solar thermal collectors have been developed by the companies K-Engineering 
and Kloben Sud partners in the STS project and have been patented. By a meticulous 
design activity, it has been accomplished a collector capable to produce water at tem-
perature bigger than 100°C. The patent obtained is an upgrade of the technology 
aimed to produce hot water at medium temperatures to feed a solar cooling system.  
The sealing material is made of copper heat pipe to the copper header tube and the 
mounting. Reflector material is EN AW 1085 EN 573-3 anodized as superficial 
treatment. Heat pipe specifications include high vacuum of 10-1/10-2 [mbar] inside the 
copper tubes. Transfer fluid is water in quantity 5 to 8 g inside the copper tubes. Wa-
ter has been mixed with additive in order to elevate fluid vaporization temperature 
and to not spawn an over pressure level inside the loop. Insulation has been obtained 
by high vacuum between inner and outer tubes of the glass evacuated. Insulation over 
the header copper collector is in mineral wool. The absorber of solar collector has a 
Al–N/Al selective graded surface and his absorptance coefficient α is not lower than 
0.92 while the emittance coefficient ε is not higher than 0.065. At present, research 
group is reckoning to apply an optimization system [16] developed for solar system in 
order to further improve collector performances. A suitable heat storage system is 
required to maximize the productivity of the solar plant and to provide solar heat at 
the desired rate regardless the instantaneous solar radiation availability and the ther-
mal needs [17]. 
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2.2 ORC Unit and LT Storage 

The ORC unit considered in the simulation is connoted by same technical specifica-
tions of the unit under installation and testing at university La Tuscia. The selected 
generator, called “Piglet”, is produced in Italy and is an alternative engine with a de-
clared yield included in the range 8%-10%. There are only a few producer capable to 
manufacture such a small size ORC generator. The engine producer datasheet requires 
a 20 square meters area of solar collectors to generate almost 2 kW. Nevertheless, 
transitory condition must be taken into account and choose a precautionary overesti-
mating the solar collectors field area allows, during the test stage, to vary the number 
of operative solar collector strings analysing the system feedback to different thermal 
powers input. In the early system configuration, ORC evaporator receive heat by hot 
fluid coming from the energy storage interposed between solar primary loop and ORC 
evaporator loop. In a following stage, will be assessed the convenience of a second 
branch connecting directly solar thermal generator with ORC evaporator. When it is 
not necessary making solar energy flow to pass through the heat storage, use an even-
tual direct connection with ORC evaporator is possible in order to eliminate many 
losses. 

 

Fig. 2. Internal details vision of piglet ORC 

The temperature difference between evaporator and condenser is at minimum 
35°C.  

2.3 ORC Internal Loop Working Fluid 

The working fluids that are suitable for low temperature ORC cycles are well known 
in the literature [18].  
 



276 M. Villarini et al. 

 

The choice of the fluid depending on the following main factors [6]: 

• the critical point of the working fluid (in this case of small solar power plant 
the maximum temperature can be within 100 and 200 °C), 

• the specific volume ratio over the expander must be low in order to reduce the 
size, and, thus, the cost (in general the higher the critical temperature, the 
higher the specific volume ratio over the expander), 

• the working fluid should have a null Ozone Depleting Potential (Montreal Pro-
tocol and, for EC, Regulation 2037/2000), 

• the fluid must fulfil other conditions such toxicity, cost and flammability, 
• if scroll compressors is used for the expander the temperature must be below 

150 °C because refrigeration compressors are not designed for temperatures 
higher than 150 °C. 

We have chosen the fluid R245fa (1,1,1,3,3-penta-fluoropropane), because: 

• • its critical temperature is greater than 150 °C (temperature that can be 
reached in a boiler feed by vacuum solar panels),  

• • it shows very advantageous swept volumes, no toxicity and low cost, 
• • it has a null Ozone Depleting Potential,  
• • it is the most often fluid used in small ORC applications [19], 

The data from the NIST Chemistry WebBook [20] indicates the thermodynamic prop-
erties of the fluid chosen, R245fa, varying according to the different working condi-
tions. Thus it is necessary to develop a mathematical model of the fluid in order to 
have the thermodynamic properties of the fluid inside the global power plant simula-
tion. The model developed is based on the following assumptions. Working fluid 
properties are shown in Table 2. 

Table 2. R245fa properties 

Molecular weight (g/mol) 134.05 
Normal boiling point (°C) 15.14 
Critical pressur (Mpa) 3.65 
Critical temperature (°C) 154.01 
Ozone Depleting Potential 0 
Global warming protection 950 
Safety group classification B1 

2.4 Size of Generator Main Components 

For sure, coupling of solar collectors with ORC generator entails a relevant encum-
brance nearby the user house or more generally building. This aspect has to be  
analysed in order to optimize the room occupation inside a building and over its roof. 
The solar collectors foreseen in the actual early design stage occupy 50 square meters 
and can be mounted on roof even if flat. 
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The other component distinguished by remarkable size is undoubtedly the heat 
storage. Nevertheless, this and other components like pumps, two or three way valves, 
and simple valves are part of a normal plumbing and heating system. The room over 
occupied in comparison with a traditional thermohydraulic plant is due to solar collec-
tors and ORC engine and distribution piping associable with them. Not even absorp-
tion chiller can be considered as it substitutes traditional heat pump system. On the 
other hand, evaporative cooling tower or dry cooler has to be associated to the absorp-
tion chiller and it is a component that would not be present in a traditional plant. The 
cooler associated to the absorption chiller has to be placed outside to permit heat ex-
change and has the following sizes: 2300 mm width, 1150 mm length, and 950 mm 
height. While the other relevant component of the system is the ORC piglet with the 
following size: 1650 mm width, 1550 mm length, and 1450 mm height. 

3 Model and Simulation 

The plant model has been developed in TRNSYS 17 that is a powerful software using 
FORTRAN subroutines and able to simulate energy patterns with time dependent 
inputs. In this way is possible to include the fluctuant and variable sun irradiation as 
input and to monitor the energy fluxes linked to it. Each FORTRAN subroutine, 
linked together in the TRNSYS environment, represents a component of the system, 
and a mathematical model simulates his functions having inputs, outputs, variable 
with time, and parameters, constant for all the duration of the simulation. The 
TRNSYS library has a wide of already tested subroutines (“type”) for the simulation 
of solar collectors, thermal storage, and piping. The subroutine for the simulation of 
the Organic Rankine Cycle has been developed to include this component in the simu-
lation. Through the graphic environment of Studio has been drawn the model shown 
in Fig. 2 used to run the TRNSYS simulation. The system simulated is composed by 
components showed in the model layout. 

 

Fig. 3. Power plant model layout 
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As indicated in the Fig. 3 the TRNSYS model starts with solar radiation and envi-
ronmental values, Type109, set with Rome irradiation data. The Type109 gives the 
irradiation values to the solar collector, modelled by Type71. The Type 71 is con-
nected to the storage (Type4a) via the pump (Type3b) that is activated when the solar 
collector temperature fluid is greater than 10°C and it is stopped when the solar col-
lector temperature fluid is lower than 2°C always of the average tank temperature. 
The type2b has been always used to implement the control system that gives the 
command to the different pumps (Type3b). 

The storage is connected to the ORC that has been developed through an imported 
Fortran model [6] represented with type600. The relative pump (Type3b-2) is acti-
vated when the higher storage temperature fluid is greater than 150°C and it is 
stopped when the higher storage temperature fluid is lower than 80°C. The ORC is 
connected to the absorber system (type107) and to the thermal load (type56). The 
system decide to direct the ORC waste power to the absorber or to the thermal load in 
base of load demand (cooling or heating) through the three-way valves (type11f and 
type 11f-2). The absorber waste is re-cooled via the evaporative tower (type51a). 

4 Model Outputs 

The results of the simulations are showed in the next figures. The simulation step has 
been always 15 minutes and always on the left there are power and flow values, on 
the right there are temperature values. The Figure 4 and 5 below show the annual, 
simulation time 8760 hours, results of the simulation regarding the solar and the ORC 
power plant sections.  

 

Fig. 4. Solar power plant section annual results 

From Figure 4 it is possible to see that the total solar irradiation varies from 0 to 
3800 kJ/hm2, the average tank temperature after few days reach 150°C and then var-
ies, as fixed, between 150 and 100 °C, the CPC temperature varies between 5°C, dur-
ing winter, or 15°C, during summer, and 150°C (with little peaks that reach also 
250°C), the pump flow is functioning at 4000 kg/h and depending on the difference 
between CPC and average tank temperatures as fixed. 
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Fig. 5. ORC power plant section annual results 

From Figure 5 it is possible to see that the total power varies from 0 to 3000 W 
(with peaks that reach also 4500 W during summer), the tank to ORC temperature 
varies between 100°C and 150°C, the evaporator temperature varies between 0°C and 
120°C, the condenser temperature is always over 60 °C (in order to have the neces-
sary temperature for the heating or absorber demand), the pump flow is functioning 
always at 4000 kg/h and depending on the difference between tank to ORC and the 
100°C stationary temperature as fixed.  

The Figures 6 and 7 below show the results of the simulation regarding the solar, 
and the ORC respectively during the first 5 days (thus first January days).  

 
Fig. 6. Solar plant model results 

From Figure 6 it is possible to see the variation of the CPC temperature corre-
sponding to the variation of the total solar radiation and thus the relative activation 
(and the flow, fixed at 4000 kg/h) of the pump. It is easy to see that after five days of 
solar radiation the average tank temperature reach the fixed ORC starting temperature 
(150 °C). From the global simulation it is possible to see that 150°C will be reached 
again, on average, after 1-2 days in winter and after 0-1 days during summer. 
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Fig. 7. ORC plant model results 

From Figure 7 it is possible to see the starting point of the ORC when the average 
tank temperature reach 150°C. The ORC pump flow (fixed at 4000 kg/h), the evapo-
rator temperature, the electric power produced and the ORC to tank temperature are 
also showed. 

The simulation output provides a current performance varying between 2 and 4 kW 
depending on evaporator and thus tank temperature that depends on solar irradiation. 
The annual electricity production is approximately of 5000 kWh keeping mean ORC 
efficiency included in the range 4%–9%, in accordance with existing references for 
similar systems [21]. This meaning that the ORC Equivalent Full Power Hours, con-
sidering that this ORC have a nominal power of 3 kWe, are 1666 hours. On the other 
hand, higher thermal levels at solar loop allows to reach almost 10% instantaneous 
efficiency [22]. The multi-generator also produces 20000 kWh thermal energy and 
approximately 10000 kWh for refrigeration. The thermal energy output obtained 
counts on use of low temperature heating distribution plant. By the way, the concept 
to emphasize is the conflict between efficient energy production system and ineffec-
tive final user devices. That is the reason why it is necessary a right combination of 
such an efficient and zero emission energy generation system, an effective distribu-
tion loop and low temperature heating terminals. Then, the coupling of a STS genera-
tor and ineffective heaters would be a nonsense.  

One of the most important targets to reach by the present research activity is to im-
prove the EFPH (acronym of Equivalent Full Power Hours). The EFPH parameter is 
given by energy/power ratio that is the ratio between the energy produced in one typi-
cal year and the nominal power of the energy system. In fact, the meaning of energy 
systems power has a partial significance in order to evaluate the energy generation 
potential. Deliver the only power, as an input data, is not a complete information. In 
particular case of renewable energies, different sources can generate very different 
quantities of energy even though having identical power. The EFPH ratio is indicative 
of the energy potential resident in each kW of the power system. 
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5 Economic Analysis 

Considering the particular characteristics to assess the opportunity to finance this kind 
of application, the following aspects have to be considered:  

• a low level of technological risk in plant construction; 
• a strong captive market, created by means of long-term contracts signed with 

solid counterparties (i.e. off-takers) with the aim to mitigate the market risk 
both in terms of pricing and volume on the sell side; 

• a reliable supply market, in case of production initiative driven by volatile 
raw materials ‘ markets, created by means of long-term contracts signed with 
solid counterparties (i.e. suppliers) with the aim to mitigate the market risk 
both in terms of pricing and volume on the supply side. 

Main financial parameters, used in the present analysis, are: 

• the NPV (acronym of Net Present Value) which is the net present value 
(NPV) of a time series of cash flows, both incoming and outgoing, and is de-
fined as the sum of the present values of the individual cash flows; 

• PBT or PBP (acronym of payback time or period) in capital budgeting refers 
to the period of time required for the return on an investment to "repay" the 
sum of the original investment. It is also widely used in other types of in-
vestment areas, often with respect to energy efficiency technologies, mainte-
nance, upgrades, or other changes. 

5.1 Concentrating Solar Power Market and Key of Success in Italian Market 

In the following paragraphs, is shown, by statistics pertinent to two important Euro-
pean countries markets, a big plants focused solar thermoelectric sector [23]. Spain 
leadership shows a relevant application of power electric production by solar thermal 
source. In virtue of the incentive introduction law occurred in 2008, Italy had a good 
onset of solar thermoelectric application but biggest efforts have been addressed to 
the other technology to produce electricity by solar irradiation: the photovoltaic.  

The reasons for Spanish success and Italian failure in CSP development are related 
to the efficient way to manage the theoretical key drivers for success. Firstly, Spain is 
far more apt for CSP technology than Italy from a geomorphologic point of view. 
Spain has far more deserted flat areas that would not have any alternative use, and is 
less exposed to earthquakes than Italy. In addition to this as Italian territory is mostly 
developed along its longitude whereas Spain is equally developed along its longitude 
and its latitude, Spain has far larger areas with high solar radiation than Italy. Sec-
ondly, Italian entrepreneurs and industrial operators are less risk takers than the Span-
ish ones and this impeded the success of CSP due to its lack of positive track records. 
Moreover timing for the introduction the CSP Governmental incentive schemes was 
far more favourable for the Spanish industry. Indeed the Spanish Government intro-
duced the first CSP feed-in-tariff in 1998, at the beginning of its economic boom 
which ended with the financial crisis of 2008. On the other hand, Italy introduced the 
current CSP incentive scheme in April 2008 and this not only slowed down invest-
ments proposal from the industry but also undermined the financial support of banks. 
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Banks and financial institutions attitude to taking risk and their size also affected 
the development of CSP in Italy.  

Least, the authorisation process in Italy is far more complicated and longer than in 
Spain as it is depends on approval from many local authorities (municipalities, prov-
inces and regions). This made international investors reluctant to finance CSP projects 
in Italy as the delay to obtain the authorisations would increase the risk to see the 
technology turn obsolete. 

Many of the obstacles connected with Italian CSP failure can be obviated by the 
evolution of small size plants because, as mentioned, residential application of tech-
nologies have a relevant role in the renewable energy propagation scenario because of 
the lack of boundless surfaces where to install huge extensive solar power plants con-
trary to Spain territory features. Furthermore, the diffusion on the territory of small 
scale systems working nearby the energy user constitutes the vocational guidance of 
distributed generation concept.  

5.1.1 The Spanish Case 
The first step of Spain to promote the CSP started in 1998 by Royal Decree 
2818/1998 which promoted the development of solar technologies (non-hybrid). 

After that, a series of other Royal Decrees introduced changes in 2002 and 2004 
(Royal Decree 841/2002, Royal Decree 436/2004), until the latest Royal Decree 
661/2007, introduced on 25 May 2007, that established a new incentive arrangements 
which introduced the annual adjustment of the tariff on the basis of inflation. 

Spain is currently the world leader in CSP with an installed capacity of over 700 MW 
even higher than the USA. The Table 3 below shows the data of the main CSP Plants. 

Table 3. CSP Plant 

Plant MW Developer Commercial Op-
eration Date 

PS 10 11 Abengoa Solar 2007 
Andasol 1 50 ACS-Cobra Energy 2008 
PS 20  20 Abengoa Solar 2009 
Puertollano  50 Iberdrola 2009 
Puerto Errado 1.4 Novatec Solar España S.L. 2009 
Andasol 2  50 ACS-Cobra Energy 2009 
Solnova 1 50 Abengoa Solar 2009 
Solnova 3 50 Abengoa Solar 2009 
Solnova 4  50 Abengoa Solar 2009 
Alvarado 1  50 Acciona 2009 
La Florida  50 Renovables SAMCA 2010 
Extresol 1  50 ACS-Cobra Energy 2010 
Majada 1 50 Acciona 2010 
Palma del Rio II 50 Acciona 2010 
La Dehesa 50 Renovables SAMCA 2011 
Manchasol 1 50 ACS-Cobra Energy 2011 
Extresol 2  50 ACS-Cobra Energy 2010 
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The Spanish market is ruled by large companies which usually have the expertise 
and the capabilities to play all the roles involved in project finance being the devel-
oper, the sole owner, the EPC contractor and the operator. 

5.1.2 The Italian Case 
The Ministerial Decree (MD) of 11 April 2008, published in May 2008, laid down 
criteria and procedures for supporting electricity generation from the solar source via 
plants that uses thermodynamic cycles. 

Feed-in tariffs are recognised to solar electricity generated by solar plants or by 
hybrid plants over a period of 25 years as a fixed value without any inflation adjust-
ment and can be accumulated with the selling price on the grid. The incentive values 
vary from 0.22 to 0.28 €/kWh depending on the value of the solar share. 

The first concentrating solar power plant constructed and operating in Italy is the 5 
MW Archimede plant in Priolo Gargallo (Syracuse, Sicily) owned by Enel and inau-
gurated on 15 July 2010. This plant has a high technological and innovative value as 
it is the first in the world to be integrated with a combined-cycle plant and use the 
Enea molten-salt technology instead of a conventional synthetic oil technology. For 
this reason it can be considered as an R&D investment and it has not been financed in 
project finance by banks but via corporate finance solutions by Enel. After that, no 
further plants are under construction nor development in Italy. The incentive scheme 
was conceived to favour growth and optimization of some technologies developed in 
Italy in the last years but beyond the Sicily solar power station no further investments 
and construction have been made.  

A new event changed the history of solar thermoelectric sector: the incentive struc-
ture has been modified by the Ministerial Decree (MD) of 6th July 2012. The new law 
modifies the previous one and does not fix a lower limit for the square meters accept-
able. From 1st of January 2013 small plants with less than 10000 square meters can be 
admitted to the feed-in-tariff promotion. While in plants made of more than 10000 
square meters of solar collectors, thermal energy capacity of the storage tank must be 
greater than a value of kWh per square meter (for instance a 0.4 kWh/m2 lower limit 
regards plants with more than 10000), residential storage systems do not have any 
kind of capacity limit to respect.  

Then, plants connected to the electric grid from 1st of January 2013 until 31st De-
cember 2015 composed of less than 2500 square meters can gain access to 0.36 euros 
per kWh produced. Even in this case, feed-in tariffs are recognised to solar electricity 
generated by solar plants over a period of 25 years as a fixed value without any infla-
tion adjustment and can be accumulated with the selling price on the grid. Further-
more, lower incentives can be recognized to solar thermal power generators with an 
integration fraction of energy produced by biomasses. 

5.1.3 Applicability of Italian Incentive Scheme to Small Scale System 
As shown, until nowadays, market of solar thermoelectric application has only been 
focused on the big scale power generators. Nevertheless, for instance in Italy, unused 
incentives can be apply also to small scale systems with a consequent exploitation of 
economic resources foreseen by the Italian government to be applied to big scale 
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ones. The previous inquiry passes through the economical profit of this application for 
the Italian energy users. 

The occurred modification solar thermodynamic incentive have been modified as 
illustrated in the previous paragraphs and a new future could be opening up for it.  

5.2 Economic Evaluation 

It is possible to make a rough assessment of the economic return associated with the 
construction of the solar plant coupled to a 3 kW power Organic Rankine Cycle gen-
erator. In particular, the feasibility study was carried out through the main methods of 
NPV (Net Present Value) and PBP (Pay Back Period) assessment. Considering an 
implementation cost of around € 55200 (the system is still in testing and will be pat-
ent pending as soon as possible). Indeed, the cost of the solar thermal plant with the 
primary loop, is equal to € 26200, the cost of the ORC is about € 10000, and the cost 
of the absorption refrigerator is equal to € 7000. Adding these costs to control and 
installation costs, a total amount € 60200 is reached. These amount are similar to the 
cost of construction of the prototype at university laboratories. To these costs must be 
added the cost of maintenance and management. This kind of costs has been assessed 
but lack of an appropriate follow-up period with particular reference to small size 
ORC is noteworthy. 
Revenue consists of the electricity consume savings, with a cost ever and quickly 
growing, government incentive (0.36 €/kWh), thermal energy savings (0.60 €/m3) 
and further electricity savings due to refrigeration. 

From the figures it can be seen that the cash flows are slowly positive, obtaining a 
return on investment equal to 13 years. 

 

Fig. 8. Cash flows in cogeneration 

The payback time depends mainly on: annual hours of work of the system, cost of 
electricity and heat and, especially, investment cost. 

Part of revenues can be considered fixed, given the feed-in-tariff for 25 years. Op-
erating costs also can be considered as being a system of small size and, on the other 
side, they can easily be automated.  

The other relevant parameters calculated are NPV and IRR. The first one is posi-
tive (a bit more than € 11000) while the second one is equal to 7%. 
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6 Conclusions 

As shown the system designed would have a payback period of 13 years. The total 
amount of income during the 25 years period is about 155000 Euro and the yearly 
gain, after the payback time, would amount to a value between € 6200 and € 7900. 
The evaluation shows that, without the “conto energia” incentives, the payback time 
would be of 18 years with an IRR of 4% and a negative NPV. In order to reach the 
grid parity conditions an investment cost reduction is indispensable and the road is 
long and winding. The evaluation shows that standardization of system do not have a 
so relevant impact. The mentioned cost reduction involves more specifically other 
items of expenditure as solar plant (particularly solar collectors) and ORC generator 
or absorption refrigerator. Currently, the ORC generator requires a 5,000 € /kW ex-
penditure which is far from an affordable investment as showed by authors for other 
new technology small scale power plants [24–27]. Costs could benefit from enlarge-
ment of these components production scale, harnessing bigger size plants whose at-
traction is much more effective from the point of view of the investment [28–31]. 

Furthermore, absorption chiller can be numbered between the devices and compo-
nents part of the solar generator but reckoning to provide a new building or house or, 
more generally, a new construction with such a solar power system or considering the 
exigency to update or replace the apartment chiller, it would not be correct to ascribe 
the refrigerator to the sun generator items of expenditure list. 

Nevertheless, the advantages of the system do not concern only the private user of 
the multi energy generator but also the national energy distribution system: the grid. 
This system do not require the energy grid reconstruction as it is happening owing to 
myriad of territory distributed photovoltaic and wind energy installations. In fact, in 
virtue of system controllability, energy received by aleatory solar irradiation can be 
used with a delay in comparison with time of collection.  That means that the cost 
load (direct and indirect) of this kind of system is not comparable to other renewable 
technologies by now widely employed. 
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Abstract. In this work, a mathematical model of gasification technology has 
been developed. The aim of the present paper is to analyze the total Gibbs free 
energy G(U) of the system during the process which strongly depends on the 
type of biomass CHMON. In order to reach this goal, the Boubaker Polynomial 
Expansion Scheme (BPES) is exploited as an efficient optimization protocol. 
The results lead to find out the optimal values for biomass composition and 
clearly show that the latter and its substrate ratio influence the free energy 
trend. 

Keywords: gasification process, free energy, biomass, mathematical analysis. 

1 Introduction 

In the recent years, research, development and industry have been addressed to the 
use of Renewable Energy Sources (RES)and have moved towards their exploitation. 
Actually they have been recognized as a promising and an extremely attractive alter-
native to fossil fuels. This becomes even more important if climate change and global 
warming have to be successfully faced. Moreover, in the current energy scenario it is 
fundamental to rely on environmental-compatible and sustainable technologies which 
may ensure the independence on fossil fuels with fewer impacts if compared with 
exhaustible sources. Thus, special attention has been paid to the use of biomass which 
can be efficiently converted via biological or thermo-chemical processes. Gasification 
belongs to the second category of conversion methods and consists in transforming a 
solid fuel into a gaseous energy vector which is called syngas. Gasification can be 
further considered as an interesting chance since small and medium size plants can be 
successfully integrated in a distributed energy system. Nowadays it is seen as one of 
the most efficient ways in which the energy embedded by the biomass itself can be 
transformed into useful and marketable products [1, 2, 3, 4]. 

Gasification process consists in a partial thermal oxidation which leads to the  
production of gases (such as CO2, water, carbon monoxide, hydrogen and gaseous 
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hydrocarbons), small quantities of char, ash and condensable compounds (tars and 
oils). The reaction is developed by supplying an oxidizing agent, e.g. oxygen, steam 
or air. The syngas produced by the gasification is more versatile than the original 
biomass and can be successfully used to power gas engines and gas turbines [1, 2]. 
Biomass gasification is characterized by extremely complex chemical reactions. 
Broadly speaking, the below-listed stages can be identified during the process [1, 2]: 

1. drying, which occurs at 100-200°C and leads to moisture content reduction in the 
biomass. Typical ranges of moisture content are from 5% to 35% and decrease to 
<5% thank to the present stage; 

2. pyrolisis or devolatilisation, consisting in biomass thermal decomposition in ab-
sence of oxygen or air. Volatiles are removed and light hydrocarbon gases are re-
leased from the biomass so that the latter is reduced to solid charcoal. Moreover, if 
these gases condense (this occurs at very low temperatures), liquid tars are gener-
ated; 

3. oxidation, which is a reaction between oxygen and solid carbonized biomass and 
results in formation of carbon dioxide. Water is generated due to the oxidation of 
hydrogen. The reactions of carbon and hydrogen oxidation release a large amount 
of heat; 

4. reduction, which occurs in absence or in small quantities of oxygen and requires 
temperatures between 800 and 1000 °C.  

The following reactions take place during the gasification process: 

Table 1. Main reactions during the gasification process 

Gasification stage Chemical reaction Reaction code 
Partial-combustion reaction C + ½ O2CO a 
Combustion reaction C + O2 CO2 b 
Bouduard reaction C + CO22CO c 
Water-gas reaction C + H2O CO + H2 d 
Methanation reaction C + 2H2CH4 e 
Water-gas shift reaction CO + H2O H2 + CO2 f 
Reforming reaction CH4 + H2O CO + 3H2 g 
Cracking reaction Char CH4 + H2O + 

CMHN+ H2 
h 

 
Partial combustion and combustion are exothermic reactions so that thermal energy 

is released during their development. Then, several endothermic reactions occur and a 
specific amount ofheat is absorbed.  

Gasification process can be successfully developed using three different kinds of 
gas-solid contacts [1, 5, 6]: 

 
a. fixed bed: the gasifier zone has a fixed position and the gas passes through 

the material. The bed consists of solid fuel particles. In the updraft gasifier, 
air and biomass are fed up at the bottom and the top of the reactor  
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respectively. Air passes through a grate and goes upward. In the downdraft 
gasifier, both air and solid biomass move in the same direction. In the cross-
flow gasifier, air is introduced from one side while biomass moves down-
ward. The gas is withdrawn from the opposite side, at the same level of the 
air inlet; 

b. fluidized-bed: biomass particles are kept in a state of suspension using a gas-
ifying agent which is blown through the bed. Fuel particles enter the reactor 
from the bottom and are quickly mixed with the bed material. Depending on 
the fluidization pattern and combination character, three different solutions 
can be adopted: bubbling, circulating or dual fluidized bed; 

c. entrained flow bed which are commonly used for coal since they can be 
slurry fed. 

 
Considering the growing interest in biomass gasification, several models have been 
proposed and aimed at better explaining this process. This paper presents a mathe-
matical modelling of the thermodynamic equilibrium in a gasifier. The aim of the-
work is to identify the optimal conditions for the gasifier performance with specific 
regard to the total Gibbs free energy G(U) of the system. A downdraft fixed-bed reac-
tor is considered in the simulation protocol since this solution is easy to construct and 
has robust structure. Moreover, it can operate at partial load and is characterized by 
low pressure drop. Carbon conversion and thermal efficiency can be considered high 
so that the amount of tar and phenols in product gas is limited. Product gas is suitable 
for direct firing but an extensive cleanup is needed [1, 2]. 

2 Material and Methods 

The efficiency of a biomass gasifier strongly depends on several complex chemical 
reactions. In order to better understand these complicated processes –which are re-
lated to the rate of heating and to the residence time in the reactor- mathematical 
models are needed and have been developed. Several attempts have been carried out 
from time to time to explain the nature of gasification. Three different categories 
emerge from this effort [1, 2]: 

• kinetic rate models, which provide basic and essential information on kinetic 
mechanisms since they play a fundamental role in designing gasifiers and evaluat-
ing and improving their performances. Moreover, they are accurate, although an in-
tensive computation is required; 

• thermodynamic equilibrium models, which are independent on the gasifier design. 
The chemical equilibrium is achieved when a reacting system is at its most stable 
composition, i.e. when the entropy of the system is maximised while the Gibbs free 
energy is at its minimum value. Although the thermodynamic equilibrium may not 
be reached, several models have been developed and used widely; 

• neural network models, describing some characteristics of the process which in-
volve a Multilayer Feed forward Neural Network (MFNN). 
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It has to be noted that some models combine and exploit the first two models [1, 2]. 
The attention will be focused on thermodynamic equilibrium models which are based 
on two general approaches: stoichiometric and non-stoichiometric. The first method 
requires a set of selected independent reactions and the definition of the species in-
volved in the process. On the opposite, in the non-stoichiometric approach, reaction 
mechanisms are not directly involved in the numerical simulation so that a set of se-
lected species are assumed to be present in the syngas. Past studies proved that both 
methods are equivalent [1, 2, 7, 8]. It is extremely important to highlight that thermody-
namic equilibrium calculations do not depend on gasifier design and, as a consequence, 
are suitable to study the influence of fuel process parameters. However, it has to be 
considered that equilibrium might not be reached at low operation temperatures [7,8]. 

Equilibrium models are based on the following assumptions [7, 8]: 

• Biomass is represented by the general formula C HMON; 
• Heat losses are neglected: the gasifier can be regarded as a perfectly insulated ap-

paratus. Thus, the process can be considered adiabatic although in practice gasifi-
ers have heat losses to the external environment; 

• No chars living with the exit the gasifier products;  
• Gasification reactions are fast enough and residence time is long enough to reach 

the thermodynamic equilibrium state (at P= 1 bar); 
• Ashes are considered to be meaningless; 
• Tars are not modelled. 

Considering the above-listed items, it has to be considered that equilibrium models 
may lead to great disagreements if some circumstances occur [1]. 

In the considered process, pyrolisis or devolatilisation, gases are supposed not to 
condense. In this case, tar generation can be neglected. Moreover, it is known that the 
volatile yield of dry wood is subdivided intolight hydrocarbons tar carbon monoxide, 
carbondioxide, hydrogen and moisture yield. According to Ragland & Aerts (1991) 
tar fraction is negligible. 

For normalization purposes and taking into account that the reaction considered in 
Table 1 are mainly c, e, f and h, the following reaction takes place in the case of 
wood-like materials: 

274625243221

222   

NxCHxCOxOHxCOxHxCx

cNbOOaHOCH NM

++++++

→+++
 (1) 

As a first step, coefficients a, b and c are calculated using stoichiometric balance con-
ditions. The partial pressure pj=2…7 of each gas species j is defined as: 
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where P is the pressure within the gasifier and PX is given by:   
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Hence, if adsorption constant, rate constant and equilibrium constant, for each reac-

tion Rm=1…4 are denoted as Km=1…4, km=1…4 and m m 1..4
K

=
  respectively, the net equa-

tion rate m m 1..4
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=
ξ  for each reaction Rm=1…4, where U=(x1, x2, x3, x4, x5, x6, x7), can 

be formulated based on the Langmuir-Hinshelwood mechanism: 
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with m m 1..4
A

=
 constants. 

These items are to linked the adsorption model of Irving Langmuir (1916). This 
model assumes for a complex process, a rate law can be written for each step of 
process, and when the rates become equal an equilibrium state will occur. 

The rate of adsorption is proportional to the concentration of gas/liquids wich react 
at a given stage. The proportionality factor (between rate of adsorption and gas/liquids 
concentration) is defined as rate constant. The equilibrium constant for a given reac-
tion is universally defined as: products to reactants adjusted ratio. 

The first components of U=(x1, x2, x3, x4, x5, x6, x7) are solutions to the differential 
equations system: 
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For given values of parameters, the resolution of equations 5 is carried out using the 
Boubaker Polynomials Expansion Scheme BPES. The BPES is applied by setting the 
expression: 
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where: 

• B4kare the 4k-order Boubaker polynomials; 
• rkareB4kminimal positive roots; 
• N0is a prefixed integer; 
• λk.i are unknown pondering real coefficients; 
• t has been introduced to define the substrate characteristic ratio as follows: 

 N

M
t =

 (7) 

where M and N are hydrogen and oxygen coefficients in expression (1) respectively. 
The main advantage of the formulation expressed by (6) is the evidence of verifying 
the boundary conditions, in advance to problem resolution thanks to the properties of 
the Boubaker polynomials [9-16], besides proposing differentiable and piecewise 
continuous solutions [16-21]. The BPES protocol ensures the validity of the related 
boundary conditions expressed through biological conditions, regardless main equa-
tion features. In fact, thanks to Boubaker polynomials first derivatives properties: 
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where: 
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the boundary conditions are inherently verified. 
By introducing expression (6) in Eq. (5), boundary conditions become redundant 

since they are already verified by the proposed expansion. As a consequence, by ma-
joring the terms ξm(U)m=1…4, the problem is transformed in a linear system with un-
known real variables λk.i. Considering the Equations (5) and (6), the problem can be 
written as shown below: 
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and using the matrix standard form: 
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The system (12) is solved using Householder algorithm by testing the convergence 
coefficients represented by (13) and gradually incrementing of N0. 
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The final result is hence (for N0= 157): 
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For a given substrate, the total dimension-less free energy G(U) is defined as: 
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where gi
0 and ωiare chemical standard potential and activity of a species i respec-

tively. Since ωi is identified to xjfor gaseous species and equal to unity for condensed 
substances, and by taking into account the solution of Eq. (5), it gives: 
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(16) 

G is a sophisticated function of T since xjare T-dependent too. Quick calculation using 
average parameters gives an optimal temperature T equal to ≈ 1044 K, which is in 
agreement with the values estimated by Ozgur Colpan et al. and ZA Zainal et al. (i. e. 
850°C and 750°C, respectively). 

3 Results and Discussion 

Solution plots are presented in this section. In order to verify the analytical results 
given by the optimization protocol, some hypothetical sets of parameters are used, 
considering the abundant literature on this topic. Moreover, different values have been 
considered in the numerical simulation to observe biologically plausible scenarios 
dynamic model [23, 24]. 

Figure 1 shows a 3D graph representing the dimensionless free energy G(U) de-
pending on M and N parameters. In the present study, it is confirmed that optimality 
is not obtained for wood-like biomass, where the substrate ratio is equal to 2.18. The 
optimal condition is efficiently reached for M≈33 and N≈18 and corresponds to a 
particular class of biomass. This record is in good agreement with the results of Zainal 
et al., Lorente et al., McKendry and Ozgur Colpan et al.. 
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It is important to highlight the main advantages of the numerical simulation devel-
oped in the work –i.e. the presentation of analytical piecewise continuous solutions 
and the respect of asymptotic stability- if compared with previous studies, e.g. Yang 
et al., Van den Driessche and Rogers, which focused the attention only on globally 
stable numerical solutions. 

Since the monitored solution is the total dimension-less free energy G(U), it is 
noted thatminimal values are recorded for both ranges (N<5) and M> 30. These two 
ranges correspond either to hydrogen excess or oxygen default. In reference to the 
considered Langmuir-Hinshelwood scheme, low oxygen content in the substrate gives 
unfavourable conditions to Boudouard reaction while hydrogen excess disables re-
forming reaction. Moreover, the shape of the solution gives evidence to the existence 
of differently efficient combination of substrates. In fact, non-integer solutions corre-
spond to intermediary chemical formulae which correspond to compound mixes 
rather than unique substrate. This feature attributes a realistic aspect to the whole 
model, since pyrolisis, devolatilisation and oxidation, which are not instantaneous 
processes, yield unavoidably heterogeneous mixtures.  

 

 

Fig. 1. Solution plot 

4 Conclusion 

Biomass can be further considered as a potentially reliable and renewable energy 
source. Considering that the lifetime of fossil fuels is decreasing and if emissions of 
greenhouse gases have to be successfully diminished, an appropriate and efficient use 
of biomass has to be taken into account and further investigated. Gasification technol-
ogy becomes even more important if compared with ecological and environmental 
impacts of fossil fuels. 

The present paper is aimed at preliminarily studying the relation between the gasi-
fication process and the type of biomass, with specific regard to Gibbs free energy 
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G(U). In order to reach this goal, an optimization protocol has been developed and is 
based on the use of the Boubaker Polynomials Expansion Scheme (BPES). The re-
sults given by the mathematical modelling show G(U) variations depending on the 
type of biomass. Thus, they might represent a useful tool for decision making and 
understanding energy conversion patterns.  
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Abstract. Home networks have become heterogeneous environment hosting a 
variety of wireless and wired telecommunication technologies. Currently there 
no exist any intelligent energy saving mechanism to control the home networks. 
In this paper we propose an energy-aware strategy that integrate Wireless Sen-
sor Network (WSN) with a convergent digital home network. We aim to dem-
onstrate that a WSN can act as a dependable control plane to manage the high 
speed home network. While the home network nodes can be deactivated, the 
WSN is always on and, due to the low data rate required to properly work, it 
consumes a very limited quantity of energy. This mutual interaction leads to a 
substantial reduction of the energy consumptions. Simulation results show that 
this strategy is effective in different scenarios and provides a tangible economic 
benefit.     

Keywords: Green networks, Sensor Networks, Home networks, Future  
Internet. 

1 Motivation 

The European countries are facing a hard period since the economic crisis coming 
from the US has passed the Ocean and has spread into the whole European economic 
and productive system. To avoid an endless crisis the EU has urgently approved a 
four years (2010-2013) European Economic Recovery Plan (EERP). The thrust of the 
EERP is to restore confidence of consumers and business. It is suggested to provide a 
demand stimulus of € 200 billion [1]. The major instrument identified to apply the 
EERP strategy is the Public Private Partnership (PPP): an industry-driven RTDI in-
itiatives tackling the major socio-economic challenges that look for maximizing EU 
industrial capabilities in order to allow their best exploitation for the EU industry of 
tomorrow, enhancing its competitiveness through high impact actions on research and 
innovation. In particular the PPP on the Future Internet initiative [2] identifies as the 
most important needs for the research and innovation Green technologies and Gigabit 
ICT for all the European citizens. 
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Recent publications [3], [4],[5],[6], [7], [22] and [28] show that, despite the expec-
tations, the ICT industry energy need cannot be neglected when compared to the other 
energy sectors. Indeed it is increasing with an exponential growth and it is about to 
exceed than the aviation industry. Thus the Green ICT technologies are an emergent 
research field that needs pragmatic solutions [8]. While Green ICT have been investi-
gated in the context of core and access networks [9] [10], consistent improvements 
should be still done in the context of residential and office networks [26] and [27]. 

 

Fig. 1. Green IT power consumption [21]  

A study carried out by Gartner in 2007 (Fig. 1) shows that the 7% of Green ICT 
power consumption is due to home and office networks. It is a small portion of the 
whole ICT power consumption. So far there not exist systematic and integrated solu-
tions to green this market sector. Some isolated initiatives have been taken by the 
manufacturers to improve the network elements efficiency and to make them more 
green. However the Green ICT problem in home network have been never faced with 
an integrated approach. 

Today’s homes are equipped with a multitude of devices using several wired or 
wireless communication technologies forming a heterogeneous network environment. 
This environment may include distinct technologies such as Ethernet, Wi-fi, Power 
Line Communications. To improve the network resource exploitation the IEEE 
1905.1 working group on Convergent Digital Home Network is designing a technolo-
gy-independent abstraction layer called Inter-MAC able to work in conjunction with 
any present or near future technology dependent access technique ([24] and [24]). 
This layer is in charge of control the hOME Gigabit Access (OMEGA) network and 
provide services as well as connectivity to a multitude of devices. In [11] and [12] the 
heterogeneous technologies could converge below the network protocol layer, by 
means of the creation of an intermediate layer: the Inter-MAC. While the combined 
use of heterogeneous access technologies allows the home network to speed up to 
1Gps without new wires, the energy consumption in high speed home networks re-
mains an almost unexplored field. 



 Energy-Aware Control of Home Networks 301 

 

In this paper we show how the combined use of wireless sensor network and 
OMEGA network can be applied for a mutual advantage. The wireless sensor network 
can rely on the gigabit network facilities when it is powered up. The gigabit network 
can be activated and deactivated dynamically relying on an always on and energy 
efficient wireless sensor network.  

The document is organized as follows: in section 2 the overall research methodolo-
gy is presented, in terms of architectural design of the proposed solution. In section 3 
we describe the simulation environment used to deploy the designed solution. In sec-
tion 4 the simulation environment and the related testbeds are the described in detail. 
In section 5 the simulation results are analyzed critically to verify the proof of concept 
and some business benefit in terms of Return Of Investment are highlighted. In sec-
tion 6 some conclusions on the obtained results and needed future work are presented.  

2 Gigabit Home Networks 

The Inter-MAC architecture is presented in [13] and [14]. It is divided into data plane, 
control plane, and management plane. Data plane is responsible for transferring the 
user/application data packets. It manages the packets arriving at a device, both from 
the upper layer (network) and the lower MAC/LLC layer. Control plane performs 
short-term actions in order to manage the data plane behaviour. It is responsible for 
managing the correspondence between the higher layer application protocol requests 
and the establishment of new connections or paths to the desired destination with the 
appropriate QoS requirements. Management plane is concerned with long-term ac-
tions which describe the behaviour of the device itself.  

 

Fig. 2. Inter-MAC frame format and header 
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To be properly managed, Inter-MAC layer uses a layer 2.5 Inter-MAC protocol. 
Each OMEGA node, equipped with the Inter-MAC layer functionalities sends and 
receives proper data and control plane frames. The frame format is shown in Fig.2. 

To let OMEGA network interoperate with a wireless sensor network for a synergic 
cooperation aiming to save energy, a twofold integration is needed. First of all each 
energy-consuming OMEGA node must be coupled to a wireless sensor node. Conse-
quently the topology of an integrated OMEGA-WSN network is depicted in Fig. 3. 

 

Fig. 3. Integrated OMEGA/WSN network: the OMEGA links are represented with letter “Ω”, 
the last-mile connection is represented with letter “U”, the connection between legacy devices 
and the OMEGA network is represented with letter “R”. 

The integration must be applied also in the protocol stack as shown in Fig. 4, 
where a ZigBee protocol stack has been used. Thus the Inter-MAC control and man-
agement planes must communicate to perform an intelligent energy save and a ration-
al use of the OMEGA network facilities. 

 

Fig. 4. Integrated protocol stack 

More specifically each OMEGA node can communicate to the sensor node its  
operational status. The following mean operative status have been defined: (i) Trans-
mission/Reception, (ii) Bridging and (iii) Idle. In the first case the node is actively 
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participating to provide QoS-aware applications to an end user acting as a sender or as 
a receiver of the flow. When the node is acting as a network bridge, there is the possi-
bility to deactivate the unused network interfaces. When the node is in idle, there is 
the possibility to switch off the whole node in a deep sleep mode. In the last two cases 
it is possible to save energy, depowering parts of the OMEGA communication sys-
tems or the whole node. 

As in [15] whenever a new flow must be setup from a source OMEGA node A and 
a destination OMEGA node B, a broadcast (or unicast) path request control frame is 
sent at Inter-MAC level, to start up the reactive (or proactive) path selection. The path 
request control frame flows through the OMEGA network from the source node to the 
destination node to activate the most appropriate path selection algorithm (driven by 
QoS, energy-saving or fault-tolerant considerations [25]).  

In case of an integrated OMEGA+WSN network, the above described message se-
quence must be adapted to cope with the necessity to intelligently activate the idled or 
partially operating OMEGA nodes. Whenever a source OMEGA node A needs to 
setup a new flow towards the destination OMEGA node B, the path request control 
frame is sent to the Wireless Sensor (WS) node A. The WS node A is in charge to 
send the broadcast path request over the sensor network that will be intercepted by the 
WSN node B associated to the destination OMEGA node B. Thus the WSN acts as a 
dependable control plane, where low data rate control packets can flow even when the 
OMEGA network is shut down. While the OMEGA nodes or the OMEGA node’s 
network interfaces can be deactivate, the WSN is always on and, due to the low data 
rate required to properly work, consume a very limited quantity of energy. 

When an intermediate WSN node receives a broadcast path request, it activates the 
OMEGA node and all its interfaces if deactivated, retransmits the broadcast packet (to 
reach even nodes that are out of range from the source node) and sends an acknowl-
edge packet back to the source WSN node. This awakening phase is needed by the 
source OMEGA node A to ensure that all the OMEGA nodes are activated when it 
performs the QoS-aware path selection algorithm to discover the best available path 
from A to B. Once the path selection solution is known, the OMEGA nodes not in-
volved in the new flow can turn back to their previous idled status. The WSN 
represents a backup control plane for the OMEGA network able to provide both, a 
reliable low data rate communication channel and an energy aware protocol to acti-
vate dynamically only the OMEGA nodes needed to provide QoS to the running 
flows. 

Not all the WSN are feasible for a Green ICT scope. As shown in Fig. 5, there exist 
three main WSN topologies: star, tree and mesh. These topologies require an increas-
ing amount of energy. 

While in a star topology the always on node is the PAN coordinator, in a tree to-
pology the full function device must perform relatively complex functionalities thus 
consuming more energy than a simple connected WSN device. In a mesh topology all 
the nodes are potentially full function devices, thus in the worst case the mesh topolo-
gy is the less energy efficient. Unfortunately in a indoor environment as a home, or a  
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small office, home office, the presence of walls reduces the communication range 
between the nodes composing the WSN, thus to ensure the maximum level of reliabil-
ity and availability of the WSN overlay, a mesh topology (e.g. multicluster ZigBee) is 
highly recommended. 

 

Fig. 5. WSN topology examples 

3 Technology Description 

To demonstrate the validity of the proposed approach, a simulation environment has 
been setup. The Modeler OPNET 14.5 Educational Version has been used as network 
simulator for all the tests. It has been preferred against other solutions (NS3, 
OMNET) for two main reasons. First of all OPNET natively support the technologies 
needed to perform intensive tests: Ethernet, Wi-Fi and ZigBee. The PLC channel has 
been approximated using a statistical approach described in [15]. On the other hand a 
particularly accurate OMEGA OpNET model was already available ([12] and [15]). 
As shown in Fig. 6, the Inter-MAC layer has been introduced in the OpNET simulator 
protocol stack as a new component called imac and located between the layer 3  
protocol (IP) and the layer 2 protocols (arp and mac). As clearly shown in Fig. 6, the 
Inter-MAC is in charge to interface the IP layer with the heterogeneous underlying 
technologies: wireless LAN (wlan), powerline (bus) and Ethernet (hub). 
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Fig. 6. OpNET model of Inter-MAC protocol stack 

The OMEGA protocol stack has been modified to cope with the necessity of inter-
facing with the WSN protocol stack and to manage the operational status of the con-
nected network interfaces and of the whole OMEGA node. This modification has 
affected mainly the imac finite state machine definition. As shown in Fig. 7 a new 
status has been introduced in the model: inactive. The inactive status means that the 
OMEGA node is temporary sleeping and needs to be awaken in order to be operative. 
This status can be modified only by the associated WSN node that, on the contrary, is 
always running. The developed WSN node model is depicted in Fig. 8. The con-
trol_interface process is in charge to manage the communication with the OMEGA 
node and to simulate the management and control plane interaction with the Inter-
MAC layer. As shown in Fig. 9 the following main functionalities are provided by the 
control_interface process: APP_CALL – this interrupt is triggered by the OMEGA 
node control plane. When a new path setup procedure is needed, the OMEGA node  
invoke the broadcast functionality. The WSN node sends a broadcast wake-up packet 
over the sensor network. Consequently all the WSN nodes activate the relative 
OMEGA nodes. Each OMEGA node switch from the inactive status to an idle status. 
Once the whole OMEGA network is active, the Inter-MAC layer of the source 
OMEGA node sends over the OMEGA network a Path request packet to trigger the 
distributed path selection algorithms. BROADCAST_RX – this interrupt is triggered 
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when a WSN node intercept a broadcast path request packet. If the relative OMEGA 
node is inactive an interrupt to the imac process  is sent to wake up the OMEGA 
node or to activate all its network interfaces. IMAC_STATE_UPDATE – it is sent by 
the imac process to update the WSN node with the actual status of the OMEGA node. 

 

Fig. 7. Energy-aware imac process 

 

Fig. 8. WSN node 

 

Fig. 9. Control-interface process 
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4 Developments 

The simulation framework has been used to implement different usage scenarios: 
home network, Small Office Home Office (SOHO) network and Small Enterprise 
(SE) network. A typical home network is supposed to have less than 10 connected 
devices. A typical SOHO network is supposed to have up to 50 connected devices, 
while a SE network may have up to 100 connected devices. Several topologies have 
been used in the OpNET simulator to generate the most reasonable OMEGA network 
configurations. 

In order to assess the energy saving due to the combined use of OMEGA and WSN 
networks, the following assumption have been done on the basis of literature and state 
of the art search (see [17], [18], [19] and [20] for more details): 

• each OMEGA interface (Wi-Fi, Ethernet, Homeplug) has an average energy con-
sumption of 1.5 W; 

• each WSN interface has an energy consumption of 0.25 W; 
• an average KWh cost of € 0.25; 
• an average WSN node cost of € 4; 
• an average OMEGA node energy consumption of 8 W. 

Intensive tests have been done for the different scenarios. For each scenario multiple 
tests have been performed to obtain average results. In each test the overall energy 
consumption has been evaluated applying three different energy saving strategies: 

1. No energy saving - the OMEGA network is operative 100% of the time and no 
WSN is acting to save energy; 

2. Partial energy saving – the WSN can solely deactivate the idled interfaces, but not 
the whole OMEGA node, which is always operative; 

3. Maximum energy saving – the WSN can deactivate the whole OMEGA node when 
it is in an idle status. 

In particular the results have been analyzed in terms of differential benefit obtained 
applying the strategy 2 and 3 against the strategy 1. Thus the results represent the real 
energy and cost saving associated to the proposed solution. 

5 Results 

As depicted in Fig. 10, the more the OMEGA network is used during a 24 hours duty 
day, the less the energy saving strategies are effective. Nevertheless a more aggres-
sive energy saving strategy can guarantee a result three times better than a less ag-
gressive strategy. 

The adoption of a maximum energy saving strategy has its own drawbacks. While 
an OMEGA node needs less than 1 second to power up and activate a single network 
interface, it takes from 20 up to 30 seconds to turn on the whole OMEGA node and to 
become fully operative. Thus the best energy saving strategy must be leveraged with 
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the expected reactive time. It doesn’t exist a unique applicable solution, thus a proper 
policy must be decided dynamically or statically to adopt the most appropriate energy 
saving strategy. 

The efficiency of the proposed strategies can be estimated in terms of relative 
energy saving. As shown in Fig. 10, having as reference energy consumption the  
values associated to the “No energy saving” strategy, and considering an average 
network daily use ranging from 12 to 4 hours, the “Partial energy saving” shows an 
average efficiency ranging from 13% up to 27%, while the “Maximum energy sav-
ing” strategy ranges from 37% up to 75%. 

 

Fig. 10. left graph represents the partial energy saving strategy assuming that each OMEGA 
node is equipped with 2 interfaces; the right graph represents the maximum energy saving 
strategy 
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Integrating a wireless sensor network in the OMEGA network incurs an additional 
cost in terms of acquiring the sensor network and of energy spent to supply the sensor 
network. But this initial additional cost can be paid off from the profit gained by the 
energy saved in using the OMEGA network. Considering the above described scena-
rios, assuming an average use of 4 hours per day of the OMEGA network and an  
average of two interfaces for each node, some business benefits can be clearly quanti-
fied.  

 

Fig. 11. Cost saving results 

If the strategy adopted is to switch off only the interfaces of a device in idle state 
than the additional cost is paid off in a period of 9 months for all cases. The average 
life of the wireless sensor network is estimated to be approximately 5 years. So in this 
period the benefits are more effective for the scenario with 100 nodes. This fact is 
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depicted in the left part of Fig. 11. Instead if the energy saving strategy is to totally 
switch off the inactive nodes the pay off period is reduced significantly to 3 months. 
In this case even the benefits for the smallest scenario with 10 nodes are substantial 
and should not be underestimated. 

6 Conclusions  

In this paper we considered the problem of adopting Green ICT technologies in future 
home networks. We proposed and evaluated an energy saving mechanism by integrat-
ing a wireless sensor network with the OMEGA home network. Our strategy dynami-
cally activates and deactivates the gigabit OMEGA network, by means of an always 
on and energy efficient wireless sensor network. Simulation results show that this 
mechanism brings substantial long term benefits due to the energy saved in the overall 
network, in different usage scenarios. 

As future works a better integration of the two networks can be achieved not only 
in terms of energy saving but also in terms of data plane in order to obtain a mutual 
benefit. In one hand, the wireless sensor network can transmit the control messages by 
using the OMEGA data plane when the nodes are active, and in the other hand the 
OMEGA nodes can use the wireless sensor network as signaling plane when their 
interfaces are powered off. 
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Abstract. The Research, conducted in collaboration with Department of Me-
chanical Engineer of Southeast University of Nanjing situated in the Jangsu Re-
gion, has been developed over a period of three years in the ambit of Scientific 
Cooperation Project New Interuniversity Network For Energy Management. 
The main objective is to have a complete picture of the energy production and 
consumption in Jiangsu region of China, forecast the production and consump-
tion level in the next 25 years in a "business as usual" hypothesis. Having 
achieved this result, it then will be possible to formulate hypothesis on future 
energy policies and valuate its results against the base case. The aforesaid re-
search has been conducted after an evaluation of the modelling software availa-
ble on the market within which Markal has been chosen as the more flexible 
and adequate for the research’s purposes. At the moment a forecast of the 
Jiangsu final energy consumption from 2012 to 2027 (time-horizon for the 
model) by energy commodity and by economic sector has been developed.  

1 Introduction 

China has a population exceeding 1.3 billion and its economy has been growing in the 
range 6-10% per year for many years, reaching the maximum of 10.3 % in last quarter 
of 2010. China will need huge amounts of energy to feed this growth, but the men-
tioned trend is driving unavoidable constrains. On one hand, the country is concerned 
about security of supply, so it does not want to import too large portion of energy 
needs; on the other hand, its most available fuel is coal and heavy use of coal leads to 
severe pollution across the country. The question facing China is how to meet an ev-
er-increasing demand for energy without continued degradation of air quality and 
damage to the environment in general.  Jiangsu Province is situated in the center of 
the east coastal areas of China and it is adjacent to China’s largest city of Shanghai. It 
covers an area of 102.600 km2 (corresponding to 1.06% of China’s territory). Jiangsu 
orography is carachterized by smooth terrain, extensive plains and interconnecting 
watercourses. The population around to 74.75 million makes the Jiangsu province one 
of the most densely populated province in China. Jiangsu governs 106 countries, ci-
ties and districts in total, with 13 cities directly under the provincial jurisdiction. After 
the reform and opening-up about thirty years ago, Jiangsu has attained sustainable 
rapid economic development and has implemented active strategies in economic  
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internationalization. Based on the outstanding regional privileges of the Yangtze Riv-
er Delta, Jiangsu has made painstaking efforts to create fine investment environment 
and enhance open-up economy, by making full use of her complete infrastructure, 
advanced sci & tech and education as well as her solid industrial bases. At present, 
Jiangsu has established economic and trade relationship with 218 countries and re-
gions, its export volume amounting to 227.9 billion US dollar in 2008. Accordingly, 
the open-up Jiangsu has become a homeland of investment for overseas investors with 
a total foreign capital of over 100 billion US dollar. Jiangsu is today one of the most 
developed regions of China and it usually boasts a GDP (Gross Domestic Product) 
figure 2% higher than the already high national GDP figure. Its energy balance sheet 
is highly unsustainable because the region is poor in energy sources and they have to 
be imported from other regions of China or from other Countries. The primary energy 
consumption distribution is the same of the other Chinese regions: coal is the most 
used followed by oil, gas and a small presence of hydropower. Nuclear is still in the 
early stage of their development in the region.Electric power generation is fed mainly 
by coal, with three main power plants with a unit size of: 300, 600 and 1000 MW. 

The model developed in this research analyses the status of the Chinese energy 
system and gives an evaluation of the energy production and consumption trend in 
Jiangsu Region of China in the next 25 years in a "business as usual" hypothesis. The 
scenarios have been evaluated using the Markal software, that has been chosen  
because of its flexibility and compatibility to the requirements of the research. The 
collected data for the modeling of energy scenarios is organized in the so-called Ref-
erence Energy System (RES), that can be revised as the main structure of the model. 

2 Materials and Methods 

Jiangsu is an economic developed province in China, at the same time it is a big ener-
gy-consuming province. The lack of primary energy sources and the fast development 
of economy make the Jiangsu have an unbalanced energy sheet where the consump-
tions exceeds the production. Following the hierarchical organization of the Markal 
models, it has been chosen to organize the data relevant to the region through a Refer-
ence Energy System. Markal models are bottom-up models and are built up by de-
scriptions of the components of the energy system and their interactions, rather than 
equations describing behaviour at an aggregated level. The components fall into two 
categories; commodities and processes. These make up the building blocks for the 
description of the energy system. Commodities are the flows through the system, 
while processes are the technologies that transform commodities from one form to 
another. The network they form thus closely resemble a flowchart, and is generally 
referred to as a Reference Energy System (RES). 

Commodities represent energy carriers, materials, emissions, useful energy  
demands, money, etc. flowing through an energy system. A process transforms com-
modities from one form into another, and only in exceptional cases (e.g., exchange 
and storage processes) a process consumes the same commodity that it produces.  
The process groups are Combined Heat and Power, Demand devices, Electricity  
generation, Energy, Heat generation, Material and Miscellaneous. For instance, 
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processes may represent power plants transforming fuels into electricity, or they may 
represent washing machines and aeroplanes producing washed laundry and travelled 
distance. 

As mentioned, the structure of the model is organized as a Reference Energy Sys-
tem (RES), which is a network depicting flows of commodities through various 
processes. Commodities such as primary energy carriers are initially either imported 
to the model region or obtained by production of raw material in mining processes, 
for example. A RES describes the process of these primary resources through differ-
ent stages consisting of transformation, transportation, storage and distribution of 
commodities, until they are either consumed by end-use demand or exported out of 
the region. 

The flow of commodities through the RES is governed by three basic equations.  
The first is the transformation equation which relates the input flows to the output 
flows of a process. Second is the market allocation equation which limits the inflow 
or outflow share of a particular commodity. Finally there is the balance equation 
which ensures that there is a balance between production and consumption of all 
commodities. Individual plants are not modelled separately, but similar plants  
are aggregated into processes that represent a whole technology type. In addition to 
existing technologies, a RES usually contains a variety of alternatives and options of 
technologies that are not available today (or only at a very high cost) but that can be 
envisaged to be utilised in the future. In the following page the Reference Energy 
System of Jiangsu regions is shown, where the current technologies are coloured blue 
and the future technologies are coloured yellow. As it is possible to see, the main 
fossil resources are represented there (Hard coal, Crude Oil, Natural Gas). Also their 
path from mine to burner is shown, with all the various conversion and production 
technologies that are used to serve the needs of the final demand. In this study the 
demand is modeled as an aggregate, for instance Industry demand of Heat is served 
by both Hard Coal and Natural Gas. 

 

Fig. 1. Reference Energy System of Jiangsu 
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2.1 Description of Res Data 

In the following section all the RES parameters are mentioned and described, some 
concepts about the actual situation are also presented and discussed. 

Coal. As shown in the ‘Energy Balance Sheet’ of 2011, 90% of primary energy pro-
duction in Jiangsu province is raw coal which is also the main energy resource of 
China. (Figure 2). 
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Fig. 2. Structure of primary energy production in Jiangsu province in 2011 

All the production of primary energy cannot satisfy the demand with its fast devel-
opment. most of the coal used is imported from other provinces in China and even 
abroad. In 2011, 20.13Mt standard coal was produced in Jiangsu province while the 
total consumption is 112.96 Mt standard coal. 95.99Mt standard coal is imported from 
other provinces and 1.83Mt is from abroad, while 82.58Mt standard coal are con-
sumed for processing and conversion while the rest is for direct end-use consumption. 
According to the statistic of Nanjing customs, more than 0.7Mt coal was imported 
from abroad during the first 4 months in 2010 with a total cost 67.71 million US dol-
lars, with growths of 72.2% and 100% respectively, while the average importation 
price is 96 US dollars/ton, with a growth of 18.3%. 

Table 1. Overall production and consumption of primary energy in Jiangsu province 

UNIT: MT STANDARD COAL RAW COAL CRUDE OIL NATURAL GAS 
PRODUCTION 20.13  2.35  0.09  
IMPORT FROM OTHER PROVINCES 95.99  10.02  1.73  
IMPORT ABROAD 1.83  20.15  0.00  
FOR PROCESSING AND CONVERSION 82.58  31.80  0.45  
END-USE CONSUMPTION 30.38  0.40  1.34  

 

4%
15%

72%

1%

3%

1%

4%

Stock at year

beginning

Production

Import from other

provinces

Import abroad

Export to other

provinces

Export abroad

Stock at year

ending

 

Fig. 3. Structure of raw coal available in Jiangsu province 
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As figure 4 shows, 86% of raw coal goes to steam electric power generation, and 
9% is used for heat supply. As Jiangsu lies in the middle of China, and district heating 
is not so common in this area, almost all the heat is used for industry.  
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Fig. 4. Structure of raw coal processing & conversion input 

As mentioned before, Jiangsu is an industrial province. As shown in figure 5, in 
2010 94% of raw coal is used in secondary industry, which mainly includes building 
construction and industry. 
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Fig. 5. Raw coal end-use comsumption 

Crude Oil. Jiangsu has a lack of crude oil production. As figure 6 shows, 58% of 
crude oil available is imported from other Countries, and 29% from other Chinese 
provinces. 
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Fig. 6. - Structure of crude oil available in Jiangsu province in 2010 
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The end-use consumption of crude oil is small comparing with that for processing 
and conversion (Figure 7 ). In 2011, about 0.4 Mt standard coal of crude oil was used 
for end-use consumption, especially for industry (Figure 8). 
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Fig. 7. Consumption of crude oil in 2011 
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Fig. 8. Crude oil for end-use consumption in 2011 

Natural Gas. As it is shown in figure 3.11 that in Jiangsu 95% of natural gas availa-
ble was imported from other provinces during 2011.  
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Fig. 9. Source of natural gas available in Jiangsu province 

The situation may change somewhat, because 73.8 million tons reserves of rock oil 
and natural gas in Jiangsu have been found according to the conference of China ge-
ology academy 2007. A little amount of the natural gas consumed is imported from 
abroad, that is because LNG facilities are not yet developed in the region. 

Electricity Generation. In 2011 the Jiangsu Province power installed capacity was 
42,130 MW and the power production has been 210 TWh. 
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Electricity Consumption. Considering the high rate of growth of last years, Jiangsu 
consumes large quantity of electricity per year, more than 220 TWh per year. 

Heat Consumption. Most of heat supply in Jiangsu province is used for industry, not 
for residential use partly because of the geographical location. Jiangsu is situated in  
the center of the east coastal areas of China and the climate is temperate, so according 
to the standards of building engineering, most of the areas in Jiangsu don’t have the 
residential heating network. 

Table 2. Main data of heat and electric power in Jiangsu in 2011 

Unit:  Mt standard coal heating power electric power 
Quantity of energy available 0 94.3 
1.Production  4.02 
2.Import from other provinces  393.02 
3.Export to other province  -302.74 
Input–output+ofprocessing&conversion 615.16 2601.45 
1.Steam electric power generation -33.81 2601.45 
2.Heat supply 648.97  
Loss 32.45 211.72 
Loss of transportation and distribution  211.72 
Consumption of end-using 582.71 2484.03 
Primary industry  35.79 
 1.Agriculture,forestry,stock raising,fishery  35.79 
Secondary industry 570.58 1992.29 
1.industry 570.58 1965.18 
2.architecture  27.11 
Tertiary industry 0 209.26 
1.traffic,storage,posts&telecommunication  20.22 
2.wholesale,retailing,catering  68.23 
3.others  120.81 
Residental consumption 12.13 246.69 
1.town 12.13 125.58 
2,village  121.11 

Tianwan Nuclear power Plant. Tianwan Nuclear Power Plant is the only nuclear 
power plant in Jiangsu province.(NPP, 2 × 1000 MW). The plant has four generating 
units and space for four more. The two units combined generate 14 TWh of electricity 
a year.  

2.2 Definition of Energy Resources and Technologies in Jiangsu Region  

After the definition of the Reference Energy Scheme (RES), it is possible to go into 
the details of the Resources and Conversion Technologies used in the region in order 
to define and describe their parameters, which are the data that will be inserted in the 
model. This is an exogenous data supplied as input into the model. 

 
Definition of the Parameters in Resource Technology. The parameters reported in 
table 3 have been used in the description of “Import Technology” in the Markal envi-
ronment. 
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Table 3. parameters used to describe an “Import Technology” 

PARAMETER DEFINITION DOMAIN OF DEFINITION UNITS 
COST Annual resource cost Resource Technologies Million yuan/Petajoules 
ENV_SEP Emissions coefficient/resource 

activity 
SRCENCP Resource Technologies 

 
Thousand 
tonnes/petajoules 

OUT(ENT)r 
 
 

Energy carrier output: resource 
technology (not export) 

IMP_SEP-Import Resource Technologies 
MIN_SEP- Extraction Resource Technolo-
gies 
RNW_SEP-Renewable Resource Tech-
nologies 

STK_SEP - Stockpile Resource Tech-
nologies 

petajoules/petajoules 

CUM  Total resource availability EXP_SEP - Export Resource Technologies 
IMP_SEP - Import Resource Technologies 
MIN_SEP - Extraction Resource Technol-
ogies 
RNW_SEP -Renewable Resource Tech-
nologies 

petajoules 
 

START Start year All Technologies (TCH+SRCENCP) calendar year 

Import of Crude Oil. The parameters relevant to the Import of Crude Oil have been 
defined as follows: 

Table 4. parameters for “Import of crude oil” technology 

 2007 2012 2017 2022 2027 
env_sep 0.075 0.075 0.075 0.075 0.075 
Cost 87.14 67.55 66.35 69.80 75.27 
out(ent)r 1 1 1 1 1 
Cum - - - - - 
Start 2007 - - - - 

 
Since the material and quality comprised by “Import of Crude Oil” it has not changed 

much, is has been maintained the value of ‘env_sep’ used in a previous model of China 
developed by University of Rome. The official forecast for the price of crude oil in the 
considered period of time is shown in the following table 5. The first column in this 
table is the year considered when building the model. The second column is the price of 
crude oil expressed in dollars 2010/barrel. In the third column, it is possible to find the 
price expressed in the model-accepted measure unit ‘million yuan/PJ’. 

Table 5. official forecast for price of crude oil 

year Price (2010dollars/barrel) Price (million yuan/PJ) 
2010 57.47 75.08 
2013 49.99 65.30 
2016 49.75 64.99 
2019 51.95 67.86 
2022 53.43 69.80 
2025 56.37 73.64 
2028 58.12 75.92 
2030 59.12 77.23 

Import of Diesel. As reported by press agency XinHua, the newest statistic realized 
by the “State Development and Reform Administration” shown that in the middle of 
2007 the price of diesel reached 5237 yuan/ton. In order to forecast a pattern for the 
diesel’s cost in the future years, the reference case published in the IEA Report 
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“World Oil Prices in Three World Oil Price Cases, 1980-2030” has been used,. This is 
obviously an approximation, although the price of crude oil is the most significant 
factor influencing the price of diesel, the influence of oil refinery capacity constraint 
in the neighboring regions of China is not taken in consideration because it is not yet 
known and beyond the scope of the present study. To take into consideration such an 
influence could be a legacy for the model development and fine-tuning work. Calcu-
lating from the price of crude the increasing rate, it is possible to derive the cost of 
diesel in the following years. For the parameter OUT(ENT)r, which means ‘Energy 
carrier output: resource technology (not export)’ the model’s default value is one. 

Table 6. parameters for “Import of diesel” technology 

Scenario Parameter Technology Commodity 2007 2012 2017 2022 2027 

BASE 
COST (millio-

nyuan/PJ) IMPDSL1 - 130.82 101.40 99.63 104.73 112.97 

BASE ENV_SEP IMPDSL1 CO2 0.075 0.075 0.075 0.075 0.075 
BASE OUT(ENT)r IMPDSL1 DSL 1 1 1 1 1 
Scenario Parameter Technology Value      
BASE CUM IMPDSL1 - - - - - - 
BASE START IMPDSL1 2007 - - - - - 

Import of Gasoline. The process of getting the data in each parameter in this scenario 
is more or less the same as which in the scenario ‘Import of diesel’. The only differ-
ence is the actual price of gasoline. Thus, for the parameter ‘COST’, the data used is 
what reported by the “State Development and Reform Bureau”.  

Table 7. forecast of gasoline price (millionyuan/PJ) 

Year increasing rate Price of Gasoline 
2007 1 128.26 
2012 0.77 99.41 
2017 0.76 97.68 
2022 0.80 102.68 
2027 0.86 110.7 

Table 8. parameters for “Import of gasoline” technology 

Scenario Parameter Technology Commodity 2007 2012 2017 2022 2027 
BASE COST (millionyuan/PJ) IMPDSL1 - 128.26 99.41 97.68 102.68 110.762 
BASE ENV_SEP IMPDSL1 CO2 0.075 0.075 0.075 0.075 0.075 
BASE OUT(ENT)r IMPDSL1 DSL 1 1 1 1 1 
Scenario Parameter Technology Value      
BASE CUM IMPDSL1 - - - - - - 
BASE START IMPDSL1 2007 - - - - - 

Conversion Technology. The Conversion Technologies considered in this study are: 
Oil Refinery, Pumped Storage Power Plant, Coal Steam Power Plant (differentiated 
into plants with maximum power of 300 MW, 600 MW and 1000MW), Nuclear Pow-
er Plant, Wind Power and also some new technology which may be taken in the future 
, that are IGCC,  Co-generation power plant , Photovoltaic technology. For each tech-
nologies has been considered the parameters shown in table 9. 
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Table 9. Definition of the parameters in Conversion Technology 

PARAMETER DEFINITION DOMAIN OF DEFINITION UNITS 
AF Annual availability 

 
CON - Conversion Technologies 

PRC - Process Technologies 
decimal fraction 

FIXOM Annual fixed O&M cost CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

Millionyuan/gigawatts 
 

INP(ENT)c Energy carrier input: y CON - Conversion Technologies 
*All Energy Carriers (ENT) 

Petajoules/petajoules 

INVCOST 
 

Total cost of invest-
ment in new capacity 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

millionyuan/gigawatts 

PEAK(CON) Fraction of capacity in 
peak equations 

CON - Conversion Technologies decimal fraction 

RESID Residual installed 
capacity 

 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

Gigawatts 

VAROM Annual variable O&M 
cost 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

millionyuan/petajoules 

AF_TID Fraction of unavailabil-
ity which is forced 
outage 

CON - Conversion Technologies 
 

decimal fraction 

CAPUNIT Units of activity/unit of 
capacity 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

petajoules/gigawatts 

LIFE Lifetime of new 
capacity 

 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

number of years 

OUT(ELC)_TID Electricity output 
 

ELE - Electric (not District Heat) Conversion 
Technologies 

CPD - Electric and District Heat Conversion 
Technologies 

STG - Storage Conversion Technologies 
ELC - Electric Energy Carriers 

decimal fraction 

START  Start year *All Technologies (TCH+SRCENCP) calendar year 
BOUND(BD) Bound on capacity 

LO : Lower 
UP : Upper 

CON - Conversion Technologies 
DMD - Demand Technologies 
PRC - Process Technologies 

Bounds 

Gigawatts 

CF(Z)(Y) Utilisa-
tion for season, 
time of day 

 

I-D : Intermediate Day 
I-N : Intermediate 
Night 
S-D : Summer Day 
S-N : Summer Night 
W-D: Winter Day 
W-N: Winter Night 

XLM - Fixed Capacity Utilisation Conversion 
Technologies 

Time Slice: Season-Time of Day 
 

decimal fraction 

 
A brief description of main hypothesis and data sources used for the definition of 

parameters for each technologies has given in the next paragraphs.  

Oil Refinery. From the statistic from “Jiangsu Statistic Bureau”, up to 2008, the 
quantity of oil refined in Jiangsu region is equal to 20.6 million tons, while the total 
quantity of oil refined nationwide in China is 285 million tons. Thus, it is possible to 
infer that the oil refinery capacity installed in Jiangsu is roughly 10% of the overall 
Chinese refinery capacity. There are some new technologies which can bring up the 
efficiency of producing gasoline and diesel to 75% and 85% respectively, but due to 
the high investment cost they haven’t been commonly used in China. So to evaluate 
the actual efficiency for each product the average value of the efficiency of the com-
monly used technology has been used. Later in the following years, the efficiency 
may be improved , with the 75% and 85% for gasoline and diesel as its upper boun-
dary. For the parameter ‘invcost’, has been taken as an example the ‘Yangkou Ha-
bour’ program in Nantong, Jiangsu Province. The annually ability of oil refinery is 
12.000.000 ton, the total investment cost has been of around 20 billion yuan RMB.  
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Pumped Storage Power Plant. The peak time for using electricity in Jiangsu region 
is from 9:00 to 11:00 am , and from 18:00 to 21:00 or 19:00 to 22:00 pm. So totally 
the peak hours can be considered to last 7 hours a day, thus the availability factor will 
be fixed AF = 0.3. The efficiency for this plant is known to be 0.76, so the parameter 
INP(ENT) here is 1/0.76 = 1.32. Normally in Jiang Su region pumped storage power 
plant are built using six power unit of 250MW each, the total investment cost is 
around 6 billion yuan for such a plant.  So taking the plant in LiYang as an example, 
one of the most significant projects in Jiangsu’s ‘11th five year plan’, the total in-
vestment in the pumped storage power plant is 6.8 billion yuan with an installed ca-
pacity of 1.5GW.  For the aforesaid plant building plans the Parameter Bound for the 
installed capacity is thus:  

Table 10. Bound on capacity for Pumped storage plants 

 2007 2012 2017 2022 2027 
Bound(L)   (MW) 250+100 100+1000 1100+1500 1100 +1500 2600 
Bound(U)   (MW) 350 1100+1500 1100+1500+1500 4100 4100+1500 

For a plant with an installed capacity of 1000 MW, annually its production of elec-
tricity is 1.49 billion kWh. Then, the CAPUNIT factor can be calculated as follows  
CAPUNIT = 14.9 *100000000*1000w*3600s /1gw = 5.36PJ/GW 

Coal Steam Power Plant. There are three different kinds of coal steam power plants 
being currently used in the region, with the a maximum power capacity of 300 MW, 
600 MW and 1000 MW respectively. Since there is a significant difference between 
their efficiency and fundamental parameters it is possible to define 3 different tech-
nologies. For coal steam power plant, the differentiating factors are the cost and 
length of annual maintenance, the operating cost of the plant and their efficiency. 
Besides that, it is also possible to name the various plant present in Jiangsu region, 
their expected life and how many of each kind can be expected into service in the next 
years.  

Nuclear Power Plant. The largest nuclear power station is located in Lianyungang, 
Jiangsu province whose AF is at least 0.8 as reported by the “Commission of science 
technology and industry for national defense” from its institutional website. It was 
reported by ChinaDaily.com.cn that Chinese government planned to start up the 
second stage of ‘Tianwan nuclear project’. The program planned to start at the end of 
2009 with a growing capacity of 2000MW.  Regarding FIXOM and VAROM, was 
not possible to find detailed and mature data indicating the situation in the region 
subject of study. 

Photovoltaic Power Plant. The general utilizing efficiency is 76%-80% for a photo-
voltaic power plant while normally the investment for this kind of technology is 
5000yuan/kw and the operation and maintenance cost plays 0.43 to 0.47% of the in-
vestment cost annually. It was reported by the “Jiangsu Weather forecast Bureau”. 

Wind Power. As “Jiangsu Developing and reform bureau” stated, the average utiliz-
ing time is between 3000 hours to 4000 every year, so the parameter ’AF’ is between 
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3000/(24*365) to 4000/(24*365). The wind power plant can be divided into two cate-
gories: inshore and offshore. The average efficiency for wind to transform into elec-
tricity is 30% to 50%. 

IGCC- Integrated Gasification Combined Cycle. The only project of IGCC actual-
ly planned is the one in Xuzhou, Jiangsu province. The total investment is 1.37 billion 
yuan and the capacity is 300MW.  

3 Result and Discussion 

In the following paragraph the results of the proposed model are presented and de-
scribed. The goal of this step of the work is to forecast the final energy consumption 
from year 2007 to 2027 (time-span of the model). The forecast should be made for 
each energy commodity and for each economic sector in order to input in the model 
the data for the sectorial demand, since in the current phase the demand data are not 
analyzed. The available data in order to perform this forecast are: GDP and inflation 
rate during 1997-2011; Energy intensity during 2003-2011. Using the regional energy 
consumption, the ‘adjusted GDP-base 2010’ of years 2003-2011 and the forecasted 
declining rate of energy intensity after 2011, the total energy consumption until 2027 
can be derived. Therefore, the share of energy consumption for each energy commod-
ity in the future scenario can be calculated. 

3.1 Forecast of GDP 

According to the “11th five-year planning”, the forecasted GDP growth rate of China 
is presented below (table 11): 

Table 11. China’s GDP Growth rate 

Period China’s GDP Growth rate 
2006-2010 8%; 
2011-2015 7%; 
2016-2020 6%; 
2021-2025 6%; 
2026-2030 5%; 

 
The GDP growth rate of Jiangsu region is usually 3% higher than the national val-

ue, so the first has been derived from the latter adding 3% for every period . This lead 
to the following table: 

Table 12. Jiangsu’s GDP Growth rate 

Period Jiang su’s GDP Growth rate 
2011-2015 10%; 
2016-2020 9%; 
2021-2025 9%; 
2026-2030 8%; 

 
Since China is developing so fast now, it is possible to predict that GDP’s growing 

rate in Jiangsu will be higher than 10% for several years.  With these data it is possi-
ble to calculate the GDP value for the next 25 years in China, these values should be 
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adjusted to inflation, taking 2007 as base year. The inflation rate of 1997-2011 in 
China is got from State Statistical Bureau; inflation rate of 2007 in China is got by 
IMF. It is predicted by Asian Development Bank (ADB) that yearly average inflation 
rate in China during 2007-2013 will increase slightly but overall is lower than 3%. 
After 2012, the inflation rate is predicted to 2.5% for each year according to the gov-
ernment policy principle stipulating that inflation rate of China should be kept be-
tween 2-3% to maintain that RMB against the US dollar cannot be devaluated and 
holds a rising space. The measure unit of money has been chosen as Billion yuan. 

3.2 Forecast of Energy Consumption 

In order to forecast the future energy consumption per sector, the first step is to fore-
cast the energy intensities per unit of GDP for sector. This will be later multiplied for 
the GDP value of the year, in order to get the desired result. Total energy consump-
tion data in Jiangsu region during 2003-2011 have been collected, that of 2011 is the 
latest data that could be found. According to the 11th "five-year plan", at the end of 
2012, the energy consumption per unit of GDP should decline by 20%. For the fol-
lowing years , according to the overall policy of China, has been assumed that the 
declining pattern in energy consumption may be stable in the period 2011-2015, and 
assume a lower value in the remaining model forecast years.  As a result, the energy 
intensity declining rates of the following years showed in table 13. 

Table 13. China Energy intensity’s Growth rate 

Period Declining rate in energy intensities 
2006-2010: 4,4% 
2011-2015: 4,4% 
2016-2020: 4% 
2021-2025: 4% 
2026-2030: 3% 

 
All the Energy Intensities during 2006-2030 can be calculated as follows. 
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Fig. 10. China’s forecasted Energy intensity growth rate 
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3.3 Energy Consumption for Each Commodity 

To get the consumption of commodities, the proportion each commodity covers in the 
total energy consumption is forecasted. With the hypothesis that, the renewable ener-
gy consumption will be 16% of total energy consumption by 2030, it can be derived 
that the fossil energy would be 84%. Using these data and a constant pattern of ap-
proach to the goals, the share of each fuel can be forecasted for each year. 

 
Forecasted evolution of Jiangsu Energy Consumption
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Fig. 11.  Jiangsu’s forecasted Energy consumption per fuel 

3.4 Energy Consumption for Each Sector 

According to the hypothesis that the industry sector share in energy consumption in 
Jiangsu region will fall, but will remain the biggest one, while the other sectors' share 
will grow steadily, it has been derived the sector’s share in total consumption in the 
period  2005-2030. 
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Fig. 12. Jiangsu’s forecasted Energy consumption per sector 

4 Conclusion 

Energy sources of Jangsu Region are in the same respective proportions as in the 
overall nation: coal is the most used followed by oil, gas and a small presence of hy-
dropower and nuclear, still in the early stage of their development in the region. 
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Electricity is mainly generated from coal, with three main stream types of plant, 
300, 600 and 1000 MW. Clean coal technologies are beginning to be implemented as 
the construction of a IGCC plant is planned for 2008. 

The climate in the region is not so rigid, so residential heating is not used at all. 
The demand for heat is thus limited to industrial uses, where cogeneration is not yet 
commonly used. As a mean of developing the model has been draw for the region a 
Reference Energy Scheme that shows the flow of energy commodities from well to 
final uses through processing and conversion technologies. 

The present and future energy commodities and technologies in the supply side 
have been fully described by a series of parameters that form their Markal definition.  
Even though enormous effort have been made in the last two decades, China remains 
less energy-efficient than its Western counterparts. With the development of market 
economy and private enterprises, the situation is improving. Industrial sector remains 
the biggest energy consumer, followed by residential and transport sector.  

The energy demand from heavy industries, that form the backbone of Chinese 
economy, and from the transport sector will continue to grow at double digit rates in 
the foreseable future. This poses enormous pressure on the supply side and call for the 
development of energy-efficient technologies in all end uses. 
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Abstract. Italy is currently one of the fastest growing photovoltaic markets 
worldwide. The introduction of the feed-in-tariff mechanism called “Conto En-
ergia” has raised and developed the market, contributing to the reduction of 
GHGs emissions and to increase the diffusion of the smart grid model.  

This study aims develop a cost-benefit analysis of the “Conto Energia” feed-
in-tariff mechanism, by measuring all costs and benefits of electric energy pro-
duced by photovoltaics in Italy, from 2006 up to 2020. Particular attention has 
been given to the analysis of the fast increase of photovoltaic power installed 
capacity in Italy by the end of 2010. 

The analysis measures costs and benefits associated to “Conto Energia” sys-
tem (the principal Italian photovoltaic policy support) and assesses the support 
profitability for the entire society by giving a monetary value to the socio-
economic benefits of PV electricity promotion. 

Keywords: Photovoltaics, Feed-in-tariff mechanism, “Conto Energia”. 

1 Introduction 

In 2005, a specific policy instrument has been introduced in Italy to support PV ener-
gy, the so-called “Conto Energia”. From a policy perspective is possible to affirm that 
a revolution took place with its set up, because it filled the gap of insufficient and 
unstable support provided until that time [1, 2]. Furthermore, it aligned Italy with the 
rest of European countries regarding photovoltaic promotion policies, widely relying 
on Feed-in Tariffs (FIT) [3, 4]. After the introduction of the first phase in 2005 (the so 
called “Old Conto Energia”), a second phase of “Conto Energia” (the so called “New 
Conto Energia”) has been issued. In the “Old Conto Energia”, the overall power ex-
pected to be supported was 500 MWp (360 and 140 MWp for smaller and bigger 
plants respectively), with an annual limit (cap) of 85 MW and a final target of 1.000 
MWp by the year 2015 [5, 6]. The tariffs varied with the nominal power of the plant 
ranging from 0,445 €/kWh to 0,490 €/kWh. The duration of the support was 20 years 
and the tariffs were updated on a yearly basis, taking into account the consumer price 
index variation.  
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The first phase of the “Conto Energia” boosted the installation about 5˙500 plants, 
corresponding to a cumulative power around 160 MW, out of 380 MW admitted to 
the incentive. Reasons for that were due to administrative barriers, to bureaucratic 
problems linked to authorizations and grid connection permits and to a bubble effect 
cause by a “license trade” effect [7].  

The first experience of FIP mechanism in Italy definitely contributed to increase 
PV market penetration, as well as revealed the necessity of reviewing the mechanism 
because of some barriers that hampered market growth and prevented the attainment 
of the target. Difficulties experienced with the “Old Conto Energia” have been partial-
ly solved with a new phase of the “Conto Energia” Programme (issued in February 
2007) that established simplified administrative procedures, revamping the Italian 
photovoltaic sector by overcoming most barriers: elimination of the maximum eligi-
ble size of 1MW, promoting smaller and architectural integrated plants; increase o 
tariff granted for specific kind of plants (5%) and for plants with a capacity up to 200 
kW, operating in net-metering system. The objectives were a total capacity to be sup-
ported of 1˙200 MW, a goal of cumulative power installed of 3˙000 MW by 2016. 

As concerns the valorization of the electricity, alternatively to net-metering, PV 
owners can commercialize the electricity fed into the grid either through a direct sale 
on IPEX (Italian Power Exchange) or through bilateral contracts and otherwise indi-
rectly through the “dedicated electricity intake” (Ritiro Dedicato) managed by GSE. 
The latter consists of a simplified way of selling the electricity fed into the grid 
through the establishment of a convention between the system operator and the GSE.  

An alternative option is to benefit from the net-metering (“on-the-spot trading”) 
scheme. The mechanism allows to deliver electricity produced by plants up to 200 
kWp into the grid and to withdraw the same amount of electricity when it is needed 
but the plant is not producing (or production is not enough), using the grid as a sort of 
“electricity tank”.  

From the “Fourth Conto Energia” some photovoltaic systems have be assigned to 
an omni-comprehensive tariff mechanism (including the sale tariff and the incentive). 

2 The “Conto Energia” Programme: 2006-2012 Results 

Looking at preliminary results, the second phase of the “Conto Energia” boosted the 
installation of about 480˙000 plants up to January 2013, corresponding to a cumula-
tive installed capacity slightly above 17 GWp.  

Although the good growth of year 2009, the year 2010 registered an impressive  
increase of installations due to the imminent deadline of the “New Conto Energia” 
mechanism (31st December 2010). To insure the 2010-tariff for plants realized (the 
definition of “closed installation” has been published at the end of November 2010: 
the plants had to be completely finished except for the connection to the grid by the 
local distributor), a online procedure to communicate with the GSE was established.  

As a consequence, a great number of plants have been realized, waiting the con-
nection to the grid to become operative. The data published by GSE, in the early 
2011, have shown more than 3,5GW already realized and to be connected to the grid 
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policies, warning the Government, the Parliament and the Ministry of Economic De-
velopment about the opportunity to reconsider the overall support levels, to shift the 
burden over to tax payers and underlining the excessive sustain granted to PV tech-
nology. However, argumentations often lacked of an accurate analysis capable to 
reveal all promotion-related benefits, especially when considering externalities.  

This study aims at filling this gap for what concerns the PV technology, by mea-
suring all costs and benefits of each kWh produced by photovoltaics in Italy, from 
2006 up to 2020 under the “Conto Energia”, making use of a Cost-Benefit Analysis 
(CBA). 

3.2 The Cost-Benefit Analysis 

Cost-Benefit Analysis (CBA) has long been used as a powerful appraisal technique 
for investments in the developing world where markets are seriously distorted and 
prices do not provide a satisfactory basis for assessing their overall impact on society. 
However, during the last thirty years, CBA is also widely applied in developed coun-
tries for the assessment of public projects and policies, because of the growing con-
cern for distorted market prices and the existence of externalities, both indicating a 
divergence between private and social costs and an inefficient allocation of resources. 
In particular, due to an increasing environmental awareness, CBA is now routinely 
used in environmental policy assessment in order to secure that policy choices are as 
cost-effective as possible. 

Central in the theoretical foundation of CBA is that costs and benefits reflect the 
preferences of individuals which are measured as Willingness To Pay (WTP) for ben-
efits and Willingness To Accept compensation (WTA) for costs.  

It is furthermore assumed that individual preferences can be aggregated so that so-
cial benefit is simply the sum of all individuals’ benefits and social cost is the sum of 
all individuals’ costs. CBA aims at aggregating all costs and benefit associated with 
each policy option, the former defined as reductions and the latter as increases in hu-
man wellbeing. For non-traded or intangible goods, for which measures do not exist 
in the marketplace, a range of approaches are in use today for deriving such estimates 
to be integrated in CBA. However, in many cases significant environmental impacts 
are not easily amenable to defensible monetary valuation and are therefore omitted 
from CBA. Given that policies affect societies over a long time horizon, costs and 
benefits should be also aggregated over time. Here also, there are no hard rules of 
how far into the future one has to go. Summing costs and benefits over time requires 
that ‘time preferences’ of individuals have also to be accounted for in a way that cur-
rent choices do not disregard the interests of future generations [13, 14, 15]. This 
practically consists in selecting an appropriate discount rate.  

For a project or policy to be selected benefits must exceed costs, while alternative 
options are ranked according to their net benefits. The most general formulation of 
this decision rule is the following: ൛∑ ௜,௧ܤ · ሺ1 ൅ ሻି௧௜,௧ݎ െ ∑ ௜,௧ܥ · ሺ1 ൅ ሻି௧௜,௧ݎ ൟ ൐ 0                    (1) 
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B= Benefit i occurring in time t  
C= Cost i occurring in time t  
r =Discount rate to calculate the present value (PV) of all costs and benefits (social 

discount rate ranges 3-4%). 

It is worth mentioning that due to the complexity of the electricity market functioning 
and the uncertainty about externalities monetary values, is highly difficult to reach a 
perfect measurement. Moreover, we underline that the CBA has been conducted only 
for the “Conto Energia” programme and therefore the PV related support.  

Furthermore, due to insufficient and reliable data, the analysis does not consider 
benefits and costs related the valorization of the electricity, currently available for PV 
system operators. Consequently, for an adequate reconsideration of the RES support 
levels a more comprehensive CBA should be carried out and sustained by other robust 
public policy assessments (such as Cost-Effectiveness Analysis or Multi Criteria 
Analysis). Additionally, for a more complete CBA of PV promotion policy levels, 
also the support coming from the valorization of the electricity should be included.  

Despite that, being the “Conto Energia” the most consistent and effective part of 
the incentive, the study can be considered robust enough to make known the real val-
ue of PV electricity promotion. The analysis measures as much costs and benefits 
associated to the Italian photovoltaic (“Conto Energia”) policy support as possible, 
determines the value of each kWh of photovoltaic electricity production and robustly 
reveals the support profitability for the entire society.  

To properly attain the target, the study takes into account the most recent publicly 
available externalities estimations (coming from the Cost Assessments for Sustainable 
Energy Systems Project – CASES [2]) and the most consistent proxy values for some 
RES promotion benefits related to the Italian context. Moreover, it provides with 
monetary values estimations about socio-economic costs and benefits linked to PV 
promotion and to higher PV penetration. This approach is particularly important con-
sidering that Italy, as other Member States, has released and recently submitted to the 
European Commission its Renewable Energy National Action Plan (RENAP) [16] 
and that, as widely accepted [17], will have to rationalise its support mechanism. 

3.3 The Structure 

In order to correctly assess the Net Present Value (NPV) of all costs and benefits 
linked to the promotion of photovoltaic electricity under the framework of the “Conto 
Energia” Programme from 2006 up to 2020, we divided the society in five main seg-
ments ( Fig. 3) and calculated the flows both in € and in €/kWh. The proposed struc-
ture allows to compute ‘sector CBAs’, therefore to indicate who bears the most of the 
costs and gets the most of the benefits as well as the net benefit (or cost) for the entire 
society.  

Although the fifth edition of the “Conto Energia” fixed the end of the incentive 
mechanism in 2016, the time horizon of the study was still set to 2020 to assess the 
effects of “Conto Energia” Programme, in relation to the objectives set by the Euro-
pean directive 2009/28/EC. 
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 Fig. 3. “Conto Energia” CBA Structure. Source: author elaboration. 

The PV system operators and the electricity users are considered the direct partici-
pants of the “Conto Energia” Programme, as represent who benefits and who bears 
the costs of the incentive respectively. Other sectors are indirectly involved and sub-
jected to the consequences (positive and negative externalities) of the policy.  

For the period 2006-2012, when possible, the values have been observed and for 
the future some estimations have been made. The CBA is indeed performed as the 
program started in late 2005 and will continue to produce its effect in the future. 

To discount all future benefit and costs we used a social discount rate equal to 
3,5% as suggested by the European Commission CBA Guidelines. The most impor-
tant assumption refers to the possibility of incentives for new plants at least until 
2013, when will be phase out due to the proximity to the almost full competitiveness 
with conventional energy sources (as called “grid parity”).  

The main assumptions regarding the future trends of the “Conto Energia” Pro-
gramme are presented in Table 2. The value of “Conto Energia” tariffs for each year 
are calculated as weighted average for the different types of system (full integration 
on buildings, retrofit installations, on-ground installations, etc.) and for each power 
range. 

Table 2. “Conto Energia” future trends estimations. Source: author elaborations. 

Year Installed Production “Conto Energia” tariffs 
2006 9 2 0,500 
2007 80 43 0,470 
2008 418 200 0,420 
2009 1140 796 0,415 
2010 5500 5046 0,410 
2011 11000 12508 0,313 
2012 16300 18729 0,228 
2013 18100 21013 0,148 
2014 19000 22285 0,065 
2015 20200 23933 
2016 20800 24892 
2017 21200 25624 
2018 21350 26060 
2019 21500 26500 
2020 22000 27379 

BENEFITS 

 

COSTS  



 Photovoltaics in Italy, Mechanisms of Promotion 335 

3.4 Methodology and Assumption 

PV System Operators CBA. PV system operators benefit from the incentive which 
grants them a monetary support for each kWh of electricity produced. 
As a consequence, the incentive is considered as a positive flow in the PV system 
operators CBA. An average value of the tariffs for all kind of plants is assumed al-
though the tariffs are normally differentiated by system size and level of integration. 
On the other hand, PV system operators have to sustain the costs of installing, operat-
ing, maintaining and dismantling the plant (i.e. private costs). The investment costs 
are considered as a negative flow in the PV system operators CBA.  

In order to assess private costs we used the Average Levelised Cost of Electricity 
(LCOE) methodology (The notion of levelised costs of electricity (LCOE) is a handy 
tool for comparing the unit costs of different technologies over their economic life. It 
would correspond to the cost of an investor assuming the certainty of production costs 
and the stability of electricity prices. In other words, the discount rate used in LCOE 
calculations reflects the return on capital for an investor in the absence of specific 
market or technology risks. Given that such specific market and technology risks 
frequently exist, a gap between the LCOE and true financial costs of an investor oper-
ating in real electricity markets with their specific uncertainties is usually verified).  

The methodology calculates the generation costs in €/kWh on the basis of the 
power supplied to the station bus bar where electricity is fed into the grid. This cost 
estimation methodology discounts the time series of expenditures to their present 
values by applying a discount rate.  

According to the methodology used in the IEA study [11], the levelised lifetime 
cost per kWh of electricity generated is the ratio of total lifetime expenses versus total 
expected outputs, expressed in terms of present value equivalent. The total lifetime 
expenses include the value of capital, fuel expenses and operation and maintenance 
expenses. We propose here the formula we used, which does not include fuel expendi-
tures and adapted to the specific characteristics of PV production: ܧܱܥܮ ൌ  ஼஺௉ா௑ା௉௏ሺை&ெሻ௉ோ௏ሺா௉ሻ    with (2) 

ܴܸܲሺܱ&ܯሻ ൌ ෍ ሺ1ܯ&ܱ ൅ ሻ௞ଶହ௄ୀଵܥܥܣܹ   ܴܸܲሺܲܧሻ ൌ  ෍ ܲܧ · ሺ1 െ ܴܩܧܦ · ݇ሻሺ1 ൅ ሻ௞ଶହ௄ୀଵܥܥܣܹ    
Where CAPEX is capital expenditures (€), O&M is Operating and maintenance cost 
(€), EP Electricity Production (kWh), WACC is the Weighted Average Cost of Capi-
tal [%], k is the year, DEGR is annual degradation (0.8%) and PRV stays for Present 
Value. The LCOEs have been calculated for four different market segments from 
2006 up to 2020 according to the following parameters. However, we used average 
LCOE values per each year considering them as a weighted reference for entire mar-
ket segmentation (Table 3). 
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Table 4. PV system prices 
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Year 
 

Residential 
3kWp (€/kWp) 

2011 3425 
2012 2450 
2013 2156 
2014 1897 
2015 1670 
2016 1469 
2017 1293 
2018 1138 
2019 1001 
2020 881 
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Table 3. LCOE System Parameters 
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Electricity Consumers CBA. According to the methodology used by the German 
Federal Ministry for the Environment, Nature Conservation and the Nuclear Safety 
we used the ‘differential costs’ notion in order to properly estimate the net cost of the 
“Conto Energia” Programme [18], which constitutes a negative flow in the electricity 
consumers CBA.  

The rationale is the following: the incentive is paid by electricity consumers who, 
however, would have paid and would pay the electricity in any case. Therefore, to 
obtain the net cost, the price of the electricity (the Prezzo Unico Nazionale – PUN) 
registered on the IPEX during the years 2006-2020 (estimating a 2% annual increase 
from 2010 onwards) has been subtracted to the costs bored by the electricity consum-
ers. 

Utilities CBA. The TSO (Transmission System Operator, meaning Terna Spa) and 
local grid operators are indirectly involved in the “Conto Energia” Programme. As a 
matter of fact, the additional back-up (or balancing) costs of uncertain generating 
power have been included as a negative flow, which causes fluctuation by producing 
energy from an intermittent energy source (i.e. solar). As in other electricity markets 
electricity production is planned one day ahead in the spot market (for Italy the “Mer-
cato del Giorno Prima” - MGP) and eventual deviations from the planned operation 
may generate additional balancing costs of balancing. These additional costs are 
bored by the TSO in the so called “Mercato del Bilanciamento” (MB). 

An estimation of this value is provided by the CASES Project which indentifies a 
value of 0,009 €/kWh when considering minimum back-up costs (a hard coal con-
densing power plant) and 0,015 €/kWh for maximum back-up costs (a gas-fired 
CCGT plant) [2]. We chose an average value in between equal to 0,012 €/kWh for the 
Italian case. On the other hand, we included as a positive flow the benefits due the 
distributed nature of PV electricity that contributes to reduce grid losses. To give a 
monetary value to this benefit we referred to the CTR component, a fee that is nor-
mally paid by the local grid system operators to power plant owners connected to 
medium and low voltages (i.e. the case of photovoltaics). The component takes into 
account the reduced costs linked to the fed of the electricity into the grid at lower 
voltages. In other words this value represents a proxy for the avoided transmission 
costs. The AEEG fixed such value at 0,0038 €/kWh for 2011 [17]. 

Government CBA. The Government indirectly benefits from the support mechanism 
as thanks to the fiscal regime applied to the PV business. Moreover, as PV does not 
emit CO2 while producing electricity, it contributes to reduce compliance costs with 
the European Emission Trading Scheme (ETS) target. These two elements have been 
considered as a positive flow in the government CBA.  

A value of the ‘fiscal benefits’ has been calculated by the Energy Strategy Group 
[19] for 2009 equal to 300 Million euro according to the following assumptions:  

• Direct taxes paid by Italian (and foreign Italian-based) firms operating in the 
different steps of the PV value chain; 



338 M. Lucentini and D. Di Palma 

• The same direct taxes paid by the owners of PV systems whose operation 
generate revenues (i.e. the fraction of the electricity which is sold and the tax 
applied to the “Conto Energia” revenues);  

• The tax paid by ground-mounted system owners, subjected to the municipal 
cadastral tax (ICI); 

• The VAT tax at 10% applied to the electricity sold produced by plants above 
20kWp; 

• The VAT (always at 10%) of Italian and foreign Italian-based firms operat-
ing in the different stages of the PV value chain.  

According to the information regarding the Italian PV industry and the hypothesis 
made about the “Conto Energia” future trends, the value for past and future years has 
been made for making use of a proportion.  

On the other hand, for the estimation of the avoided purchase costs of CO2 permits 
on the ETS, an average value of 15€/ton for the entire period of the analysis has been 
assumed. 

Environmental Externalities CBA. Externalities arise, when the social or economic 
activities of a participant in the economy have negative or positive impacts on another 
participant and these impacts are not fully accounted for or compensated by the first 
participant. When producing electricity (energy), system operators incur not only in 
private costs but also generate external costs. The sum of the two constitutes the so 
called “social cost” or also full cost of generating energy even if the external costs are 
not bore by system operators.  

In the environmental externalities CBA the environmental externalities associated 
to the PV electricity generation have been included as a negative flow and the envi-
ronmental externalities associated to the CCGT electricity generation as a positive 
flow. The latter have been considered as a benefit considering the positive effect of 
avoided emissions obtained thanks to the production of the same amount of electricity 
with PV instead of natural gas. Due to the high reliance on gas of the Italian power 
mix (more than 50%) the comparison is a good conservative proxy values.  

The values refer to the estimations provided by the CASES project and we specifi-
cally refer to monetary values of release of substances or energy (noise, radiation) 
into environmental media (air, soil, water) causing - after transport and transformation 
- considerable (not negligible) harm to ecosystems, humans, crops or materials. Ex-
ternalities are calculated for all stages of the production process according to the LCA 
approach and on the basis of the ExternE methodology [2].  

3.5 Results 

According to our calculations the “Conto Energia” Programme offers a net present 
benefit of 6,95 € per each kWh of PV electricity produced ( Fig. 5). 
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• The share of intermittent power in the electricity system 

• The characteristics of the electricity system.  

• The operational procedures and market design.  

Furthermore, the costs will depend on the nature of the technology to be integrated. 
For ex-ample, solar PV typically has a production profile that has a better fit with the 
consumption profile than wind power. In the present study only the increasing balanc-
ing costs and the benefits from reduced grid losses due to a higher PV penetration 
have been included. However, it’s important to underline that PV can potentially in-
fluence the grid infrastructure in two other ways: 

• PV can contribute to defer networks upgrade needed to anticipate load 
growth. The benefit are very sit-depending but an estimation is provided by 
the RECAB Project equal to 14 €/MWh [20];  

• In a scenario where the impact of higher RES penetration is considered, PV 
definitely contributes to higher infrastructure costs as it requires reinforce-
ment at TSO and DSO level, improvements in communication infrastructure 
(smarter meters) plus distributed storage. 

Moreover, it should be important to take into consideration the time dependency of 
the value of PV power.  

Retail electricity prices vary considerable during the day and year due to varia-
tions, primarily in power demand. Peak load power is more costly than base load 
power, because the peak load power plants only run for a limited number of hours 
each year, thereby raising their capital costs. 

For more sunny regions, such as Italy, where peak demand to a great extent is dri-
ven by electricity load from air-conditioning, the peak load value from solar power 
can be expected to be higher. The RECAB Project estimate of 10 €/MWh assuming 
that PV power is on average 20% more worth than average power prices of 40 €/MWh.  

Another important added value of PV electricity not included in the CBA is the 
benefits occurred by the increase security of supply derived from a reduced fuel de-
pendency. 

Furthermore, there may be room for the verification of the so called merit-order ef-
fect which consist of a reduction of the wholesale electricity prices due to a higher 
penetration of RES. 

Lastly, there are some local benefits and costs associated to the PV electricity pro-
duction that is worth to mention and that we didn’t include in the CBA. The benefit 
are related to the employment effect (meaning job creation) linked to the development 
of a new business and industries. Of course the number should be considered as a net 
one, without displace jobs. Similarly, the increase of PV electricity production dis-
place profits of conventional energy producers. 

4 Conclusions  

This study analyses cost and benefits of the principal support scheme currently ap-
plied in Italy to promote photovoltaic electricity generation in Italy for the period 
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2006-2020. The analysis has been carried out making use of a Cost-Benefit Analysis 
methodology and taking into consideration positive and negative externalities origi-
nated from the policy support.  

The calculations show that the “Conto Energia” Programme offers a net present 
benefit of 6,6 € per each kWh of electricity produced with photvoltaics and a cumula-
tive net present benefit of 30,35 billion euro when considering the perspective of the 
entire society, assuming a 3.5% social discount rate as suggested by the European 
Commission.  

Moreover, it has been registered an important problem of distributional effects re-
garding the costs of policy promotion, due to the lack of an income weighting of such 
cots; a relatively high benefit surplus for PV system operators, which may suggest a 
reduction of the support level in order to reduce the burden on electricity consumers 
while preserving the soundness of the incentive; a very positive result for the govern-
ment fiscal budget which benefits of a considerable public revenues increase; a mar-
ginal negative result for the Utility sector; lastly a positive outcome concerning the 
reduction of environmental externalities.  

In addition, the study revealed the importance of removing some key barriers that 
are hampering the development of the photovoltaic technology, namely the legal and 
especially the grid connection barriers. 

A central assumption of the study is the reliability of the external costs estimations 
taken from the CASES Project and the optimality of the choices made on the different 
assumptions regarding the selection of cost and benefit flows for the different sectors 
of the society, the system prices parameters used to calculate private costs, the “Conto 
Energia” future trends and the monetary proxy values used to assess other externali-
ties linked to the incentive programme [2].  

The results do not pretend to be a perfect measurement and the limits of the analy-
sis can be deduced by the assumptions made for each sector CBA and by the list of 
other relevant factors that could not be included. Besides that the study is supported 
by a comprehensive analysis on the photovoltaic investment framework conditions 
and by a sound investigation on the main existing barriers hosting the full deployment 
of the technology. 

In conclusion the “Conto Energia” introduction has to be considered positive for 
the entire society but its revision, that is taking place during these days, should defi-
nitely take into consideration the above results in order to better shape the promotion 
policy. 
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Abstract. The use of reliable forecasting models for the PV temperature is nec-
essary for a more correct evaluation of energy and economic performances. 
Climatic conditions certainly have a remarkable influence on thermo-electric 
behaviour of the PV panel but the physical system is too complex for an ana-
lytical representation. A neural-network-based approach for solar panel tem-
perature modelling is here presented. The models were trained using a set of 
data collected from a test facility. Simulation results of the trained neural  
networks are presented and compared with those obtained with an empirical 
correlation. 

Keywords: Artificial Neural Network, photovoltaic, cell temperature. 

1 Introduction 

Renewable Energy Sources (RES) are important for promoting the competitiveness of 
the economy of countries, the security of energy supply systems and to improve the 
environmental protection [1, 2]. Generally, RES are easily accessible, inexhaustible 
and compatible with the environment. Among RES, solar energy has the greatest 
energy potential and photovoltaic (PV) arrays permit to produce electric power direct-
ly from sunlight with no fossil-fuel consumption, no noise, and posing no health and 
environmental hazards during the operational phase of life. This fact, together with 
the slow but ongoing decline of conventional energy sources, implies a promising role 
for PV power-generation systems in the near future. Despite the technological and 
environmental benefits granted by this technology, the development of PV panels is 
hindered by economic factors. The high cost of production and installation makes the 
PV technology feasible only when public funding is available [2, 3]. 

Furthermore, it is clear that the availability of reliable predictive tools is very im-
portant for the dissemination of all renewable energy technologies [4, 5]. In details, 
from the point of view of the designer and end-users of PV systems, the availability of 
reliable software tools is essential  to optimize the performance of PV systems in the 
planning phase and finally to correctly assess the economic gain [6]. In order to 
evaluate the real performance of PV panels the correct prediction of operating  
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temperature is very important [7]; an increase of few degrees can considerably reduce 
the conversion efficiency of the system thus reducing the power output. 

A reliable tool for predicting the temperature of PV systems is also particularly 
important in those hybrid systems called PV-Thermal (PVT), which allow the recov-
ery of thermal energy that otherwise, would be wasted into the surrounding environ-
ment [8-10]. 

The aim of this work is to explore the possibility to offer an alternative method, re-
spect to empirical correlations, which allows modelling the operating temperature of 
PV devices by using techniques based upon adaptive systems. Adaptive systems, such 
as Artificial Neural Networks (ANN) should allow to predict, with a fast and reliable 
procedure, the temperature of the PV module as weather conditions change. 

2 Introduction to Artificial Neural Networks and Classification 
Problems 

ANNs emulate some of the functions and capabilities of the human brain and their use 
is now widespread in the scientific literature, in particular in those physical models 
where, although the interconnections among some variables are widely demonstrated, 
the corresponding mathematical functions are not known or they are extremely com-
plex [11-13]. One of the most important area of ANNs is the pattern recognition and 
the main task of this approach is the classification [14]. What is a classifier? A clas-
sifier is an expert system that builds a relation between a variable space A and a vec-
tor of labels B. A classifier is able to assign a label to a sample extracted from the 
space A. Nowadays, many expert systems are used as classifiers, e.g. in order to as-
sign or not the label of “SPAM” to an email sent to our mailbox [15]. The classifier 
examines some features of the email such as the sender, the object, the text and other 
variables and then it assigns or not the label of SPAM. Another example of a classifi-
er is an expert system able to recognize people from face images [16] or from the 
sound of voices [17]. 

Classification is different from clustering: in a cluster analysis, data are automati-
cally separated in groups characterized by some similarities, called clusters. So, clus-
tering is an unsupervised process that groups the data autonomously. Classification is 
a supervised process where a user decides the set of labels. 

A Neural Network Classifier (NNC) simply judges the distance between a pattern 
of input variables and some given labels. There are two ways to measure this dis-
tance: by numerical methods and non-numerical ones. The numerical techniques 
measure the above-mentioned distances in deterministic or statistical way. The non-
numerical techniques are linked to symbolic processes like fuzzy sets. Making these 
activities automatic permits to reach the target in a faster and more reliable way. 
Furthermore, the use of NNCs often makes it possible to identify correlations be-
tween data which are so complex that they would be hardly recognized even by an 
expert human operator. 

In time series forecasting problems one of the approaches often used by researchers 
is represented by ANN based techniques that can be used as an alternative method in  
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the analysis of complex and/or ill-defined engineering problems. ANNs do not require 
the formulation of a mathematical relation describing a complex natural and/or physi-
cal system and have the capability of detecting its hidden structure. Accurate forecast-
ing of time series can be useful in many practical situations and the knowledge of 
variation in the operating temperature of PV can play a remarkable role in the assess-
ment of power output. 

3 The Operative Temperature of a PV Panel 

To design and assess the performances of a PV system, an accurate PV model should 
predict reliable Current-Voltage (I-V) and Power-Voltage (P-V) curves under real 
operating conditions [18]. 

The “five-parameters model” represents the most common equivalent circuit that 
better describes the electrical behavior of a PV system. The equivalent circuit is com-
posed of a photocurrent source IL, a diode in parallel with a shunt resistance Rsh, and a 
series resistance Rs as shown in Figure 1. 

 

Fig. 1. Schema of one diode equivalent simplified circuit closed on a resistive load RL 

Based on this simplified circuit, the mathematical model of a photovoltaic cell can 
be defined in accordance with the following expression that permits to retrieve the I-V 
curve: 
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in which IL depends on the solar irradiance, I0 is the diode reverse saturation current 
and is affected by the silicon temperature, n is the ideality factor and Tc is the cell 
temperature [K]. 

As it is well known, the performance of a photovoltaic panel is defined according 
to the “peak power”, which identifies the maximum electric power supplied by  
the panel when it receives an insolation of 1 kW/m2 at a cell temperature of 25°C.  
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In actual conditions, it is essential to evaluate the operating conditions under all poss-
ible circumstances of irradiance G, cell temperature Tc, wind speed W, air temperature 
Tair and electric load RL. 

The Tc temperature thus is a key parameter that affects the energy conversion effi-
ciency of a PV panel: increasing the temperature, the delivered power decreases. In 
literature, there are several available empirical correlations to obtain the PV panel 
operating temperature and these correlations have been developed for common geo-
metries and weather conditions. From a mathematical point of view, the correlations 
for the PV operating temperature are either in explicit or implicit form; in the latter 
case, an iteration procedure is necessary for the calculation. Most of the correlations 
typically include the reference conditions and the corresponding values of the perti-
nent variables [19]. 

3.1 Impact of Solar Irradiance and Temperature on the I-V and P-V Curves 

For given values of G, Tc and RL, the operating point can be identified by drawing 
lines of the different loads RL on the I-V characteristics. 

In Figure 2 and Figure 3, it is possible to observe how the intersection between the 
load line and PV characteristics corresponds to the working point; with the same 
graphical method, it is possible to identify the working point in terms of electric pow-
er. The red circles indicate the locus of maximum power output points. 

The solar energy conversion into electrical energy is obviously influenced by the 
operation point of the panel [20]. 
 

 

Fig. 2. Working point of a generic PV panel at constant temperature (25 °C) varying insolation 
and electric load 
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Fig. 3. Working point of a generic PV panel at constant irradiance (1000 W/m2) varying tem-
perature and electric load 

4 Artificial Neural Network Application 

As shown by the previous considerations, the thermo-electrical behavior of a PV panel 
is a complex function of the actual climatic conditions and of the cell characteristics. 

The complexity of this physical phenomenon does not allow a complete and accu-
rate analytical representation of the thermo-electric balance of the PV panel and the 
performance assessment generally follows two paths: 

1. a simplification of the thermo-electric balance by using empirical correlations; 
2. an application of adaptive systems that learn from a large amount of monitored data. 

ANNs are distributed, adaptive, generally nonlinear learning machines built from 
many different processing elements similar to biological neurons. Each artificial neu-
ron (AN) receives connections from other ANs and/or itself. The structure of these 
connections defines the ANN topology. The signals flowing on the connections are 
scaled by adjustable parameters called weights and the values of these weights are 
updated during the training phase. The ANs sum all contributions and produce an 
output. The outputs of each AN can be either system outputs or inputs sent to the 
same or other ANs. 

In this work, the authors have tested the use of ANNs to predict the operating tem-
perature of a PV panel using the data monitored in a test facility. Different ANNs 
topologies and typologies were tested. 

4.1 Data for Training and Testing  

A large database of specific data that represent the analyzed physical system is re-
quired to construct an adaptive system. In order to forecast the temperature of a PV 
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panel, an experimental system (Figure 4) was installed on the roof of the Energy De-
partment of the University of Palermo. The test facility and the monitoring system 
consist of the following equipment: 

• a photovoltaic panel (Kyocera KC175-GH-2), 
• a precision resistance set, 
• a multimeter Fluke189/FVF2, 
• a Delta Ohm pyranometer mod. LP PYRA 02 AV linked to 
• an Advantech ADAM 6024 module,  
• a Davis Vantage PRO2 Plus Weather station; more details concerning the test facil-

ity are explained in [21]. 

The PV panels and the pyranometer were tilted at an angle that is equal to the latitude of 
the location (38° South). The electrical load RL was obtained by precision resistances, 
and the current was calculated on the basis of the measured voltage, accepting the error 
due to the resistances value. The silicon temperature was measured using thermocouples 
(type T, copper-constantan) [22] installed at the rear film of the panel [23]. 

 

Fig. 4. Experimental system 

All data were collected every 30 minutes and stored for further calculations and 
comparisons. The physical data used for the training of the ANN were: 

• Air temperature [°C]; 
• Solar irradiance [W/m2]; 
• Wind speed [m/s]; 
• Voltage [V]; 
• Power output [W]; 
• Electrical Load [Ω]. 

The process by which the knowledge of the physical system is transferred to the adap-
tive system is carried out in the training phase. During the training phase of an ANN, 
a set of known input–output vectors are presented to the network updating some  
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mathematical entities. The subsequent testing phase will assess the quality of the 
neural network model comparing the output with the real data belonging to a dataset 
not used in the training phase. 

4.2 Preliminary Analysis of the Collected Data 

It is possible to find a wide range of ANNs characterized by different topologies and 
typologies. Before choosing the neural topology, all data are subject to a pre-
processing step that consists in a preliminary analysis that permits to identify possible 
outliers, to remove unreliable values, to carry out a statistical analysis, and to perform 
a correlation analysis. After the pre-processing step, the database is validated and the 
correlation analysis permits a first evaluation of the mutual relationships among the 
considered variables. 

 
Fig. 5. Correlation analysis between operating temperature and all input data 

Figure 5 shows the linear correlation between Tc and all the other features. The 
higher the bar goes, the more the features are correlated. Blue bars indicate a positive 
correlation while red bars indicate a negative correlation. The preliminary correlation 
analysis identified a strong positive correlation between Tc and the solar irradiance; on 
the contrary, a weak negative correlation with the wind speed was detected. Further-
more, a moderate positive correlation with electrical power, air temperature and volt-
age was found. 

A statistical analysis permitted to assess the maximum (Max), mean (Mean) and 
minimum (Min) values and the standard deviation (StDev) of all considered features 
(Table 1). 

In the following Training Step, the authors decided not to consider the Voltage and 
Electric load input because their values are already computed in the Electrical power 
value; the tested ANNs will consider as input only a vector with four components 
(Tair, G, P and W) and as output the Tc. The training dataset is composed by 2827 
vectors and the testing dataset consists in 605 vectors to be used in the validation 
phase. After the pre-processing phase, it was possible to choose the topology of neural 
network; different simulations relating to several topologies of ANNs have been 
tested but in this work only the best ANN solutions will be described: the Gamma two 
Layer, the Recurrent one Layer and the MLP two Layer. For each topology the design 
and the algorithm are analyzed, each neural networks was trained and was validated 
with a post processing phase. 
 

 
         Tair                 G    V         W               P                   RL 
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Table 1. Statistical Evaluation 

 Tair 
[°C] 

Tcell 
[°C] 

G 
[W/m2]

V 
[V] 

W 
[m/s] 

P 
[W] 

RL 
[Ω] 

Max 32.60 64.97 1221.00 28.01 8.00 167.09 18.00 
Min 9.80 14.43 44.93 3.90 0.00 15.20 1.00 
Mean 19.98 36.52 675.01 19.31 2.30 70.75 7.18 
StDev 3.49 7.643 262.86 6.72 1.41 40.54 5.59 
sample 3432 3432 3432 3432 3432 3432 3432 

4.3 Gamma Two Layer 

A Gamma ANN is characterized by special memory ANs. The memory AN receives 
several inputs and produces multiple outputs which are delayed versions of the com-
bined input. This feature has a biological interpretation because, when the biological 
neuron receives multiple connections, the signal propagation is delayed [24]. 

As it is possible to see in Figure 6, the proposed Gamma topology is composed of 
two data sources block (input and output), three gamma memory blocks, three func-
tion layer blocks, three weight layer blocks and one delta terminator block. The func-
tion layer can be seen as non-linear thresholds for the propagation of the signals. They 
give the adaptive system its non-linear computing capabilities. The weight layer 
represents the long-term memory of the system and is adjusted during the learning 
phase. Finally, the delta terminator is an error criterion block that takes two signals 
and compares them according to a specific criterion. The appellation “Terminator” 
means that the signals terminate to flow across the system. 

 

Fig. 6. Gamma two Layer layout 

After the training, the post-processing phase evaluates the error (Figure 7) and the 
absolute error (Figure 8) between the measured operating temperature data and the 
calculated output employing the remaining 605 vectors. 
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Fig. 7. Error distribution over 605 vectors of Tc with Gamma two Layer topology 

 

Fig. 8. Absolute Error distribution over 605 vectors of Tc with Gamma two Layer topology 

The values of the Mean Error (ME) and Mean Absolute Error (MAE) of the Gamma 
two Layer topology are reported in Table 2. 

Table 2. Mean Error and Mean Absolute Error of the Gamma two Layer topology 

 Gamma two Layer 
 ME MAE 

[°C] -0.119 2.428 
StDv 3.286 2.217 

 
As shown in Figure 9 a Confidence plot of ± 4.408 °C contains 95% of the outputs.  
The black line, which represents the calculated output, well follows the trend of the 

purple line that represents the experimental output. The 95% confidence is delimited 
by the red (high) and blue (low) lines. 
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Fig. 9. Confidence Plot of calculated output versus measured data of Gamma two Layer  
topology 

4.4 Multi-Layer Perceptron (MLP) Two Layer 

A (MLP) is a kind of ANN consisting of multiple layers of ANs in a directed graph, 
with each layer fully connected to the next one. Except for the input ANs, each node 
is a neuron with a non-linear activation function. A MLP utilizes a common super-
vised learning technique called back-propagation for training the network. This topol-
ogy is one of the simplest available for ANNs. In our work, the MPL two Layer is 
composed by: two data sources blocks (input and output), two function layer blocks, 
two weight layer blocks and one delta terminator block as shown in Figure 10. 
 

 

Fig. 10. MLP two Layer topology 

After the training, the post-processing phase evaluates the error and the absolute 
error between the measured and the calculated operating temperature data. The cumu-
lative results are reported in Table 3. 
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Table 3. Mean Error and Mean Absolute Error of the MLP two Layer 

 MLP two Layer 
 ME MAE 

[°C] 0.207 2.476 
StDv 3.407 2.349 

 

For the MLP two Layer topology the confidence plot that contains the 95% of the 
outputs is of ± 3.936°C (Figure 11). 

 

Fig. 11. Confidence Plot of calculated output versus measured data of MLP two Layer topology 

4.5 Recurrent MLP One Layer 

The Recurrent MLP one Layer is a simple ANN topology that employs a recursive 
flow of the signal to preserve and to use the temporal sequence of events as useful 
information. This topology (Figure 12) is composed of two data sources blocks (input 
and output), two weight layer blocks, two function layer blocks and one delta termina-
tor block. 

 

Fig. 12. Recurrent MLP one Layer topology 
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Figure 12 iconizes a feedback connection where μ is the weight of the feedback 
used to scale the input. Of course, there are different values of μ for each signal flow-
ing into the first function block layer. After the opportune training phase, the follow-
ing results are observed: 

Table 4. Error Distribution of the Recurrent MLP one Layer topology 

 Recurrent MLP one Layer 
 ME MAE 

[°C] 0.229 2.489 
StDv 3.436 2.386 

 
For the Recurrent MLP one Layer topology the confidence plot that contains the 

95% of the outputs is ± 4.517° C, as shown in Figure 13.  

 

Fig. 13. Confidence Plot of Recurrent one Layer topology 

5 Evaluation of the Results 

Each neural network was characterized by the same Input Data (Air Temperature, 
Wind Speed, Solar Irradiance and Electric Power) and was trained with a dataset of 
2827 vectors. The Gamma two Layer and the Recurrent MLP two Layer are two ANN 
typologies that, with different approaches, have the capability to preserve the tempor-
al sequence of data (memory), while the MLP two Layer is a static ANN. The results 
show that all the considered ANNs provide a reliable model that is able to fit well 
with the experimental trends. Generally, the ME is about ± 0.2 °C and the MAE is 
close to 2.4°C. The training phase of Gamma two Layer ANN requested 1 minute, 
while the other two typologies requested a shorter time. 

In literature [19, 25-29], there are different models that allow calculating the oper-
ating temperature. In order to validate the neural network approach, the authors made 
a comparison between the values of Tc obtained by the three previously illustrated 
networks and the operating temperature calculated by one of the most cited empirical 
correlation:  
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   (1 ) (1 ) (1 1.053 )
C Ca aT T G T Wα β γ η= + ⋅ + ⋅ − ⋅ −  (2) 

where ηc is the efficiency of a PV panel and α, β and γ are three constants 
(α=38.0385, β =3.15126, γ =2.64173) [24]. 

The comparison, as represented in Table 5, shown that the empirical correlation 
achieves a MAE that is about twice compared to the ANN results. 

Table 5. Comparison between the ANN and empirical correlation results 

ANN Training 

time 

MAE 

Gamma two Layer ≈ 1 min 2.428 

Recurrent MLP one 

Layer 
≈ 10 s 2.489 

MLP two Layer ≈ 20 s 2.476 

Empirical  - 4.719 

6 Conclusions 

In this paper, an artificial neural network approach has been proposed to determine 
the operative temperature of a PV panel. 

The application of the artificial neural network model represents a simple and fast 
solution to correctly evaluate the operative regimen of a PV system. To this purpose, 
different network architectures have been tested and trained with experimental data 
consisting in: air temperature, wind speed, solar irradiance, power output and cell 
temperature. The three best solutions of ANNs are reported: Gamma two Layer, MLP 
two Layer and Recurrent MPL one Layer. 

The results obtained by the ANNs demonstrates that this approach can be consi-
dered a reliable tool to forecast the cell temperature of the PV panel. Comparing the 
performances of these networks with a very often cited empirical model, used for 
determining the operating temperature of the panel, the ANN approach presents a 
significant lower MAE. Furthermore, the very short time required by MLP two Layer 
and Recurrent MPL one Layer for the training phase, suggests that ANNs could be 
integrated in a software for run-time evaluation. 
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Abstract. The well-known evaluation indices do not allow to take into account 
the interaction between current investment alternatives and future decisions. 
The real options theory provides answers to the limits that the evaluators dis-
covered in the traditional techniques of capital budgeting and allows to give a 
value to managerial flexibility, i.e. the ability of management to review its  
decisions on the basis of changes in the economic context. Implementing the 
traditional cash-flow analysis with the tool of real options, the study defines a 
logical-operational model capable of verifying the financial viability of invest-
ments in the energy sector. The model is applied to the economic study of a 
project to produce energy from renewable sources, specifically the construction 
of a new wind farm. The different operational phases of the model used for the 
optimization of the scenario analyses, return the value of the positive potential 
that can result from management flexibility and innovation. 

Keywords: Wind Farm Valuation, Real Options, Monte Carlo Simulation, Re-
newable Energy. 

1 Introduction and Aim of Work 

The economic evaluation of investment projects is crucial in the allocation of re-
sources process, both public and private [1-2-3-4]. In order to express an opinion on 
the economic implementation of the project initiative, discounted cash flow (DCF) 
analysis can be used, with it comparing the monetary income and expenditure of an 
investment for a predetermined period of time [5-6]. The result of the analysis is ex-
pressed through the well-known evaluation indices, the Net Present Value (NPV), 
Internal Rate of Return (IRR) and payback period. These indices, however, do not 
allow to take into account the interaction between current investment alternatives and 
future decisions [7]. They are criteria that ignore the added value that could result 
from the flexibility and innovation management, capable of changing the course  
of the investments. According to Dixit A.K. and Pindyck R.S. [8]: «As a practical  

                                                           
* This paper is to be attributed in equal parts to the three authors. 
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matter, many managers seem to understand already that there is something wrong 
with the simple NPV rule as it is taught – that there is a value to waiting for more 
information and that this value is not reflected in the standard calculation. In fact, 
managers often require that an NPV be more than merely positive … It may be that 
managers understand a company’s options are valuable and that it is often desirable to 
keep those options open». 

The real options theory provides answers to the limits that the evaluators discov-
ered in the traditional techniques of capital budgeting1and is applied in uncertain 
management environments characterized by high dynamism, due to it allowing to 
give a value to managerial flexibility, i.e. the ability of management to defer a project, 
extend it, or leave it, as well as to review its decisions on the basis of changes in the 
economic context [11-12-13-14-15-18-52-53]. 

This paper first examines the benefits resulting from the application of real options 
to the economic evaluation of projects. Implementing the traditional cash-flow analy-
sis with the tool of real options, the study will then define a logical-operational model 
capable of verifying the financial viability of investments in the energy sector. 

The model is applied to the economic study of a project to produce energy from 
renewable sources, specifically the construction of a new wind farm. The description 
of the planned works is followed by the macroeconomic analysis of the area of 
interest, which shows that, in a difficult economic context such as the one currently 
being experienced by the world economy, the expansion of renewable energy sources 
is an opportunity not only for energy diversification and environmental protection, but 
also for research and employment. The DCF analysis shows the cost-effectiveness of 
the initiative. The evaluation is then implemented with the theory of real options. The 
real options of abandonment, postponement and expansion investment are considered. 
The Monte Carlo simulation is adopted for the calculations, using the Fairmat Aca-
demic software in two different scenarios: one in which the real options are consi-
dered and another in which all the decisions are made at the beginning. Comparing 
the results, it is clear that the average value of the extended NPV is greater than what 
is obtained in the base case. This means that the real options valorise the project. The 
highest value obtained is the monetary representation of the options. Fundamentally, 
the managerial flexibility that is taken into account with real options lengthens  
the probability distribution of the NPV toward positive values, since it offers the  
 

                                                           
1 The limitations of the traditional techniques of capital budgeting in defining and evaluating 

some characteristic aspects of investments in real assets, can be described by three characte-
ristics: uncertainty (technical and market), irreversibility of the investment, flexibility to dy-
namically adapt to changing choices environmental conditions [9]. In particular, the  
standard techniques are effective in short-term evaluations, but are not able to model the un-
certainty of wider horizons. Barnett M.L. [10] emphasizes that these techniques do not con-
sider the ability of management to control the risk and deal with situations of loss, so as to 
lead to discard those investments that are riskier but bearers of great strategic potential. See 
also Kogut B. and Kulatilaka N. [18]. 

For more details on the limits of the Net Present Value and the differences between the as-
sumptions of the NPV and economic reality, see Mun J. [19] as well as Luehrman TA [20]. 
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opportunity to reap the benefits of positive scenario developments and, simultaneous-
ly, allows to intervene in order to contain the negative impact of unfavorable changes 
in the variables that affect the investment. 

2 The Investment as a Source of Real Options 

In traditional DCF analysis, uncertainty is considered by adopting a probability distri-
bution on the different possible scenarios or by adjusting the discount rate [16-17]. 
Consequently, a higher level of uncertainty reduces the value of the project. On the 
contrary, in the real options approach2, greater uncertainty may result in a higher val-
ue of the investment, if managers use the options to respond flexibly to events. This is 
expressed by the criterion of NPVextended, given from the sum of NPVbase, which ex-
presses the NPV in the absence of strategic opportunities, and the value of real op-
tions OP, which represents the value of the project for management adaptability. 
Thus, management must look at the markets in terms of the evolution of uncertainty, 
determining the degree of exposure of investments and then placing them in a manner 
to derive maximum benefit from the uncertainty itself. 

The literature on option pricing was first written in the 1970s with the works of 
Black F. and Scholes M. [21], di Merton R.C. [22] e di Cox J.C., Ross S.A. and 
Rubinstein M. [23].  The first references to real options appeared the first half of the 
1980s. However, the term real options was founded in 1977 through the intuition of 
Myers S.C.[24]: «The value of the firm as a going concern depends on its future in-
vestment strategy. Thus it is useful for expositional purposes to think of the firm as 
composed of two distinct asset types: 1) real assets, which have market values inde-
pendent of the firm’s investment strategy, and 2) real options, which are opportunities 
to purchase real assets on possibly favorable terms». 

Real options apply the theory of financial options to the analysis of real assets. The 
elements that distinguish an option are: The stock price (S), i.e. the value of the un-
derlying asset; The time to maturity, time period of validity of the right; The strike 
price (X), i.e.the price to pay to exercise the right; The volatility (σ2), given by the 
standard deviation of returns of the underlying asset; The risk free rate (r), provided 
by the performance of non-risky investments, typically government bonds. 

In the application of real options to the economic evaluation of investments, the 
underlying asset S can be the NPV of the project. Obtained with traditional DCF 
analysis, the NPV is then the starting point to implement the real options. The time to 
maturity is the period within which the option is deemed exercised. Volatility is the 
standard deviation of implied returns or percentage changes in values that characterize 
the underlying project or stochastic variable. 

Adopting a process perspective, the evaluation of investments aimed at enhancing 
strategic opportunities is divided into three main phases [7]: 
                                                           
2  Copeland, T. and Antikarov, V. [25] define the real option «as the right, but not the obliga-

tion, to take an action (e.g., deferring, expanding, contracting or abandoning) at a predeter-
mined cost, called exercise price, for a predetermined period of time, the life of the option». 
Similarly, Kogut, B. and Kulatilaka, N. [26]. 
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1. analysis of the risk profile; 
2. strategic analysis of the profile; 
3. quantitative analysis. 

The three phases are not strictly sequential. There are some connections between dif-
ferent times, but the logic is either circular or iterative. 

Risk profile analysis is the basis for the quantitative analysis and mainly consists of 
two essential moments. The first is the estimate of the NPV basis, i.e. the present 
value of cash flows resulting from the deterministic component of the investment. The 
second is to identify the critical variables and the consequent modelling of the sto-
chastic component of the project, which is the process that describes the evolution of 
the value of the initiative over time. The variation in time t of the value of an uncer-
tain variable, which may coincide with the value of the underlying S, is describable 
by means of a stochastic diffusion process (geometric Brownian motion) and 
represented by the equation: 

 
ୢSS ൌ µ · dt ൅ σ · dz                            (1) 

The two terms that describe the uncertain variable is the instantaneous expected return 
μ and instantaneous volatility σ of the value of the underlying S. The analysis of the 
instantaneous yield is based on the determination of a deterministic parameter μ that 
represents the trend value around which it is believed that the total value of the uncer-
tain variable can evolve. From a geometric point of view, this value may coincide 
with the slope of the straight line interpolating the historical values of the variable. 
The volatility should then be estimated, which can be interpreted as the standard devi-
ation of returns of the underlying asset. 

The second step is to analyse the strategic profile of the project. It should recognise 
the possible areas of flexibility of the project in order to verify the predetermined 
scenarios. This leads to the identification of real options and their parameters (strike 
price, the value of the underlying asset, volatility, expiration date). 

The third step is to analyse the quantitative profile. The aim is to arrive at the value 
of strategic opportunities, i.e. the estimate of the extended value of the project. To this 
end, the real options, once identified and defined, must be evaluated. Amram, M. and 
Kulatikala, N. [27] recognize three general evaluation methods: 1) the pde method 
solves a partial differential equation (pde) that equals the change of value in the op-
tion to the change of value in the equivalent portfolio, 2) the dynamic programming 
method outlines possible future outcomes, from which it then infers the future value 
of the optimal strategy, and 3) the simulation method establishes, for thousands of 
possible outcomes, the average value of the optimal strategy based on the decision 
made [28]. 

In the frequently used Monte Carlo simulation method [29-30], the optimal in-
vestment strategy at the end of each path is determined and the payoff calculated. The 
current value of the option is found by calculating the average of the payoffs and then 
discounting the average value thus obtained. This method can manage many aspects 
of the applications to the real world. 
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The real options theory is applied to evaluate investments in various sectors. Ac-
cording to Triantis A. and Borison A. [31], the main sectors are:  intensive capital 
industries with uncertain cash flows (e.g., investments in natural resources and engi-
neering), those that have suffered substantial structural changes and thus make the 
most traditional techniques evaluation unreliable (e.g., the production of electricity), 
as well as those in which the strategic prospects are the main determinants of value 
creation (e.g., high-technology sectors, innovation, research and development). 

In recent years, not only in Italy, the energy sector has undergone regulatory 
changes as well as changes in its market logic, passing from being a regulated and 
monopolistic sector to a liberalized, uncertain and highly competitive one. These 
changes have pioneered the application of real options theory [9], making it possible 
to consider the intrinsic value of investment flexibility. For energy production from 
renewable sources projects, this ability has become particularly important [32],  as 
demonstrated by the various applications in current literature [33-34-35]. 

Applications specific to the wind energy sector are, among others, those of Munõz-
Hernández J.I., Contreras J., Caamaño J. and Correia P.F. [36],  as well as Venet-
sanos K., Angelopouloua P. and Tsoutsos T. [37]. For the latter, the authors identify 
uncertainties and attributes of the resources that are used for the production of energy. 
Subsequently, the following real options have been identified: option to defer devel-
opment, time to build option (staged investment), option to alter the operating scale, 
option to abandon, growth options. 

3 DCF Analysis for the Economic Evaluation of a Wind Farm 

Characteristics of the project. Through the installation of nine wind turbines, 7 with a 
power of  2.5 MW and 2 with a power of 1.5 MW, the project involves the construc-
tion and operation of a wind farm with a total capacity of 20.5 MW. The wind tur-
bines are arranged along underground power lines that carry power to a transformer 
station (20/150 kV) and then to a new power station (380/150 kV), owned by Terna 
SpA, to enter the National Transmission Grid (NTG). 

The area covered by the plant falls within the Municipality of Vallata (AV), in the 
eastern part of the Campania Region (Italy). The total area of the wind farm is about 4 
km2. The area covers an altitude of between 600 and 750 metres above sea level. The 
land has been obtained by signing preliminary agreements with the owners for the 
acquisition of surface rights and the right of way and conduits. 
 
The sector. Renewable energy sources are going through a period of great develop-
ment in the world. The sector has not been affected by the current financial crisis and 
is projected to achieve the objectives set by the EU for 2020 with the climate and 
energy package of January 24, 2012: 20% reduction of greenhouse gas emissions, 
increase up to 20% savings energy, increase to 20% of energy consumption from 
renewable sources. In the European Union, over the next 40 years further investment 
will be required [38]. The REN21 [39] report shows the significant growth of invest-
ments in renewable energy, indicating China with 48.9 billion dollars primarily used  
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in the wind industry as well as research of new wind farm technologies. Wind energy 
can significantly contribute to solving the world's energy problems, as highlighted by 
the various reports published by the International Energy Association [40], the Euro-
pean Commission [41] and the European Wind Energy Association (EWEA). 

In Italy, wind energy production is growing. Especially in the South, due to the to-
pography and wind of its territory, as demonstrated by 84% of the number of national 
facilities and 98% of installed capacity. The untapped potential is also remarkable, as 
reported by SVIMEZ and SRM [42]. 

The study of the demand for electricity is carried out by processing data provided 
by Terna Rete Italy [43-44]. If the production of electricity is compared with its appli-
cation in the Campania region, there is a deficit for 2011 of 9,136 GWh, or 47.7%. 
This deficit is now offset by imports. Starting form an annual consumption of 3,014 
kWh per capita, the demand for electricity in the town of Vallata and surrounding 
municipalities in the first and second crown is estimated. From the results, there is 
domestic demand equal to 133.8 GWh/year. 
 
Estimates of income and residual value of the works. The energy produced by the 
wind farm will be sold to the grid operator, which represents the direct user of the 
system. With the liberalization of the electricity production introduced in Italy by 
Legislative Decree no. N. 79/1999, selling electricity produced from renewable ener-
gy sources has become easier, with the guarantee of sale to the network. Producers 
can sell energy in two different ways: 1) through dedicated withdrawal, 2) on the free 
market. It is also possible to consume the energy produced. 

Withdrawal involves supplying electricity to the Energy Services Operator (ESO)3, 
which pays for it. This service from the ESO therefore avoids that producers have to 
manage the selling of energy, namely placement on the Power Exchange or drawing 
up of bilateral contracts. Once on the grid, the energy is sold. In particular, the Power 
Exchange, administered by the Electricity Market Operator (GME) has been operating 
in Italy since April 2004. 

Currently, the energy produced by wind turbines connected to the grid, can be sti-
mulated with two alternative support mechanisms: Green Certificates (GC) or the all-
inclusive rates (TO), the latter only in the case of power plants with less than 200 kW. 
GCs are negotiable securities, issued on the basis of the amount of electricity pro-
duced by the plants. The commercial value of a CV is derived from the Bersani De-
cree (Legislative Decree no. 79/1999) and subsequent amendments. This framework 
has imposed on those operators who enter the network or import more than 50 
GWh/year, an obligation for a percentage to come from renewable sources. This re-
quirement may be satisfied through the purchase of GCs relative to energy from re-
newable sources produced by other operators. The unit price of the GC is updated 
monthly. 

As an alternative to GCs, the TO, reserved for wind turbines with less than 200 kW 
of power, are fixed rates of remuneration of electricity fed into the grid. The TO  

                                                           
3  The ESO is a holding company that supports the development of renewable energy sources 

through the management and delivery of the relevant incentives.  



 The Economic Evaluation of Investments in the Energy Sector 365 

 

remunerate only the electricity fed into the grid, while the GC remunerate all the net 
energy produced, thus also rewarding any portion that is self-consumed. 

The GC and TO are recognized for a period of 15 years, with both mechanisms be-
ing managed by the ESO. In the case of GC, in addition to the incentive, manufactur-
ers can count on an additional income: the value of electricity produced. Placing the 
energy produced into the network (for sale on the electricity market, “dedicated with-
drawal” or “net metering”) or auto-consumption. On the other hand, the TO are only a 
source of revenue. 

In light of the above, for the wind farm assessed, the revenues are derived from: 
the sale on the energy market; the sale of Green Certificates. 

To estimate the revenue from the sale of energy, the average price of electricity 
and GC in the year preceding the assessment were referred to. In 2012, these prices 
are respectively 75.48 €/MWh and 74.12 €/MWh [45]. 

The overall manufacturability of annual plants must also be known. To this end, 
maps of the producibility of electricity supplied taken from the Atlante Eolico Italiano 
were consulted. The project area has specific values of productivity between 3,000 
and 3,500 MWh/MW. For the evaluation of the system being studied, the average 
value of 3,250 MWh/MW was used. From the calculations, this results in a net annual 
production for the entire system of 58,630 MWh. 

Applying the productivity data, the unit value of the two items of revenue pro-
vided, it follows that the system can generate the following annual revenue: 

Annual revenue (from 1 to 15 years) = (75.48 + 74.12) €/MWh × 58,630 MWh = 

€8,771,048.00 ; 

Annual turnover (from 16 to 20 years) = 75.48 €/MWh × 58,630 MWh = 

€4,425,392.40 . 

It is also worth considering the residual value of the works at the end of 20 years re-
ferred to in the evaluation. This residual value is equal to 0-5% of the initial invest-
ment [46]. In this case study, it is assumed 2.5% of the initial investment, i.e. 
€891,750. 
 

Cost estimate. This is obtained as the sum of the investment and operating costs. The 
interest on the debt should also be considered. 

Investment costs. The total cost of a wind turbine per kW installed varies significantly 
depending on the country of reference, ranging from 1,000 €/kW to 1,350 €/kW [41]. 
In Italy, the investment costs are higher than the average of other countries, since 
most of the plants are installed in hilly or mountainous areas, with sometimes being 
difficult to access them. For a typical configuration of wind turbine installed on the 
ground with a total average output of 20 MW at a site of medium complexity, the 
investment cost ranges from 1,550 €/kW for large systems installed in areas with low 

complexity, up to a maximum of 2,000 €/kW for small systems installed at sites with 

a complex orography [40]. Considering an average cost of 1,740 €/kW, the construc-

tion of the wind turbine under study requires an investment of € 35,670,000. 
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The useful life of a wind turbine system is usually over 20 years [37-47-36-38]. At 
the end of its useful life, there are two possibilities: 1) dismantling of the site, 2) re-
placement of the machines installed with new wind turbines. For the second solution, 
known as “repowering”, the removal of the old machines should be considered. The 
removal costs of a single wind turbine are between € 20,000 and € 40,000. In case of 
withdrawal of the investment, the removal costs of the machines must be added the 
remediation costs of the site. 

Operating costs. These include personnel costs, maintenance costs and royalties, as 
detailed in the financial plan. In particular, the maintenance costs are derived from 
Amicarelli V. and Tresca F.A. [48]. Royalties are paid to the local part of the private 
company that operates the plant, to the extent of 3.6% of the total revenue per annum. 

Repayment schedule of the loan. The intention is to take out a loan for the amount of 
€ 21,402,000, equal to 60% of the total investment costs. The remaining 40% is given 
by private capital. A ten-year amortization schedule at a constant rate is drawn up, 
with an annual interest rate of 7% currently applied in Italy for funding in the wind 
sector. The annual interest is included in the financial plan. 

The financial plan. It is prepared over a 20 year period. The investment costs are as-
sumed to be all concentrated in the 1st year. The evaluation is carried out at constant 
prices. The cash flows are discounted at the discount rate of 5%, already adjusted for 
inflation [49] 

The pre and post-tax results are estimated, taking into account: - the IRES (corpo-
rate income tax), calculated ats the rate of 27.5% on profit before taxes - IRAP (Re-
gional Tax on Productive Activities), which in the Campania region is equal to 4.97% 
of pre-tax gross staff costs and financial charges. The results of the financial plan are 
in Table 1. The processing of cash flows allows for the evaluation indices, both pre-
tax and post-tax (Table 2). 

Table 1. Financial Plan. All the amounts are in €uro 

year 1 2 3 4 5 6 7 
INCOME 

Sale of energy 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 

Green Certificates 4,345,656 4,345,656 4,345,656 4,345,656 4,345,656 4,345,656 

COSTS 

Investment -35,670,000 

Staff -40,000 -40,000 -40,000 -40,000 -40,000 -40,000 

Maintenance -255,041 -255,041 -510,081 -510,081 -510,081 -510,081 -510,081 

Royalty -315,758 -315,758 -315,758 -315,758 -315,758 -315,758 

 

Interest on debt -1,498,140 -1,389,708 -1,273,687 -1,149,543 -1,016,710 -874,578 

 

GROSS PROFIT -35,925,041 6,662,110 6,515,501 6,631,523 6,755,666 6,888,500 7,030,631 

 

IRES 1,832,080 1,791,763 1,823,669 1,857,808 1,894,337 1,933,424 

IRAP 325,808 318,595 324,303 330,411 336,946 343,939 
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Table 1. (continued) 

NET PROFIT -35,925,041 4,504,222 4,405,144 4,483,551 4,567,447 4,657,216 4,753,269 

 
Year 8 9 10 11 12 13 14 

INCOME 

Sale of energy 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 

Green Certificates 4,345,656 4,345,656 4,345,656 4,345,656 4,345,656 4,345,656 4,345,656 

COSTS 

Staff -40,000 -40,000 -40,000 -40,000 -40,000 -40,000 -40,000 

Maintenance -510,081 -510,081 -510,081 -1,020,162 -1,020,162 -1,020,162 -1,020,162 

Royalty -315,758 -315,758 -315,758 -315,758 -315,758 -315,758 -315,758 

Interest on debt -722,497 -559,770 -385,653 -199,347 

GROSS PROFIT 7,182,712 7,345,439 7,519,556 7,195,781 7,395,128 7,395,128 7,395,128 

IRES 1,975,246 2,019,996 2,067,878 1,978,840 2,033,660 2,033,660 2,033,660 

IRAP 351,421 359,428 367,994 352,064 361,872 361,872 361,872 

NET PROFIT 4,856,045 4,966,016 5,083,684 4,864,877 4,999,596 4,999,596 4,999,596 

 
Year 15 16 17 18 19 20 

INCOME 

Sale of energy 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 4,425,392 

Green Certificates 4,345,656 4,345,656 891,750 

COSTS 

Staff -40,000 -40,000 -40,000 -40,000 -40,000 -40,000 

Maintenance -1,020,162 -1,020,162 -1,020,162 -1,020,162 -1,020,162 -1,020,162 

Royalty -315,758 -315,758 -159,314 -159,314 -159,314 -159,314 

   

Interest on debt 
   

GROSS PROFIT 7,395,128 7,395,128 3,205,916 3,205,916 3,205,916 3,205,916 

   

IRES 2,033,660 2,033,660 881,627 881,627 881,627 881,627 

IRAP 361,872 361,872 155,763 155,763 155,763 155,763 

   

NET PROFIT 4,999,596 4,999,596 2,168,526 2,168,526 2,168,526 2,168,526 

 

Table 2. Evaluation Indices 

 pre-tax post-tax 

NPV 40,690,170 € 16,428,785 € 

IRR 17.97% 10.73% 
Payback period 7 years 10 years 
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4 Real Options and Monte Carlo Simulation for the Case Study 

The following real options have been identified: 

1. Abandonment Option. Before the execution of the works, this option may be exer-
cised for incorrect predictions about the characteristics of windiness or financial 
difficulties for the investor. If electricity prices become no longer acceptable, the 
project is deferred. 

2. Deferment Option. If the investor fears a drop in prices of electricity and/or Green 
Certificates, may defer the investment over time until he gets more information or 
reassurance. The option can only be implemented prior to the execution of works 
and often depends on the perspective of regulatory changes. 

3. Expansion Option. It expands the investment if the macroeconomic conditions for 
the wind energy sector improve, or if the legislation introduces more incentives. 
The option is exercisable after the completion of the works and until the end of the 
evaluation period (American option). It involves the installation of additional 5 
wind turbines of 2.5 MW, with an increase in capacity of 61% and an additional 
investment cost amounting to € 21,750,000. 

Having identified the possible real options, the project NPV is assumed as an underly-
ing assets [25-20]. The value of the asset without options has already been estimated 
with the traditional DCF analysis (Market Asset Disclaimer). 

4.1 Uncertainty Estimate 

The uncertainty of the market is represented by the volatility of the underlying asset. 
In this regard, Méndez M., Goyanes A. and Lamothe P. [47] wrote that for the design 
of a wind farm: «Various alternative solutions are often used to assess volatility: 1) 
Taking the market return volatility of a similar company; an approximation would 
thereby be made that might lead to error, since finding a company whose characteris-
tics exactly match those of the project would be no easy task. 2) Using the volatility 
of those elements that generate the project’s cash flows, such as, for instance, the 
volatility of electric power prices; however, these elements only partially reflect the 
project’s uncertainty. 3) We thus turn the market into a complete market, for we as-
sume the project’s market value to be its present value and assess volatility by simu-
lating its expected returns from year 0 to year 1. This allows us to combine all market 
uncertainties into a single one: the volatility of the project».  

For the case study, the volatility is estimated based on the NPV. 
 
Estimate the volatility of the NPV with risk analysis. Risk analysis is designed to iden-
tify adverse events that may affect the feasibility of the project, in order to assess the 
extent to which uncertainties can affect the NPV of the project. The analysis starts 
from the identification and characterization of the uncertainties of the project. For the 
wind farm under investigation, the following uncertainties have been identified. 
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1. Uncertainty about the overall annual manufacturability of the plant. In the pre-
vious section, a specific average producibility of 3,250 MWh/MW was assumed, 
which corresponds to the value of 58,630 MWh used in the evaluation. For the 
Municipality of Vallata, the Atlante Eolico Italiano gives a range of 3,000-3,500 
MWh/MW, upon which a triangular probability distribution for the overall manu-
facturability of the system is based, with minimum and maximum values 
respectively of 54,120 MWh and 63,140 MWh. 

2. Uncertainty in the selling prices of energy. To construct the distribution of the 
probability of the selling price of electricity, the average monthly real prices in the 
period 2005-2012 were analysed. There is a minimum price of 54.94 €/MWh and a 

maximum price of 112.63 €/MWh. It assigns a normal type probability distribu-
tion, characterized by: 

─ an average of  ݌ҧ ൌ ଵ௡ ∑ ௜݌ ൌ 80.53 €/MWh ௡௜ୀଵ ; 

─ a standard deviation ߪ ൌ ට ଵଵି௡ ∑ ሺ݌௜ െ ҧሻଶ௡௜ୀଵ݌ ൌ 12.59 €/MWh , defined in the 

range from 54.94 €/MWh to 112.63 €/MWh.  

3. Uncertainty on the price of Green Certificates. The real average annual prices of 
GCs in the period 2005-2012 were analysed. The trend line of prices has the equa-
tion ݕ ൌ െ6.5378 ݔ ൅ 13,228 . Temporally extending this trend, estimates of 
67.77 €/MWh for 2013 and 61.23 €/MWh for 2014 are obtained. Considering the 
trend in the figure, a triangular type probability distribution is assumed, where:  

─ the mean value is of  74.12 €/MWh used in estimating deterministic revenues; 

─ the minimum value is 61.23 €/MWh (forecast for 2014); 

─ the maximum value is of 81.80 €/MWh at 2011 (the possibility that in the future, 

there will be higher prices of 74.12 €/MWh, is confirmed by the data of January 

2013 which sees a price of 79.52 €/MWh). 

It is worth noting the probability distributions of the uncertain variables, the risk anal-
ysis is implemented with the Monte Carlo simulation method. This method involves 
extracting a large number of possible scenarios from a multivariate distribution de-
termined by the probable hypotheses on the parameters of the analysis, that then al-
lows for the calculation of statistics on the sample extractions. The Oracle Crystal 
Ball software is used. For the post-tax NPV, the results are shown in Figure 1. The 
standard deviation is 5.694.136 €. The volatility σ of the NPV is 31.24%. 

4.2 The Value of Real Options 

The flexibility of the wind farm project is a function of the real options of deferral, 
abandonment and expansion. To estimate the value of the options and their interac-
tions, the Fairmat Academic software was used, which implements the Monte Carlo 
technique for the European option [29] and the least-squares approach for the Ameri-
can approach [50]. 
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Fig. 1. Probability distribution of the post-tax NPV 

The model requires the measurement of the risk-free discount rate, due to it being 
the rate of return on government bonds in the medium to long term. From the auction 
of ten-year BTP 30/01/2013, the rate is 4.17%. Table 3 shows the input data for the 
calculations, which were carried out in relation to two cases: 

1. all the real options are exercisable; 
2. all the decisions are already taken at time 0 (base case). 

Table 3. Input data of the analysis model 

Parameter Value Description 

NPV 16,428,785 € 
NPV without considering the value of the real op-
tions  

σ 31.24 % Volatility of the NPV 

rf 4.17 % Risk-free discount rate (BTP 10 year) 

I1 1,783,500 € 

Capital expenditure: for the study of the wind speed 
profile of the site, the design of systems for the 
administrative process (building permits, environ-
mental impact assessment, etc.). Between 2 and 5% 
of the investment costs [38] 

S 0 Recovery value in the abandonment option  

e 61% Rate of expansion capacity 

Ie 21,750,000 € Additional investment costs  

 
The stochastic process that evolves the NPV of the project is characterized by a 

geometric Brownian motion [34-36-51].  
In Fairmat, the interactions between the decisions are described in a window called 

Option Map. For the mapping of the options, the software allows to select different 
types of options, which are represented with different coloured diamonds: Pink di-
amond, decision already made; Green diamond, European option; Blue diamond, 
American option. For the case study, every kind of option is associated with the cor-
responding payoffs and the expiration time. 
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The study and design phases are identified with a pink diamond. It is therefore 
considered a committed option. The expiration time is one year and the payoff is equal 
to the cost of I1. An operator Or can choose the best among the following options 
(investment or abandonment option). 

The investment can be started immediately or deferred for up to two years: it is 
therefore considered an American style option (blue diamond), that is exercisable at 
any time until the expiration date. At the same time, it is considered an abandonment 
option (American put option, blue diamond), exercisable as an alternative investment. 
In this second case, the payoff coincides with the recovery value, i.e. is null. 

Finally, it is possible to exercise an expansion option, after the investment. This is 
an American call option, with a payoff equal to max(eV1–Ie,0). 

At this point, the Monte Carlo simulation is implemented and the extended NPV 
calculated as an average over a sample of 5000 paths. It is a NPVextended of € 

20,554,931, with a standard error of 342,558 and a standard deviation of 24,222,536. 
The project is also evaluated in the base case, i.e. without considering the flexibili-

ty of the real options. In this case, the operator Or is disabled, without the possibility 
of abandoning the project, the options become already taken American decisions 
(committed option). There is an obligation to defer the investment at year 3 and ex-
pand the production capacity at year 20. 

In this case, the NPV is € 15,344,549, lower than the value obtained with the de-

terministic analysis (€ 16,428,785) since the investment is deferred at year 3. The 

standard error is 380,166 and the standard deviation of 26,881,803. 
Comparing the results of the two scenarios, it is clear that the average value of the 

NPV in the case of the real options is larger than what is obtained in the base case. 
The difference between the two values is of € 5,210,382. This difference shows that 

the real options approach allows to exploit the strategic opportunities and operational 
flexibility of the investment. The higher value is the monetary representation of the 
options identified through the examination of the dynamic aspects of the proposed 
wind farm. 

In addition, comparing the probability distributions of the NPV, it is worth noting 
that in the case of the real options, the values are always positive, while in the base 
case without options, it is possible to have negative values among the simulated paths. 
In fact, management flexibility moves the probability distribution of the NPV towards 
positive values. 

5 Conclusions 

Traditional DCF analysis shows the limits in all the cases in which the possibility of 
management to vary the course of an investment as a result of changes occurred in the 
economic context is marked. This happens in a sector characterized by strong dynam-
ism, and thus uncertain financial viewpoints, such as that of renewable energy. In 
such situations, it is appropriate to carry out the economic evaluation of projects by 
defining a logical-operational  process in order to understand the different effects of 
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possible scenario evolutions. Improvement of the results is due to the implementation 
of analysis tools such as those described in this work. The reference is to the theory of 
real options, applicable today in a rather expeditious way with the software available, 
and the Monte Carlo simulation method, which makes it possible to trace a large 
number of development paths of the project. 

The different operational phases of the model used for the optimization of the sce-
nario analyses require a careful selection of the data sources. Only the rigorous 
processing of numerical information allows for the correct characterization and quan-
tification of the parameters that determine the extent of the extended NPV of the 
project. This returns the value of the positive potential that can result from manage-
ment flexibility and innovation. 

In implementing a wind farm project, the economic evaluation shows great validi-
ty, allowing to express a value investment with real options that 34% higher than the 
value of the same project in the base case , i.e. in the case in which all decisions are 
taken at time zero. 

References 

1. Pennisi, G.: Tecniche di valutazione degli investimenti pubblici, Istituto Poligrafico e Zec-
ca dello Stato, Roma (1991) 

2. Saaty, T.L.: Fundamentals of Decision Making and Priority Theory with the Analytic Hie-
rarchy Process. RWS Publications, Pittsburgh (1994) 

3. Morano, P., Nesticò, A.: Un’applicazione della programmazione lineare discreta alla defi-
nizione dei programmi di investimento. Aestimum (50). University Press, Firenze (2007) 

4. De Mare, G., Nesticò, A., Caprino, R.M.: La valutazione finanziaria di progetti per il rilan-
cio del territorio. Applicazioni a casi reali, FrancoAngeli, Milano (a cura di, 2012)  

5. De Mare, G., Lenza, T.L., Conte, R.: Economic evaluations using genetic algorithms to de-
termine the territorial impact caused by high speed railways. World Academy of Science, 
Engineering and Technology, ser. ICUPRD 2012 (71) (2012)  

6. De Mare, G., Morano, P., Nesticò, A.: Multi-criteria spatial analysis for the localization of 
production structures. Analytic Hierarchy Process and Geographical Information Systems 
in the case of expanding an industrial area. World Academy of Science, Engineering and 
Technology, ser. ICUPRD (71) (2012) 

7. Micalizzi, A.: Opzioni Reali. Logiche e casi di valutazione degli investimenti in contesti di 
incertezza. EGEA, Milano (1999) 

8. Dixit, A.K., Pindyck, R.S.: The Options Approach to Capital Investment. Harward Busi-
ness Review (1995) 

9. Fernandes, B., Cunha, J., Ferreira, P.: The use of real options approach in energy sector in-
vestments. Renewable and Sustainable Energy Reviews (15) (2011) 

10. Barnett, M.L.: Paying attention to real options. R&D Management 35(1) (2005)  
11. Kensinger, J.W.: Adding the value of active management into the capital budgeting equa-

tion. Midland Corporate Finance Journal 5(1) (1987)  
12. Dixit, A.K., Pindyck, R.S.: Investment Under Uncertainty. Princeton University Press, 

Princeton (1994) 
13. Trigeorgis, L.: Real Options: Managerial Flexibility and Strategy in Resource Allocation. 

MIT Press, Cambridge (1996) 



 The Economic Evaluation of Investments in the Energy Sector 373 

 

14. de Neufville, R.: Real Options: Dealing With Uncertainty in Systems Planning and Design. 
Integrated Assessment 4(1) (2003) 

15. Yeo, K.T., Qiu, F.: The value of management flexibility – a real option approach to in-
vestment evaluation. International Journal of Project Management 21 (2003) 

16. Florio, M.: La valutazione degli investimenti pubblici, vol. I, Franco Angeli, Milano 
(2001) 

17. De Mare, G., Nesticò, A., Tajani, F.: The Rational Quantification of Social Housing. An 
Operative Research Model. In: Murgante, B., Gervasi, O., Misra, S., Nedjah, N., Rocha, 
A.M.A.C., Taniar, D., Apduhan, B.O. (eds.) ICCSA 2012, Part II. LNCS, vol. 7334, pp. 
27–43. Springer, Heidelberg (2012) 

18. Kogut, B., Kulatilaka, N.: Options Thinking and Platform Investment: Investing in Oppor-
tunity. California Management Review 36(2) (1994) 

19. Mun, J.: Real Options Analysis. Tools and Techniques for Valuing Strategic Investments 
and Decisions. John Wiley & Sons, Haboken (2002) 

20. Luehrman, T.A.: Investment Opportunities as Real Options: Getting Started on the Num-
bers. Harvard Business Review (1998) 

21. Black, F., Scholes, M.: The Pricing of Options and Corporate Liabilities. Journal of Politi-
cal Economy 81 (1973) 

22. Merton, R.C.: Theory of Rational Option Pricing. Bell Journal of Economics and Man-
agement Science 4 (1973) 

23. Cox, J.C., Ross, S.A., Rubinstein, M.: Option Pricing: A Simplified Approach. Journal of 
Financial Economics 7 (1979) 

24. Myers, S.C.: Determinants of corporate borrowing. Journal of Financial Economics 5 
(1977) 

25. Copeland, T., Antikarov, V.: Real Options. Texere LLC, New York (2001) 
26. Kogut, B., Kulatilaka, N.: Capabilities as Real Options. Organization Science 12 (2001) 
27. Amram, M., Kulatikala, N.: Real Options. Strategie d’investimento in un mondo dominato 

dall’incertezza. ETAS, Milano (2000) 
28. Triantis, A.J.: Real Options. In: Logue, D., Seward, J. (eds.) Handbook of Modern 

Finance. Research Institute of America, New York (2003) 
29. Boyle, P.P.: Options: A Monte Carlo Approach. Journal of Financial Economics 4 (1977) 
30. Areal, N., Rodrigues, A., Armada, M.J.R.: Improvements to the Least Squares Monte Car-

lo Option Valuation Method. Derivatives Research 11 (2008) 
31. Triantis, A., Borison, A.: Real Options: State of the Practice. Journal of Applied Corporate 

Finance 14(2) (2001) 
32. Kumbaroglu, G., Madlener, R., Demirel, M.: A Real Options Evaluation Model for the 

Diffusion Prospects of New Renewable Power Generation Technologies. In: Proceedings 
of the 6th IAEE European Conference “Modelling in Energy Economics and Policy“, Zu-
rich, Switzerland (2004) 

33. Ramirez, N.: Valuing Flexibility in Infrastructure Developments: The Bogota Water 
Supply Expansion Plan. MIT, Cambridge (2002) 

34. Bøckman, T., Fleten, S.E., Juliussen, E., Langhammer, H.J., Revdal, I.: Investment Timing 
and Optimal Capacity Choice for Small Hydropower Projects. European Journal of Opera-
tional Research 190 (2007) 

35. Fleten, S.E., Maribu, K.M., Wangensteen, I.: Optimal Investment Strategies in Decentra-
lized Renewable Power Generation under Uncertainty. Energy 32 (2007) 

36. Munõz-Hernández, J.I., Contreras, J., Caamaño, J., Correia, P.F.: Risk assessment of wind 
power generation project investments based on real options. In: Proceedings from the 13th 
International Congress on Project Engineering, Badajoz (2009) 



374 G. De Mare, B. Manganelli, and A. Nesticò 

 

37. Venetsanos, K., Angelopouloua, P., Tsoutsos, T.: Renewable energy sources project ap-
praisal under uncertainty: the case of wind energy exploitation within a changing energy 
market environment. Energy Policy 30 (2002)  

38. ENEA, Unità Centrale Studi e Strategie. Domanda e offerta di energia in Italia e nel mon-
do: situazione attuale e scenari futuri, Energia Ambiente e Innovazione (3) (2012)  

39. REN21. Renewables 2012 Global Status Report (2012), http://new.ren21.net/  
40. International Energy Association. IEA WIND 2011 Annual Report (2011) 
41. European Commission. Wind Energy. The facts. Costs & Prices, vol. II (2010) 
42. SVIMEZ and SRM. Energie rinnovabili e territorio. Scenari economici, analisi del territo-

rio e finanza per lo sviluppo, Giannini Editore, Napoli (2011)  
43. Terna Rete Italia. Dati Statistici sull’energia elettrica in Italia. L’elettricità nelle Regioni, 

Terna Rete Italia, Roma (2012a)  
44. Terna Rete Italia. Previsioni della domanda elettrica in Italia e del fabbisogno di potenza 

necessario. Anni 2012-2022, Terna Rete Italia, Roma (2012b)  
45. Gestore del Mercato Elettrico. Notiziario Borsa Italiana dell’energia (56) (2013)  
46. Hebei Electric Power Design & Research Institute. Statement of maintenance cost & resi-

dual value (2009) 
47. Méndez, M., Goyanes, A., Lamothe, P.: Real Options Valuation of a Wind Farm. Univer-

sia Business Review (2009) 
48. Amicarelli, V., Tresca, F.A.: Considerazioni economiche sulla produzione di energia eoli-

ca. Energia Ambiente e Innovazione (6) (2011)  
49. Commissione Europea, programmazione 2007-2013, Orientamenti metodologici per la 

realizzazione delle analisi costi-benefici  
50. Longstaff, F.A., Schwartz, E.S.: Valuing American Options by Simulation: a Simple 

Least-Squares Approach. The Review of Financial Studies 14 (2001) 
51. Blanco, C., Choi, S., Soronow, D.: Energy Price Processes Used for Derivatives Pricing & 

Risk Management. Financial Engineering Associates (2001) 
52. De Mare, G., Nesticó, A., Tajani, F.: Building investments for the revitalization of the ter-

ritory. A multisectoral model of economic analysis. In: Murgante, B., Misra, S., Carlini, 
M., Torre, C.M., Quang, N.H., Taniar, D., Apduhan, B.O., Gervasi, O. (eds.) ICCSA 2013, 
Part III. LNCS, vol. 7973, pp. 493–508. Springer, Heidelberg (2013) 

53. De Mare, G., Manganelli, B., Nesticó, A.: Dynamic analysis of the property market in the 
city of avellino (Italy):The wheaton-di pasquale model applied to the residential segment. 
In: Murgante, B., Misra, S., Carlini, M., Torre, C.M., Quang, N.H., Taniar, D., Apduhan, 
B.O., Gervasi, O. (eds.) ICCSA 2013, Part III. LNCS, vol. 7973, pp. 509–523. Springer, 
Heidelberg (2013) 



 

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 375–390, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Qualitative and Quantitative Analysis  
on Metadata-Based Frameworks Usage 

Eduardo Guerra1 and Clovis Fernandes2 

1 National Institute for Space Research (INPE) - Laboratory of Computing and Applied 
Mathematics (LAC) - P.O. Box 515 – 12227-010 - São José dos Campos, SP, Brazil  

2 Aeronautical Institute of Technology (ITA) - Praça Marechal Eduardo Gomes,  
50 CEP 12.228-900 - São José dos Campos – SP, Brazil 
guerraem@gmail.com, clovistf@uol.com.br 

Abstract. The usage of metadata-based frameworks is becoming popular for 
some kinds of software, such as web and enterprise applications. They use 
domain-specific metadata, usually defined as annotations or in XML 
documents, to adapt its behavior to each application class. Despite of their 
increasingly usage, there are not a study that evaluated the consequences of 
their usage to the application. The present work presents the result of an 
experiment that aimed to compare the development of similar applications 
created: (a) without frameworks; (b) with a traditional framework; (c) with a 
metadata-based framework. As a result, it uses metrics and a qualitative 
evaluation to assess the benefits and drawbacks in the use of this kind of 
framework. 

Keywords: framework, metadata, metric, experiment, software design, 
software architecture. 

1 Introduction 

A framework is a set of classes that supports reuses at larger granularity. It defines an 
object-oriented abstract design for a particular kind of application that does not enable 
only source code reuse, but also design reuse [1]. Frameworks can enable 
functionality extension by providing abstract methods in its classes that should be 
implemented with application-specific behavior. Other alternative is to provide 
methods to configure instances for which part of the functionality is delegated. This 
instances can be application-specific or from framework's built-in classes [2]. In the 
present work, the frameworks that use those approaches based on inheritance or 
composition to enable its extension are called Traditional Frameworks. 

The framework structures have evolved and recent ones make use of introspection 
[3] [4] to access at runtime the application classes’ metadata, like their superclasses, 
methods and attributes. As a result, it eliminates the need for the application classes to 
be coupled with the framework abstract classes and interfaces. The framework can, 
for instance, search in the class structure for the right method to invoke. The use of 
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this technique provides more flexibility to the application, since the framework reads 
dynamically the classes structure allowing them to evolve more easily [5]. 

For some frameworks, however, once they need a domain-specific or application-
specific metadata to customize their behavior, the information found in the class 
definition is not enough [6]. This kind of information can be represented and defined 
in code annotations [7], external sources, like XML files and databases, or implicitly 
by using naming conventions [8] [9]. In the present work this kind of framework is 
named Metadata-based Framework, which can be defined as the one that process  
their logic based on the metadata from the classes whose instances they are working 
with [10]. 

Before this study, not much information about the benefits of developing and using 
metadata-based frameworks were found in the literature, but some development 
communities are increasingly adopting them as standards. Consistent with that, there 
are many recent frameworks developed and APIs defined using this approach, such as 
Hibernate [11] , EJB 3 [12], Struts 2 [13] and JAXB [14].  

The main goal of this study is to evaluate the benefits and drawbacks in the usage 
of metadata-based framework. In order to do that, an experiment was conducted 
aiming to compare the uses of traditional and metadata-based frameworks to create 
the same functionality. The experiment carried out during an undergraduate course of 
advanced topics in object-orientation. The students using three different approaches 
developed the same application: (a) without frameworks; (b) with a framework that 
do not use metadata; (c) with a metadata-based framework. Students also answered a 
questionnaire to register their impressions on the experience.  

Metrics and visualization techniques were applied to the source code of the three 
applications in order to evaluate the design of each one. Issues like coupling, amount 
of code and complexity were considered in the analysis. Other more subjective issues 
like the facility to use the framework, easiness to evolve the application and the 
development time were addressed in the questionnaire and in observations during the 
implementation. The evaluation resulted in a set of consequences, both positives and 
negatives, concerning the use of metadata-based frameworks.  

2 Metadata-Based Frameworks 

Metadata is an overloaded term in computer science and can be interpreted differently 
according to the context. In the context of object-oriented programming, metadata is 
information about the program structure itself such as classes, methods and attributes. 
A class, for example, has intrinsic metadata like its name, its superclass, its interfaces, 
its methods and its attributes. In metadata-based frameworks, the developer also must 
define some additional application-specific or domain-specific metadata. 

The metadata consumed by the framework can be defined in different ways [9]. 
One alternative is to define them in external sources, like XML files and databases. 
Another possibility that is becoming popular in the software community is the use of 
code annotations, which is supported by some programming languages like Java [7] 
and C# [15]. Using this technique the developer can add custom metadata elements 
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directly into the class source code. The use of code annotations is also called attribute-
oriented programing [6] [16]. 

Metadata-based frameworks can be defined as frameworks that process their logic 
based on the metadata of the classes whose instances they are working with [10]. The 
use of metadata changes the way frameworks are build and how software developers 
use them. In metadata-based frameworks there are some variable points in the 
framework processing which are determined by class metadata. Reflective algorithms 
in some cases cannot be applied due to more specific variations for some classes. In 
this context, metadata can be used to configure specific behaviors when the 
framework is working with that class. 

From developer's perspective in the use of this kind of framework, there is a 
stronger interaction with metadata configuration than with method invocation or class 
specialization. That makes the number of method invocations in framework classes 
smaller and localized. 

The following are examples of how metadata-based frameworks and APIs can be 
used in different contexts: Hibernate [11] is a framework for object-relational 
mapping; SwingBean [19] is a framework that generates forms and tables in Java 
Swing based on class structure and metadata; EJB 3 [12] is an standard Java EE API 
for enterprise development that uses metadata to configure concerns such as access 
control and transaction management; and JColtrane [20] is a XML parsing framework 
based on SAX which uses annotations for conditions to define when handler's 
methods should be invoked. 

3 Experiment Description 

One of the great difficulties to evaluate the benefits and drawbacks of the use of a 
metadata-based framework is the nonexistence of comparison basis. In other words, it 
is hard to find two frameworks with the same purpose, one build using traditional 
methods and other based on metadata, that can both be used for comparison. Four 
different scenarios abstracted from existent frameworks were used as reference for the 
case studies in this experiment. 

The experiment main goal can be defined as: “To create traditional and metadata-
based frameworks for the same purpose and applications with the same behavior 
using them, aiming to generate a comparison basis and identify the benefits and 
drawbacks of the metadata-based approach.” 

According to [21] classification, a Controlled Experimentation Method is used in 
the experiment, that can also be classified as a Synthetic Environment Experiment, 
since it is performed on an academic setting and simulates the creation of a piece of 
functionality in an application. Based on the taxonomy presented by [22], the 
experiment is designed to present cause-effect results, to be performed by novices and 
on an in-vitro environment. A similar approach to evaluate implementation 
approaches can be found in [23] and [24]. 

The following are the requirements that were considered in the elaboration of the 
experiment to reach its objectives: (a) two frameworks for the same purpose must be 
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created using the traditional and the metadata-based approach; (b) solutions with the 
same external specified behavior must be developed using both frameworks and also 
without their use; (c) solutions with the same specified behavior to be compared must 
not be developed by the same persons; (d) neither the frameworks nor the solutions 
that implements the specified behavior must be developed by the present work's 
authors; (e) the development time of the solutions must be measured; (f) the design of 
the solutions must be assessed; and (g) the participants development experience to 
create the solutions must be assessed. 

The experiment took place in Advanced Topics in Object Orientation discipline, 
which is an optional class in the fifth year of the Computer Engineering graduation 
coarse in the Aeronautical Institute of Technology. It was executed in the second 
semester of 2009, when twelve students attended the course. They were divided in 
four groups of three students, one for each scenario. 

3.1 Experiment Stages 

The development of the frameworks and the implementations using them, were 
divided in five distinct stages. The class was divided in four groups of three students, 
each responsible for the development of the first solution and both versions of the 
framework for one scenario. Other distinct groups developed the other solutions using 
the frameworks. Fig. 1 illustrates graphically the experiment stages and the software 
products generated in each one. 

In Stage 1, students received a specification with the solution requirements that 
must be implemented by them. More than one class could compose this solution and 
the specification also defined how an external class should interact with them to use 
its functionality. Based on this defined protocol, the students also had to create an 
automated test suite to verify if the solution implements the specified requirements. 
They must not use frameworks and they should measure the development time for the 
solution's and test suite's implementation. This stage was executed at the student's 
home, and was carried on the beginning of the coarse when only testing techniques 
and basic concepts had been taught. 
 

1

Tests

Solution 1 1 Framework 1

FW1

2

Tests

Solution 2

FW1
1 Framework 2

FW2

3

Tests

Solution 3

FW2

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

 

Fig. 1. Experiment stages representation 
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In Stage 2, the same group should develop a framework using traditional and 
reflection techniques in order to make easier the creation of similar solutions of the 
one developed in Stage 1. The framework scope and functionalities were specified in 
a document and used by the students as a reference. They also should provide 
documentation for the framework usage. The only restriction was that the framework 
must not use annotations or information defined externally. Nothing was said about 
reflection and code conventions in the specification, but their use were allowed. This 
stage was executed at their home as well, and happened at the middle of the coarse 
when reflection and object-oriented design techniques had already been taught. 

 In Stage 3, the group that worked in a different scenario should implement a 
solution similar to the one developed on Stage 1, but using the framework developed 
in Stage 2. The students received the same requirements specification used in Stage 1 
and the framework documentation developed in Stage 2 to be read just before the 
implementation beginning. Students also received a project configured with: the tests; 
the framework in the classpath; and empty classes needed for the test to compile. The 
solution was considered implemented when the test suite executed successfully. This 
stage was executed in the class lab and the present work’s author measured the 
implementation time. 

In Stage 4, the same group that implemented stages 1 and 2 should develop a 
metadata-based framework for the same purpose of the one developed in Stage 2. The 
framework scope, functionalities and the role of metadata were specified in a 
document and used by the students as a reference. They also should provide 
documentation for the framework usage as they did in Stage 2. This stage was 
executed at their home, and was accomplish at the end of the coarse when annotations 
and techniques to develop frameworks with metadata had already been taught. 

In Stage 5, a group that has not been worked already in the scenario should 
implement a solution similar to the ones developed in stages 1 and 3, but using the 
framework developed in Stage 4. The conditions were similar to Stage 3. This stage 
was executed in the class lab and the present work’s author measured the 
implementation time. 

The solutions developed by the students are not complete applications, but pieces 
of code that could potentially be a part of an architectural layer. They focused on a 
single concern, which is the domain aimed by the frameworks to be developed. 
Therefore, the specifications define simple problems to be implemented nevertheless 
with a lot of constraints to simulate the requirements of a real application.  

The groups were free to use any strategy learned in the classes for the first 
framework implementation, since it fulfills the objective to make easier the 
development of that kind of solution. For the second framework, the specification 
defined more clearly for which purpose the metadata would be used and students did 
not have much freedom on their choices.  

Each case study aimed to use respectively the following scenarios for the metadata 
usage: (a) mapping between command-line parameters and a class that represents 
them; (b) validation of method parameters and constraints; (c) stock market event 
handling; and (d) automatic generation of an HTML form. Each scenario focuses on a 
different architectural pattern documented for this kind of framework [25].  
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This scenario diversity is important to enable assessment of, not only the general 
characteristics, but also the specific ones from each distinct metadata usage. 

After the implementation, the design of each solution was measured and evaluated 
using the metrics and the visualization techniques, such as polymetric views [26] and 
class blueprints [27].  The development experience was assessed through time 
measurements, the present work's author's observations and the student’s answers to a 
questionnaire whose questions are presented in the next subsection.  

3.2 Questionnaire 

The students answered a questionnaire at the end of Stage 5 to evaluate their 
experience and impressions on the development of each solution.  

The students filled a table answering for each solution development the following 
three questions: (1) how easy was the development of the application's source code; 
(2) how easy was the use of the framework; and (3) how easy would be to change the 
code to add new features. Each question could be answered as one of the following 
alternatives: (a) very easy; (b) easy; (c) average; (d) hard; and (e) very hard. The 
students also wrote a free text about their experience to justify his answers, which was 
also considered in the analysis. 

To compare quantitatively the characteristics of each solution, the answers were 
turned into numbers using numeric scale from one to five respectively from very easy 
to very hard.  This quantitative analysis was complemented with a qualitative one, 
using the author's observations and the answers to the open question. 

3.3 Limitations 

Despite the fact that the experiment achieved all the requirements, it still has some 
inherent limitations that can influence the implementations, which are used for the 
measurements and the conclusions. The following are the identified limitations that 
can have influence in the implementations: (a) the students learned about object-
oriented design and frameworks from the beginning to the end of the Advanced 
Topics in Object Orientation discipline, which might have some influence in the 
source code quality; (b) the students did not have a wide experience in framework 
development and the difficulties in its use could have been from problems in the 
framework; (c) the solutions developed are not entire applications and the creation of 
only a functionality piece might not simulate the usage of a framework in a real 
system; and (d) the requirements in the specifications were not taken from real 
applications and were created to match the metadata usage scenarios, which might not 
be a precise simulation of a real development.   

To deal with the two first limitations, the present work’s author, who also observed 
the implementations, examined student’s source code carefully. Whenever mistakes 
that can compromise the analysis were found, they were considered and referenced in 
the analysis in order to not invalidate the conclusions. 

The two last limitations are related to the specifications and requirements used for 
each scenario. The requirements are based on concerns that might appear in real 
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applications. The clear specification of how a class should interact with the solution 
simulates the framework usage encapsulation in order to minimize the effect of the 
implementation to cover only a piece of functionality. 

The time measurements and the questionnaires can also suffer variations due to the 
following experiment characteristics: (a) the solution developed is a small piece of 
software and any unexpected fact, such as a bug, can increase greatly the relative 
development time; (b) students might have unconsciously evaluated the difficulty to 
develop each solution in comparison to the solutions of the other case studies 
developed; and (c) student could have more difficulty in software programming then 
others and this could interfere in the comparison between their answers.  

To avoid the influence of those factors in the conclusions, the analysis of solutions 
developed was not strictly quantitative, but also qualitative. The present work’s 
author, who took notes about students’ difficulties and other events that could 
interfere with the results, observed the development of stages 3 and 5. The students 
also had an opportunity in the questionnaire to write their impressions about the 
development and justify their answers. This information was considered to the 
conclusions.  

The solution was developed in class by the group, which helped to eliminate the 
influence of personal difficulties in programming, since the students helped each 
other to finalize the implementation. It was also important in the equality of each 
group's development capacity, to make the comparison of development time 
measurements more reliable. 

4 Experiment Experience 

The objective of this section is to present the questionnaire answers and the 
development time measurements. These data are used in the analysis performed in the 
next sections.Table 1 presents a summary of the the questionnaire answers.  

Table 1. Questionnaire answers and development time  

Scenario Questions Without 
Frameworks 

Traditional 
Framework 

Metadata-based 
Framework 

A 

Difficulty to Develop 5 11 10 
Difficulty to Use - 8 11 
Difficulty to Modify 9 10 6 
Development Time 180 min 97 min 120 min 

B 

Difficulty to Develop 12 9 6 
Difficulty to Use - 12 6 
Difficulty to Modify 12 11 5 
Development Time 300 min 144 min 43 min 

C 

Difficulty to Develop 8 9 7 
Difficulty to Use - 9 12 
Difficulty to Modify 7 12 9 
Development Time 150 min 71 min 83 min 

D 

Difficulty to Develop 10 7 6 
Difficulty to Use - 9 6 
Difficulty to Modify 14 8 9 
Development Time 360 min 128 min 68 min 
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The first column presents the number of the case study group with the development 
time for each case study in each phase. The questions are presented in a simplified 
way, but they represent the three questions described in the section 3.2. The three 
students answers in each experiment stage were summed and are presented at  
the table. It is important to highlight that for the implementation without frameworks, 
the time was measured by the students, but in the other phases, were measured by the 
present work's author. 

5 Case Studies Metrics and Analysis 

This section presents the metrics taken from the solutions and an analysis from the 
results of each case study. The metrics were based on the one from the overview 
pyramid [28], which is a metrics-based mean that both describe and characterize the 
structure of an object-oriented system by quantifying its complexity, coupling and 
usage of inheritance. The measured values for each version of each scenario are 
presented on Table 2. 

Table 2.   Metrics values for the three versions of each scenario. The metrics are Number of 
Classes (NOC), Number of Methods (NOM), Cyclomatic Number (CYCLO), Lines of Code 
(LOC), Number of Operation Calls (CALLS) and Number of Called Classes (FANOUT). 

 Scenario a Scenario b Scenario c Scenario d 

 1 2 3 1 2 3 1 2 3 1 2 3 
Simple Metrics 
NOC 4 4 4 5 5 5 14 11 14 2 2 2 
NOM 26 29 23 18 16 16 58 48 71 35 21 21 
LOC 163 172 119 82 61 28 271 204 249 287 108 76 
CYCLO 41 48 30 26 9 9 80 65 83 74 21 21 
CALLS 27 29 17 23 16 2 43 20 14 44 5 1 
FANOUT 16 24 13 21 5 1 30 17 11 15 2 1 
Computed Proportions 
NOM/NOC 6.5 7.25 5.75 3.6 3.2 3.2 4.14 4.36 5.07 17.5 10.5 10.5 
LOC/NOM 6.26 5.93 5.17 4.55 3.81 1.75 4.67 4.25 3.50 8.2 5.14 3.61 
CYCLO/LOC 0.25 0.27 0.25 0.31 0.14 0.32 0.29 0.31 0.33 0.25 0.19 0.27 
CALLS/NOM 1.03 1.0 0.73 1.27 1. 0.12 0.74 0.41 0.19 1.25 0.23 0.04 
FANOUT/CALLS 0.59 0.82 0.76 0.91 0.31 0.5 0.69 0.85 0.78 0.34 0.4 1.0 

 
The analysis takes in consideration the metrics, a qualitative code analysis, 

questionnaire answers, students’ observations, development time and the author's 
observations during the development. The following subsections present a detailed 
analysis of each case study. 

5.1 Scenario 1 -  Command-Line Parameters Mapping 

Analyzing the absolute number of lines of code on Table 2, it is possible to verify that 
the lines of code increased a little comparing the solution without frameworks with 
the solution using the traditional framework. The solution using the metadata-based 
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framework has the lower number of  lines of code, even if seven additional ones used 
for annotations were considered.  

The Intrinsic Operation Complexity (CYCLO/LOC) do not change much among 
the implementations, but considering the reduction in the lines of code, it is not the 
best metric to evaluate the solution's complexity. Since the quantity of methods 
remains more stable, the complexity per method is probably a better indicator. 
Calculating the Cyclomatic Complexity per Method of each solution, it is possible to 
observe that the solution with metadata has less value. 

According to the development times presented in Table 1, the solution using the 
traditional framework was the fastest to implement followed by the one using the 
metadata-based framework. From the students notes and from author's observations, 
the following factors slowed down the development in Stage 5: (a) the framework was 
hard to understand and did not support the mapping of most of the situations; (b) the 
exceptions did not point out where were the problems; and (c) some framework 
exceptions had the same name of application exceptions in the test, which was a fact 
that took some time for the students to perceive.  

According to Table 1, the solution without framework was considered easier to 
develop but the students recognized that it demanded a lot of manual work. Despite 
the second solution had been the fastest to implement, the students had the feeling that 
the framework did not help and increased the development complexity. The metadata-
based framework was considered even more complex to understand and with a 
development difficulty similar to the second solution, but it was considered easier to 
maintain. 

From the first to the second solution, the development time was reduced despite the 
framework being considered hard to understand and the solution having more lines of 
code and cyclomatic complexity. This fact can be assigned to the guidance that the 
framework usage provided for the developers to design the solution's structure. 

In the metadata-based framework, the lean and less complex source code did not 
offset difficulty to understand and use the framework. The framework made difficult 
the development since the mapping functionalities did not support the application 
needs. In the case study, for seven properties to be mapped, only three could be 
mapped using only the metadata. 

Observing the implementation, it is possible to notice that using the metadata-
based framework, the implementation of some mapping methods was not necessary 
since the metadata was enough for the framework to execute the translation. This 
reduction of effort can be perceived in the metrics by the reduction of complexity and 
lines of code, but it was not enough to reduce the development time. Following this 
logic, if the framework supported more mapping functionalities only through 
metadata configuration, those benefits probably would be higher, consequently 
reducing the development time.  

Another difficulty highlighted in the student's comments was the unclear messages 
in the exceptions threw by the framework. Those messages did not pointed out what 
was wrong in the metadata configuration, which hindered in the debug, taking a 
considerable piece of the development time away. 
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5.2 Scenario 2 -  Method Invocation Constraints 

Following the implementation's lines of code evolution on Table 2, it is possible to 
notice that using the frameworks they got reduced. Even considering the lines of code 
with annotations, that sums 21, the metadata-based framework is the shortest solution. 
The complexity was reduced using both frameworks, since they work with 
configurations and eliminate the implementation of rules of the application code. 

In all the solutions, a proxy was used to implement the validation. In the first 
solution the proxy was implemented manually and used a lot of operation calls to 
implement the required validations in each method, which explains the coupling 
metrics. The number of calls in the solution that used the traditional framework were 
concentrated in the method that configured the proxy, which invoke a great number of 
operations on the framework classes. In the solution that uses annotations, only one 
call to a framework class was needed since it configured the validations based on 
annotations on the interface. Due to those annotations, this interface had with the 
framework a semantic coupling, which is not addressed by the metrics.  

A large difference in the development time between the implementations can be 
found in Table 1. According to the students, the code creation was hard-working in 
the Stage 1 due to a lot of specifications for each method validation that did not allow 
code reuse. The creation of the method context validation was pointed by the students 
as specifically hard. 

In the second solution, developed with the traditional framework, the students 
pointed the framework out as one great difficulty. This fact can be verified in Table 1. 
The lack of documentation for some features made necessary the consultation of the 
framework authors during the development. The framework also did not implement 
correctly the functionalities for method context validation, and consequently five unit 
tests were unable to execute successfully. The solution was not flexible to allow an 
extension to workaround this problem. 

The students considered the implementation using the metadata-based framework 
easier and indeed the development time was significantly smaller. According to the 
group, the annotation names made them intuitive to use. They also felt that the code 
became a little polluted with the annotations, but they recognize that it was worth for 
the other benefits. 

The development strategies used in Stage 1 and in Stage 3 were completely 
different. In the first solution the proxy implemented the validation rules in each 
method, using conditional rules to identify the invalid invocations, which explains its 
higher cyclomatic complexity. In the second solution, the proxy was created by the 
framework and configured by the application invoking methods to set the constraints 
in the proxy class. This configuration did not demand conditional logic, which 
reduced the solution complexity. 

The solution implementation using the traditional framework had some problems 
that impacted in the development time, such as the framework lack of documentation 
and missing functionalities. The present work's author, which followed the 
implementation, judges that without those problems, the team probably would not had 
reached closer to the last development time. 

The coupling had a remarkable difference between the second solution and the one 
that uses metadata. The source code that created the proxy using the traditional 
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framework were completely dependent on that application class. Contrasting to this, 
in the third solution this source code was independent from the application class. For 
instance, in an application whose method invocations should be validated, using the 
metadata-based framework it would be possible to reuse the code for proxy creation 
for all classes. Notwithstanding, that would not be true using the traditional 
framework.  

5.3 Scenario 3 -  Stock Exchange Events 

The size and complexity metrics do not change much among the implementations 
according to Table 2. The solution with the traditional framework has the lowest lines 
of code number, but amounts of unused code were found in the third solution. It was a 
student's attempt to implement the event representation that was not cleaned when 
another alternative was chosen.  

The coupling is a characteristic that observing the metrics clearly changes among 
the implementations. The use of interfaces provided by the framework reduced the 
coupling between the event generator and event handlers. The metadata usage 
reduced even more this coupling, making easier changes in both sides. Fig. 2 presents 
the blueprint complexity [27] for the three developed solutions. The dark blue edges, 
that represent method invocations among classes, are clearly reduced following the 
implementations. 

 

Fig. 2. Class Blueprint from the three implementations 

It was expected that the complexity be reduced using the metadata-based 
framework, due to rules configuration using annotations. The students that 
implemented that solution misuse the framework and did not use the annotations to 
receive only the events with the desired property values.  
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Observing Table 1, the solution with the traditional framework was the one with 
the littlest development time. According to the student's observations, the framework 
guided the implementation using its interfaces in the application classes and the 
solution programming was simple. 

In opposition to this, the implementation using the metadata-based framework was 
interfered by many problems that occurred. One of the problems was related to the 
environment configuration. The metadata-based framework version used an external 
library to create the dynamic proxies and that library was not included in the path of 
the project template used by the students. The exception thrown by the framework 
was not clear about this and it took some time for the students to perceive that a 
library was missing. The time used to copy the files and configure the project was not 
considered in the development time. 

According to the framework documentation, for attributes in event classes, wrapper 
classes must be used instead of primitive types. For instance, Integer should be used 
instead of int. The students that implemented the solution did not attend to this and 
used primitive types. The framework did not throw an error and simply did not 
populate that attributes in the event. The group expended a long time finding out what 
was wrong. 

The consequences of this fact can be observed in Table 1. For the metadata-based 
framework, the framework usage was considered more difficult than the application 
development itself.  For the second implementation no exceptional fact was observed 
or reported by students, and even so they felt some difficulty in it. The 
implementation itself was not complicated, so the solution without frameworks, 
despite taking more time, was considered easy to create.  

In this case study, the use of metadata did not reduce the amount of source code 
which should be developed. The reduction in complexity could not be evaluated since 
the framework functionalities that could impact on this were not used on the solution. 
Contrasting this, the reduction on the coupling between the event generator and its 
handler could be clearly observed by the metrics and the views. 

The problems that occurred showed that using a metadata-based framework the 
developers lose even more control over the processing flow. Unexpected situations 
that happen inside the framework classes, even due an application class 
misconfiguration, are hard to be identified and understood by the developers. It 
highlights the importance of a good error handling strategy implemented by the 
framework, to validate the class structure and metadata. 

5.4 Scenario 4 – HTML Form Generator 

According to Table 2, the size metrics reduced through the implementations, 
especially from the solution without framework to the solution using a traditional 
framework. If the 24 lines of code with annotations were considered in the last 
solution, the difference comparing to the second implementation is not so significant. 

The solution without frameworks used many methods defined in the same class to 
generate the HTML form. The inFusion tool, used to generate the overview pyramid, 
pointed this class out as a God Class and found two Feature Envies inside it [28].  
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Using the traditional framework, the functionality implementation was reduced to 
one method that invokes the framework many times to configure the form specific 
characteristics. The last solution was similar, but those configurations are in 
annotations on the target class, reducing even more the method size. This also 
explains the reduction in the coupling metrics. 

For this case study, the development time using metadata-based frameworks was 
almost the half of the time to create the solution using the traditional framework, as 
presented in Fig. 2. Without using the frameworks, the development time was really 
longer, which confirms that developing a graphical interface can be a time consuming 
task.  

The only exceptional situation observed was in the use of the traditional 
framework, when the students did not observe in the documentation that the class 
attributes should be public and then they took some time to find out what was wrong. 
By the observations during the development, without that setback the development 
time would not be largely reduced. 

According to the students’ evaluation, presented in Table II, the solution without 
framework was hard to create and could be considered even harder to modify. A 
student noted that the solution was not flexible and impossible to be reused to 
generate another form. Comparing the answers in the table, it is possible to affirm that 
the implementations had a technical draw in difficulty to develop and to change. The 
major difference was in the framework understanding, which was reinforced by some 
student's observations. According to them, the traditional framework use 
configurations in imperative code that is not much intuitive. The opposite was stated 
for the metadata-based framework.     

This case study illustrates how the solutions with similar size metrics, considering 
the annotation's lines of code, could have a great difference in the development time. 
This was the only case study that did not have great issues that could interfere in the 
development time in the implementation with both frameworks. The reason can be 
found in the following student's observations: it is more intuitive to define metadata 
declaratively close to the code element which it is referring to, than using imperative 
code and referencing the code elements using strings.  

The coupling in this case study also reduced through the implementations. Using 
the metadata-based framework, the same method could be used to generate the HTML 
forms for different classes since the difference between them can be found in their 
defined metadata. Contrarily, using the traditional framework different methods must 
be used for different classes, since the configurations should be made inside the 
methods. 

6 General Analysis 

A first conclusion that can be draw based on the metrics and development time is that 
the frameworks, traditional or metadata-based, bring benefits in the application design 
and can increase the productivity in those scenarios. However, its usage is inadvisable 
when it does not fulfill the application's needs and it is not flexible enough to be 
adapted to them. The frameworks provide an easy way to reuse functionality among 
features of the same application and even among different ones. Besides, they guide 



388 E. Guerra and C. Fernandes 

 

the development providing a ready-to-use design structure to the application, which 
can reduce the development time even when the lines of code are almost the same 
comparing to a solution without their use.    

A metadata-based framework can potentially provide a solution in which the 
developer can add metadata to the existent classes intuitively increasing productivity, 
as it happened in the groups 2 and 4. In contrast to this, as evidenced by groups 1 and 
3, the use of a framework based on metadata do not guaranties a high productivity. 
Consistent with this, in group 1 the solution that used the metadata-based framework 
took more time even having less lines of code.    

According to [29], the lack of an explicit control flow in applications which uses 
frameworks can difficult the developer's understanding of it.  In frameworks that use 
the metadata-based approach, where the adaptations are based on the class metadata, 
this problem is even worst since the flow of control is even more implicit. Because of 
that, it is difficult to find errors related to their usage in applications. For instance, 
metadata configuration errors, such as a missing property or a misspelled string, are 
pretty hard to detect. This difficulty to find errors can be a bottleneck in the team 
productivity. Those facts can be observed in the implementations with the metadata-
based framework in groups 1 and 3. 

This evidence makes the error handling and metadata validation important features 
for a metadata-based framework. The error or warning messages should be designed 
to help the developer to find a misconfiguration. Those frameworks were not 
automatically good just for using metadata. Best practices valid for every piece of 
software, such as good naming and clear documentation, are also important in this 
context. Specific best practices, such as those presented in [10], are also important to 
make the framework more flexible enabling it to be adapted to the application needs. 

An interesting fact that happened in the traditional framework's implementations 
was that three of them used a programmatic approach to set additional information 
about the application classes into the framework, in other words, metadata. In Group 
1, the application class had to implement an interface that had methods to return 
additional metadata about the class. In groups 2 and 4, the framework main class 
provides methods to set information referencing the application class elements 
directly in the framework. If inexperienced students in framework development had 
chosen a solution based on metadata definition even without its knowledge, which 
might evidence that defining metadata in those scenarios is an intuitive approach.   

Despite all other facts, a constant characteristic of the solutions that used the 
metadata-based frameworks is the coupling reduction, which can be confirmed in all 
case studies. The use of this kind of framework decouples the application classes from 
framework since the need for them to implement interfaces or extend a superclass 
from the framework is eliminated. Its use also decouples the client class that invokes 
the framework functionalities from the application class that is processed from the 
framework. However, it is important to notice that it still exist an indirectly or 
semantic coupling between the framework metadata definition and the application 
class, which was not addressed by the metrics [30]. The use of an external metadata 
strategy or domain annotations mapped to framework annotations [31] can help to 
reduce this semantic coupling. 
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Other benefits also can be achieved by the use of metadata-based frameworks, 
which depends on the framework's functionality and domain. When the framework 
manages to encapsulate features that must be implemented by the application using a 
traditional approach, it probably would reduce the complexity and the lines of code 
number in the application where it is applied. 

7 Conclusion 

This paper presents an evaluation of metadata-based frameworks usage based on an 
experiment. The experiment created a comparison basis for applications without 
frameworks, using traditional frameworks and using metadata-based frameworks for 
distinct scenarios. As a result, it was possible to assess benefits and drawbacks in the 
use of this approach. The analysis used object-oriented metrics, questionnaire 
answers, observations, source code analysis, and development time measurements to 
reach the conclusions. 

Further studies can explore the use of metadata-based frameworks with more 
features for more complete applications. In these scenarios, it would be possible to 
explore other issues, such as the reuse provided among different functionalities. Other 
future works could aim on solutions to common needs of this kind of framework, such 
as exception handling on metadata reading. 

We thank for the essential support of FAPESP (Fundação de Amparo à Pesquisa 
do Estado de São Paulo) to this research. 
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Abstract. Frameworks aims to provide a reusable functionality and structure to 
be used in distinct applications. Aspect-oriented frameworks address 
crosscutting concerns and provide ways to attach itself in the application in a 
transparent way. However, using aspects the variations in the behavior can only 
be customized by aspect inheritance, which can increase exponentially the 
number of  aspects and difficult the pointcut management. This paper proposes 
a flexible model which combines techniques for the insertion of crosscutting 
functionality with the structure of a metadata-based framework. This model 
allows (a) the maintenance of the class obliviousness, (b) the independence of 
the crosscutting technology and (c) the framework customization by  
composition. Additionally, the paper presents SystemGlue, which is a 
crosscutting framework that implements the proposed concepts. A modularity 
analysis was performed in an application that uses this framework to evaluate if 
the objectives were achieved.  

Keywords: framework, aspect orientation, metadata, software design, software 
architecture. 

1 Introduction 

A framework is a set of classes that supports reuses at larger granularity. It defines an 
object-oriented abstract design for a particular kind of application which does not 
enable only source code reuse, but also design reuse [1]. The framework's abstract 
structure can be filled with its own classes or application-specific ones, providing 
flexibility for the developer to adapt its behavior to each application. Besides 
flexibility, a good framework also increases the team productivity and makes 
application maintenance easier [2] [3].  

A framework can contain points, called hot spots, where applications can 
customize their behavior [4]. They represent domain pieces that can change among 
applications. Points that cannot be changed are called frozen spots, which usually 
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define the framework's general architecture, which consists in its basic components 
and the relationships between them. There are basically two different types of hot 
spots, that respectively uses inheritance and composition to enable the application to 
add behavior [5]. The use of composition allows the creation of black box 
frameworks [6], which scales better and provides a more flexible structure than the 
ones that use inheritance.  

An aspect-oriented framework [7], like object-oriented frameworks, can be 
considered a incomplete reusable application that must be instantiated to create a 
concrete software. They can be classified as cross-cutting framework, which 
implement non-functional requirements, and application frameworks, that implement 
business rules. To specialize the framework behavior to a target application, an 
abstract aspect should be specialized, implementing the abstract methods and 
configuring the desired pointcuts. This structure based on inheritance is not suitable 
for frameworks with a large number of possible behavior variations [8]. For instance, 
the number of necessary aspects can grow exponentially based on the number of 
possible variabilities. 

This paper introduces a flexible model that can be used to create aspect-oriented 
frameworks which uses a metadata-based processing to eliminate the drawbacks of 
the approach based on aspect inheritance. The present work proposes the usage of 
metadata to configure framework variabilities, an internal structure to enable 
composition and a metadata definition technique to maintain obliviousness. To 
evaluate this properties a complex framework for system integration, ready to be used 
in production environments, was implemented and used in a case study. Based on 
that, a modularity analysis was performed to verify the proposed model properties. 

2 Frameworks 

This section aims to describe different kinds of frameworks highlighting their main 
characteristics and the way that they provide behavior adaptation. In subsection 2.1, 
the mechanisms based on inheritance and composition in object-oriented framework 
are described. Next, subsection 2.2 presents the aspect-oriented frameworks and the 
drawbacks of using only inheritance to implement the behavior variabilities. Further, 
subsection 2.3 introduces the metadata-based frameworks, how they work and how 
they are internally structured.  

2.1 Object-Oriented Frameworks  

A framework can be considered an incomplete software with some points that can be 
specialized to add application-specific behavior, consisting in a set of classes that 
represents an abstract design for a family of related problems. It provides a set of 
abstract classes that must be extended and composed with others to create a concrete 
and executable application. The specialized classes can be application-specific or 
taken from a class library, usually provided along with the framework [1]. 
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Another important characteristic of a framework is the inversion of control [3, 9]. 
A framework's runtime architecture enables the definition of processing steps that can 
call applications handlers. This allows the framework to determine which set of 
application methods should be called in response to an external event. 

An abstract class can define abstract methods that are invoked from a more general 
method in the same class. Those general methods are called template methods [10] 
and they define the skeleton of an algorithm in an operation, deferring to subclasses 
the redefinition of certain steps without changing the algorithm's structure. Those 
abstract methods are called hook methods [5] and must be implemented in the 
subclasses for framework adaptation [3].  

The main framework class can also have some instance variables and delegate part 
of the execution to them. Those instances must obey a known protocol, extending an 
abstract class or implementing an interface, for the framework to be able to invoke 
methods on them. In this case, the hook methods invoked by the template methods are 
located in other classes, which are called hook classes. Thus, for framework 
adaptation it is not necessary to extend the framework main class and the developer 
must only change the instance that composes it. That instance can be taken from the 
framework's own class library or can be application-specific.  

A framework is neither pure blackbox nor pure whitebox. The whitebox strategy is 
more difficult to use, because the developer must know details about the framework's 
internal structure. It is also more flexible, because it gives more freedom for choosing 
what should be overridden by the subclass. The blackbox strategy hides the 
implementation details and composes the application functionality with hook classes. 
It is also less flexible, since the application can interfere only in certain points. In 
whitebox, the implementation must be chosen when the class is instantiated, and in 
blackbox it can be changed later. A pattern language for framework evolution [6] 
suggests that a framework should start being whitebox, which is more flexible, and 
when the extension points became more clear, it should evolve to a blackbox strategy. 

2.2 Aspect-Oriented Frameworks 

Aspect-oriented programming [12] is a programing paradigm, whose main goal is to 
modularize cross-cutting concerns. The adoption of this paradigm by the software 
development community is still happening and it is usually used encapsulated inside 
tools and frameworks, such as JBoss Application Server [13, 14]  and Spring [15,16].  

The modularization capabilities of aspect-oriented programing can be used to 
improve object-oriented frameworks. Using aspects, it is possible to add features in an 
existent object-oriented framework without the modification of the original source-
code [17]. This modularization of framework's features brings other benefits such as 
functionalities that can be easily disabled and potentially used in other contexts. 

Other possibility is the creation of an aspect-oriented framework [7] that can be 
classified as cross-cutting framework, which implement non-functional requirements, 
and application frameworks, that implement business rules. Like object-oriented 
frameworks, those can be considered a incomplete reusable application that must be 
instantiated to create a concrete software. A framework's abstract aspect must be 
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specialized to be weaved in the desired pointcuts and to add implementation in the 
hook methods, like represented in Fig. 1. 

An abstract aspect cannot use composition in extension points, because its 
invocation is transparent for the application, which do not have direct access to the 
aspect to set the hook classes. The composition can be used in this context only if the 
hook classes are instantiated using a Factory Method [10], which is a type of hook 
method. 

 

Fig. 1. The structure of an aspect-oriented framework. 

A study about existent aspect-oriented frameworks [7] analyzed 13 frameworks 
and all of them contains a small number of functional variabilities. That can indicate 
that the existent model does not scale for a large number of possible behavior 
variations. 

Indeed, based on this structure, every variability in those frameworks should be 
modeled as hook methods in the main abstract aspect. For variabilities whose 
behaviors can be combined the number of possible advices grows exponentially with 
the number of variabilities [8]. The concrete pointcuts also became granular and hard 
to manage.  

2.3 Metadata-Based Frameworks 

The framework structures has evolved and recent ones make use of introspection 
[18][19] to access at runtime the application classes metadata, like their superclasses, 
methods and attributes. As a result, it eliminates the need for the application classes to 
be coupled with the framework abstract classes and interfaces. The framework can, 
for instance, search in the class structure for the right method to invoke. The use of 
this technique provides more flexibility to the application, since the framework reads 
dynamically the classes structure allowing them to evolve more easily [20]. 

When a framework uses reflection [20][21] to access the class elements and 
execute its responsibilities, sometimes the class intrinsic information is not enough. If 
framework behavior should differ for different classes, methods or attributes, it is 
necessary to add a more specific meta-information to enable differentiation. For some 
domains, it is possible to use marking interfaces, like Serializable in Java Platform, or 
naming conventions [22], like in Ruby on Rails [23]. But those strategies can be used 
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only for a limited information amount and are not suitable for situations that need 
more data. 

Metadata-based frameworks can be defined as frameworks that process their logic 
based on the metadata of the classes whose instances they are working with [24]. In 
those, the developer must define into application classes additional domain-specific or 
application-specific metadata to be consumed and processed by the framework. The 
use of metadata changes the way frameworks are build and how they are used by 
software developers [25].  

The developer's perspective in the use of those frameworks has a stronger 
interaction with metadata configuration than in method invocation or class 
specialization. In traditional frameworks, the developer must extend its classes, 
implement its interfaces and create hook classes for the behavior adaptation. He also 
have to create instances of those classes, setting information and hook class instances. 
Using metadata-based frameworks, programming focus is on declarative metadata 
configuration and the method invocation in framework classes is smaller and 
localized. 

The basic processing in a metadata-based framework consists in the metadata 
reading from the target object, followed by its processing. In this process, the 
metadata read is used to adapt framework behavior and to apply introspection to 
access and modify the application object.  

In [24], a pattern language for metadata-based frameworks was described, 
addressing the main issues about how to structure internally metadata-based 
frameworks. The patterns Delegate Metadata Reader and Metadata Processor 
combined enable the extension of the metadata schema, providing a solution that 
allow the insertion of new application-specific hook classes in the framework 
execution. This solution is used in APIs like Bean Validation [26] and frameworks 
like JColtrane [27].  

The metadata consumed by the framework can be defined in different ways. 
Naming conventions [22] uses patterns in the name of classes and methods that has a 
special meaning for the framework. To exemplify this there are the Java Beans 
specification [28], which use method names beginning with 'get' and 'set', and the 
JUnit 3 [29], which interprets methods beginning with 'test' as test cases 
implementation.  Ruby on Rails [23] is an example of a framework known by the 
naming conventions usage. 

Conventions usage can save a lot of configurations but it has a limited 
expressiveness. For some scenarios the metadata needed are more complex and 
naming conventions are not enough. An alternative can be setting the information 
programmatically in the framework, but it is not used in practice in the majority of the 
frameworks. Another option is metadata definition in external sources, like XML files 
and databases. The possibility to modify the metadata at deploy-time or even at 
runtime without recompile the code is an advantage of this type of definition. 
However, the definition is more verbose because it has to reference and identify 
program elements. Furthermore, the distance that configuration keeps from the source 
code is not intuitive for some developers. 

Another alternative that is becoming popular in the software community is the use 
of code annotations, that is supported by some programming languages like  
Java [30] and C# [31]. Using this technique the developer can add custom metadata 



396 E. Guerra et al. 

 

elements directly into the class source code, keeping this definition less verbose and 
closer to the source code. The use of code annotations is called attribute-oriented 
programing [32]. 

Prior studies report a successful use of attribute-oriented programming in different 
contexts [33], like serialization, web service endpoints and interface to databases. It is 
also used in a fractal component model implementation [34] and in conjunction with 
Model-driven Development [35]. A recent experiment about the usage of metadata 
revels that the use of these frameworks reduces the application coupling and can 
increase the team productivity [36]. 

3 Proposed Model 

This section presents the proposed model for metadata-based crosscutting 
frameworks. The word “crosscutting” was used instead of “aspect-oriented” since the 
model can also be applied to other implementation strategies like the use of dynamic 
proxies [19] and composition filters [37]. For simplification, in the model description 
the strategies are referenced as aspects, unless the differentiation is relevant in the 
context. 

This model’s goal is to provide a flexible structure for a crosscutting framework to 
be able to deal with a large number of variabilities. Other characteristics considered 
were the preservation of the class obliviousness and an easy framework adaptation for 
distinct architectures. The following subsections present the proposed practices to 
achieve these goals. 

3.1 Metadata for Behavior Adaptation 

Since an aspect can intercept the execution of different classes without their 
knowledge, it is hard to differentiate the execution for each one. The main strategy of 
the existent aspect-oriented frameworks for behavior differentiation is to provide 
different aspects for each possibility [7]. These aspects inherit from a framework 
abstract aspect specializing its behavior. As presented in the previous section, this 
model has serious drawbacks for a large number of variabilities, specially when they 
differ in a granular way among the classes and methods. 

The foundation of the proposed model is to use class metadata to differentiate  
framework behavior. In aspects, the pointcuts are already defined based on class 
metadata, like class package, class name, method name, method return, parameter 
types and others. It can even use domain-specific or application-specific metadata 
defined in code annotations. Despite metadata defined can also be used for pointcut 
definition, this model proposes that this metadata should be consumed by the 
framework to enable differentiation of the execution logic among the classes. 

It should define which variations are possible in the framework execution and 
provide a metadata schema to enable this differentiation. The metadata can be defined 
using code annotations, XML files, databases, code conventions or using a combination 
of this strategies. When a method execution is intercepted, the framework should read 
its intrinsic and domain-specific metadata and use it to parameterize its execution. 
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Among the benefits of this approach, it is possible to highlight that the use of 
metadata enable the existence of a single framework aspect. That aspect should be 
specialized only to define a more specific pointcut where it should be applied in the 
target application.  

3.2 Intercepting Technology Independence 

One of the requirements that should considered in the construction of a framework is 
the adaptability for different architectures and applications. The actual aspect 
implementations in Java language are not a standard adopted by all applications. 
Examples of aspect implementations in Java are AspectJ [15], Spring AOP [16] and 
JBoss AOP [38]. Additionally, other solutions provide functionality that allow the 
insertion of components that can intercept the execution of a component method, such 
as dynamic proxies [19], EJB 3 interceptors [39] and CDI interceptors [40].  

To enable framework independence about how execution should be intercepted in 
the architecture, this model proposes the encapsulation of the framework main 
functionality in a component, like illustrated in Fig. 2. This component can be 
invoked by different kinds of software components which can intercept the 
application execution, such as aspects, filters and proxies. 
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Fig. 2. Independence of the framework and intercepting component 

This practice allow the application to choose how the crosscutting framework 
should be attached to it. It makes the framework invocations more flexible and enable 
it to adapt easily to distinct environments. The authors consider this practice is 
advisable, not only to frameworks based on metadata, but for every crosscutting 
framework. 

3.3 Metadata Extension 

As presented in the previous sections, one of the weaknesses of the current model 
adopted for aspect-oriented frameworks relies in the usage of aspect inheritance for 
behavior specialization. By using metadata for framework adaptation (subsection 3.1) 
and decoupling the main component from the execution interception (subsection 3.2), 
it is possible to use a model based on composition. 
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Fig. 3 illustrates the process proposed in this model. When the framework main 
component receives an invocation by one of the intercepting components, it invokes a 
class responsible for metadata reading that returns a representation of that 
information. This representation, called Metadata Container [24], can contain only the 
metadata retrieved, or moreover classes for which part of the execution can be 
delegated. These classes, created based on the class metadata, are called Metadata 
Processors [24]. 
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Fig. 3. Creation and execution of metadata processors 

Using this structure, it is possible to create application-specific metadata 
processors, enabling the extension of the framework functionality. To make it 
possible, a mapping that links each metadata type to a class that reads it should be 
created. Based on that mapping, the class responsible for reading metadata delegate 
the reading of these types to the Metadata Reader Delegate classes [24]. These classes 
are responsible for the creation of the Metadata Processors, like presented on Fig. 4.  
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Fig. 4. Delegating the metadata reading 

If an application needs to extend the framework functionality, the first step is to 
create a new metadata type, which can be for instance an annotation or an XML 
element. The next step is to create the reader delegate class and map it to the created 
metadata type. Further, the metadata processor with the desired behavior should also 
be implemented and returned as the result of the reader delegate execution. Since the 
processor would compose the metadata container, the execution of framework should 
be delegated to it. 
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This approach provides a solution that enables the extension of the framework 
behavior using composition. It allows processors to be combined in a more natural 
way without an explosion on the number of classes to support the combination of 
variabilities.  

3.4 Domain Annotations 

Especially when the metadata is defined using code annotations, the application class 
receives directly information about the framework concern. This creates a semantic 
coupling between the class and the framework, which reduces the application 
modularity. 

To enable the usage of attribute-oriented programming without compromising the 
obliviousness, the present model proposes the use of domain annotations. The domain 
annotation concept was introduced by [41] in an attempt to introduce annotations in 
the context of Domain-driven Design [42]. The main idea is to represent domain 
concepts using annotations and not others related to non-functional and crosscutting 
concerns. 

This model proposes the mapping of domain annotations to framework 
annotations, providing a decoupling of the application classes with the framework 
metadata. This mapping represents a translation of how the framework should deal 
with a class or a method which represents a given domain concept. This mapping also 
brings other benefits like a better modularization [43] and a reduction in the 
duplication of configurations [44].  

Fig. 5 illustrates this mapping. The framework annotation should annotate the 
domain annotation instead of the class directly. The mapping can be called dynamic 
when the framework is prepared to search at runtime for its annotations inside other 
annotations. The mapping is static if a tool change the domain annotations to the 
framework annotations at compile time. For instance, Daileon is a tool which 
provides a function library that facilitate the implementation of a dynamic mapping 
and a tool for the static mapping [45]. 
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Fig. 5. Domain annotations mapping 

4 Implemented Framework – Esfinge SystemGlue 

The software developed to demonstrate the proposed model in the present work is 
Esfinge SystemGlue [46], which is an open-source framework which aims to enable 
the creation of distinct integration profiles for a given application. It was developed to 
solve a problem in a real application in which different clients needs to invoke distinct 
methods to integrate with their systems. The framework had already been functionally 
tested using ClassMock [47] and can be considered ready to be used in a production 
environment.  



400 E. Guerra et al. 

 

The next subsections describes the framework functionalities, its strategy for 
metadata definition and its internal structure.  

4.1 General View 

SystemGlue aims to provide an structure that allows the application to configure 
distinct integration profiles, enabling the invocation of different functionality 
according to the context. It uses metadata to define what should be executed after or 
before an application method execution. It supports method invocation, scheduling 
and message sending that can be executed based on conditions and asynchronously. 
The framework also uses metadata and code conventions to map the parameters and 
the returns among the invocations. The metadata definition can be defined in a 
flexible way using a combination of annotations and XML documents.  

The following example exemplify the usage of annotations to configure the 
execution of functionality before and after a method execution. While the methods are 
invoked, their parameters and returns can be mapped and used among subsequent 
executions based on their names, which can be defined respectively by the parameter 
annotation @Param and the method annotation @ReturnName. 

SystemGlue metadata configuration with annotations. 

  @Executions ({ 
     @Execute(clazz=InteligenceIntegration.class,  

          method="getTargetInfo", 

          when=ExecutionMoment.BEFORE, 
          rule="order.targets.size==0") , 

   @Execute(clazz= UnitsIntegration.class, 

          method="sendOrder", 

          when = ExecutionMoment.AFTER,                          
async = true)                             

}) 

public void saveOrder(@Param("order") Order order){ 

  //core functionality implementation 

 } 

4.2 Flexible Metadata Definition 

The use of framework annotations direct in the application methods can be useful for 
executing functionality which should always be invoked. Since to change the code 
annotations the code should be re-compiled, it is not a good solution to allow the 
configurations to be changed for distinct integration profiles. 

SystemGlue also supports the metadata definition using XML files. This approach 
allow a more decoupled definition, which is more suitable for define metadata in 
situations where more than one metadata set is necessary for one class [48], which is 
the case for integration profiles. The next code presents an example of the same 
metadata defined in the previus example represented in an XML file.  
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SystemGlue metadata configuration using XML. 

<systemglue> 

 <class name="expl.OrderService"> 

  <method name="saveOrder" params="expl.Order"> 

   <execute class="expl.InteligenceIntegration" 

       method="getTargetInfo" when="BEFORE" 

       rule="order.targets.size == 0"/>  

   <execute class="expl.UnitsIntegration" 

     when="AFTER" method="sendOrder" async="true"/> 

   <execute/> 

  </method> 

 </class> 

</systemglue> 
 

For the framework to load an XML file it is necessary to invoke the method 
loadXMLFile() in the class MetadataRepository. This file can define metadata for 
more than one class and a class can have metadata defined in more than one file.  

A drawback of the presented approaches is that if different methods needs the same 
metadata configuration, the code to define it should be duplicated. It reduces 
maintainability making difficult general modifications in the metadata definition.  

To avoid this problem, an alternative for metadata definition is the usage of domain 
annotations [41], which represents concepts related to the application domain and are 
defined by the application. These annotations can be mapped to the SystemGlue 
metadata using annotations or in the XML file, providing an indirect configuration. 
Considering that the framework functionality is crosscutting, the domain annotations 
preserve the classes obliviousness [43], since they would not contain information 
about a crosscutting concern. 

Next code listing presents an example of the domain annotation mapping using 
annotations. The SystemGlue annotations are used in the domain annotation 
@OrderModification instead of directly on the class method. The framework recognize 
this indirect configuration and add this metadata to all methods configured with it. This 
practice facilitate changes, since the modification of the framework annotations would 
affect all methods annotated with the domain annotation. A domain annotation can 
annotate other domain annotation providing an specialization mechanism. 

SystemGlue configuration of domain annotations. 

//annotation definition 

@Executions({  

  @Execute(clazz = InteligenceIntegration.class,  

    when=ExecutionMoment.AFTER, method="getTargetInfo",   

    rule="order.targets.size==0"), 

  @Execute (clazz= UnitsIntegration.class, 

    when = ExecutionMoment.AFTER, method="sendOrder",  

    async = true) 

}) 
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public @interface OrderModification{} 

 

//method definition 

@OrderModification 

public void saveOrder(@Param("order") Order o){} 
 

The use of domain annotations can also be combined with XML definition. The 
metadata configuration can refer to an annotation instead of the method directly. 
Using this approach, the annotation can be simply defined without framework 
annotations. Next code listing presents an instance of the domain annotation metadata 
definition in the XML. 

Referencing the domain annotation in the XML file. 

<systemglue> 

  <annotation name="expl.OrderModification"> 

    <execute class="expl.InteligenceIntegration" 

         method="getTargetInfo" when="BEFORE" 

         rule="order.targets.size == 0"/>  

    <execute class="expl.UnitsIntegration" 

         when="AFTER" method="sendOrder" async="true"/> 

  </annotation> 

<systemglue> 
 
It is important to highlight that any combination of these techniques can be used 
together in the same method to define the invocation of distinct functionality. Despite 
the advantages and drawbacks, each one is more applicable to a different scenario. 

4.3 SystemGlue Internal Structure 

One of the requirements considered in the construction of SystemGlue is that it should 
to be adaptable for different architectures. To enable SystemGlue functionality to be 
inserted in the most natural way to the application architecture, the main functionality 
is encapsulated in a component, named SystemGlueExecutor, which does not crosscut 
the application functionality.  

Other components, such as dynamic proxies or aspects, are responsible to intercept 
the application methods invocation and delegate the execution to the main 
component. This flexibility is important to allow the execution to be inserted in a way 
which fits better in the application architecture. SystemGlue provides implementation 
of reflection dynamic proxies [19], which creates proxies based only on interfaces, 
and CGLib proxies [49], which supports proxies based on classes. The framework 
was also tested using Spring AOP [15] and EJB3 Interceptors [39], however these 
implementations are not provided with the framework to avoid more dependencies.   

The framework follows the basic structure proposed in the section 3, as presented 
in Fig. 6. The SystemGlue main component retrieves the metadata container from a  
 



 A Flexible Model for Crosscutting Metadata-Based Frameworks 403 

 

SystemGlue
Executor

Metadata
Repository

Annotation
Metadata
Reader

XML
Metadata
Reader

invoked when a 
class is inserted in 

the repository

inserts data 
retrieved from a 
XML document

Metadata
Container

retrieves 
Metadata 
Container 

invokes the appropriate 
Method Executors that 

compose Metadata Container

Metadata
Processor

Metadata
Processor

Method
Executor

 

Fig. 6. SystemGlue internal organization 

metadata repository when it receives an invocation. The repository is populated with 
information retrieved from XML files and from the class annotations. The metadata 
container is composed by instances of the type MethodExecutor, which represents the 
executions that should be made after and before the application method. 

5 Modularity Analysis 

This section presents an evaluation of the model modularity, by analyzing a case 
study that used Esfinge SystemGlue framework and verifying if it was able to achieve 
the proposed characteristics. As a tool to this analysis, this work used a Dependency 
Structure Matrix [50], which is a matrix that basically shows the dependence between 
all the elements in a given software. 

The interpretation of a DSM is made by noticing that both rows and columns have 
the same information: they represent a complete list of system entities whose 
dependence should be mapped. Each cell of the matrix represent the number of 
dependences between the entity represented by the line to the entity represented in the 
column. 

To evaluate if the model allows the fulfillment of the modularity requirements, a 
fictitious case study was prepared with an application that plays the role of a Hospital 
ERP and three other applications representing softwares that integrate with it. It uses 
Esfinge SystemGlue to integrate the applications by using the domain annotations 
functionality. Figure 7 shows the DSM created based on the developed software. 

The domain annotations are in the package br.com.lab.integration (C, D, E, G, H, I 
and J), classes responsible to activate the main features of the application are in the 
package br.com.lab.controller (B and F), SystemGlue’s annotations are in the 
package net.sf.systemglue.annotations (K, L, M, N, O and P), and the remaining 
packages represent the classes responsible for the integration functionality (Q,  
R and S).  

Based on the DSM extracted from the case study, it is possible to draw some 
conclusions about the system modularity. The main application classes only depends 
on the domain annotations. This dependence is highlighted by the yellow rectangles. 
Since the domain annotations express domain information, the application classes 
does not contain even a semantic dependence with integration concerns. 
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The domain annotations depend on the SystemGlue annotations to define each 
one's configuration. The SystemGlue annotations are highlighted by the green 
rectangle, while the dependences are highlighted by the orange rectangles. The classes 
responsible for the integration concern, highlighted in the blue rectangle, are 
completely decoupled of the rest of the system.   
 

 

Fig. 7. Modularity analysis using a DSM 

Hence, the framework enables configuration profiles on metadata integrations with 
domain annotations, since the application classes deal with the main features and have 
no syntactic or semantic dependencies of classes that perform the integrations. Then 
SystemGlue has the responsibility to activate the points of integration. Based on that 
it is possible to conclude that the proposed model allows the fulfillment of this 
modularity requirements.  

6 Conclusions 

This work proposes a new model for crosscutting frameworks which enables it to deal 
with a high number of behavior variations. It is probably not suitable for domains 
with a small number of behavior variations. It proposes the use of metadata to enable 
the framework to use composition as the strategy for behavior extension. The model 
also proposes techniques for decoupling the component responsible for the method 
interception and the use of domain annotations to enable the usage of attribute-
oriented programming without compromising the obliviousness.  

This model was used to build a framework named SystemGlue which aims to 
provide a flexible structure to enable the creation of distinct integration profiles for 
one application. It naturally deals with a high number of variations, including the 
possibilities of parameters and return mapping and the combinations of functions to 
be invoked before and after the application method execution. The integration 
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functions can also be invoked conditionally and be executed asynchronously 
according to the configurations. The framework also provide flexible alternatives for 
metadata configuration and for attaching it in an architecture. A modularity analysis 
was performed in a case study that instantiated SystemGlue and the decoupling model 
requirements were evaluated.  

We thank for the essential support of FAPESP (Fundação de Amparo à Pesquisa 
do Estado de São Paulo) to this research. 
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Abstract. “When you can measure what you are speaking about and express it 
in numbers, you know something about it; but when you cannot measure, when 
you cannot express it in numbers, your knowledge is of a meagre and unsatis-
factory kind; it may be the beginning of knowledge, but you have scarcely, in 
your thoughts, advanced to the stage of science.” LORD WILLIAM KELVIN 
(1824 – 1907). During the last decade, the quantification of software engineer-
ing process has got a pace due to availability of a huge amount of software re-
positories. These repositories include source code, bug, communication among 
developers/users, changes in code, etc. Researchers are trying to find out useful 
information from these repositories for improving the quality of software.   

The absence of bugs in the software is a major factor that decides the quality 
of software. In the available literature, researchers have proposed and imple-
mented a plethora of bug prediction approaches varying in terms of accuracy, 
complexity and input data. The code change metric based bug prediction is 
proven to be very useful. In the literature, decay functions have been proposed 
that decay the complexity of code changes over a period of time in either expo-
nential or linear fashion but they do not fit in open source software development 
paradigm because in open source software development paradigm, the devel-
opment team is geographical dispersed and there is an irregular fluctuation in 
the code changes and bug detection/fixing process. The complexity of code 
changes reduces over a period of time that may be less than exponential or more 
than linear. This paper presents the method that quantifies the code change met-
ric and also proposed decay functions that capture the variability in the decay 
curves represented the complexity of code changes. The proposed decay func-
tions model the complexity of code changes which reduces over a period of 
time and follows different types of decay curves.  We have collected the source 
code change data of Mozilla components and applied simple linear regression 
(SLR) and support vector regression (SVR) techniques to validate the proposed 
method and predict the bugs yet to come in future based on the current year 
complexity of code changes (entropy). The performance of proposed models 
has been compared using different performance criteria namely R2, Adjusted 
R2, Variation and Root Mean Squared Prediction Error (RMSPE).   

Keywords: Bug Prediction, Entropy, Software Quality, Software Repository, 
Complexity of Code Change. 
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1 Introduction 

The changes in files of the software system are frequent over a period of time to meet 
the customer expectation. These changes are occurring due to bug repairs (BR), addi-
tion of new feature (NF) and enhancement/modification (EM) in the files. The main-
tenance task becomes quite difficult if these changes are not being recorded properly. 
These frequent changes are being maintained using software configuration manage-
ment repository which makes maintenance task easy. The bugs occurring in the sys-
tems are recorded/reported in bug reporting systems configured at the development 
location. BugZilla [28] is the mostly used bug reporting system in the open source 
software community. This system also monitors the progress of the bug fix. The con-
tinual changes due to bug repair and feature enhancement further make the code com-
plex due to increasing amount of changes in the files.  

Bugs are generated due to mis-communication or no communication among active 
users, increasing software complexity, occurrence of programming errors, frequently 
changing requirements, early release pressures, addition of new feature, feature en-
hancement/modification, and bugs present in software development tools. During bug 
fixing, some new bugs are also generated (a case of imperfect debugging). These bugs 
are detected and reported on the configured bug tracking system and later on fixed. 
The bug detection/removal process has been modeled by different software reliability 
growth model in the literature [5, 6, 14, 15, 19, 20, 24, 27, 31, and 33].  

The effect and contribution of earlier modifications/changes in a file get reduced 
over a period of time [2, 3, and 9]. The contributions due to these 
changes/modifications may follow different decay curves. The complexity/ uncertain-
ty /randomness of the code change have been quantified and modeled using informa-
tion theory based measures called entropy [9, 10 and 11].  

Earlier authors have proposed decay functions which reduce the complexity of 
code changes either in exponential or linear fashion. In this paper, we consider that 
when the bugs are fixed, entropy/change complexity gets reduced and there is a cor-
respondence between decay in entropy/complexity of code changes and fixing of 
bugs. Therefore, the rate at which entropy gets decayed/ reduced may be considered 
as bug’s detection/ removal rate. Following research questions (RQ) have been set to 
conduct the present study. 

Research question 1: Does the complexity of code changes can be quantified? 
Research question 2: Does the proposed models are better over the linear and ex-

ponential in modeling the decay in complexity of code changes over a period of time? 
Research questions 3: How does the complexity of code changes can be used to 

predict the future bugs?  
To answer these questions, an empirical study has been conducted using sub com-

ponents of Mozilla, an open source project. Rest of the paper is organized as follows. 
The paper is divided into eight sections. Section 2 describes the review of work 

available in the literature. Section 3 deals with the code change process. In section 4, 
we have discussed the procedure of entropy calculation and different methods namely 
simple linear regression and support vector regression for building prediction models. 
This section also discussed the existing and proposed decay models to compute the 
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change complexity metric. Section 5 describes the procedure for data collection and 
data pre-processing of the selected components of Mozilla project. In section 6, we 
have analyzed and discussed the results obtained by applying simple linear regression 
and support vector regression techniques on existing and proposed decay models for 
predicting the post release bugs in the software. Section 7 mentions the threat to valid-
ity of the results. Finally, paper is concluded in section 8. 

2 Review of Work 

During last decades, plethora of approaches have been proposed in the literature for 
bug prediction such as code metrics (lines of code) [1, 8, 21, 22 and 23], process me-
trics (number of changes) [9, 21] and previous defects [12, 16, and 25]. Many  
researchers have proposed that a prior modification to a file is a good predictor to 
determine the fault in the software [2, 7, 17 and 18]. It also signifies that if changes 
are frequent in a particular file, more likely it may become faulty for closed source 
software [7, 18] and open source software [13]. Authors concluded that code com-
plexity metrics is highly correlated with LOC (Lines of Code) which is a very simpler 
metric. This metric has not been utilized in the literature as it supposed to be. Further, 
attempt has been made in evaluating the capability of SVM in predicting defect-prone 
software modules using binary classification [4]. In this study, each dataset contains 
21 software metrics (independent variables) at the module-level and associated de-
pendent binary variable (Defective) which determine whether or not the module has 
any defects. A study has been also conducted on predicting faults using complexity of 
code changes and proposed that these complexity metrics are better predictors of fault 
potential in comparison to other well-known historical predictors of faults i.e., prior 
modifications and prior faults [9]. History Complexity Metric (HCM) measure for an 
individual file/subsystem using exponential decay of complexity based model has 
been proposed and showed that HCM metric is better predictors of faults [9]. Further, 
a benchmark study has been conducted on defect prediction using publicly available 
dataset and provides a comparison of different bug-prediction approaches and pro-
posed two more approaches for decay namely linear decay and logarithmic decay 
based models [2, 3]. The paper also evaluated the performance of bug prediction  
approaches at class level in the context of classification (defective/non-defective), 
ranking (most defective to least defective) and effort aware ranking (most defect 
dense to least defect dense) using the performance evaluation metrics. In the available 
literature for bug predictions, only Hassan [9] and D’Ambros et al. [3] have proposed 
the code change complexity based bug prediction. Recently, Singh and Chaturvedi 
[34] proposed to predict the future bugs of software based on current year entropy 
using support vector regression and compared with simple linear regression [3, 9]. 

3 Code Change Process 

The changes are occurring in the code to meet the user demand and expectations. The 
changes are following a process by which changes are being occurred. It varies from 



 Improving the Quality of Software by Quantifying the Code Change 411 

 

assessing the increasing demand of user’s requests to fixing of the reported bugs. 
There are three variants of the code change process as follows in [9, 10, and 11]. The 
basic code change level quantifies the patterns of changes instead of measuring the 
number of changes or measuring the effect of changes to the code structure. The 
changes are recorded based on the number of modifications in the file. Entropy is 
calculated based on the number of changes in a file for specific periods with respect to 
total number of changes in all files. This period can be taken as a day, week, month, 
year etc. based on the total duration of the project as well as the number of changes 
occurs in the system. Basic code change level is extended based on the variable length 
period and known as extended code change. The time period can be divided into three 
ways i.e., time based periods, modification limits based periods and burst based pe-
riods. Total length of the project is divided into equal length duration in time based 
periods. These partitions can be of any length. The periods are decided based on the 
equal number of modification in the modification limit based periods. Usually, the 
changes do not follow a specific pattern. It generally follows the burst based patterns 
i.e., the considered period is depend on the significant number of changes. The pat-
terns of the changes occur in the project in contrast to the period based and modifica-
tion based periods. It is our belief that files are modified during periods of high 
change complexity that also have the higher tendency to contain faults. This is called 
as file code change level. 

4 Entropy Measurement 

The information theory deals with assessing and defining the amount of information 
in the message [26].  The theory uses the information in measuring the amount of 

uncertainty or entropy of the distribution.  The Shannon Entropy, nH  is defined as

 2
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For a distribution P where all elements have the same probability of occurrence (Pk 
= 1/n; 1, 2,...,k n∀ ∈ ), we achieve maximum entropy. On the other hand for a dis-

tribution P where an element i has a probability of occurrence Pi = 1 and Pk =0
k i∀ ≠ , we achieve minimal entropy.  

Research questions 1.  
Hassan [9] has used this concept to measure the complexity of code change, where the 
author has taken Pk as probability which is defined as ratio of the number of times kth 
file changed during a period and the total number of changes for all files in that  
period.  
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For example, suppose that there are 15 changes occurred for four files and three 
periods. For a first period, there are five changes occurred across all four files. The 
probability of file F1, F2, F3, and F4 will be 1/5 (=0.2), 1/5 (=0.2), 2/5 (=0.4) and 1/5 
(=0.2) respectively for the first period T1. These probabilities have been shown  
in fig. 1.  

The entropy for this period can be calculated by substituting the values of these 
probabilities in the equation (1) which is useful in quantifying the code change using 
this entropy based metric. This quantification helps in answering the research ques-
tion 1. From the definition, it is clear that the entropy will be maximum, if there are 
frequent changes in every file while it will be minimum if the changes are occurred in 
a single file [34]. Different complexity metric has been defined in order to predict the 
potential bugs in the software [9]. 

 

Fig. 1. Number of Changes in files with respect to a specific period of time 

4.1 History Complexity Period Factor (HCPF) 

Given a period i, with entropy Hi where a set of files, Fi are modified with a probabil-

ity Pj for each file ij F∈ , we can define HCPFi for a file j during period i 

 
*

0
ij i

i

C H
HCPF


= 


 
i

Otherwise

j F∈
 (2) 

Where Cij is the contribution of entropy for the period i (Hi) assigned to file j. We 
have considered three existing and one proposed variants of HCPF using different 
weighting factors Cij which are given as follows 

Case 1 (SimpleHCM): Cij=1,  
It means that equal weights are given to all files for the ith period. 
Case 2 (WeightedHCM1): Cij=Pj,  
Pj is the probability of changes occurred in a particular file j with respect to all 

changes in the ith period. 
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Case 3 (WeightedHCM2): Cij=1/Fi,  
Fi is the number of changed files in the ith period. 
Case 4 (WeightedHCM3): Cij= Pj /Fi,  

The weight is the ratio of probability of changes occurred in a particular file j with 
respect to all changes in the ith period by number of changes files in ith period.  

4.2 History Complexity Metric (HCM)  

HCM for a file over a set of evolution period {a,…,b} is defined as 

 { ,..., }
{ ,..., }

( ) ( )a b i
i a b

HCM j HCPF j
∈

=   (3) 

HCM definition indicates that complexity associated with a file keeps on increasing 
over a time as a file is modified. HCM for a subsystem (S) over a set of evolution 
period {a,…,b} defined as the sum of HCMs of all the files of that subsystem 

 { ,..., } { ,..., }( ) ( )a b a b
j S

HCM S HCPF j
∈

=  (4) 

Earlier modifications would have their contribution to the complexity of the file re-
duced in an exponential fashion over time [9]. Similarly linear and logarithmic decay 
have their contribution reduced over time in linear and logarithmic way respectively 
[4]. The HCMs for these exponential, linear and logarithmic decay based models have 
been defined in equation (5), (6) and (7) respectively. 

 *( )
{ ,..., }

{ ,..., }

( ) ( )iCurrentTime T
a b i

i a b
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∈
=   (5) 
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1
( ) ( )

(1 *ln( 1.01))a b i
i a b i

HCM j HCPF j
CurrentTime T∈

=
+ Φ − +  (7) 

Where Ti is the end time of period i, φ is the decay factor and j is the jth file of the 

system/ subsystem. 
In the above model, the complexity code changes have been reduced either in ex-

ponential or linear or logarithm form but in open source software development para-
digm where the development team is geographical dispersed and there is an irregular 
fluctuation in code changes and bug detection/fixing process. The decay curve of the 
complexity of code changes over a period of time can not be fit to a fixed model but it 
can digress significantly.  
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The models we proposed in equation (8) and (9) capture the variability in decay 
curve depending upon the value of k. We have also proposed a polynomial decay 
model in equation (10) that shows decay less than exponential. 
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{ ,..., }
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( ) ( )
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iCurrentTime T
a b i

i a b

HCM j e HCPF j−Φ −

∈

=   (8) 

 { ,..., }
{ ,..., }

1
( ) ( )

(1 *( 1))a b ik
i a b i

HCM j HCPF j
CurrentTime T∈

=
+ Φ − +  (9) 

 
*log(( 1)

{ ,..., }
{ ,..., }

( ) ( )iCurrentTime T
a b i

i a b

HCM j e HCPF j−Φ − +

∈
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Here k>=0, above generalized models provide more variations in decay in complexity 
of code changes. In this study, for calculating HCM using equation (5-10), we have 
used history complexity period factor as defined in equation (2) for contribution 
Cij=1. In above equation (8) and (9) if we put k=1, model reduces to exponential and 
linear as given in equation (5) and (6). 

4.3 Simple Linear Regression 

The simple linear regression [30] have been extensively used to regress the dependent 
variable y using independent variable x with following equation 

 0 1 *y xβ β= +  (11) 

Where 0β and 1β are regression coefficients 

Once the parameters of this regression equation (11) has been obtained, the value 
of the dependent variable can be predicted based on the value of x. In this study, we 
have considered that x is HCM value of different decay models as independent varia-
ble and y is cumulated bugs likely to occur in the next year as dependent variable. The 
regression will be helpful in predicting the bugs based on the complexity of code 
change values of using the proposed as well existing decay based models. 

4.4 Support Vector Regression 

The empirical data modeling has been used to build up a model to deduce responses 
of the system that are yet to be observed in the system. Traditional approaches have 
faced generalization difficulties and produced models which can over-fit the data. 
This is a consequence of the optimization algorithms requires for parameter selection 
and helpful in selecting the ‘best’ model using statistical significance. The founda-
tions of Support Vector Machines (SVM) have been laid down by Vapnik [32] and  
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gaining popularity due to its attractive features. The formulation embodies the  
Structural Risk Minimization (SRM) principle over to traditional Empirical Risk  
Minimization (ERM) principle. SRM minimizes an upper bound on the Vapnik–
Chervonenkis (VC) dimension (generalization error), as opposed to ERM that  
minimizes the error on the training data. SVM have been developed to solve the clas-
sification problem, but they have also shown the promising performance in solving 
the regression problems. The term SVM is typically used to describe classification 
with support vector methods and support vector regression is used to describe  
regression.  

5 Data Collection and Pre-processing 

Four subsystems “mozilla/layout/svg/”, “mozilla/layout/base/”, “mozilla/layout/tables/” 
and “mozilla/layout/xul/” of Mozilla project have been selected for the study [29]. The 
data collection, extraction and model building process are shown in fig. 2. These sub-
systems are selected as test cases and historical changes are extracted for different 
files of these subsystems. After extracting data from the repository, year wise number 
of changes has been recorded for all files of these subsystems from the CVS logs. 
 

 

Fig. 2. Process for Building the Entropy Based Prediction Models 
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The identified bugs are extracted using pattern based searching and arranged using 
its first appearance of fix. The remaining duplicate entries of the bugs are discarded. 
In this study, we have taken the period as calendar year. There are 52 files in the sub-
system “mozilla/layout/svg/”, 60 files in the subsystem “mozilla/layout/base/”, 29 
files in the subsystem “mozilla/layout/tables/”, and 106 files in the subsystem “mozil-
la/layout/xul/”. This process has been given as follows 

Step 1: Choose the project 
Step2: Select the sub-systems 
Step3: Browse the CVS logs to find the historical changes in various files for the 

selected subsystems 
Step4: Arrange the files as per their revision number or commit date 
Step5: Calculate year wise frequency of changes with respect to files in the chosen 

sub-system 
Step6: Calculate entropy of the file 
Step7: Compute the weights and recalculate the HCPF/HCMs for simple/weighted 

models 
Step8: Build the Prediction Models for all HCMs and decay models 
Step9: Calculate the entropy of the current year 
Step10: Use the prediction Models to predict the bugs in the coming year based on 

the entropy of current year. 

Year wise number of file changes as well as base value of HCM has been given in 
Table 1. These detected /removed bugs are extracted from the CVS log repository and 
confirms with the bug reporting system. We have extracted only those bugs in which 
the log message contains the prefix pattern as “Bug(s) fix(es) for” or “Bug(s) ”or  
“bug #”. 

Table 1. Historical Changes in the Files and entropy based HCM values 

 

6 Analysis and Bug Prediction 

The effect of the complexity of code changes can be reduced over a period of time due 
to removal of bugs. Therefore, it shows a correspondence between decay in change  
 

Year mozilla/layout/svg/  mozilla/layout/base/ mozilla/layout/tables/ mozilla/layout/xul/ 
Changes  HCM Changes  HCM Changes  HCM Changes  HCM 

1998 - - - - 1261 1.170 - - 
1999 - - 1149 1.035 835 2.383 731 1.373
2000 - - 671 2.020 359 3.579 864 2.980 
2001 - - 687 3.145 428 4.778 676 4.732
2002 51 0.896 631 4.266 207 5.884 396 6.330 
2003 15 1.474 474 5.470 191 7.107 351 7.983
2004 135 2.678 764 6.767 314 8.335 583 9.774
2005 258 4.084 515 7.924 154 9.577 396 11.536 
2006 731 5.634 550 9.241 269 10.801 568 13.302
2007 529 7.166 689 10.430 227 12.025 621 15.002 
2008 136 8.595 286 11.613 105 13.144 148 16.541
2009 - - 37 12.558 - - - -
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complexity and detection/fixing of bugs. The rate at which change complexity get re-
duced may be considered as bug detection/fixing rate. This bug detection/removal rate 
has been estimated by using different growth models namely Goel-Okumoto (exponen-
tial)[6], Yamada S-Shaped[31], Ohba Inflected S-Shaped [24] and Kapur-Garg Model 
(Flexible model)[15] for different sub-systems of Mozilla. We have taken the value of 
model which gives the best fit in terms of different goodness of fit criteria [34]. The 
flexible model gives the best fit for the selected data sets under study. The values of 
parameter φ  (bug detection rate or decay rate) are 0.880, 0.287, 0.347, and 0.284 for 

the sub-systems “mozilla/layout/svg/”, “mozilla/layout/base/”, “mozilla/layout/tables/” 
and “mozilla/layout/xul/” respectively. Entropy is calculated on yearly basis with re-
spect to changes in the files. 

The simple linear regression [30] has been fitted for the independent variable x and 
dependent variable y using equation (11). For each model, y represents the number of 
bugs in a subsystem. The variable x represents specific decay based metrics for each 

subsystem in the current year. The regression coefficients 0β and 1β are calculated 

using different values of the decay based models as independent variable and number 
of bugs as dependent variable.  

We have varied the value of k from 0.1 to 1.0 for decay model in equation (8) and 
0.1 to 2.0 for decay model in equation (9) with a step of 0.1. These decay models 
become exponential and linear decay when value of k is set to 1.0 respectively. The 
values of R-squared (R2), Adjusted R Squared (Adj. R2), Variation and Root Mean 
Squared Prediction Error (RMSPE) and regression coefficients have been calculated 
for various decay based as well as simple models as shown in table 2 to table 5 for the 
subsystems “mozilla/layout/svg/”, “mozilla/layout/base/”, “mozilla/layout/tables/” 
and “mozilla/layout/xul/” respectively.  

Research question 2.  
In support of answer for research question 2, we applied simple linear regression and 
support vector regression (SVR) using radial basis kernel function on decay based 
complexity of code change metrics of four datasets of Mozilla components. We varied 
the value of k from 0.1 to 1.0 for proposed model given in equation (8) and 0.1 to 2.0 
for proposed model given in equation (9) with a step of 0.1 for linear regression.SVR 
has been applied for those cases where variation of k shows the significant improve-
ment in terms of R2 for linear regression.  

We have observed from table 2 that the variation of k in equation (8) as 0.3 and 0.4 
gives the significant improvement in terms of R2 i.e., 0.982 and 0.982 in comparison 
with its counterpart model given in equation (5) whose value of R2 is 0.971. For  
model in equation (8) if we increase the value of k from 0.4 to 1.0, performance de-
grades.  In case of proposed model given in equation (9), no improvement has been 
observed for value of k ranging from 1.0 to 1.5.  Proposed model given in equation 
(10) shows better performance over the existing model given in equation (7) i.e. the 
value of  R2 is 0.986 and 0.983. The decay in the complexity of code changes has  
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Table 2. Regression coefficients and other statistics for mozilla/layout/svg/ for different decay 
models 

 
 
been observed very low in case of model proposed in equation (9) with the increase or 
decrease in value of k from 1.0 with a step 0.1 because  most of the changes are oc-
curring in 7 files namely nsSVGClipPathFrame.cpp, nsSVGForeignObjectFrame.cpp, 
nsSVGGlyphFrame.cpp, nsSVGGradientFrame.cpp, nsSVGOuterSVGFrame.cpp, 
nsSVGPathGeometryFrame.cpp, nsSVGUtils.cpp out of 52 files. 

The proposed model given in equation (8) with variation in k gives better perfor-
mance in comparison with existing exponential decay model. The proposed model in 
equation (9) does not show the improvement over existing one because decay in com-
plexity of code changes is very low for this data set. The proposed model in equation 
(10) gives similar performance with model in equation (6) which makes slow the 
decay in the complexity of code change.  

Table 3 shows that the variation of k for proposed model given in equation  (8) as 
0.6 and 0.7 gives the significant improvement in terms of R2 i.e., 0.994 and 0.994 in  
 

Models k R2 Adj. R2 Variation RMSPE Reg. Coefficients 
  

SimpleHCM 
(without decay) - 0.971 0.964 15.070 35.817 -41.486 76.364 
Equation (8) 0.1 0.980 0.974 12.738 30.273 -112.757 162.333 

0.2 0.981 0.976 12.326 29.295 -123.454 171.795 
0.3 0.982 0.977 12.074 28.696 -134.989 182.120 
0.4 0.982 0.977 12.042 28.620 -147.184 193.195 
0.5 0.981 0.976 12.261 29.141 -159.782 204.831 
0.6 0.980 0.975 12.712 30.213 -172.468 216.769 
0.7 0.978 0.972 13.328 31.676 -184.901 228.699 
0.8 0.975 0.969 14.014 33.307 -196.753 240.301 
0.9 0.973 0.966 14.677 34.882 -207.760 251.286 
1.0 0.971 0.963 15.249 36.241 -217.740 261.431 

Equation (9) 0.1 0.974 0.967 14.447 34.335 -47.804 86.937 
0.2 0.976 0.970 13.853 32.925 -54.220 98.817 
0.3 0.978 0.972 13.294 31.596 -60.727 112.140 
0.4 0.979 0.974 12.774 30.359 -67.314 127.054 
0.5 0.981 0.976 12.296 29.224 -73.972 143.717 
0.6 0.982 0.978 11.866 28.202 -80.688 162.302 
0.7 0.983 0.979 11.488 27.304 -87.452 182.990 
0.8 0.984 0.980 11.167 26.540 -94.250 205.978 
0.9 0.985 0.981 10.906 25.919 -101.070 231.476 
1.0 0.986 0.982 10.708 25.450 -107.900 259.708 
1.1 0.986 0.982 10.577 25.137 -114.724 290.910 
1.2 0.986 0.983 10.512 24.983 -121.530 325.336 
1.3 0.986 0.983 10.514 24.988 -128.303 363.254 
1.4 0.986 0.982 10.581 25.148 -135.029 404.946 
1.5 0.986 0.982 10.711 25.456 -141.695 450.714 
1.6 0.985 0.981 10.900 25.905 -148.287 500.876 
1.7 0.984 0.980 11.143 26.482 -154.791 555.765 
1.8 0.984 0.979 11.435 27.177 -161.195 615.736 
1.9 0.983 0.978 11.772 27.977 -167.485 681.163 
2.0 0.981 0.977 12.147 28.869 -173.651 752.438 

Equation (10) - 0.986 0.982 10.711 25.456 -141.695 450.714 
Equation (7) - 0.983 0.979 11.498 27.327 -98.962 136.192 
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Table 3. Regression coefficients and other statistics for mozilla/layout/base/ for different decay 
models 

 
 
comparison with its counterpart model given in equation (5) whose value of R2 is 
0.966. For model in equation (8) if we increase the value of k from 0.7 or decrease 
from 0.6, performance degrades. In case of proposed model given in equation (9), the 
value of performance measure is same as of the existing one. 

It is observed from table 4 that the variation of k for proposed model given in equa-
tion (8) as 0.5 gives the significant improvement in terms of R2 i.e., 0.998 in compari-
son with its counterpart model given in equation (5) whose value of R2 is 0.928 but  if 
we increase/decrease the value of k from 0.5, performance degrades. In case of pro-
posed model given in equation (9), for value of k ranging from 0.6 to 0.8, it gives 
significant improvement in terms of R2 i.e., 0.998 and 0.998 in comparison with its 
counterpart model given in equation (6) whose value of R2 is 0.996. For model in 
equation (9) if we increase the value of k from 0.8 or decrease the value of k from 0.6, 
performance degrades. 
 
 

Models k R2 Adj. R2 Variation RMSPE Reg. Coefficients 
  

SimpleHCM 
(without decay) - 0.978 0.975 6.908 128.960 472.847 225.142 
Equation (8) 0.1 0.982 0.979 6.346 118.465 366.231 311.654

0.2 0.984 0.982 5.881 109.784 331.109 328.107 
0.3 0.987 0.985 5.320 99.314 288.010 348.273
0.4 0.990 0.989 4.679 87.351 235.407 373.007 
0.5 0.993 0.992 4.033 75.277 171.753 403.295
0.6 0.994 0.993 3.593 67.074 95.724 440.184
0.7 0.994 0.993 3.756 70.105 6.631 484.638 
0.8 0.990 0.988 4.775 89.126 -95.024 537.289
0.9 0.981 0.978 6.493 121.203 -207.015 598.095 
1.0 0.966 0.962 8.633 161.146 -325.279 666.050

Equation (9) 0.1 0.981 0.979 6.397 119.408 437.573 247.471
0.2 0.984 0.982 5.901 110.148 401.453 271.728 
0.3 0.987 0.985 5.426 101.290 364.498 298.045
0.4 0.989 0.987 4.981 92.976 326.718 326.559 
0.5 0.990 0.989 4.574 85.389 288.128 357.412
0.6 0.992 0.991 4.219 78.756 248.744 390.752 
0.7 0.993 0.992 3.929 73.350 208.584 426.732 
0.8 0.994 0.993 3.721 69.464 167.667 465.508
0.9 0.994 0.993 3.608 67.357 126.013 507.244 
1.0 0.994 0.993 3.599 67.184 83.647 552.107
1.1 0.994 0.993 3.693 68.938 40.592 600.269 
1.2 0.993 0.992 3.881 72.454 -3.129 651.906
1.3 0.992 0.991 4.149 77.457 -47.487 707.200 
1.4 0.991 0.990 4.481 83.645 -92.458 766.335 
1.5 0.989 0.988 4.861 90.735 -138.015 829.502
1.6 0.987 0.986 5.276 98.490 -184.129 896.895 
1.7 0.985 0.983 5.717 106.724 -230.776 968.712
1.8 0.983 0.980 6.176 115.289 -277.927 1045.158 
1.9 0.980 0.977 6.647 124.075 -325.557 1126.439 
2.0 0.977 0.974 7.125 132.995 -373.640 1212.768

Equation (10) - 0.985 0.983 5.791 108.103 377.308 276.311 
Equation (7) - 0.988 0.986 5.133 95.814 296.441 328.781
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Table 4. Regression coefficients and other statistics for mozilla/layout/tables/ for different 
decay models 

 
 
 

Table 5 shows that the variation of k in equation (8) as 0.2, 03, 0.4 and 0.5 give 
significant improvement in terms of R2 i.e., 0.996, 0.996, 0.996, and 0.996 in compar-
ison with its counterpart model given in equation (5) whose value of R2 is 0.946 and if 
we increase the value of k from 0.8 or decrease the value of k from 0.2, performance 
degrades. In case of proposed model given in equation (9), for value of k ranging 
from 0.3 to 0.6 , it gives significant improvement in terms of R2 i.e., 0. 0.996, 0996, 
0.996 and 0.996 in comparison with its counterpart model given in equation (6) whole 
value of R2 is 0.991 and if we increase the value of k from 0.6 or decrease the value of 
k from 0.3, performance degrades.  

We have further plotted the values of R2 for the studied data for all the decay based 
models in fig.3. It is observed that the proposed model given in equation (8) with 
value of k as 0.4 to 0.6 shows the maximum value of R2 except in SVG dataset where 
it is for k as 0.2 to 0.4.  

 

Models k R2 Adj. R2 Variation RMSPE Reg. Coefficients 
  

SimpleHCM 
(without decay) - 0.987 0.986 6.021 24.808 38.145 56.956 
Equation (8) 0.1 0.990 0.988 5.499 22.657 0.159 85.052 

0.2 0.992 0.991 4.783 19.708 -12.874 90.818 
0.3 0.995 0.994 3.922 16.157 -29.060 97.993 
0.4 0.997 0.997 3.002 12.368 -49.048 106.932 
0.5 0.998 0.998 2.459 10.130 -73.492 118.044 
0.6 0.997 0.996 3.183 13.113 -102.906 131.751 
0.7 0.991 0.990 5.147 21.206 -137.435 148.403 
0.8 0.979 0.976 7.844 32.315 -176.527 168.121 
0.9 0.958 0.953 11.007 45.349 -218.681 190.623 
1.0 0.928 0.919 14.425 59.433 -261.496 215.111 

Equation (9) 0.1 0.990 0.989 5.326 21.945 26.935 63.548 
0.2 0.993 0.992 4.648 19.150 15.344 70.823 
0.3 0.995 0.994 3.999 16.478 3.371 78.839 
0.4 0.996 0.996 3.402 14.017 -8.990 87.658 
0.5 0.997 0.997 2.893 11.920 -21.741 97.349 
0.6 0.998 0.998 2.531 10.427 -34.883 107.981 
0.7 0.998 0.998 2.387 9.833 -48.418 119.629 
0.8 0.998 0.998 2.500 10.302 -62.346 132.370 
0.9 0.997 0.997 2.843 11.713 -76.666 146.289 
1.0 0.996 0.996 3.344 13.778 -91.378 161.471 
1.1 0.995 0.994 3.943 16.247 -106.480 178.007 
1.2 0.993 0.992 4.601 18.957 -121.970 195.993 
1.3 0.990 0.989 5.294 21.811 -137.844 215.529 
1.4 0.988 0.986 6.008 24.752 -154.099 236.718 
1.5 0.984 0.982 6.733 27.741 -170.731 259.670 
1.6 0.981 0.978 7.465 30.756 -187.737 284.497 
1.7 0.977 0.974 8.199 33.780 -205.111 311.318 
1.8 0.972 0.969 8.932 36.799 -222.848 340.256 
1.9 0.968 0.964 9.661 39.805 -240.945 371.439 
2.0 0.963 0.958 10.386 42.789 -259.396 405.001 

Equation (10) - 0.993 0.993 4.374 18.023 4.203 73.583 
Equation (7) - 0.995 0.995 3.639 14.991 -22.518 89.873 
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Table 5. Regression coefficients and other statistics for mozilla/layout/xul/ for different decay 
models 

 

 

Fig. 3. The performance of decay models with different values of k for datasets under study 
using linear regression 

Models k R2 Adj. R2 Variation RMSPE Reg. Coefficients 
  

SimpleHCM 
(without decay) - 0.993 0.993 4.269 28.397 100.219 69.647 
Equation (8) 0.1 0.995 0.994 3.759 25.009 54.914 95.717 

0.2 0.996 0.995 3.449 22.944 41.833 100.238 
0.3 0.996 0.996 3.205 21.320 26.066 105.689 
0.4 0.996 0.996 3.169 21.080 7.169 112.260 
0.5 0.996 0.995 3.527 23.462 -15.293 120.161 
0.6 0.993 0.992 4.393 29.225 -41.658 129.608 
0.7 0.988 0.986 5.758 38.304 -72.052 140.789 
0.8 0.979 0.976 7.560 50.289 -106.222 153.811 
0.9 0.966 0.961 9.726 64.702 -143.380 168.630 
1.0 0.946 0.939 12.168 80.941 -182.144 184.989 

Equation (9) 0.1 0.995 0.994 3.874 25.772 86.993 76.093 
0.2 0.995 0.995 3.556 23.653 73.477 83.059 
0.3 0.996 0.995 3.337 22.200 59.676 90.578 
0.4 0.996 0.996 3.241 21.561 45.596 98.684 
0.5 0.996 0.996 3.280 21.819 31.242 107.412 
0.6 0.996 0.995 3.450 22.950 16.621 116.799 
0.7 0.995 0.994 3.734 24.839 1.740 126.884 
0.8 0.994 0.993 4.108 27.329 -13.391 137.703 
0.9 0.993 0.991 4.550 30.271 -28.765 149.299 
1.0 0.991 0.990 5.042 33.542 -44.372 161.711 
1.1 0.989 0.987 5.569 37.049 -60.203 174.983 
1.2 0.986 0.985 6.122 40.726 -76.246 189.155 
1.3 0.984 0.982 6.693 44.522 -92.491 204.274 
1.4 0.981 0.978 7.276 48.401 -108.926 220.382 
1.5 0.978 0.974 7.867 52.335 -125.541 237.527 
1.6 0.974 0.970 8.464 56.303 -142.325 255.754 
1.7 0.970 0.966 9.063 60.289 -159.264 275.110 
1.8 0.966 0.961 9.663 64.279 -176.347 295.645 
1.9 0.962 0.956 10.261 68.261 -193.563 317.406 
2.0 0.957 0.951 10.858 72.227 -210.900 340.443 

Equation (10) - 0.996 0.995 3.439 22.874 63.183 84.370 
Equation (7) - 0.996 0.996 3.140 20.890 30.687 99.679 
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All the values of k show the improved performance over exponential decay model 
having k as 1.0 in equation (9). 

We have also applied Support Vector Regression (SVR) for those cases where the 
value of R2 shows the improved performance in case of linear regression for the value of 
k. The performance parameters namely error mean, Standard Deviation ratio (S.D. ratio)  
 

Table 6. Model Performance using SVR for mozilla/layout/svg/ for different decay models 

Models k Error Mean S.D. Ratio R2 
Equation (8) 
 

0.3 8.122 0.136 0.995 
0.4 7.340 0.132 0.996 
1.0 0.479 0.111 0.996 

Equation (9) 
 

1.0 5.722 0.142 0.997 
1.1 5.635 0.140 0.997 
1.2 5.520 0.137 0.997 
1.3 5.407 0.135 0.997 
1.4 5.278 0.132 0.997 
1.5 5.125 0.130 0.997 

Equation (10) 12.138 0.158 0.996 
Equation (7) 10.611 0.148 0.996 

Table 7. Model performance using SVR for mozilla/layout/base/ for different decay models 

Models k Error Mean S.D. Ratio R2 
Equation (8) 
 

0.5 10.218 0.137 0.992 
0.6 8.413 0.133 0.992 
0.7 10.131 0.132 0.992 
1.0 64.094 0.195 0.986 

Equation (9) 
 

0.8 6.519 0.130 0.992 
0.9 6.436 0.129 0.992 
1.0 7.442 0.132 0.992 
1.1 6.868 0.131 0.992 

Equation (10) 11.961 0.147 0.991 
Equation (7) 13.161 0.142 0.991 

Table 8. Model performance using SVR for mozilla/layout/tables/ for different decay models 

Models k Error Mean S.D. Ratio R2 
Equation (8) 
 

0.4 24.874 0.183 0.991 
0.5 19.917 0.195 0.991 
0.6 14.057 0.214 0.988 
1.0 26.158 0.292 0.979 

Equation (9) 
 

0.6 22.267 0.189 0.991 
0.7 19.834 0.195 0.990 
0.8 17.421 0.202 0.990 
1.0 12.662 0.218 0.988 

Equation (10) 25.565 0.200 0.989 
Equation (7) 67.227 0.390 0.996 
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Table 9. Model performance using SVR for mozilla/layout/xul/ for different decay models 

Models k Error Mean S.D. Ratio R2 
Equation (8) 
 

0.2 47.851 0.279 0.977 
0.3 46.990 0.269 0.979 
0.4 45.937 0.259 0.981 
0.5 42.052 0.263 0.981 
1.0 49.416 0.345 0.969 

Equation (9) 
 

0.3 46.513 0.279 0.977 
0.4 45.732 0.270 0.978 
0.5 45.138 0.263 0.980 
0.6 43.891 0.260 0.981 
1.0 33.185 0.282 0.977 

Equation (10) 47.190 0.282 0.976 
Equation (7) 46.305 0.265 0.980 

 
and R2 are shown in table 6 to 9 for “mozilla/layout/svg/”, “mozilla/layout/base/”, “mo-
zilla/layout/tables/” and “mozilla/layout/xul/” data sets respectively. We observed that 
the performance variation is non-significant due to less number of data points but we 
also found that the value of R2 is more than 0.99 in all the cases. 

The above analysis confirms the research question 2 that the all proposed models 
given in equation (8), (9) and (10) has shown improved performance over the existing 
one and able to capture the variability in the complexity of code changes with greater 
accuracy.  

Research question 3.  
To answer the research question 3 i.e., how does the complexity of code changes 
can be used to predict the future bugs? The regression coefficients are calculated to 
predict the future bugs in the system due to changes in the files of the considered 
subsystem. These regression coefficients are used in predicting the future bugs oc-
curring in the system using equation (11). The regression coefficients are shown in 
table 2 to table 5 for various decay models for different datasets. We have predicted 
the bugs for all components of Mozilla using different decay model based com-
plexity of code changes. The predicted bugs of the mentioned subsystem using re-
spective values of complexity of code change for different decay models are shown 
in table 6. For managerial applications, we can choose the result for which model 
gives the best fit. 

Once we have the entropy/ complexity of code changes up to the current  
year which is denoted in equation (11) as independent variable then by using the 
value of regression coefficients, the value of next year cumulative bugs can be  
predicted.    

For example, we have taken proposed decay model with k=0.3 as given in equation 
(8) for XUL components, we get the value of regression coefficients as  26.066 and 
105.689.  
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The current year entropy of the xul component is 1.539623 and complexity of code 
change of the considered model is 11.23341. The cumulated predicted bugs will be 
1213. The bugs so far detected/fixes for this component was 1112. The bugs predicted 
for the coming year will be 101 (=1213-1112) for current year entropy 1.539623. 

The bug prediction will be helpful to the project manager in determining the re-
source required in fixing the bugs to maintain the quality of software. 

7 Threats to Validity 

In our study, we have considered only those bugs which are affecting the changes in 
the current subsystems. The data points are very less in number which can affect the 
accuracy of parameter estimation including the performance measure in SLR and 
SVR. The value of decay parameters have chosen as rate of bug detection which may 
also be considered as threats to validity for this paper because no proper statistical 
investigation has been done.  

8 Conclusions 

If we can predict the bugs which will occur in future then we can control the quality 
of software. In this paper, we firstly discussed how the complexity of code change can 
be quantified in terms of entropy and after that the existing as well as proposed decay 
models by considering practical bug occurrence and fixing environment has been 
discussed. We have applied bug vs complexity of code changes (entropy) linear re-
gression and support vector regression for bug prediction using existing and proposed 
decay models. We have compared the performance of our proposed models on the 
basis of different comparison criteria namely, R2, Adjusted R2, Variation and Root 
Mean Squared Prediction Error (RMSPE). The experimental results show that our 
proposed models capture the variability in the complexity of code changes occur due 
to irregular fluctuations in the code change and bug detection/fixing process. Finally, 
the number of post release bugs has been predicted in the software by applying linear 
regression technique. The proposed models give better performance over the existing 
models depending upon the value of k, models capture the variability in the complexi-
ty of code changes. The value of R2 is more than 0.99 in most of the proposed models 
which shows how accurately our proposed models can predict the future bugs based 
on current year entropy. This study can be further extended to capture all changes for 
the entire project at a more fine grain level of interval which will be helpful in pre-
dicting the actual number of future bugs. We will validate our theory on more data 
sets to get more confidence in complexity of code change based bug prediction. 
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Abstract. Software engineering process (SEP) is more and more considered the 
key factor for any software company to create a better quality software with low 
costs and high productivity. However, there is a gap between theory and 
practice of applying modern SEP, such as Agile method, for improving the 
efficiency of software project management, especially for software companies 
in a developing country like Vietnam. VNG Corporation, a software company 
in Vietnam with a lot of small and medium web based software projects, 
currently meets many difficulties in ensuring the success of these projects. The 
current approach for software development is no longer consistent with the 
increasing requirements and flexibilities of these projects and VNG is going to 
find a new method for improving the efficiency of their software projects. In 
this research, Agile method is applied and tested to check whether it can be a 
suitable method for VNG to overcome their problems in software development. 
Besides, a testing project based on Agile method is also conducted at VNG 
company to evaluate the solution. Results showed that Agile method can help to 
increase customers’ satisfaction and it also helps to improve efficiency of 
project management by most KPIs. 

Keywords: Agile, Software engineering process, Software development model, 
Project management, VNG Company. 

1 Introduction 

According to annual report of VNG corporation, about 1/3 of its software projects 
failed during 2009 to 2011 (these projects cannot be finished on time). There are 
many reasons for this failure, but according to their managers, the most reason is from 
frequent changing requests of customers during the software development process 
(average 5-10 changing requests/ project/ month). This reason also increased the total 
cost of software development project about 20% compared with original budget and it 
delayed the time to introduce new products to end-users.  

Similar to other software companies in Vietnam, software engineering process at 
VNG is not clearly applied and there is a lack of standardized method for software 
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project management. Therefore, it is necessary for Vietnamese software companies to 
have a clearly stated and standardized method for software development to overcome 
above difficulties. 

Recently, Agile method, a flexible software development process, is more and 
more considered a suitable method for developing software in a short time and it is 
flexible enough to allow frequent changing requests during project time. Agile 
method attracted many researchers and businessmen in discussing and sharing their 
experience in applying this method. Currently, Agile community in Vietnam has more 
than 300 members. 

From above reasons, this research tries to apply Agile method for improving 
efficiency of software development project at VNG company and to evaluate the 
Agile solution in practice. This research aims at (1) Identify problems of software 
project management at VNG company, (2) Suggest a plan for applying Agile method 
in VNG, and (3) Conduct testing project for evaluation. 

The research plan is: first, Agile method is reviewed and compared with other 
software development methods; then, data is collected and analyzed for understanding 
current problems of software project management and possibility of applying Agile 
method for solving these problems at VNG company; then, a plan for applying Agile 
method in VNG for improving efficiency of project management is suggested; and 
finally, a testing project is conducted based on above suggestion for evaluating the 
solution. The structure of this paper is organized as follows: (2) Research method; (3) 
Literature review; (4) Problems of project management at VNG; (5) Approach for 
solving problems of VNG; (6) Experimentation and results; and (7) Conclusion. 

2 Research Method 

2.1 Data Collection 

• Secondary data: theory reviews, scientific journals, papers, related materials from 
the internet, internal documents of VNG company…   

• Primary data: expert interviews, questionnaires to understand current problems of 
project management at VNG, discussing possibility for applying Agile method in 
VNG and feasibility of suggested solution in practice. 

2.2 Data Analysis and Result Evaluation  

• Qualitative analysis: lesson learnt, projects’ document analysis, group discussion 
with project members (20 projects from 2009-2011, 10-15 projects’ members), 
depth interviews with project managers (3-5 people)  

• Experimentation: applying suggested plan for a testing project (2 months, 5 
members), calculating KPIs for testing project and comparing with those KPIs of 
past projects with the same size and duration. 
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3 Literature Review 

3.1 Agile Software Development Method (Agile) 

Agile is a group of methodologies for software development based on iterative and 
incremental rule. In this method, requirements and solutions evolved through 
cooperation between self-managed and inter-functional groups [8]. Besides, Agile is 
also considered a philosophy or an approach for software development projects. 
Typical software development methods based on Agile include Extreme 
Programming (XP) or Scrum. In this research, latest version of Agile method based 
on Agile-manifesto is considered to be applied and tested. According to Agile-
manifesto [1], main characteristics of Agile method can be summarized as follows: 

─ Iterative 

─ Evolutionary 

─ Adaptive 

─ Group architecture 

─ Empirical Process Control 

─ Direct interaction 

─ Value-based development 

Agile focuses on quick responsibility to requirement changes, interaction of multi-
parties, short time-frame, evolutionary and continuous development. Agile suggests a 
collection of rules, standards and practices, such as: source code management, coding 
standards, or prototype presentation to customers [10]. 

According to Agile method, each project (product) will be divided into small 
functional parts. Each part is executed as a complete product in a short time (2-4 
weeks). Each finished part will be transferred to customer to use, test and feedback. 
As the same time, other parts will be developed and tested. This process continues 
until all parts are completed ([1]; [3]).  

3.2 Comparison of Software Development Methods 

Based on theory of software development, previous researches ([13], [15], [17]), and 
interviews with experts in IT field, advantages and disadvantages of popular software 
development methods (such as: Waterfall, V-shape, Prototype, Evolution, RUP, 
CMMI and Agile model) are summarized and showed in following table.  

3.3 Success of Software Project Management 

According to James S. and Shane W. [10], traditional way of thinking about success 
of a software project is based on 3 constraints: on time, within budget and satisfy 
users’ requirements. In fact, many projects satisfied all constraints above, but they 
cannot be considered successful projects because final system is not suitable with  
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Table 1. Comparison of software development models  

Model Advantages Disadvantages Application 

Waterfall 
model 
[17] 

Clear process, step by step 
activities, clear documents for 
input and output of each step. 

User requirements must be 
defined clearly. 
Testing phase is executed 
too late to discover problem 
during developing process.
Many risks occurred near 
the end of project.
High cost for changing and 
low speed for responding. 

Should be applied for 
projects with low risk 
and low changing 
rate.  
Developers 
understand well user-
requirements and 
methods. 

V-shape 
model [2] 

Testing phase is executed in 
parallel with analysis, design and 
implementation. 

Similar to waterfall model Similar to waterfall 
model 

Prototype 
model [5] 

User can see & understand key 
functions and features of new 
system. 
Improve communication between 
developers and end-users. 

Prototype may not include 
all requirements of users. 
Therefore, this model leads 
to misunderstanding about 
new system. 
Because of short time for 
developing prototype, there 
will be a difference 
between requirement and 
prototype. 

Mostly based on GUI 
Must be applied in 
case the customers 
can not define their 
requirements clearly 
at the first time. 

Evolution 
model [5] 

Reusing of prototype. 
A part of system can be 
implemented during system 
analysis and design phase. 

Lack of a strict and clear 
process.  
Longer time for 
requirement analysis.  

Applicable for short-
term projects. 
Developing staff is 
not familiar with 
project field. 

RUP 
model [5] 

Less risk. Key requirement will 
be developed and transferred to 
customer in a short time. 
Including many versions, that 
will help improving the quality of 
final system. 

High developing cost.
High technological risk. 

Applied for big 
system, in a long time. 
A part of system can 
be run sooner than 
other parts.  
Developers are 
familiar with project 
field. 

CMMI 
model 
[15] 

Reduce risk through process 
improvement, clear requirement 
for each step.  
Developing plan is controlled 
carefully, so product can be 
transferred to customer on time 
and easily with all documents.  

High cost for evaluation. 
High cost for executing. 
Long time for documenting. 
Inflexible in project 
conducting. 

Applied for big 
system, in a long time.  
Suitable for 
outsourcing projects. 
Clear hierarchy of 
developing staff based 
on position and 
profession.  

Agile 
model 
[13] 

High adaptability with changing 
requirements.  
Low risk through well managed 
by Sprint.  
Low time for interaction. 
Customer can monitor developing 
steps by continuously transferring 
module through sprint. 

Developing staff must have 
skills and experience.
Time needed for documents 
during project process is 
fairly long.  

Suitable for small and 
medium sized projects 
(10-12 members) with 
short time for 
developing. 
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organization’s purpose and it is not used by end-users in practice. James S. and Shane 
W. [10] also showed 3 kinds of the success of a software project, which are: 
individual success, technological success, and organizational success. Through their 
analysis, Agile method is considered a suitable method for software project and it can 
help software project managers to get all kinds of success above.      

In this research, efficiency of software project management is measured based on 
ability to get 3 kinds of above success: Individual success, Technological success and 
Organizational success.  

In the next section, problems of software project management at VNG company 
will be analyzed to understand the current situation of project management at VNG 
and to explore ability to solve these problems using Agile method. Based on this 
analysis, a plan for applying Agile method for improving efficiency of software 
project management will be suggested. 

4 Problems of Project Management at VNG 

4.1 VNG Company and Web Based Application Department 

VNG Corporation (VNG) – former name: Vinagame – is a Vietnamese software 
company established in 2004 and specialized in developing online games and doing e-
commerce business in Vietnam. It is the first company providing licensed games in 
Vietnam and now becomes a leading company in Vietnam online game market. 
Beside popular online games, such as: Vo Lam Truyen Ky, Zing Dance, Gunny, 
Boom online…, products of VNG also include Social networking site (ZingMe), 
Music site (ZingMp3), and e-Commerce sites (123Mua, ZingDeal). Web-based 
application department takes responsibility for developing web-based applications for 
both internal and external customers. 

According to internal statistics and interviews with project managers, group leaders 
of Web based application department (3 people), total number of projects of this 
department from 2009 to 2011 is more than 20 projects, in which, 7 projects were 
failed or didn’t finish on time. High rate of failed projects leads to low 
competitiveness and indirectly reduces total revenues of VNG. 

Although, currently, Web-based application department has a strong background 
staff (more than 90% graduated from university with IT major) and good experience 
in software development (4-5 years working in IT field), these employees are not well 
managed and their responsibilities are not clear. This causes low quality of final 
products (40% of products are unsatisfied), and loss the trust of internal customers. 
Besides, members’ role in each project is not clear, this causes unsatisfactoriness of 
projects’ members and leads to difficulties in progress controlling and quality 
assurance. 

Most products developed by Web-based application department are rich-content 
applications, which are main factor for attracting customers. Each web-based 
application has a lot of requirement changes during and after implementation or 
publish phase (avg. 5-6 changes). So, most products have to be changed in design or 
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content every 3 months. This change is very important for the success of these 
projects, but Web-based application department cannot serve this demand thoroughly. 
As a result, changing queue is longer and longer and project management is 
considered inefficiency.  

From end-user viewpoint, 3 main factors for attracting users and getting their 
loyalty are: rich content editing, attractive user interface, and short response time. For 
the first factor, VNG realized its importance and established Web-content department 
to care about this factor. For the two later factors, they are main responsibility of 
Web-based application department and VNG cannot satisfy their customers mostly 
because of these 2 factors. Web-based application performance is directly affected by 
analysis, design and implementation phase. Therefore, without a suitable software 
development method, Web-based application department cannot provide attractive 
user interface in a short time as customers’ request. 

4.2 Problems of Software Development Process at VNG 

Based on internal demand for applications to satisfy VNG own requirements, Web-
based application department was established with a few experienced employees. At 
the first time, because the number of projects is not much, there is no need for a 
standard process of software development. By the time, because of developing 
demand, the number of employees and projects increased very fast. So, it is necessary 
for Web-based application department to have an effective software development 
process to reduce errors, reuse project works, and shorten software developing time.  

From 2009, waterfall model was applied and used by developers for improving the 
efficiency of project management in this department. At the earlier time, waterfall 
process brings many benefits to Web-based application department and it helps 
managing projects better. After a while (about 2011), all projects’ member are 
familiar with waterfall process and all changing requests must be analyzed and 
approved before executing. This habit causes many difficulties for project 
management because current projects require higher quality, short time for 
development and more changing requests from customers. This problem requires a 
new software engineering process that can help shortening software developing time 
and making it easy for integrating new requests to final products.        

According to year-end report of 2011, number of severe bugs (causes system halt 
more than 1 hour) of 2011 increased 20% higher than of 2010. This high rate of 
severe bugs affected directly to website performance and displayed a bad image about 
VNG’s product. There are many reasons for this high rate, such as: server 
management, internet connection, inexperience of employees in solving problems and 
uncontrollable changing requests from customers. The last reason is considered the 
most important one (average 5-6 changing request/ product/ month). These problems 
increased project cost (avg. 20% higher than original budget) and affected to general 
target of VNG company in introducing new products to customers.       

In order to know root causes of difficulties at Web-based application department, 
an interview with 15 projects’ members was conducted. Through this interview, seven  
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key reasons for their difficulties in software engineering process are summarized as 
follows: 

• Current process is not suitable for short time development with frequent changing 
request 

• High cost for maintenance of previous products  

• Time span for each phase of software development process is not appropriate 

• Improper setting of priority and value of changing requests 

• Can not apply lesson learnt from previous projects to latter projects 

• High leading time in communication between support department and projects’ 
members. 

• Complex project architecture and ineffective information flow 

In general, at the current time (2012), Web-based application department meets a lot 
of difficulties in managing software development projects using waterfall model. This 
requires VNG company to find a new suitable model for software development to 
overcome above problems and to improve the efficiency of software project 
management at Web-based application department. 

5 Approach for Solving Problems of VNG 

From above analysis, main reason for inefficiency of software project management at 
Web-based application department stays in current waterfall model, improper 
software engineering process for VNG products at this time. Based on Table 1, two 
good candidate models for VNG to improve its current process are: CMMI model and 
Agile model.  

According to Dr. Nguyen Long, General Secretary of Vietnam Informatics 
Association, in an interview with Saigon Businessman magazine [7], CMMI model is 
suitable for: 

─ Outsourcing oriented company because CMMI is required by foreigner 
customers. 

─ Big company because of high cost for certification. 

─ Big projects because it requires many members for documenting.  

─ Clear users’ requirements at the first time because changing requests must be re-
negotiated. 

According to Barry B. and Richard T. [4], five criteria for evaluating suitability of 
Agile model with software development project include: 

─ Low criticality or low risk level. 

─ Experienced projects’ members. 

─ Frequent changing requests. 
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─ Small sized projects located in the same location. 

─ Open culture for changing and innovation.     

In order to select suitable software developing model, an interview with 3 project 
managers at Web-based application department was conducted to identify key 
characteristics of VNG projects, budget allowed, developers’ skill, changing request 
from customer and company culture. 

Through this interview, CMMI model is realized not suitable and Agile model is 
proven to be a suitable model with VNG projects because: 

─ Most projects of Web-based application department are conducted to satisfy 
demands of internal customers and to support developing strategy of VNG. 

─ These projects do not have clear requirements at the first time and need a lot of 
changes during developing time. 

─ Most projects are small projects and located at the same place. 

─ Time allowed for software development must be short (less than 3 months) 

─ Developers at Web-based application department have a strong IT background 
and many experiences in software development. 

─ Web-based application department has a fairly young staff (average age is 30) 
and an open culture that facilitates free ideas and innovation. 

From above analysis, the approach for solving problems of Web-based application 
department of this research will be applying Agile method for software engineering 
process. In order to know how to apply Agile method and to check whether Agile 
method can improve the efficiency of software project management of VNG or not, a 
pilot project will be conducted for evaluation. 

6 Experimentation and Results 

6.1 Experimentation Design 

• Time for experimentation: from January 2012 to March 2012 

• Pilot project for testing Agile method is SGN project (Social Gaming Network – 
phase 2): this software provides some additional features to a previous product, 
such as: manage users’ profile, search for product information, friend connection 
between applications, activity notification, manage community page… 

• Project members: 5 members (4 software engineer + 1 project manager), in which 
3 members have 5-6 years experience and 2 other members have 1 year experience. 

• This project is considered suitable with Agile method because it has: 

─ Low criticality: this project belongs to phase 2 of a current product of VNG to 
add more features and to increase value for current product, so it has a low risk 
level. 
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─ Experienced project’ members: all members have a bachelor degree in IT major 
and have enough experience for conducting this project. 

─ Frequent changing requests: because of social networking characteristics, this 
project allows many changing requests during project time to satisfy the 
customer more. 

─ Small size: 5 members working at the same location. 

─ Free culture: this is the long-term strategy of VNG for supporting creativity of 
employees. 

• Plan for apply Agile method in VNG through pilot project 

─ Training: combination of training course and self learning based on documents/ 
regulations from project managers to provide project’ members key concepts of 
Agile method.  

─ Habit changing: direct interaction with end-users/customers is a requirement for 
all project members; changing from organizing a few long meetings to daily 
short meetings to be able to quickly response to any necessary problem; self-
responsibility is encouraged by assigning independent project works to each 
member and receiving complete results.     

─ Setting KPIs: changing criteria for evaluating final results based on following 
factors 

o Concurrent users (CCU): number of customers using product at the 
same time. This is important factor to know whether new product 
attracts end-users or not. This number is based on system statistics. 

o Number of new users (system statistics) 

o Total time using product of end-users (system statistics) 

o Percentage of operational works decreased (compared with previous 
projects)  

o Satisfaction of internal customers 

o Satisfaction of external customers through comments, feedbacks  

• Result comparison plan 

─ In order to evaluate the efficiency of project management using Agile method, 
pilot project will be compared with previous projects (using traditional method) 
by some criteria, such as: time to finish, number of updated content, number of 
changing requests, time to response… 

─ Projects (about 15 projects in the past 2 years) will be used for evaluating have 
the same size and duration with pilot project.  

─ For comparison of project success, above criteria will be arranged in 3 kinds of 
project success: Individual success, Technological success and Organizatinal 
success. 
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6.2 Experimentation Results 

After applying Agile method in software development of Web-based application 
department for testing project (SGN), some positive results in improving efficiency of 
project management could be summarized as follows:  

─ Concurrent users (CCU) of Gunny product (a system supported by SGN project) 
increased 1.5 times compared with CCU of this product before. 

─ Number of new users increased quickly through new features added by SGN 
project (“friend invitation” through users’ connection network). 

─ Total time using product of end-users also increased through promotion events 
of SGN project.  

─ Total time and cost for operational works of Web-based application department, 
such as: inputting and updating web contents, has been decreased. Currently, 
these activities are run automatically due to a new feature added by SGN 
project. Quantity of web content needed to input manually is only 1/5 compared 
with before.  

─ Satisfaction of internal customers increased because product of SGN project 
connected existing products/services of VNG together through social 
networking, which facilitates internal communication and collaboration.  

─ Overall satisfaction of external customers also increased (90% satisfied, through 
an online survey) because of higher quality of final product (faster response 
time, better information, higher stability and simpler process).  

In general, testing project showed that Agile method helps to increase satisfaction of 
customers, and to improve efficiency of project management through above KPIs. As 
a result, Agile method could be a suitable software engineering process for VNG to 
overcome its current problems and it should be applied in an enterprise-wide scope to 
increase software quality of VNG.  

However, during process of testing project, some difficulties are also realized as 
follows: 

─ Unfamiliar of some project members with Agile process made it difficult for 
them to deal with overloaded works. 

─ It is difficult for project members to make a final decision and to remember all 
details of project works without an effective collaborating system.   

Above difficulties can be overcome by  
─ Training and applying Agile model for a while makes developers familiar with 

new method,  
─ Getting supports from an effective communication and collaboration platform. 

In order to check whether Agile method can help improving efficiency of project 
management, results of SGN project (Agile group) will be compared with previous 
projects (No-Agile group) by some criteria, such as: time to finish, number of updated 
content, number of changing requests, time to response…, which will be arranged into 
3 kinds of success: Individual success, Technological success and Organizational 
success. The comparison results are summarized in following tables: 
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Table 2. Comparison of Agile group and No-Agile group by Organizational Success  

ID Criteria No Agile Group Agile Group 

1 Time to finish Later than plan 1-2 days. Finnish on time 
2 Customers’ 

satisfaction about 
product 

Average, because final 
product covered all users’ 
requirements 

High, because any feedback 
from customers will be added 
into final product 

3 Possibility of project 
structural change or 
cancellation of some 
features of project. 

Low, because there is a 
baseline of agreements 
between project group and 
customers.  

High, because all users’ 
requirements could be solved 
during project process. 

4 Project efficiency Meet requirement Higher than requirement 

Table 3. Comparison of Agile group and No-Agile group by Technological Success  

ID Criteria No Agile Group Agile Group 

1 Technology complex Average High 
2 Specification of users’ 

requirements 
Clear Unclear, final result is different 

from original requirement 
3 Request changing rate Frequently (avg. 6 requests/ 

project) 
Frequently (avg. 8 changing 
requests/ project) 

4 Responding time Average 1 day/ request Average ½ day/ request 
5 Extensibility of final 

product 
Difficult because of fixed 
architecture 

Easy because flexible and 
updatable architecture 

6 Transferrable of 
product to another 
developer/ project 
group 

Easy to transfer because of 
clear and multi-referenced 
documents  

Difficult to transfer because of 
not priority of documentation 
and direct interactions between 
developers and end-users. 

7 Difference of final 
product with original 
design 

Low, because requirements 
and designs must be agreed 
at the first time of project. 

High, because of high changing 
request during project time. 
Original design is just a draft 
version and can be changed 
gradually in implementation. 

8 Product maintenance  Easy to maintain because 
final product is 90% similar 
to original design & 
documents are completed. 

Fairly difficult to maintain 
because lack of documents and 
difference between final product 
and original design. 

Table 4. Comparison of Agile group and No-Agile group by Individual Success  

ID Criteria No Agile Group Agile Group 

1 Developing 
experience and skills 

Average High 

2 Experience 
accumulation of 
project members 

Average because each 
member only works in 
separated phase of project  

Very high, because project 
members must take part in all 
phases of project 

3 Working pressure of 
project members 

Average, 6 hours/day, 
according to project 
leader’s plan 

Very high, because each 
member takes responsibility for 
whole module. Members are 
highly focused & task-oriented. 
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In summary, comparison results showed that projects of Agile group got higher 
efficiency than projects of No-Agile group in all kinds of success: Organizational, 
Technological and Individual success. Although there are still few disadvantages of 
Agile group in some criteria, it is proven to be a suitable method because overall 
benefit of Agile method is higher than its limitation to the efficiency of project 
management at Web-based application department of VNG Company.  

7 Conclusion 

From above results, Agile method is found to be suitable software development 
process for Web-based application department at VNG company. This method can 
help improving efficiency of project management and contributing to the success of 
software development project in all aspects: Organizational success, Technological 
success and Individual success.  

Firstly, this research found some difficulties of software development at Web-
based application department of VNG Company through internal data analysis and 
interviews with projects’ members. These problems include: Inappropriate software 
engineering process, High cost for maintenance, Improper project schedule, 
Unsuitable setting of priority of changing request, Lost of past experience, High 
leading time, Complex project architecture. 

Then, through discussion with project managers at Web-based application 
department, possibility of applying Agile method for improving efficiency of software 
project management at VNG was analyzed and testing projects was conducted for 
evaluation. Experimentation results showed that Agile method can help improving 
efficiency of project management at Web-based application department and solving 
problems of software development at VNG Company. This pilot project proved that 
Agile could be applied in VNG at enterprise-wide level with minor modifications. 

However, Agile method should be applied for those projects with following 
characteristics: Low criticality, Experienced personnel, Dynamism, Small sized project, 
Open culture. Therefore, in order to apply this method in practice, companies should 
change their environment to fit with above conditions through some activities, such as: 
training, changing regulations, setting suitable KPIs, changing business culture… 

Beside above advantages, this research also found some limitations of applying 
Agile method in practice and they should be improved to ensure the success of 
software development project. For example, applying Agile method may lead to 
difficulties in transferring product to another developing group and maintaining final 
product because of insufficiency of consistent project documents. These difficulties 
could be overcome by focusing on documenting phase after each project to have a 
complete project document. As a result, well organized documents will facilitate 
transferring of projects’ work to other groups and make it easy for maintenance 
activities.  

7.1 Limitations 

This research explored the ability to apply Agile method for a small sample (1 
project/ 1 department) of VNG Company. It is difficult to generalize the result to the 
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whole company. Especially, it is very difficult for establishing a standard approach 
for applying Agile method for similar departments or companies because it depends 
on project size and characteristics of developing group.  

Moreover, qualitative method used in this research is somewhat subjective because 
many conclusions are based on literature review and interviews with project 
members. This reduces the applicability of research results in practice.   

7.2 Implication for Future Researches 

Some directions for future research include: 

─ Apply Agile method for a bigger sample, such as: other departments of VNG, 
other software companies in Vietnam, service businesses… 

─ Quantitative research for measuring influence of Agile on the success of 
software project 

─ Combination of Agile method and CMMI for a better software engineering 
process. 

Acknowledgements. Many thanks to employees and managers of VNG company, 
who provided internal data for analysis or participated in several interviews of this 
research for discussing possibility of applying Agile method for solving problems of 
Web-based application department and improving efficiency of software project 
management at VNG company.  
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Appendices 

A. Questionnaire for Exploring Problems of Project Management at VNG 

Purpose: to find facts and figures for understanding about current difficulties of 
software project management at Web-based application department of VNG company 
from 2009 to 2011 

Main objective: project team leaders and project managers 

Number of interviewees: 3 people 

Questions: 

1. Number of projects conducted in your department from 2009 to 2011? 
2. Please provide percentage of success project in this period according to 

following criteria 
a. Finnish on time 
b. Meet technological requirements 
c. Make customer satisfied 
d. Meet customers’ requirements 

3. How many projects cannot be finished by deadline? 
4. How many projects cannot meet technological requirements? 
5. How many projects finished on time but cannot satisfy customers? 
6. As a project manager, are you satisfied with your group works? Rate your 

satisfaction with your project members (percentage)? 
7. For you, which skills of your project members should be improved? 
8. For you, within your success projects, how many percent of them could be 

considered: 
a. Individual success 
b. Technological success 
c. Organizational success   

9. Is budget the most important problem of your projects? 
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10. Please tell me about average size of your projects by following criteria 
a. Number of project members 
b. Time constraint of your projects 

11. How many changing requests your projects received from customers during 
or after each project? Please provide average number of changing 
requests/project/month? 

12. Do you think most problems of your project management come from current 
software engineering process? 

13. Do you think frequent changing requests or personal problems of project 
members have an effect on the success of your projects (time and quality)? 
Please give an example. 

14. Please arrange following items in an priority order for improving efficiency 
of your project management   

a. Applying a more suitable software engineering process 
b. Improving problem solving skill of project members 
c. Closely collaborating with customers for receiving and analyzing 

requirements 
d. Providing more budget for your projects 
e. Changing projects’ duration and scope  

B. Questionnaire for Lesson Learnt of Project Management at VNG 

Purpose: Extract lessons learnt after each software development project at Web-based 
application department from 2009 to 2011  

Main objective: Members of software development projects 

Number of interviewees: 15 people. 

Questions: 

1. How many projects did you participate at Web-based application department 
from January 2009 to December 2011? 

2. Did you attend the project closure meeting after each project? 
3. For you, what are main causes of late projects? 
4. As a developer, do you have any experience in unsuccessfully integrating 

individual modules of a project? 
5. Did you care about project cost? If yes, which kind of cost did you care 

about? 
6. For you, does personal experience contribute to the success of your projects? 
7. Is current software engineering process suitable with your projects? If not, 

please show some unsuitable points of current process. 
8. How do you think about number of changing requests from customers in 

your projects? 
9. Currently, does indirect communication with customers through access point 

(group/ project leaders) delay information flows in your projects? 
10. How frequent of changing requests occurred in your projects? Is responding 

to these requests difficult to you/ your group? If yes, please give some main 
difficulties. 
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11. For you, are your customers satisfied with your products? If not, please give 
some reasons why you are unsatisfied. 

12. What do you expect from your project manager? 
13. According to your experience, which factor is the most important one 

affecting on the success/ failure of a software project?  
14. What should be improved for ensuring the success of your projects?     

C. Questionnaire for Exploring Suitability of Agile with Projects at VNG 

Purpose: Collecting internal data and statistics of testing project and past projects for 
evaluating suitability of Agile method for improving efficiency of project 
management at Web-based application department of VNG company. 

Main objective: Team leaders and project managers. 

Number of interviewees: 3 people. 

Questions: 

1. Do you know about Agile method?  
2. What is the average size of your projects? Do you think your projects’ size is 

suitable with Agile method? 
3. What is your current company culture? Do you think your company culture 

is suitable with Agile method? If not, what should you do to have an open 
culture for enabling Agile?   

4. Do you think software engineering process affects on the success of your 
projects? Please give an example to explain your answer? 

5. Agile method requires high discipline. Do you think your projects’ members 
have a good discipline? If not, what should you do to improve the situation? 

6. Agile method requires quick response time to customers’ changing requests. 
Do you think there is any difficulty for direct interaction with customers? 
Which communication methods are currently in used at your department? 

7. How do you think about current relationship between projects’ members and 
customers? If not good, what is the most reason? 

8. Ranking following items in priority order for applying Agile method in your 
department: 

a. Independent working ability of project members 
b. Analysis and planning skill 
c. Time management ability 
d. Skill for direct interaction with customers 
e. Programming skill    

9. Agile method requires frequent short meetings. Do you think this kind of 
meeting is suitable with your project group? Is there any difficulty in 
applying short meetings in your project? 

10. In your projects, did you receive changing requests frequently? Is there any 
difficulty in responding to these changing requests? Please give an example. 
For you, compared with total project cost, how many percent does cost for 
changing account for?  
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Abstract. This paper presents a framework for the analysis of software
artifacts. We revise and propose techniques that aid in the manipulation
and combination of target-language specific tools, and in handling and
controlling the results of such tools. We also propose to integrate un-
der our framework techniques that are capable of performing language
independent analyses.
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and flexible and that allows easy and elegant implementations of complex
analysis suites.

We finally conduct a proof of concept for our framework by analyzing
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1 Introduction

Building software has historically always been considered a challenging engineer-
ing task. And this is particularly true nowadays, where programming involves
not only reusing libraries that are provided by our programming language of
choice, but also trusting and reusing libraries that have been built by other
programmers and that are available on the Internet as open source software.

While software reuse has evident benefits such as rapid development, one often
needs to make sure that the reused libraries satisfy certain properties. In our
context, we refer to analyzing a property of piece of software as its certification
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and indeed choosing between many available libraries with the same purpose is
often influenced by the properties that each one holds.

This paper consolidates our ongoing effort to provide a customizable frame-
work for the certification of (reusable) software packages under the Certification
and Re-engineering of Open Source Software (CROSS) project1. Indeed, when one
tries to come up with a solution for dealing with all packages, under any pro-
gramming language and using potentially any analysis tool, multiple issues arise:

i) how can we provide a setting for users to easily and elegantly combine differ-
ent tools, each one providing a concrete and desirable analysis for the same
package?
A solution for this problem was achieved by us with a combinator language
that allows programmers to describe at an abstract level how software tools
can be combined into powerful software certification processes [1].

ii) with such a language at hand, we turned our focus into providing a globally
accessible framework where users could define and store their customized
certification processes and that could work as a repository for a wide range
of analysis tools that would otherwise need to be installed locally.
With this in mind, we have developed a web portal that relies on the domain-
specific language of i) as its core [2], and that provides a common storage
location for multi-purpose analysis tools.2

iii) finally, we have realized the need to customize the results produced by dif-
ferent certifications. Indeed, in our context certification results may assume
different formats ranging from simple text to complex images or charts,
and producing impactful results (or reports) again may require manual cus-
tomization.
In order to satisfy this need, we have also developed an embedded domain-
specific language for combining reports [3].

In this paper we now propose to build on these results and to improve on them.
In particular, we make the following contributions:

1. we propose a single and coherent framework that elegantly integrates the
combinator languages described in i) and iii). This is a framework that is
currently under integration in the portal provided in ii);

2. while the tools that have already been integrated in our web portal allow for
language-specific analyses only (i.e., they target one specific language such as
C or Java and they focus on one specific characteristic of it), we now propose
the integration of a set of analyses that are language independent. This
analyses include inspecting elements other than source code that must be
available on any software ecosystem, such as README files or even comments
within the source code itself. This further extends the potential practical
interest of our certification environment;

1 http://twiki.di.uminho.pt/twiki/bin/view/Research/CROSS/
2 While the portal already stores a significant number of analysis tools, still we rely
on further inputs from the community to enlarge this set.

http://twiki.di.uminho.pt/twiki/bin/view/Research/CROSS/
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3. we provide a detailed case study that fully illustrates, one by one, the steps to
undergo in order to certify a realistic software package. By this, we also hope
to demonstrate the expressive and practical power of the global certification
scenario that we envision in this paper.

This paper is organized as follows. In Sections 2 and 3 we revise the combinator
languages described previously in items i) and iii), respectively. In Section 4,
we propose and describe the set of analyses for elements other than source code
that we have considered extending our certification environment with, i.e., we
describe contribution 2 of the paper. In Section 5 we refer to contribution 1
of the paper, i.e., we describe how we have integrated in a single and coherent
framework all the independent pieces that are necessary to provide customizable
software certifications. The case study that we have used to demonstrate the
power of the framework that we finally obtain, in the line of contribution 3 is
described in Section 6. Finally, in Section 7 we conclude the paper and point
some possible directions for future research.

2 Combining Software Analysis Tools

We start by revising the combinator language that is used in our web portal
to allow the creation and customization of analysis schemas, that we call Certi-
fications. Such combinator language, which has been proposed and thoroughly
explained in [1], allows an easy and modular implementation of flows of infor-
mation through different analysis tools that are integrated in our web server.
Furthermore, the results of these tools always end up being collected and trans-
formed into a report, contained on a XML file to which the users also have access.

In order to briefly introduce the reader to the combinator language of our
portal, we present next a simple yet illustrative example of all the combina-
tors in the language, using them in the construction of a concrete Certification.
The example shown is a snippet of Haskell [4] code, which is the programming
language that we have used to implement our combinators.

Example of a Certification defined with combinators:

certification =

Input >- (slicer,"-j","-jpg")

>- (jpeg2Report,"-jpeg","-r") >|

Input >- (memoryCheck,"-j","-r") >|>

(aggregator,"-r","-r")

+> "Certification"

This example certification is called certification, and has two main flows
of information, both started by the primitive Input. After Input is used, the
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user can create a flow of information by intercalating tools with the primi-
tive >-. As long as he/she continues to use this primitive, the initial infor-
mation will be consumed by the first tool, whose result will be consumed by
the second one, and so on. In this particular example, we have one sequence:
Input >- (slicer,"-j","-jpg") >- (jpg2Report,"-jpeg","-r"), where
the initial input is processed by the tool ’slicer’, which fuels information to
jpeg2Report.

The combinators >| and >|> are used for parallel computation: the first one
appears between linear flows of information, and splits the certification into parts
that are autonomous and can run in parallel. The combinator >|> appears only
once per parallel computation, and marks a point where all the results of all the
parallel processes are combined using one tool whose responsibility is only to
aggregate all these results.

In this particular example, we have two flows of information both started with
the primitive Input. These are split with >-, meaning they will constitute two
sets of tests that will run in parallel, and terminated with >|>, meaning that
their result will be aggregated with the tool aggregator.

The last combinator is +>. The only purpose of this combinator is to create
a Certification, by giving it a name, which in this case is ”certification”, and
making it available on our web portal.

Our Certifications web portal is a collection of bash tools created and main-
tained by any user, with the only limitations of being capable of running in an
UNIX-based shell and using the the standard UNIX streams, STDIN and STD-
OUT to process and return information. Our combinator language works on top
of this standard ambient and provides, through the web portal, a set of primitives
that channels information through tools.

This combinators language is powerful enough to allow parallel chains of anal-
ysis, for example, when a user wants to integrate into the report two different
results from two different types of analysis which are in no way related, while
isolating them (failures in one chain do not necessarily imply the failure of the
whole analysis, as the system tries to isolate errors). This is achieved through
a meta-script that is generated by these combinators and controls systems calls
and the flow of information through the tools that integrate the analysis.

Another important feature of our analysis combinators language is type check-
ing. Tools by themselves are not type-constrained - they are just bash tools
consuming and returning information through standard streams, but on prac-
tice tools have specific limitations according to the analysis they perform: some
might work on Java or C, others on Haskell or even on XML, so there is a need
to constrain these specifications on our combinators language.

In the previous example, we can see that tools are called with parameters,
such as in: (slicer,”-j”,”-jpeg”). This parameters are used to indicate the types
this tool will deal with. In this case, the tool will read Java code and produce a
JPEG.

To avoid potential type errors,we force tools to have, in our web portal database,
a set on input and output types, which can be triggered by the arguments when
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Fig. 1. The combinator language for tools

calling the tools. When creating a Certification, the user is forced to say explicitly
the types of information one expects the tools to handle, and the machinery in-
herent to this language checks if the tools support the given types and if the types
match between the flow on information throughout the tools.

Figure 1 shows an overview of the whole process: the user defines an analysis
schema on the web portal using the combinators primitives, which is transformed
into a Perl script, which does a set of systems calls to the tools that constitute
the analysis and produces a report that the user can visualize on the web portal.

Through this combinator language one can easily create analysis suits on our
web portal, which are self-contained but modular and can be further used to
create more analysis. In [1] we explain in detail the creation, the usage and
the inherent mechanisms that support this combinators, such as our Attribute
Grammar-based type checker.

3 Report Combinators

In the previous section we have reviewed a combinator language that allows
a user to easily create test suits using combinator primitives that specify an
underlying script responsible for making controlled system calls and transform
them into a report.

We have showed how powerful and simple a combinator language can be for
controlling and creating test suits, but there is still one important part of that
analysis - the report - where the user has no control whatsoever. This might
not seem like a big problem for small analysis, but for situations when the user
wants to perform a huge set of analysis, being able to organize their results is
very important for being able to understand the analysis itself.

In this section we will review a combinator language that allows precisely this:
through it, the user is capable of organizing and customizing the layout of the
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report and even personalizing it with custom titles and notes. This language,
together with its implementation as well as the algorithms that support it is
further analyzed in [3].

Next, we present an example of a report specified with our combinator lan-
guage for reports. Similarly to the previous example, it is also written in Haskell.

Example of a report defined with combinators:

report = Init >| ("Memory Tests",

(beginSubsection $ cert1)

)

>- ("Usability Tests",

( beginSubsection $ cert2)

>-- ("Result of Cert3", cert3)

>-- ( cert4)

)

These combinators are used to specify reports, so through them the user can
defined wether a certain certification should fit into a section, or a subsection or
if should have a customized title. In the particular case of report, it is composed
by 4 different certifications, here named cert1 to cert4 for simplicity, whose results
are organized through sections and subsections.

The report starts with >|, whose only purpose is to start a report. This
combinator is mandatory and its single usage represents the smallest report
possible, composed by one section only.

In this particular example, the combinator is immediately followed by the
string ”Memory Tests”, which represents the name of this section, and by another
primitive, beginSubsection that, as the name clearly states, creates a subsection.
This subsection is unnamed, because it is followed directly by a certification,
and not by a string and a certification. The machinery responsibly for the im-
plementation of these combinators gives standard names such as ”Subsection 1”
in cases like these.

The primitive >| can be followed by an infinite number of >-. Each of these
create a new section, with the exact same rules we have seen: it’s name can
be customized by writing a string immediately after and it can be followed
by the primitive beginSubsection to further structure the report. In this case,
report is composed by two sections, named ”Memory Tests” and ”Usability Tests”
respectively.

There is also the option to create an infinite number os subsections for each
section in the report. In this case, the results is cert3 and cert4 are both integrated
into subsections of ”Usability tests”, using the combinator >--. It is important
to note that in the case of the result of cert3, a custom name is given to the
subsection that integrates its result: ”Result of Cert3”. The programmer chose
not to customize the title of the result of cert4.
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Next, we present the XML file created by the combinators that implement
report.

Example of a report generated with combinators:

<?xml version="1.0" encoding="ISO-8859-1"?>

<section title="Memory Tests">

<subsection>

c1_result

</subsection>

</section>

<section title="Usability Tests">

<subsection>

c2_result

</subsection>

<subsection title="Result of Cert3">

c3_result

</subsection>

<subsection>

c4_result

</subsection>

</section>

As stated earlier, reports in our web portal environment are represented by XML
files. The user is presented with an HyperText Markup Language (HTML) report in
our portal, but it is just an transformation using eXtensible Stylesheet Language
Transformations (XSLT) of the XML file, to which the user always has access.
This also holds for the tool combinators presented in the previous section.

4 Non Source Code Software Analysis

Besides source code, another fundamental source of information about open
source software lies in documentation, and other non source code files, like
README, INSTALL, or HowTo files, commonly available in the software ecosys-
tem. These documents, written in natural language, provide valuable informa-
tion during the software development stage, and also in future maintenance and
evolution tasks.

The CROSS research project aims at developing software analysis techniques
that can be combined to assess open source software projects. Although most of
the effort is spent analyzing source code, non-source code content found in pack-
ages can have a direct impact on the overall quality of the software. Forward
et al survey [5] about the general opinion of software professionals regarding
the relevance of documentation and related tools, highlights the general con-
sensus that documentation content is relevant and important. It also highlights
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that software documentation technologies should be more aware of professionals’
requirements, opposed to blindly enforce documentation formats and tools.

Documentation analysis is also relevant in other research areas. Program
Comprehension is an area of Software Engineering concerned with gathering
information and providing knowledge about software, to help programmers un-
derstand how a program works in order to ease software evolution and main-
tenance tasks [6]. Many of the techniques and methods used rely on mappings
between program elements and the real world concepts these elements are ad-
dressing [7]. Non-source code content included in software packages can provide
clues and valuable information to enhance the creation of these mappings. Pro-
gram maintainers often rely on documentation to understand some key aspects
of the software [8].

DMOSS3 is a toolkit designed to systematically assess the quality of non
source code text found in software packages. The goal of the toolkit is to provide
a systematic approach to gather metrics about this content and assess its quality.
It starts by gathering content written in natural language found in the package,
process this content to compute metrics, and finally reason about these metrics
to draw conclusions about the overall software quality. The toolkit handles a
software package as an attribute tree, and the major engines for processing a
package are implemented using tree transversal techniques. The specific metric
calculations are made using a specialized set of plugins, that are responsible
for: (1) analyzing a specific chunk of text and produce a metric, (2) reduce
and aggregate sets of metrics to produce intermediate and final results, and
(3) use templates for creating report snippets. Adding features to the analysis
workflow is just a matter of adding a new plugin. This approach has allowed the
development of a modular and pluggable toolkit, easy to maintain and extend.
The toolkit can process any package, regardless of programming language used,
but the text extracting tool (from files) can require update for some specific
archiving technologies or documentation formats.

Assessing software quality for any given definition of quality is not easy [9]
mainly due to subjectivity. DMOSS evaluates the non-source code files included
in a software package. This set of files can include README files, INSTALL
files, HTML documentation pages, or even UNIX man(ual) pages. Instead of
trying to come up with a definition for quality, we select three main traits that
we are concerned about. We envisage that these characteristics have a direct
impact in the overall documentation quality regardless of the degree of individual
subjectivity.

– Readability: text readability can be subjective, but there are linguistic char-
acteristics that generally make text harder to read. Some of them can even
be measured, as for example, the number of syntax errors or the excessive
use of abbreviations;

– Actuality: this is an important feature of documentation and other textual
files, they should be up-to-date, and refer to the latest version of the software;

3 Documentation Mining Open Source Software.
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– Completeness: this trait tells us how much the documentation is complete,
and if it addressees all the required topics.

DMOSS processes a software package to gather information about specific met-
rics that are related with these traits.

The dmoss-process tool provided by the toolkit is used to process a package.
The result of processing a given package is a tree, decorated with attributes
storing the calculated set of features. Another tool provided by the toolkit is
dmoss-report, that uses the result of the previous tool to create a report in HTML
format. An example report, created for the tree4 software package (version 1.5.3)
is illustrated in Figure 2.

Fig. 2. Screenshot of a HTML report produced using DMOSS5

This report shows metrics that are used to grade key features about the pack-
age. For example, many documents in software packages contain links to official
websites or discussion forums, one of the plugins included in the toolkit validates
that these link are still working. If all links included in the documentation are
working this feature is graded A. Another example is the number of comment
lines in order to the total source code lines. In this specific case the percentage of
comment lines per number of line codes is below 20%, which graded this feature
of documentation with grade F. Some of these features are based on thresholds,
that can be configured and adapted to specific contexts or packages. By clicking
on each specific feature in the HTML report, more information is shown regard-
ing each specific metric. A final grade is given to the package (C in this report),
which is the features’ grade average.

For more details about the DMOSS toolkit please refer to [10].

4 Available from http://mama.indstate.edu/users/ice/tree/.
5 Figure requires colored printing for optimal visualization.

http://mama.indstate.edu/users/ice/tree/.
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5 Improving Software Analysis in CROSS

We have revised in Sections 2, 3 and 4 different technologies that aid in software
analysis by implementing techniques that are applied in the analysis customiza-
tion, in its resulting data and in the verification of important meta-information
orthogonal to most software systems.
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Fig. 3. A framework for software analysis

In this section we describe how the integration of different technologies creates
an inter-dependent ecosystem that is capable of producing important artifacts
whose information can help in understanding, improving and expanding a huge
domain of programs written in various programming languages.

In Figure 3 we present the overall analysis framework that constitutes our
analysis environment. We can clearly see three technologies in action and how
they are interconnected:

– The tool combination language is being used to create language-dependent
certifications, which can, alone, evaluate and analyze software artifacts. These
certifications are built upon software tools existing in the web portal, and
represent controlled flows of information through these tools, until a desired
result is obtained.

– The report combination language is built upon the certifications created with
the tool combination language. Working in a similar fashion, this time we
are not controlling the analysis itself, but rather the data it provides. With
the introduction of this technology, different certifications can be structured
to create powerful and customized reports.

– The language-independent analysis works as a layer providing contextual
information for uploaded software resources. It is independent of the type of
analysis, being it a simple certification or a complex multi-certification set,
and provides important results about the uploaded software.
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The analysis framework suggested in this paper is the result of the integration
of all these technologies into a setting that uses the main advantaged of which
one of them to support powerful software analysis.

5.1 Integrating the Report Combinators

The technology to customize certifications by creating flows of information across
heterogeneous tools in already integrated in our web portal [2], and is an im-
portant way in which software can be analyzed and studied in our environment.
The structure of the reports that results from that analysis, on the other way,
was predetermined and its structured was steady.

The machinery presented in Section 3 was explicitly created to solve this
issued, with its integration designed to be natural to our environment and its
usage intuitive and similar to the usage of other CROSS mechanisms, both for
analysis of specifications.

Specifying a report in our web portal works in parallel with creating a certi-
fication with the tools combinators: all certifications can be used and combined
into a custom report, but this task is done in two steps: first the user creates a
set of certifications he wants to compose into an analysis suite (or uses the ones
that already exist in the portal’s database) and then he specifies how this suite
of certifications is composed into a structured report.
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Fig. 4. The combinator language for reports customization

Figure 4 shows how this machinery integrates into our web portal. It starts
with report customization based on previous existing certifications. Since certi-
fications represent by themselves analysis suites, these are applied in order until
all their results is obtained. The next step is to pass the results through an
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XML Handler, whose responsibility is to arrange them according to the user
specification.

Similarly to the architecture sketched in Figure 1, the final report is presented
in HTML format, although it exists as raw XML to which the user has access.
The analysis engines also try to isolate errors and apply the analysis even if there
are problems with its constituting certifications.

With the introduction of this technology, we believe our analysis environment
becomes more powerful while maintaining it easy to use, by facilitating the
important step of analyzing the final data through which qualifiable results are
obtained.

The access to the XML file that results from analyzing software is also an
important feature since users might want to apply further automated analysis
to the results produces by our framework, being XML an optimum medium for
this analysis. This automation can even be performed by uploading the XML
report into capable certifications specified in the framework itself.

5.2 Integrating Language-Independent Analysis

Since a language-independent analysis is an important technology to be inte-
grated in any software analysis, the mechanics of our framework imply this tech-
niques constitutes a layer which, by being orthogonal to any software artifact, is
also orthogonal to any analysis.

The modular nature of our framework implies this analysis was easily inte-
grated, and its results are as customizable as the results of any other certification,
aiding in the quality and in the data of the final report.

6 Case Study

In this section, we apply our software quality framework to a software artifact of
practical interest: we analyze the VLC media player (VLC)6. This is a free, open
source and cross-platform multimedia player whose capability of playing various
multimedia encoded files and various streaming protocols make it a well-known
and widely used tool. We have used the source code from VLC version 2.0.57 that
is available from SourceForge8, a well-known, web-based source code repository
that hosts more than 300000 projects. The VLC version that we have used is of
size 18.4 MBytes and contains more than 3500 files.

To test VLC, we envisioned a test composed of:

1) Our default language-independent analysis to produce generic results regard-
ing the software documentation and the overall quality of its source code.

6 http://www.videolan.org
7 http://sourceforge.net/projects/vlc/files/

2.0.5/vlc-2.0.5.tar.xz/download (accessed in 2013-2-14).
8 http://sourceforge.net

http://www.videolan.org
http://sourceforge.net/projects/vlc/files/2.0.5/vlc-2.0.5.tar.xz/download
http://sourceforge.net/projects/vlc/files/2.0.5/vlc-2.0.5.tar.xz/download
http://sourceforge.net
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2) A certification to compute the number of C source files (in particular, this
certification searches for *.c files).

3) A certification that identifies C source-code files in which function strcat()
is used. Unless care is taken, this function can cause memory overwriting,
and in extreme cases allows hacking of the target machine through buffer
overflow9. The use of this function in a program does not necessarily imply
that it is unsafe, but may raise improvement concerns.

4) A certification that produces the number of C++ lines of code throughout
the entire project to give a general overview of the amount of functionality
that is implemented in this language.

Certifications 1) to 4) are composed using our combinator language for reports,
with the results of certifications 1), 2) and 4) being shown in the first, second
and third sections of the report, respectively. The result of certification 3) is
intended to be shown as a subsection of the second section, providing the overall
perspective illustrated as follows:

1) Language
Independent

Analysis

2) Certification
number of C 

files

3) Certification
usage of
strcat()

4) Certification
number C++ 
lines of code

Section 1

Section 2

Subsection 2.1

Section 3

Report

VLC

Fig. 5. An example of an analysis

The analysis that we have implemented is straightforward: VLC feeds a serious
of certifications that analyze different aspects of it while producing a structured
report. While certifications larger in number and in complexity and more struc-
tured reports are possible within our framework, we have opted to maintain our
running example as simple and clear as possible.

In Figure 7 (page 16) we see the final resulting report that was produced after
analyzing VLC. The first thing to notice is the structure of the report: it is easy

9 http://en.wikibooks.org/wiki/C_Programming/C_Reference/string.h/strcat

(accessed in 2013-2-14).

http://en.wikibooks.org/wiki/C_Programming/C_Reference/string.h/strcat


456 P. Martins et al.

to read and to understand, and we see the subdivision specified in Figure 5. It
is important to remember that the final report is always an XML file, which we
do not show here due to size constrains, and the layout presented is the HTML
file we choose to generate from the original XML report. The user is free to
personalized this transformation as he finds better suits his/her needs, or even
analyze the XML file directly.

Fig. 6. One example of the results provided by the language-independent analysis10

The language-independent analysis is shown as a series of colored lists. This
lists represent the various fields that are analyzed, and that go from licenses veri-
fications to spell checking. These fields are colored depending on how critical the
results are, and are fully expandable to show details about each specific analysis.
Figure 6 shows an example of the expanded results of the field: ”Verify Links”.
These are green, meaning the results are good, and show each link individually
and its status, indicating if they are either online or offline. All the fields of the
language-independent are expandable to show details about its analysis.

Another interesting result is the number of files our analysis found which use
the function strcat(). We found thirteen files in the source code of VLC that use
this function, indicating good points for possible optimizations of the software.
It should be noticed that due to the high modularity of our framework, the
user could easily change this certification to show simpler results, such as only
indicating if it found any usage of strcat(), or more complex ones, where the exact
line and column of each file is presented in the report. Making these modifications
would imply only very simple transformations to the certification that searches
for these parameters.

By looking at the results presented in Figure 5 we can obtain interesting in-
formation about a random software package, VLC, even though we choose a very
simple analysis made by simple certifications. We believe such interesting re-
sults obtained by this simple analysis suite prove the potential of our framework
to support complex examinations and, more important, to produce important
information from software artifacts.

10 Figure requires colored printing for optimal visualization.
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Analysis report:

This report was validated by our XML Schema.

This report was generated on 2013-13-02.
The file uploaded was: vlc-2.0.5.tar.xz

Language Independent Analysis

Description:
Small descrition goes here. More information in:
http://eremita.di.uminho.pt/~nrc/cross/dmoss.html.

Result:

Number of C source files

Description:
This certification gives the number of files whose extension is '*.c'.

Result:

Number of C++ lines of code

Description:
This certification gives us the number of lines of code
in all the files whose extension is '*.cpp'.

Result:

This program has 89116 lines of C++ source code.

This program has 765 C files.

End of the report!

Files where the function strcat() is used

Description:

This certification shows all the files where the function strcat() is used.
A revision of these files is advised.

Result:

./doc/libvlc/vlc-thumb.c: 1

./modules/access/rtsp/real.c: 1

./modules/access/zip/zipaccess.c: 1

./modules/demux/mp4/drms.c: 1

./modules/demux/subtitle.c: 11

./modules/media_library/sql_monitor.c: 1

./modules/packetizer/vc1.c: 0

./modules/services_discovery/sap.c: 1

./modules/stream_filter/httplive.c: 1

./src/input/var.c: 1

./src/misc/update_crypto.c: 1

./src/playlist/loadsave.c: 1

./src/stream_output/sdp.c: 1

Fig. 7. The report produced after analyzing VLC
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7 Conclusion

In this paper we have revised different technologies that aid in software analysis,
and which we have combined into an analysis framework that is modular and
flexible, allowing an easy implementation of software analysis both by integrating
new techniques and by re-organizing existing ones.

We have furthermore applied one example of such an analysis to a well known,
medium sized but realistic software product from the open source community,
whose results are promising and prove the potential of our framework.

As for future work, we will be focusing our attention on flexible and effective
ways of spreading the analysis results other than simply showing them on a
browser.
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Abstract. This paper proposes a set of metrics for the assessment of
the complexity of models defining the business logic of spreadsheets. This
set can be considered the first step in the direction of building a quality
standard for spreadsheet models, that is still to be defined.

The computation of concrete metric values has further been integrated
under a well-established model-driven spreadsheet development environ-
ment, providing a framework for the analysis of spreadsheet models under
spreadsheets themselves.
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1 Introduction

Spreadsheet systems are paradigmatic in terms of widespread use and success.
Indeed, spreadsheets are intensively used in industry in the development of busi-
ness applications specially by non-professional programmers, often referred to as
end users.

The reasons for the tremendous commercial success that spreadsheets ex-
perience undergoes continuous debate, but it is almost unanimous that two key
aspects deserve to be recognized: i) spreadsheets are highly flexible, which inher-
ently guarantees that they are intensively multi-purpose; ii) the initial learning
effort associated with the use of spreadsheets is objectively low.

It is also widely accepted that spreadsheets, in contrast with their success, tend
to be highly error-prone. In this line, several studies can be referenced [14,16,17],
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including one showing that up to 94% of all spreadsheets contain errors [13]. Also,
there is a long and frequently-updated list of horror stories that directly involve
spreadsheets, which is maintained by the European Spreadsheet Risks Interest
Group1. It will only take a minute scrolling this list for the interested reader to
be acquainted with how easy it is to cause great (mostly financial) damage using
a simple spreadsheet.

In an attempt to address some of the issues that arise from the use of spread-
sheets, Engels and Erwig [9] proposed the use of models, namely ClassSheets,
to abstractly define the business logic of spreadsheet data. The key idea is that
it is easier to understand, to maintain, and to develop such abstract an con-
cise business logic models than the corresponding, possibly large and complex,
spreadsheet data. Furthermore, they also proposed a first attempt to use Model-
Driven Engineering (MDE) in the context of spreadsheets: from the ClassSheet
model a first spreadsheet (i.e. instance) is produced. This a standard spread-
sheet where some of the business logic, expressed in the model, is embedded as
spreadsheet formulas and visual objects. Such a generated spreadsheet guides
end users inputting correct data, thus avoiding errors. Recently, we have ex-
tended this work to provide a full MDE experience [5]: both ClassSheet models
and spreadsheet data are defined in a widely used spreadsheet system where
the same visual spreadsheet representation and user interaction is provided for
both software artifacts. Most importantly, we developed techniques to allow end
users to evolve either the model or its instance, having the correlated artifact
automatically updated [4]. These techniques are implemented in the MDSheet
framework [6].

The approach provided by the MDSheet framework highly resembles the way
a civil engineer thinks, for example, of a house: first, a model is defined and
thoroughly evolved, and only then a house is actually built. During this evolution
process the engineer computes metrics to reason about the model/house: for
example, determining its area, the number of stairs needed between floors, etc.
Furthermore, he/she also needs to reason/understand the complexity and quality
of the model so that the construction of the house does not become impossible
or too expensive. When developing a ClassSheet model, or when evolving an
existing one, we face the same problem: we need to reason about the model
so that we evolve it in the right direction. That is to say that just like civil
engineers, we need metrics for ClassSheet models so we can understand their
complexity and quality. However, no such set of metrics has been proposed so
far.

In this paper, we build on this limitation to make a first step towards the con-
struction of the first quality standard for spreadsheet models. Indeed, we propose
a comprehensive and representative set of metrics that can be used to provide
complexity considerations of such models, being this the first major contribu-
tion of this paper. The second major contribution of the paper is the empirical
analysis of the proposed metrics. Indeed, we apply our metrics to a significant
set of spreadsheet models, and we suggest how the value of each metric may

1 The horror stories are available at http://www.eusprig.org/horror-stories.htm.

http://www.eusprig.org/horror-stories.htm
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positively or negatively influence the quality of the overall model. Finally, the
third contribution of the paper is that we have implemented the computation of
the metrics that we propose under the environment of [6]. This means that for
any spreadsheet model under such environment, users can automatically obtain
its corresponding value for each of the proposed metrics.

The remaining of this paper is organized as follows. In Section 2 we revise the
spreadsheet modeling framework under which we propose to analyze the com-
plexity of spreadsheet models. In Section 3 we introduce in detail the set of
metrics that we propose to use in our analysis, and in Section 4 we describe its
implementation. Finally, in Section 5 we compare our work with related works
and in Section 6 we conclude the paper and point some directions for future
research.

2 Modeling Spreadsheets with ClassSheets

In this paper, we propose a set of metrics for spreadsheet models. In particular,
we focus our attention on a particular type of well-established and well-studied
modeling framework for spreadsheets: the ClassSheet framework [9].

ClassSheets are a high-level, object-oriented formalism to specify the business
logic of spreadsheets. ClassSheets allow users to express business object struc-
tures within a spreadsheet using concepts from the Unified Modeling Language
(UML) such as classes and attributes, and in fact a mapping from ClassSheets to
UML has already been proposed [8]. Using ClassSheet models, it is possible to
define spreadsheet tables and to give them names, to define labels for the table’s
columns, to specify the types of the values such columns may contain and also
the way the table expands (e.g. horizontally or vertically).

Using ClassSheets, spreadsheet development is triggered by the definition of
a ClassSheet model, that abstractly defines the structure of a spreadsheet, from
which a concrete spreadsheet instance, in which actual data is to be inputted, is
derived. In order to achieve a practical spreadsheet development environment,
we have in the past proposed to embed ClassSheet models in spreadsheets them-
selves [5]. This feature was further fully integrated in a widely used spreadsheet
system [6], and our approach provided the first coherent and single environ-
ment for creating and evolving spreadsheet models while automatically obtain-
ing conforming instances: the ClassSheet model is defined in one worksheet of
the spreadsheet while the conforming data is updated in another worksheet of
that same spreadsheet.

In Figures 1 and 2 we show an example that was built under the environment
that we have developed: in Figure 1 a ClassSheet model for a personal budget
spreadsheet was defined, and in Figure 2 we can already see that some concrete
values for, e.g. incomes such as salary and expenses with housing were already
inserted in the spreadsheet that one obtains from the model defined previously.
Actually, incomes and housing expenses are ClassSheet classes that are verti-
cally expansible (indicated in the model by rows 6 and 12 being filled with



462 J. Cunha et al.

ellipsis): this means that in the data instances as many concrete incomes and
housing expenses as necessary are possible. One may also note that the model
foresees multiple years for a budget, with year being an horizontally expan-
sible class (indicated in the model by column I being filled with ellipsis). Also,
ClassSheet models are attribute-based: months, for example, are attributes of
the year class. This is indicated with lower-case names such as jan or feb in
the model, but derived attributes are also present, like profitsjan or balancejan.
These derived attibutes consist in spreadsheet formulas, where a standard for-
mula is used as the attribute value, and references are attribute names instead
of usual cell references. Moreover, ClassSheets can also have relationships: the
attributes that intersect both a class that expands vertically and a class that
expands horizontally form a relationship. This is the case of the cells B5 to
H5 which are the attributes of the relationship between the class profits (that
expands vertically) and the class year (that expands horizontally).

Fig. 1. An abstract model for a personal budget spreadsheet

In the remaining of this paper, we will use the budget spreadsheet model and
its instance as a running example. Also, in our current work we follow the same
philosophy that we have followed in the past: we have chosen to integrate the
calculation of the metrics and the visualization of its results under a traditional
spreadsheet environment. Indeed, one may already observe from Figures 1 and 2
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Fig. 2. A concrete spreadsheet for a person’s budget for the first semester of a year

that a third worksheet named Metrics has been added to our running environ-
ment, and it is in this worksheet that the results of the metrics that we propose
are presented (both numerically as well as graphically), in a way that we describe
in detail in Section 4.

3 Metrics for Spreadsheet Models

In [10] the authors describe a set of metrics to analyze the complexity of Entity
Relationship (ER) diagrams. These metrics are easy to understand and easy to be
interpreted. Unfortunately, they were designed to work only with ER diagrams,
and not in the context of spreadsheets.

In this section we will explain how the metrics presented in [10] can be adapted
for spreadsheet models. More precisely, we will describe in detail how to adapt
each metric to work with ClassSheets.

3.1 Why Entity Relationship Metrics Work for ClassSheets

As we described in Section 2, ClassSheets are a high level formalism with con-
cepts like classes and attributes. This high level concepts allow to compare
ClassSheet models with other paradigms, like, for example, entity relationship
diagrams. In fact, in previous work we have shown that it is possible to infer
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ClassSheet models from existing spreadsheets [3]. This inference technique has
several steps, including the creation of an intermediate entity relationship dia-
gram to represent the business logic of the spreadsheet data. It is based on this
diagram that we can compute a ClassSheet representing the spreadsheet under
consideration.

Thus, there is a close connection between entity relationship diagrams and
ClassSheet models, which can be explored in the context of metrics. In the flow-
ing sections we will show that the metrics previously presented for ER diagram
can be adapted to work on ClassSheets. We will explain in detail how to perform
this task.

3.2 Relationships–Classes Ratio Metric

This metric was originally designed to measure the relation between the number
of relationships and the number of entities in an ER diagram.

From the work we presented in [3], we know that an entity in an ER diagram
is represented by a class in a ClassSheet. In fact, a ClassSheet class has a similar
meaning to an ER entity since both represent some kind of real world entity.
In the spreadsheet example we presented in the previous section, the home ex-
penses is a class. Another class is the year. Thus, the number of ER entities is
calculated in ClassSheets as the number of classes. Next, we show the function
that calculates this part of the metric. Note that we use Haskell [15] notation to
express our functions.

nC = subtract 1 . length . filter (not . classExpandsB) . classes

This implementation is very simple: we get the classes from the model, filter out
some special classes that do not represent entities, and subtract one unit (there
is a class involving the model that should not be counted).

The second part of the metric, the number of relationships, is calculated in a
similar way to the ER diagrams. In ClassSheets it is possible to have one attribute
of one class referencing another attribute (similar to a foreign key in the database
realm). Also, there are some special classes called cell classes which represent
M : N relationships. For our running example, the cells B5:H5 in the ClassSheet
model (Figure 1) compose a cell class, that is, a relationship. Moreover, formulas
with references also represent a kind of relationship. For instance, in the running
example, the cell B20 references the two expenses classes, namely Home and Misc.
Thus, representing a relationship from the class personal budget to the expenses
classes.

So, to compute the number of relationships, we calculate the number of at-
tributes that reference other classes, inside or outside formulas, plus the number
of cell classes. If there is more than one attribute in one class referencing an-
other class, this counts as several relationships, since each reference adds some
complexity to the model.
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Next, we show the function that calculates the number of relationships:

nR m = fromTabs + fromOthers

where

fromTabs = sum $ map ((+2) . length . nub . g m) cbs

fromOthers = sum $ map (length . nub . f m) cs

cbs = filter classExpandsB $ classes m

cs = filter (\c -> not $ or $ map (classIntersects c) cbs)

$ filter (uncurry (||) . (classExpandsH /\ classExpandsV))

$ classes m

This implementation is more complex than the last one and we refer to the
documentation of the tool for a better explanation of such function. In fact, we
will not show the implementation when its complexity makes the comprehension
of the work decrease, like in this case.

Finally, the metric is calculated using the following formula (all the formulas
are the same as proposed in [10]):

RvsC =

(
nR

nR+ nC

)2

The computed value for this metric, and for all the others we will present next,
is always bounded by the interval [0, 1]. This helps to visualize and interpret the
metric results [10].

Intuitively, the greater the number of relationships, the greater the complexity,
specially if there are few classes.

For the example ClassSheet presented in Figure 1, this metric is RvsC =
(3/(3 + 4))

2
= 0.184.

3.3 Class Attributes–Classes Ratio Metric

The second metric we adapt to ClassSheets was introduced in [10] to calculate
the relation between the number of entity attributes and the number of entities
in an ER diagram.

As we explained in the previous metric, we know that an ER entity is rep-
resented in ClassSheets by a class. Thus, the attributes of an entity are the
attributes of a ClassSheet class. For instance, in the running example jan and
fev are attributes of the class home expenses. Thus, the metric transposes well
to the ClassSheet realm.

The attribute count is done using the following function:

nCA =

length . filter (cellIsFormula) . concat . grid_to_lists . grid

The function simply calculates the number of cells that are formulas, which, in
this context, means the cells that are attributes.



466 J. Cunha et al.

The function to count of entities was already shown in the previous metric.
Next, we show the formula to compute this metric:

CAvsC =

(
nCA

nCA+ nC

)2

Intuitively, the greater the number of attributes in a class, the greater its com-
plexity is.

For our running example, the metric evaluates as CAvsC = (63/(63 + 4))
2
=

0.915.

3.4 Relationship Attributes–Relationships Ratio Metric

This metric was originally designed to measure the relation existing between
the number of relationship attributes and the number of relationships in an ER
diagram.

As in entity relationship diagrams, ClassSheets can also have relationships
with attributes. For instance, in the running ClassSheet example, cell B5 (with
the content jan=0) is an attribute of the relationship between year and income.
In fact, all the cells in the range B5:H5 are attributes of such relationship.

To compute the number of relationship attributes we use the following func-
tion:

nRA = length . filter (isRel) . concat . grid_to_lists . grid

where isRel (CellFormula (Formula _ (ExpRef _ _ ))) = True

isRel _ = False

The function gathers all the cell classes, that we previously identified as being
relationships, and counts all the attributes composing them.

The function to compute the number of relationships was already identified.
The formula to compute this metric is given next:

RAvsR =

(
nRA

nRA+ nR

)2

The output of this metric means, intuitively, that the greater the number of
attributes, the greater the relationship complexity.

For our running example, this metric evaluates to RAvsR = (88/(88 + 3))
2
=

0.935.

3.5 M:N Relationships–Relationships Ratio Metric

The metric we now explain was first introduced to measure the number of M:N
relationships compared with the total number of relationships in an ER diagram.

In our realm, M:N relationships also exist. In the running example, the re-
lationship between year and income is of this kind. This happens because for
each year the spreadsheet can have several lines of income, and each kind of
income can appear in several years. Thus, the metric can be adapted to work on
ClassSheets.
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To calculate the number of M:N relationships, we designed the function nMNR.
Since it is a complex function, and since it would not help the reader to better
understand our work, we do not show it here and refer to our implementation
for more details.

The function to calculate the number of relationships was already described.
To compute the complete metric, we use the following formula, again as in [10]:

MNRvsR =
nMNR

nR

The higher the number of M:N relationships, the higher the metric will measure.
In the case of ClassSheet models, and also in ER diagrams, M:N relationships
are more complex to handle than other relationships.

In the running example, this evaluates to MNRvsR = 3/3 = 1.

3.6 1:N and 1:1 Relationships–Relationships Ratio Metric

Analogously to the previous metric, this one measures the relation between the
number of 1:N and 1:1 relationships and the total number of relationships.

We have implemented in Haskell the function n1N&11, but as in the previous
metric, given its complexity, we refer to the implementation for further details.
Nevertheless, if a relationship is not of the kind M:N, then it must be of 1:N or
1:1 kind.

Finally, the ratio is calculated calculated using the formula:

1N&11vsR =
n1N&11

nR

Intuitively, it is better to have more 1:N and 1:1 relationships than M:N. Thus,
the higher this measure gets, the best.

Unfortunately, our running example does not have 1:N nor 1:1 relationships,
and thus the metric measures 0.

3.7 N-Ary Relationships–Relationships Ratio Metric

It is common to have n-ary relationships in ER diagrams. Thus, this metric was
introduced to measure the relation between the number of n-ary relationships
and the total number of relationships.

As in the ER realm, in ClassSheets it is possible to have n-ary relationships.
This can be computed counting the number of references outgoing from a binary
relationship, which are given by cell classes, as explained in the next metric. To
do this, it is necessary to add the number of classes that reference other classes
and are referenced back by the same class.

To compute the number of n-ary relationships, we have implemented the func-
tion nNaryR:

nNaryR m = (length . filter ((>0). length . nub . g m) .

filter classExpandsB . classes) m
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Essentially, this function computes the number of cell classes, plus the number
of classes that reference other classes and are referenced back by the same class.

The metric is computed calculating the ratio between the number of n-ary
relationships and the total number of relationships:

NaryRvsR =
nNaryR

nR

Similarly to M:N and 1:N relationships, n-ary relationships are more complex
than binary relationships. Thus, intuitively, it is preferable to have this measure
as low as possible.

Unfortunately, our running example does not have n-ary relationships, and
thus the metric measures 0.

3.8 Binary Relationships–Relationships Ratio Metric

The last metric we adapt computes the relation between the number of binary
relationships and the total number of relationships.

As ClassSheet models can have n-ary relationships, they can also have bi-
nary ones. In fact, if a relationship is not n-ary, it is binary. Thus, the function
computes the total number of relationships minus the number of n-ary ones.

The metric is thus calculated through the formula:

BRvsR =
nBR

nR

Once more, it is preferable to have this measure higher, meaning that most
relationships in the model are binary and not n-ary.

For our running example, BRvsR = 3/3 = 1.

3.9 Formulas–Cells Ratio Metric

All the metrics we described until now are adapted from entity relationship
diagrams and are quite interesting to give complexity related to entities/classes,
relationships, and their attributes. But this is not enough for spreadsheet models.
One of the main issues related to spreadsheets, and their models, is formulas
and their complexity. Thus, we need to introduce new metrics that give some
measures about them.

The first metric we introduce computes the relation between the number of
formulas and the number of cells.

The number of formulas in a ClassSheet is given by the following function:

nF m = length $ catMaybes $ concat $ grid_map (aux) (grid m)

where

aux _ (CellFormula (Formula _ (ExpFun _ _))) = Just ()

aux _ (CellFormula (Formula _ (ExpBinOp _ _ _))) = Just ()

aux _ (CellFormula (Formula _ (ExpPar _))) = Just ()

aux _ _ = Nothing
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This functions traverses a ClassSheet model and returns the size of the list of
formulas.

The function that calculates the number of cells is shown next, and counts all
the cells in the model that are not empty:

nCe = length . filter (/= (CellValue $ VText "")) .

concat . grid_to_lists . grid

The final metric if given by the formula:

FvsCe =
nF

nCe

Intuitively, the greater the number of formulas in a model, the greater the com-
plexity of such model.

For the running example, this metric computes the value FvsCe = 41/130 =
0.315.

3.10 Formula References–Formulas Ratio Metric

As the previous metric, this one reports to formulas, in particular, it gives the re-
lation between the number of references in formulas and the number of formulas.
Note that all the other references in the model are already used to calculate other
metrics. In fact, the formula references were the only ones not being explored.

The function, nRe, that computes the references of a formula is complex, and
thus we do not show it here.

The function that calculates the number of formulas in a ClassSheet model
was described in the previous metric. The formula that computes this metric is
now given:

RevsF =

(
nRe

nRe+ nF

)2

Intuitively, the greater this measure is the more complex the model we have,
that is, if each formula has many references, it will be more difficult to handle.

For our running example, the measure computed is RevsF = (88/88 + 41)
2
=

0.465.

3.11 Size Metrics

This last metric is also not adapted from [10]. In fact, it calculates a set of general
measures about a model, namely (in parenthesis we show the metrics computed
for our running example),

– the total number of non-empty cells (130);
– the width of the model, that is, the number of columns (10);
– the height, that is, the number of rows (21);
– the number of expandable classes (4);
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– the number of input cells (22);
– the number of output cells (41).

These metrics are implemented traversing the ClassSheet model and counting the
corresponding characteristic, which can be seen in the complete implementation.

In the next section we will show in detail the tool we have designed and
implemented to make these metrics available to users in the environment they
are used to, that is, in a spreadsheet system.

4 The MDSheet Framework

In the course of our work, we developed an OpenOffice/LibreOffice extension
named MDSheet [6]. This tool was first created to implement the embedding of
ClassSheet models, with the possibility to evolve them having the data automat-
ically coevolved [5]. Then, we further improved it with bidirectional transforma-
tions allowing users to evolve the data without being concerned with the model
since the tool synchronizes them automatically [4]. The metrics described in the
previous section were also implemented in the MDSheet framework, being the
implementation explained in this section.

In the user interface, a new button is available in the toolbar (see Figure 3) to
evaluate the metrics for the current model. When such button is pressed, a new

Fig. 3. MDSheet toolbar with button to evaluate the metrics of the current model

worksheet, named Metrics, is created with the metrics for the current model,
but also with the average of the metrics for the models available in our public
repository of ClassSheet models. An example of such worksheet is depicted in
Figure 4, where column A contains the name of the metrics, column B contains
the results obtained from running the metrics for the current model, and column
C contains the average of the metrics gathered from the repository.

The goal of comparing the metrics of the current model with metrics from
other models is to quickly provide a relative estimate of the quality of the current
model. The repository is still a work in progress, and we aim to develop and
collect a comprehensive set of models, such that new users can start working
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Fig. 4. Sheet with metrics generated by MDSheet for the running example

directly based on a model already available, but also that modelers can use
as a starting or reference point for their work. When the repository becomes
large enough, we will be able to group the models by domains (e.g., finances or
database), and users will have the possibility to compare their model with others
from the same domain, providing a better estimate of the model quality.

When the models repository is updated, so is the MDSheet framework, so
that it contains the most recent metrics.

The MDSheet framework is developed in such a modular way that it can be
very easily improved with the addition of new features, such as we did with the
metrics evaluation. The framework is divided in three main parts, as can be seen
in Figure 5:

Core — This part, developed entirely in Haskell, deals with the abstract rep-
resentation of the models and data. This allowed to define a bidirectional
transformation system at a high level, and also to specify and integrate the
metrics for the models. Currently, this part is only composed by the already
mentioned transformation system and the metrics evaluation code.

Interface — This part is the one that users interact with. It is mainly devel-
oped in OpenOffice Basic (an idiom of the Basic language). For the metrics
evaluation, it sends a request to the core through the integration code to
evaluate the metrics of the model and then creates the new worksheet with
the result in it.
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Fig. 5. Architecture of our OpenOffice/LibreOffice environment with the MDSheet
extension

Integration Code — This part is used to connect the interface to the core of
the MDSheet framework. This connection, developed in C/C++ and Haskell,
is entrusted with the invocation of the core functions and also with the
conversion of the data from the interface to the core and vice versa.

The MDSheet framework (both source code and compiled version) is available
at:

http://ssaapp.di.uminho.pt

5 Related Work

Metrics for spreadsheets have been defined [1,7,12] by different authors. Unfor-
tunately, such metrics do not work well for spreadsheet models. In this work, we
adapted and extended existing metrics from the modeling realm to spreadsheet
models. To the best of our knowledge, this is the first attempt of such a work.

In [2] the authors take a first step towards automated assessment of spread-
sheet maintainability. They apply the selected metrics to the EUSES spreadsheet
corpus in order to study their behavior. Their work aims to achieve a main-
tainability model for spreadsheets, whilst we defined a first set of metrics for
spreadsheet models. These metrics can now be used to construct, for example,
a maintainability model for spreadsheet models.

In [11] the authors sketch a new maintainability model that alleviates some
problems reported by other techniques. Since this work was done in an industrial
environment, the authors discuss their experiences with using such a model for IT
management consultancy activities. Again, their model features maintainability
of software.With our work we intend to make available the tools, i.e., the metrics,
necessary to achieve a similar goal, but for ClassSheet models.

http://ssaapp.di.uminho.pt
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6 Conclusion

This paper presents a set of metrics for spreadsheet models, in this case, Class-
Sheets. We adapted metrics from a different modeling paradigm, namely entity
relationship diagrams, because there is an interesting similarity between both
modeling fields.

Although all the metrics existing for ER diagrams were adapted, this was
not enough. Formulas, which are a concerning issue in spreadsheets, and thus
in spreadsheet models, were not considered in ER diagrams metrics, not even
for computed values (considering an extended version of ER diagrams). Thus,
we introduced some new metrics, in the same line of work of the other metrics,
to compute some measures about ClassSheet formulas and their relationship
with the underlying model. Moreover, we calculated a set of ClassSheet specific
metrics such as the width of the model and the number of cells.

This work represents an interesting basis for constructing a quality standard
for ClassSheets. In fact, it could be further developed and used to construct,
for example, a maintainability standard or even a complete quality standard for
ClassSheets.
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Abstract. Undoubtedly, the Service-Oriented Computing (SOC) is not an 
incipient computing paradigm anymore, while Web Services technologies is 
now a very mature stack of technologies. Both have been steadily gaining 
maturity as their adoption in the software industry grew. Accordingly, several 
metric suites for assessing different quality attributes of Web Services have 
been recently proposed. In particular, researchers have focused on measuring 
services interfaces descriptions, which like any other software artifact, have a 
measurable size, complexity and quality. This paper presents a study that 
assesses human perception of some recent services interfaces complexity 
metrics (Basci and Misra’s metrics suite). Empirical evidence suggests that a 
service interface that it is not complex for a software application, in terms of 
time and space required to analyze it, will not be necessarily well designed, in 
terms of best practices for designing Web Services. A Likert-based 
questionnaire was used to gather individuals opinions about this topic. 

Keywords: Service-Oriented Computing, Web Services, Web Service 
Understandability, Web Service Complexity, Human Perception. 

1 Introduction 

Service-Oriented Computing (SOC) is a recent paradigm that allows developers to 
build new software by composing loosely coupled pieces of existing software, or 
services [1] . Services are usually provided by providers, who only expose services 
interfaces to the outer world, hiding technological details as much as possible. By 
means of these interfaces, potential consumers can determine what a service 
(functionally) offers and remotely invoke it from their applications. Consequently, 
SOC promotes not only code reuse but also process reuse, in the sense that the life 
cycle of invoked third parties services does not depend on consumers.  

The high availability of broadband and ubiquitous connections nowadays allows 
users to reach the Internet from everywhere and at every time, enabling in turn the 
invocation of network-accessible services from within new software. In fact, the 
number of real published services has increased in the last few years. This has 
generated a global scale marketplace of services where providers offer their services 
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interfaces, and consumers may invoke them regardless geographical aspects through 
the Internet [2] to ensure ubiquity. Therefore, services are implemented using standard 
Web-enabled languages and protocols, and thus are called Web Services. Web Services 
is on the other hand the most common technological materialization of SOC, and find 
their application in diverse contexts such as migrating legacy systems to modern 
platforms [3] or exposing remotely-accessible information to smartphones [4].  

Regardless the context of usage, much of the success of an individual Web Service 
depends on the quality of its interface, because in practice this is the only information 
source consumers have available when reasoning about the functionality offered by 
the service [5] . Moreover, even when many approaches that aim at simplifying the 
task of finding appropriate services exists [6] , is the user who decides which service 
to select from a list of potential candidates. This decision unavoidably requires to 
manually inspect the description of the candidate services interfaces. Web Services 
interfaces are specified by using the WSDL, an XML-based format for describing a 
service as a set of operations, which can be invoked via message exchange.  

Like any other software artifact, a WSDL document has many measurable 
attributes [7] . For example, [8]  proposes a catalog of common bad practices found in 
WSDL documents, whereas in [7]  and [9]  two suites of metrics to assess the 
complexity of Web Services interfaces are proposed. There are almost two definitions 
of what it means for a WSDL document to be complex. One definition considers the 
execution time –time complexity– and space usage –spatial complexity– required by a 
software application to inspect and interpret a WSDL document. For instance, when 
automatically building a service proxy from a WSDL document, the complexity of a 
WSDL documents is directly related to the time and space needed to build the proxy. 
Furthermore, Kearney and his colleagues [10]  alternatively state that complexity is 
defined “by the difficulty of performing tasks such as coding, debugging, testing, or 
modifying the software”. Under this definition, complexity relates to how complex is 
for humans to inspect WSDL documents.  

Previous research works have emphasized on measuring some non-functional 
concerns associated with interfaces in WSDL [8 ,7 ,9] . These concerns, specially 
complexity, have been found to be related to interface understandability, i.e. under 
Kearney’s complexity definition, and consequently some WSDL-level metrics have 
been proposed. Based on these catalogs, service developers can modify and improve 
their WSDL documents until desired metrics values and therefore certain 
understandability levels are met. Therefore, it is really important for services 
providers to consider these WSDL-level metrics in order to control WSDL documents 
attributes.  

This paper presents an evaluation of developers’ perception of the core complexity 
metric described in [9] , namely the Data Weight (DW) metric. The motivation of this 
study is that it is clear that DW reflects the time and space complexity of a data-type 
definition, i.e. DW is aligned with the first definition of complexity, whereas other 
subjective aspects of a WSDL document that impact on cognitive complexity, may 
not be so clearly reflected by DW. For instance, by definition of DW a definition 
having restrictions, attributes and extensions, which are typical constructors found in 
WSDL documents that allow developers to build well structured data-types, will be 
consider more complex than a primitive data-type, e.g. a string. In this paper we 
provide empirical evidence showing that the participants of our experiment perceive 
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that WSDL documents having well structured data-types have higher DW values, 
which means that there is a trade-off between the “weightlessness” of data-type 
definitions and adopting well-design practices for defining WSDL documents data-
types, as the one described in [11] .  

The rest of the paper is organized as follows. Section 2 reviews related work 
focused on quality metrics for services interfaces and services interfaces 
improvement. The detailed experimental results are presented in Section 3. Section 4 
concludes the paper and presents future work directions.  

2 Background and Related Work 

Web Services interfaces are described using WSDL, a language that allows providers to 
describe two main aspects of a service, namely what it does (i.e., its functionality) and 
how to invoke it (i.e., its binding-related information). Consumers use the former part to 
match external services against their needs, and the latter part to actually interact with the 
selected service. With WSDL, service functionality is described as a port-type 
W ={O0( I0 , R0 ) , . . ,ON ( I N , RN )} , which lists one or more operations Oi  

that exchange input and return messages I i  and Ri  , respectively. Port-types, 

operations and messages are labeled with unique names, and optionally they might 
contain some comments.  

Messages consist of parts that transport data between providers and consumers of 
services, and vice-versa. Exchanged data is represented by using data-type definitions 
expressed in XML Schema Definition (XSD), a language to define the structure of an 
XML construct. XSD offers constructors for defining simple types, restrictions, and 
mechanisms to define complex constructs. XSD code might be included in a WSDL 
document using the types element, but alternatively it might be put into a separate file 
and imported from the WSDL document or external WSDL documents so as to 
achieve type reuse. Therefore, it is commonly said that Web Services data-types are 
specified in XSD.  

There have been different research efforts to measure quality in WSDL-described 
services interfaces, but also to improve it, though in a comparative smaller quantity. 
The next subsections summarize related works.  

2.1 Quality Metrics for Services Interfaces Descriptions 

Previous research has emphasized on the importance of services interfaces and more 
specifically their non-functional concerns. The work of [8] identifies a suite of 
common bad practices or anti-patterns found in services interfaces, which impact on 
the understandability and discoverability of described services. Here, 
understandability is the ability of a service interface description of being self-
explanatory, i.e., no extra software artifact apart from a WSDL is needed to 
understand the functional purpose of a service.  

Discoverability refers to the ability of a service of being easily located when 
consumers inquiry the registry where the service is stored. The suite consists of eight bad 
practices that frequently occur in a corpus of public WSDL documents. To assess the 
understandability and discoverability of a WSDL document, one could account bad 
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practices occurrences because the fewer the occurrences are, the better the resulting 
WSDL document is. The authors then offer a tool called Anti-patterns Detector [12] , 
which automatically computes the proposed metrics based on an input WSDL document.  

[7]  describes a metrics suite that consists of different kinds of metrics, ranging 
from common size measurements like lines of code and number of statements, to 
metrics for measuring the complexity and quality of services interfaces. All the 
involved metrics can be computed from a service interface in WSDL, since the metric 
suite is purely based on WSDL schema elements occurrences. The most relevant 
complexity metrics included in the suite are Interface Data Complexity, Interface 
Relation Complexity, Interface Format Complexity, Interface Structure Complexity, 
Data Flow Complexity (Elshof’s Metric), and Language Complexity (Halstead’s 
Metric). Moreover, the proposed quality metrics are Modularity, Adaptability, 
Reusability, Testability, Portability, and Conformity. Metrics results are expressed as 
a real coefficient in [0,1]. For complexity metrics, a value in [0-0.4) indicates low 
complexity, in [0.4-0.6) indicates medium complexity, in [0.6-0.8) indicates high 
complexity and in [0.8-1] indicates that the service is not well designed at all. Instead, 
for quality metrics [0-0.2) indicates no quality at all, [0.2-0.4) indicates low quality, 
[0.4-0.6) indicates medium quality, [0.6-0.8) indicates high quality, and [0.8-1.0] 
indicates very high quality.  

Regarding services interfaces complexity, Baski and Misra [9]  present a metric 
suite (BM metrics suite) whose cornerstone is that the effort required to understand 
data sent to and from the interfaces of a service can be characterized by the structures 
of the messages that are used for exchanging and conveying the data. Basing on this 
statement, Baski and Misra define five metrics: Data Weight (DW), Distinct Message 
Count (DMC), Distinct Message Ratio (DMR), Message Entropy (ME) and Message 
Repetition Scale (MRS), which can also be computed from a service interface in 
WSDL, since this metric suite is purely based on WSDL and XML schema elements 
occurrences. Below, we further explain these metrics since this paper is based on them.  

Data Weight Metric. The definition of the Data Weight (DW) metric computes the 
complexity of the data-types conveyed in services messages. For the sake of brevity, 
we will refer to the complexity of a message C (m)  as an indicator of the effort 

required to understand, extend, adapt, and test a message m  by basing on its 

structure. C (m)  counts how many elements, complex types, restrictions and simple 
types are exchanged by messages parts, as it is further explained in [9] . Formally:  

  (1)

, where nm  is the number of messages that the WSDL document exchanges. The 
DW metric is a positive integer. The bigger the DW of a WSDL document, the more 
complex its operations messages are. For the purposes of this paper, we have assumed 
nm  to consider only those messages that are linked to an offered operation of the 

WSDL document, thus the DW metric does not take into account dangling messages.  

Distinct Message Count Metric. Distinct Message Count (DMC) metric can be 
defined as the number of distinct-structured messages represented by [C (m ) ,nar g s ]  

DW(wsdl) =
nm∑

i=1

C(mi)
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pairs, i.e., the complexity value C (m)  and total number of arguments na r g s  that 
the message contains [9].  

To better illustrate the DMC metric, in Figure 1  two WSDL documents defining an 
operation for returning the weather report in a city are shown. The WSDL document 
on the left defines two operations (GetWeatherReportIn y GetWeatherReportOut) 
pointing to wrapper data-types encapsulating one argument (city and report, 
respectively). It is easy to see that both messages have the same complexity,  
and thus computing DMC would output [C (G et W ea t h e r R e p o r t I n) ,1 ]  and 

[C (G et W ea t h e r R e p o r t O u t ) ,1 ]  as the pairs. As a result, DMC is zero since there 
are not distinct pairs. On the other hand, by looking at the WSDL document on the right, 
the GetWeatherReportRequest data-type has now two arguments. The associated pairs 
are thus [C (G et W ea t h e r R e p o r t I n) , 2]  and [C (G et W ea t h e r R e p o r t O u t ) ,1 ]  
, resulting in D M C=2  . 

 
Fig. 1. DMC: Examples  

Distinct Message Ratio Metric. The Distinct Message Ratio (DMR) metric 
complements DW by attenuating the impact of having different messages within a 
WSDL document with the same structure. As the number of similarly-structured 
messages increases the complexity of a WSDL document decreases, since it is easier 
to understand similarly-structured messages than structurally different ones as a result 
of gaining familiarity with repetitive messages [9] . Formally:  

  
(2)

The DMR metric provides a number in the range given by [0 ,1 ]  , where 0 means 
that all defined messages are similarly-structured, and 1 means that all messages are 
dissimilar. Therefore, the WSDL documents of Figure 1  (left) and Figure 1  (right) 
have a DMR of 0 ⁄ 2=0  and 2 ⁄ 2=1  , respectively.  

. . .
<w s d l : t y p e s>
<x s d : e l e m e n t name=" G e t W e a t h e r R e p o r t R e q u e s t ">
<xsd :complexType>
<x s d : s e q u e n c e>
<x s d : e l e m e n t maxOcurrs=" 1 " minOcurrs=" 1 "

name=" c i t y " t y p e=" x s d : s t r i n g " / >
<x s d : s e q u e n c e>

<xsd :complexType>
< / x s d : e l e m e n t>
<x s d : e l e m e n t name=" Ge tWea the rRepor tResponse ">
<xsd :complexType>
<x s d : s e q u e n c e>
<x s d : e l e m e n t maxOcurrs=" 1 " minOcurrs=" 1 "

name=" r e p o r t " t y p e=" x s d : s t r i n g " / >
<x s d : s e q u e n c e>

<xsd :complexType>
< / x s d : e l e m e n t>

<w s d l : t y p e s>
<w s d l : m e s s a g e name=" G e t W e a t h e r R e p o r t I n ">
<w s d l : p a r t e l e m e n t=" t n s : G e t W e a t h e r R e p o r t R e q u e s t "

name=" r e s p o n s e " / >
< / w s d l : m e s s a g e>
<w s d l : m e s s a g e name=" Ge tWea the rRepor tOut ">
<w s d l : p a r t e l e m e n t=" t n s : G e t W e a t h e r R e p o r t R e s p o n s e "

rname=" r e s p o n s e " / >
< / w s d l : m e s s a g e>
. . .

. . .
<w s d l : t y p e s>
<x s d : e l e m e n t name=" G e t W e a t h e r R e p o r t R e q u e s t ">
<xsd :complexType>
<x s d : s e q u e n c e>
<x s d : e l e m e n t maxOcurrs=" 1 " minOcurrs=" 1 "

name=" l a t i t u d e " t y p e=" x s d : f l o a t " / >
<x s d : e l e m e n t maxOcurrs=" 1 " minOcurrs=" 1 "

name=" l o n g i t u d e " t y p e=" x s d : f l o a t " / >
<x s d : s e q u e n c e>

<xsd :complexType>
< / x s d : e l e m e n t>
<x s d : e l e m e n t name=" Ge tWea the rRepor tResponse ">
<xsd :complexType>
<x s d : s e q u e n c e>
<x s d : e l e m e n t maxOcurrs=" 1 " minOcurrs=" 1 "

name=" r e p o r t " t y p e=" x s d : s t r i n g " / >
<x s d : s e q u e n c e>

<xsd :complexType>
< / x s d : e l e m e n t>

<w s d l : t y p e s>
<w s d l : m e s s a g e name=" G e t W e a t h e r R e p o r t I n ">
<w s d l : p a r t e l e m e n t=" t n s : G e t W e a t h e r R e p o r t R e q u e s t "

name=" r e s p o n s e " / >
< / w s d l : m e s s a g e>
<w s d l : m e s s a g e name=" Ge tWea the rRepor tOut ">
<w s d l : p a r t e l e m e n t=" t n s : G e t W e a t h e r R e p o r t R e s p o n s e "

name=" r e s p o n s e " / >
< / w s d l : m e s s a g e>
. . .

DMR(wsdl) =
DMC(wsdl)

nm
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Message Entropy Metric. The Message Entropy (ME) metric exploits the probability 
of similarly-structured messages to occur within a given WSDL document. Compared 
with the DMR metric, ME also bases on the fact that repetition of the same messages 
makes a developer more familiar with the WSDL document and results in ease of 
understandability, but ME provides better differentiation among WSDL documents in 
terms of complexity. Formally:  

  ,                                   

(3)

 

where n o mi  is the number of occurrences of the i t h  message, and P (mi )  
represents the probability that such a message occurs within the given WSDL 
document. The ME metric has values in the range [0 , l o g2(nm)]  . A low ME 
value shows that the messages are consistent in structure, which means that data 
complexity of a WSDL document is lower than that of other WSDLs having equal 
DMR values.  

Message Repetition Scale Metric. The Message Repetition Scale (MRS) metric 
analyzes variety in structures of WSDL documents. MRS measures the consistency of 
messages by considering frequencies of [C (m ) ,nar g s ]  pairs, as follows:  

  
(4)

The possible values for MRS are in the range [1 , nm]  . When comparing two or 
more WSDL documents, a higher MRS and lower ME show that the developer needs 
less effort to understand the messages structures due to the repetition of similarly-
structured messages.  

2.2 Approaches to Improve Services Interfaces 

As far as we know, two main approaches to improve services interfaces have been 
explored. One approach occurs at the deployment phase of services and WSDL 
documents. The other approach is called “early”, since it deals with the improvement 
of interfaces during the implementation phase of the underlying services, i.e., prior to 
obtain their corresponding WSDL documents.  

The work of [8]  fits in the first approach mentioned, since it identifies WSDL bad 
practices and supplies guidelines to remedy these. A requirement inherent to applying 
these guidelines is following contract-first, a method that encourages designers to 
first build the WSDL document of a service and then supply an implementation for it. 
In this context, the term contract refers to technical contract and interface, 
indistinctly. However, the most used method to build WSDL documents in the 
industry is code-first, which means that one first implements a service and then 
generates the corresponding WSDL document by automatically extracting and 

ME(wsdl) =
DMC(wsdl)∑

i=1

P(mi) ∗ (−log2P(mi))

P(mi) =
nomi

nm

MRS (wsdl) =
DMC(wsdl)∑

i=1

nom2
i

nm
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deriving the interface from the implemented code. This means that WSDL documents 
are not directly created by humans but are instead automatically derived via language-
dependent tools, which essentially map source code to WSDL code.  

With regard to the early approach, the idea is to anticipate potential quality 
problems in services interfaces. Conceptually, the approach is to identify refactoring 
operations for services implementations that help to avoid problems in services 
interfaces. The main hypothesis of this approach is the existence of statistical 
relationships between two groups of metrics, one at the service implementation level 
and another at the service interface level. This implies that at least one metric in the 
former group could be somehow “controlled” by software engineers attempting to 
obtain better WSDL documents, with respect to what is measured by the metrics that 
belong to the latter group. This also means that if a software engineer modifies his/her 
service implementation and in turn this produces a variation on implementation level 
metrics, this change will be propagated to services interfaces metrics, assuming that 
both groups of metrics are correlated. Thus, key to this approach is understanding 
how implementation level metrics relate to interface level ones.  

The work presented in [13]  studies the relationships between service 
implementation metrics and the occurrences of the bad practices investigated in [8] , 
when such interfaces are built using the code-first method. This bad practices come 
with a number of metrics not to assess complexity but to measure service 
discoverability, i.e., how effective is the process of ranking or locating an individual 
service based on a meaningful user query that describes the desired functionality. 
Then, the authors gathered 6 classic OO metrics from several services 
implementations, namely Chidamber and Kemerer’s [14]  CBO (Coupling Between 
Objects), LCOM (Lack of Cohesion of Methods), WMC (Weighted Methods Per 
Class), RFC (Response for Class), plus the CAM (Cohesion Among Methods of 
Class) metric from the work of Bansiya and Davis [15]  and the well-known lines of 
code (LOC) metric. Additionally, they gathered 5 ad-hoc metrics, namely TPC (Total 
Parameter Count), APC (Average Parameter Count), ATC (Abstract Type Count), 
VTC (Void Type Count), and EPM (Empty Parameters Methods). Then, the authors 
collected a data-set of publicly available code-first Web Services projects and 
analyzed the statistical relationship among metrics. Finally, the correlation analysis 
shows that some WSDL bad practices are strongly correlated with some 
implementation metrics.  

As the reader can see, previous efforts present in the literature strongly suggest that 
employing correlation analysis among classical software engineering metrics and 
other metric suites is in the right direction towards predicting undesirable situations. 
In this sense, in [16]  the authors analyze the correspondence between the metrics 
described in Section 2.1  and classical software engineering metrics. The achieved 
results show that there are statistically significant relationships among pairs of 
metrics. Accordingly, the authors conclude that by monitoring several metrics, which 
are present at services implementations, the complexity, in particular the Data Weight 
(DW), of the target WSDL documents can be reduced [16] .  

Recent investigations show that the refactorings needed to reduce DW in WSDL 
documents affect other quality concerns, in particular the adoption of best design 
practices described in [11] . The experimental results showing these undesirable 
relationships are going to be explained in another paper, i.e., the explanation of the 
statistical correlations between DW and anti-patterns is out of the scope of this paper, 
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but a few words about this phenomena are need to clearly explain the focus of this 
paper. The DW metric measures the complexity of a data-type in XSD, from the 
perspective of a software application that must interpret and process such data 
definition. For example, parses like Xerces, and xjc require more CPU processing for 
parsing bigger data-types definitions, in terms of lines of code. This is because DW 
increases as C (m)  counts how many elements, complex types, restrictions and 
simple types are exchanged by messages parts. However, not always a bigger data-
type definition would be a bad design decision. In general, when using XSD for 
defining data-types, more lines of code means a more detailed definition, which in 
turn makes easier to represent a business object specifically. A contra-example of this 
situation is given when defining a data-type using general-purpose data-types, like the 
xsd:any, called “wild-card” in [17] , which allows defining almost any XSD content 
in just one line of code: <element name=“theName” type=“xsd:any”/>. 
Understanding business-object represented by this data-type is impossible, unless 
natural language documentation accompanying the data-type definition provides 
enough information. On the other hand, as explained in [18]  when defining wild-
cards developers are breaking best design practices of WSDL documents [11] .  

Returning to the mentioned correlations between best design practices and the DW 
metric, this paper represents a step towards understanding why the refactorings 
needed to reduce DW may deteriorate the design quality of WSDL documents. In this 
sense, this paper analyzes human beings’ opinions about the DW metric. This paper 
aims to answer whether there is a trade-off between achieving low DW values, i.e., a 
smaller complexity, and preserving the highest possible standards in terms of WSDL 
documents design quality.  

3 Experimental Results 

We performed a controlled experiment with humans to assess how they perceive Data 
Weight (DW) metric values. The experiment involved 27 participants that were asked 
to complete a survey to collect their opinions. The survey was designed as a Likert’s 
based questionnaire for determining to whether there is a trade-off between services 
data-types design quality and how complex a service description is for a computer 
application, i.e., the DW metric values.  

The survey was developed in the context of the “Service-Oriented Computing” 1 
course of the Systems Engineering at the Faculty of Exact Sciences (Department of 
Computer Science) of the UNICEN during 2012. The course has been offered since in 
2008, is optional, and its audience are last-year undergraduate students and 
postgraduate students (both master and doctoral programs) without knowledge on 
SOC concepts. The course requirements are excellent skills on programming and 
some experience with Java development. In the context of our experiment, this means 
that the participants could be regarded as software developers. After five lectures 
within one week of three hours each discussing the fundamentals of the SOC 
paradigm and enabling technologies the students were instructed to develop a code-
first Web Service, then a contract-first Web Service, and finally an application that 
consumes the previous services. After that, the students were invited to complete the 

                                                           
1 http://www.exa.unicen.edu.ar/~cmateos/cos 
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survey. The survey asks the participants to analyze different versions of a Web 
Service. Each version of the service has been chosen to present different levels of the 
DW metric along with data-types having different design quality. The design quality 
of each data-type was assessed in accordance to the catalog of best design practices of 
[11] . To do this, three Web Services specialist follow the conventions and 
recommendations of W3C XML Schema Definition 1.1 2.  

The questionnaire has been designed as a set of 18 statements. For each statement, 
the participant can choose among 6 alternatives, being totally agree, agree, somewhat 
agree, somewhat disagree, disagree and completely disagree. The reason to choose 
among six alternatives is that by being a pair number there is not chance for neutral 
opinions. We have included in the questionnaire 12 positive statements and 6 negative 
ones. A positive statement is a statement that textually confirms the existence of the 
hypothesis that the survey is testing, e.g., the existence of a trade-off between DW 
metric values and services interfaces design quality. On the other hand, a negative 
statement is one that denies the existence of the mentioned trade-off. This is important 
to note, because each statement is associated with a numerical score, which is known 
as Likert’s score. The reason to have both positive and negative statements is to 
include contingent statements. A contingent statement is employed for re-formulating 
a statement to achieve more confident about a participant’s response.  

The numerical score of a statement depends on the polarity of the statement. For 
positive statements the numerical score ranges from 5 (totally agree) to 0 (totally 
disagree), whereas negative statements are inversely scored, i.e., ranging from 0 
(totally agree) to 5 (totally disagree).  

We computed the Likert score per participant. The numerical score for a 
participant’s questionnaire is calculated by summing the individual score of all his/her 
statements. Then, the bigger the numerical score of a participant, the stronger is 
his/her confident about the existence of the trade-off between DW metric values and 
services interfaces design quality. A score equals to 0 means that the participant 
strongly disagrees with the trade-off existence, but a 90 score means that the 
participant strongly agrees with trade-off existence. For readability purposes, we 
translated the Likert’s scores from a [0,90] scale to a [0,100] scale.  

  

Fig. 2. Likert scale: Frequency of the scores 

                                                           
2 XML Schema Definition (XSD), http://www.w3.org/TR/xmlschema11-1/ 
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Figure 2 shows the score histogram, where each bar contains the number of 
participants who had the same score. Figure 2 shows that nine participants did not 
achieve the same score as any other participant. As shown in the Figure, this situation 
corresponds to participants achieving extreme scores, i.e., the lowest or the highest 
scores. At the same time, four participants achieved the same score, as denoted by the 
highest bar of Figure 2 , and they were positioned in the middle of the score scale and 
not in the extremes.  

Figure 3  shows that by smoothing the frequency results using Bézier curves, they 
tended to a normal distribution with an average μ=6 5  and a standard deviation 
σ=7 .5  . Then, 95.4% of the students scored between [ μ−2∗σ , μ+2∗σ ]  . In other 

words, 25 students scored in the range of [5 0 ,80 ]  , which manifests the existence of 
a trade-off between DW metric values and WSDL design criteria.  

In other words, the previous results provide empirical evidence showing that the 
surveyed humans perceives that for a given WSDL document having high DW metric 
values will not necessarily mean that the service interface is complex for them. On the 
other hand, the surveyed humans confirmed that a well designed service interface 
could have a higher DW metric value in its associated WSDL document than a poorly 
designed one.  

The questionnaire included a statement designed to assess humans’ perception of 
two aspects of a service interface that impact on the service description complexity. 
One aspect is the use of descriptive names for denoting WSDL elements. This aspect 
is important for the purposes of the experiment as the DW metric only considers the 
syntactic information of a WSDL document. On the other hand, the other aspect 
relates to arranging error information using special WSDL fault messages. This aspect 
is important because for the DW metric another WSDL message would increase 
service complexity, whereas in [11]  the authors identify “using a separated (extra) 
message for exchanging fault information” as a best design practice for WSDL 
documents. Figure 4  shows that the average score for the participants was 2. The y-
axis of the Figure also shows the statement text. As the reader can see, the participants 
did not share a strongly defined opinion about the usage of descriptive names and 
fault messages as the only drivers for service interface quality. Accordingly, more 
work should be done to analyze the humans’ perception of these concerns, in order to 
include them in the calculation of the DW metric.  

  
Fig. 3. Likert scale: Distribution of the scores 
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Fig. 4. Likert scale: Frequency of the scores 

4 Conclusions and Future Work 

This papers states that the core metric of the metric suite described in [9]  is very 
useful for assessing the complexity of WSDL documents, when we refer to 
complexity as the computational effort that a software application (e.g., a parser) must 
put to interpret and “consume” the document, but the metric may be revised and 
improved in order to use it to assess the design quality of such a document. 
Historically, there has been controversy between software engineering metrics that are 
based on syntactical constructions and those based on subjective aspects. For 
example, when T. McCabe discusses the effectiveness of physical size driven metrics 
and use as an example a 50 line program consisting of 25 consecutive “IF THEN” 
constructs, he shows that those metrics based on LOC might not provide an accurate 
overview of the program complexity. In this case, we have identified a similar 
situation in which a WSDL document having few lines of code will have a smaller 
DW than another having more code and potentially a better design, in terms of data-
type definitions.  

A major limitation of the presented study is the number of participants that have 
been surveyed, although some tendencies could be observed from their responses. In 
this sense, the study shows that the participants perceive the existence of a trade-off 
between the DW metric and the design quality of services interfaces descriptions. All 
in all, more work should be done in order to determine and possibly adjust the DW 
metric definition, or define a complementary metric. Moreover, the study has shown 
that such a complementary metric may consider two important aspects ignored by 
DW, namely data-types names and fault-messages.  

We are planning to extend the present paper by including a statistical analysis that 
shows the correlation between the DW metric and WSDL best practices. This could 
be done by quantifying the level of compliance of WSDL documents with the WSDL 
design practices proposed in [11]  and performing appropriate statistical analyses.  
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Abstract. This paper presents a new parallel algorithm for backward symbolic 
execution.  We use a program modeling allowing an easy distributed symbolic 
execution and a scalable program testing.  A program is divided into several 
parts assigned to different nodes. A particular node: the Coordinator allocates 
tasks to workers and collects final results.  

Keywords: Program Testing, Path coverage testing, Parallelization, Symbolic 
Execution; Backward Analysis. 

1 Introduction 

Software testing is an important part of the software engineering life cycle.  
However, conventional testing methods often fail to detect faults in programs. One 
reason for this is that a program can have an enormous number of different execution 
paths due to conditional and loop statements. Thus, it is practically infeasible for a test 
engineer to manually create test cases sufficient to detect subtle bugs in specific 
execution paths. In addition, it is a technically challenging task to generate test cases 
that cover different paths in an automated manner. To address such limitations, 
concolic  (CONCrete + symbOLIC) testing combines concrete dynamic  analysis 
and static symbolic analysis to automatically generate test cases to explore execution 
paths of a program, to achieve full path coverage. However, concolic testing may 
consume significant amount of time exploring execution paths, and this is an obstacle 
toward its practical application [4]. To address this limitation, a distributed concolic 
testing has been developed and studied by several research groups[17,18].  However 
the proposed solutions could still be ameliorated. In this paper, we present a 
contribution in this issue. First, we intervene on the symbolic execution process itself:  
we perform backwards symbolic execution rather than forwards ones as in concolic 
testing. The use of backward analysis is motivated by the following points:  

1. It is a goal-directed analysis. 
2. Backward analysis is more scalable than a forward symbolic execution because it 

doesn't explore unnecessary program paths (i.e., paths not leading to location of 
interest) and unnecessary regions of code (i.e., assignments that don't influence 
the truth value of the formula). 

Second, we develop a distributed symbolic execution framework. Symbolic execution 
techniques usually represent executions as trees. Distributed process applied on trees 
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has as weaknesses that it requires dynamic partitioning to be well-balanced.  In this 
paper we use another program representation which allows an easier parallelization of 
the backward symbolic execution process, and which guarantee a static well-balanced 
portioning. 

The rest of the paper is organized as follow: Section 2 describes related work. 
Section 3 introduces the program representation we adopt. The section 4 describes our  
backward symbolic execution methodology.  Section 5 presents the approach of 
distributed generation of test cases. Finally the section 6 illustrates the method by a 
case study and the section 7 concludes the paper by highlighting contributions.  

2 Related Work 

Various testing methods and tools have been implemented to realize the core idea of 
symbolic execution [7]. The core idea behind Concolic testing is to obtain symbolic 
path formulas from concrete executions and solve them to generate test cases by using 
constraint solvers. Existing tools can be classified in terms of the approach they use to 
extract symbolic path formulas from concrete executions. The first approach for 
extracting symbolic path formulas is to use modified virtual machines on which target 
programs execute: PEX [2], KLEE [8] and jFuzz [9] are some tools using this 
approach. The second approach is to instrument the target source code to insert probes 
that extract formulas from concrete executions at run-time. Tools that use this 
approach include CUTE [1,14], DART [12], CREST [13],  jCUTE [14,15] and 
SCORE [5,20]. There has been little research on employing distributed platforms to 
improve the scalability of concolic testing techniques. In [16] is proposed a static 
partitioning technique for parallelizing symbolic execution that uses pre-
conditions/prefixes of symbolic executions to partition the symbolic execution tree. A 
limitation of this approach is that the resulting partitioned symbolic execution trees 
are not well-balanced. Thus, some nodes may finish exploring symbolic execution 
paths quickly and become idle while other nodes take long times to complete 
exploration, which degrades overall performance. In contrast, King [16] and ParSym 
[17] utilize dynamic partitioning of target program executions. King populates a 
queue of symbolic execution sub-trees dynamically, but the resulting speedup 
decreases as the number of nodes increases beyond six. ParSym uses a central server 
that collects test cases generated from nodes and distributes the test cases to the other 
nodes whose queues are empty. ParSym demonstrates speedup on grep 2.2 and a 
binary tree program on up to 512 nodes, but does not achieve linear speedup. Cloud9 
is a testing service framework based on parallel symbolic execution techniques 
implemented on KLEE. Cloud9 uses dynamic partitioning to ensure that the job queue 
lengths of all nodes stay within a given range. SCORE distributes test cases among 
multiple nodes in a dynamic on-demand manner.   

3 Modeling  

Programs are represented by two models. The first, called: Data Model, records the 
different expressions computing program variables values. The second:  Control 
Model describes the control structure of the program.  
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3.1 Data Model: DM 

The Data Model is a table describing the program memory. Each row of DM is 
composed of: An integer representing the statement location in the program, the 
variable name; and the expression computing the corresponding variable value. An 
expression could be: An input, a constant or a function call. An input of a variable x is 
modeled by x=$x meaning that x has an unknown value: a symbolic constant of the 
adequate type.  

3.2 Control Model: CM 

The Control Model describes the program structure. It contains constraints that make 
possible the execution of each statement of DM.  CM models conditional and  loop 
statements. 

Conditional Statements: There are two sorts of conditional statements: alternative 
statement (with the else branch) and the simple conditional (without the else branch).  

An alternative statement is modeled by (C,CT,CF,End): 

- C: is the  condition of the statement. 
- CT: The location of the first instruction to do if C is True.  
- CF:The location of the first instruction to do if C is False. 
- End:The location of the first instruction  after the conditional.  CM[i] is the 

element number i of CM, Then[i]= [CT,CF[ and Else[i]=[CF,End[ are its intervals. A 
simple conditional   statement is represented by (C,CT,-1,End) with C,CT and End  
having the same meaning as the alternative statement.  

Loops: A loop statement is modeled  by (C,CT,-2,End)  with C, CT and End having 
the same meaning as in conditional  statements.  

We note C[i] the condition of the block modeled by the row i of DM. 

3.3 Program Modeling Example 

      
  

loc Var Expression 
1 z $z 
2 x $x 

 3     t x+1 
4 y x-1 
5 t x-1 
6 y x+1 
7 y t+y 
8 t Z 
9 t -z 
10 y 0 
11 y 1 

 C CT CF End 
1 z==x 3 5 7 
2 z>=3 8 9 12 
3 t=-1 10 11 12 

1:scanf(”%d%d”, 
        &z,&x) 
   if (z==x) 
3:  { t=x+1; 
4:    y=x-1;     
    } 
   else 
5:  { t=x-1; 
6:   y=x+1 ;} 
7:  y=t+y; 
   if (z>=3) 
8:   { t=z ; } 
   else  
9: { t=-z; 
     if(t=-1) 
10:    {y=0;}  
     else  
11:    { y=1;}   
    }  

Fig. 1. Program Modeling Example 
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3.4 Path Modeling 

Let Path[i] be a string expressing the required guard value of all the elements of CM 
coming before CM[i], to attain this element (CM[i]). Path [i] is called: string path.  
Let Path [i,k] be the character of the position k in Path[i], and  let’s note the 
expression “must be equal” by “≡”. So we define Path [i,k] by: 

 
                  ‘1’   if   C[k] ≡ True   
 Path [i,k] =      ‘0’   if   C[k]≡False  
                  ‘x’   if   C[k]≡True or False.  Both are possible   
                  ‘*’   if   C[k] value is not required  
 

Each character ‘x’ represents  two possible paths.  For example, in the figure 1: x00 
represents the two paths: 100 and 000 leading to Else[3], we say that these two paths 
are derived from x00. So, if P is a string path containing nx characters ‘x’ then the 
number of paths represented by P is 2nx. 

The use of the character ‘*’ is necessary in the situation when we follow a path in a 
‘else’ branch, so all the conditions which are in the corresponding  ‘then’ branch are 
not required and must not be evaluated. 

 
Definition (Terminal Path): Let CM a control model having n elements.  A path 
represented by a string path:   Path[i] is said terminal if it does not exist j∈ [1,n]  
such that j≠i  and  Path[i] is a prefix of Path[j].  

The usual definition of string prefix is extended to take into account the special 
character ‘x’ in such a way that it could be matched with both ‘0’ and ‘1’. 

Terminal[i] is a predicate which truth value is true if and only if Path[i] is a 
terminal path. A terminal path represents a complete execution of the program (from 
the beginning of the program to its end). 

4 Backwards Symbolic Execution (BSE) for Program Testing 

Instead of performing as usual forward symbolic executions to compute gradually 
path conditions, we perform backward symbolic investigations. In fact, in forward 
analysis, the tree grows rapidly in width and depth. We perform backwards 
investigations to minimize the size of the execution tree and include only paths that 
are of interest to our analysis.  Backward symbolic execution is based on the well-
known concept of Weakest Precondition[6], so let’s recall it. Let v=e be an 
assignment, where v is a variable and e is an expression of the appropriate type. Let P 
be a predicate. WP(v=e,P) is P with all occurrences of v replaced with e. For 
example: WP(y=x+2, y>8) = (x+2)>8.  We denote WP(l,P) the weakest 
precondition of the predicate P w.r.t. the statement having the location l  in the table 
DM. In our analysis, we need to compute predicates weakest preconditions on 
intervals of program locations i.e.: a sequence of adjacent locations; on a whole 
element of CM and on a union of several intervals. 
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                                P                      if  no variable occurs in P 

• Sequence :  WP([li,lj[,P)=   WP(li,P)               if lj=li     
                                WP([li,lj-1[,WP(lj-1,P))  Otherwise  

• Union   : WP([Si,Sj[∪[Sk,Sl[,Cd)=WP([Si,Sj[,WP([Sk,Sl[,Cd)). 

• If Then Else  statement : E of the form (C,CT,CF,End), CF>0 
               WP(E,Cd)=C∧WP([CT,CF[,Cd)∨¬C∧WP([CF,End[,Cd) 

• If Then Statement :  :  E of the form (C,CT,CF,End), CF=-1 

               WP(E,Cd)=C∧WP([CT,CF[,Cd)∨¬ C∧Cd 
• Loops: (CF=-2) : C0=C;  P0=P ; k=1;  

While(True)     
{  Pk=WP([CT,End[,Pk-1); Ck=WP([CT,End[,Ck-1) 
   If  (Ck’=False)∨(Pk=Pk-1)   {  WP(e,P)=Pk’ ; exit} 
    k=k+1; } 
Ck’ and Pk’ are obtained from Ck and Pk by replacing the variables modified in the 

loop by their initial values.  
The algorithm using backward analysis to generate test cases performs the 

following steps:  
 

1. For each element of CM compute the string path: Path[i]. 
2. For each Terminal path Path[i], concatenate ‘x’ at the end of Path[i] to represent 

the two possible alternatives in CM[i]; for each path Pathr[i] derived from Path[i], 
compute  the Weakest Precondition of Pathr[i,l], where l is the length of Pathr[i] 
along the path expressed by Pathr[i], to deduce the required input values.  

Example: Let’s return to the program of the figure 1:  
 

loc Var Expression 
1 Z $z 
2 X $x 
 3     T x+1 
4 Y x-1 
5 T x-1 
6 Y x+1 
7 Y t+y 
8 T Z 
9 T -z 
10 Y 0 

11 Y 1 

I C CT CF End Path[i] Terminal (Y/N) 
1 z==x 3 5 7 -         N 
2 z>=3 8 9 12 X         N 
3 t=-1 10 11 12 x0 : x0x        Y 
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Path[1] is designated by “-“  representing the empty string in fact the block CM[1]  
does not required any constraint to be reached.  Path[2]= “x”  since Path [2,1] = 
C[1]= (z==x) ≡ True or False, both are possible. Path[3]=”x0” i.e. 
Path[3,1]=C[1]=(z==x)≡True or False  and Path[3,2]=C[2]=(z>=3)≡False :  To 
access to the block CM[3] the condition (z>=3) must be false and the condition 
(z==x)  could have any value. Terminal [3] is True; So we concatenate ‘x’ at the end 
to represent the two possible alternatives in CM[3]. The paths derived from Path[3] 
are Path1[3]=”000” ; Path2[3]=”001”;  Path3[3]=”100”  and  Path4[3]=”101”    

 
Let’s generate a test case for Path1[3] by performing backward analysis:  
WP([1,3[∪[5,8[, z<3)∧WP([1,3[,z≠x)∧WP([9,10[,t≠-1)=($z<3)∧($z≠$x)∧($z≠1)=True 
$z=1∧ $x≠1. The same reasoning is performed for the other paths.  
 

The number of program execution paths being generally great, it makes sense to 
parallelize the process of test cases generation and to distribute it over several 
computation units. 

5 Parallel BSE (PBSE) for Program Testing 

As we said before, path explosion problem is well-known in the software testing area. 
It constitutes a big obstacle to the application of symbolic execution to real world 
software. A suitable solution is the parallelization of path explorations. The automatic 
test generation is assigned to several workers. A particular worker called the 
Coordinator initiates and concludes the automatic test case generation by Parallel 
Backwards Symbolic Execution. The algorithm in the figure 2 describes the 
Coordinator; nbWorker is the number of workers. We aim to achieve the following 
objectives:  

1. Perform a static well-balanced partitioning.  
2. Reduce redundancy in computations. 
3. Reduce dependencies between workers. 
4. Reduce communications between the coordinator and the workers. 

The role of the coordinator is to prepare the program by representing it with the pair 
(DM,CM); to compute the string path: Path[i] for each element of CM and to partition 
the tasks  in a well-balanced way over the workers. Compute_NBP() computes for 
each element of CM the number of paths derived from it. The function 
Compute_NBC() computes the number of conditions in each path. Finally, the role of 
the procedure Divide ()  is to divide equitably  the paths over the workers regarding 
the total numbers of paths and conditions. It regroups paths by sets each set will be 
assigned to one Worker. 
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The Procedure Assign-test() assigns a set of paths to each Worker. Receipt(k,Ck) is 
True if the Worker k has sent its results Ck to the Coordinator.  

 
 
Coordinator  
Input :  Program : Prog, NbWorker; 
Output: A set of test cases for Prog. 
Initialization: NbPath=0;NBCond=0;TestCase=∅ 
(DM,CM)=Model(Prog) 
For i=1 to CardDM  
Do Begin   If  Terminal(DM[i]) 
                  Then    Path[i]=Compute_Path(i); 
                               NBP[i]=Compute_NBP(i); 
                               NBC[i]=Compute_NBC(i); 
                               NbPath=NbPath+NBP[i]; 
                               NBCond=NBCond+NBC[i]; 
       End; 
Divide (NbPath, NBcond, nbWorker); 
For k=1 to NbWorker 
Do   Assign-test(k, Set); 
IF  ( Receipt(k, Ck) ) Then  TestCase=TestCase∪Ck 
End. 

Fig. 2. Coordinator  

The task of each worker consists to compute test cases of the paths assigned to it 
and to send the results to the coordinator.  

For a given Worker to compute test cases of the element CM[i], it is not necessary 
to have the whole tables DM and CM but just the parts required to its computations, 
these parts could be easily determined statically. 

6 Case Study 

In this section we present an illustrative example as a case study elucidating our 
approach and highlighting its suitability. We suppose that we have two workers. 
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scanf(‘’% d",&x) 
scanf( « %d »,&y) 
 if (x+y !=0) 
  { if (x>y) 
     { z=2*x 
        If (z>10) 
            { t=z  
               z=1+x                    
             }  
         Else{ e=z+y   

          If (e>0)  
          {  e=z+1      
              T=e+2    

                If (t>0)         
                    { k=t+1} 

                    Else{f=0}      
} 

              Else {r=0} 
    K=1 

                 } 
      } 
    Else { f=1 

If (f>x) 
       { r=f+1} 

          Else  {r=f-1} 
        If  (f==r+1) 

     { e=z+1 
   T=0 

                  } 
            Else If (t<x) 
                     {t=x}   

                        Else{t=y} 
            } 
    } 
Else  { If (x+y<-3) 
             { z=-x-1 
                t= -y-1 
             } 
            Else { z =x+1 

               t= y+1 
                     } 
            f=t+z          
         } 

1 

2 
 
 
3 
 
4 

5 
 
6 
 
7 

8 
 
9 

10 
 
11 

12 
 
 
13 
 
14 

15 
 
16 

17 

 

 

18 

19 
 
 
 
20 

21 
 
22 

23 
 
24 
 

loc var exp 
1 x $x 
2 y $y 
3 z 2*x 
4 t z 
5 z 1+x 
6 e z+y 
7 e z+1 
8 t e+2 
9 k t+1 
10 f 0 
11 r 0 
12 k 1 
13 f 1 
14 r f+1 
15 r f-1 
16 e z+1 
17 t 0 
18 t x 
19 t y 
20 z -x-1 
21 t -y-1 
22 z x+1 
23 t y+1 
24 f t+z 
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 C CT CF End PATH Ter(y/n) NBP NBC 

1 x+y!=0 3 20 25  N   
2 x>y 3 14 20  N   
3 z>10 4 6 13  N   
4 e>0 7 11 12  N   
5 t>0 9 10 11 1101x Y 2 5 
6 f>x 14 15 16  N   

7 f==r+1 16 18 20        N   
8 t<x 18 19 20 10***x0x Y 4 5 
9 x+y<-3 20 22 24 0*******x Y 2 2 

In the table, we have reported just Terminal paths. To obtain a well-balanced 
partitioning, a possible way is to assign CM[5] and CM[9]  to a same worker (w1) 
and  CM[8] to another worker (w2).  

 
Automated Test Cases Generation: 

 
Worker W1:   
Path[5]=1101x => Path1[5]=11010  and Path2[5]=11011.  

Path1[5]: C[1]≡T and C[2]≡T and C[3] ≡F  and C[4] ≡T and C[5]≡F   (I) 
WP([1,3[,x+y!=0)=($x+$y!=0) 
WP([1,3[, x>y)=($x>$y) 
WP([1,3[∪[3,3[, z<=10)=(2*$x<=10) 
WP([1,3[∪[3,3[∪[6,6[, e>0)=(2*$x+1>0) 
WP([1,3[∪[3,3[∪[6,6[∪[7,9[,t<=0)=(2*$x+3<=0) 

So the formula  expressing (I) is  :   

($x+$y!=0)∧($x>$y)∧(2*$x<=10)∧(2*$x+1>0)∧(2*$x+3<=0) 

This formula is unsatisfiable so the path path1[5] is not feasible.  

Path2[5]: The formula is  
($x+$y!=0)∧($x>$y)∧(2*$x<=10)∧(2*$x+1>0)∧(2*$x+3>0) 
A possible solution is $x=4  and  $y=2 which constitutes a test case for this path.  
A similar reasoning is performed for path[9] ( there is  2 conditions to verify) 
 

Worker W2:  

Path[8]=10***x0x=> Path1[8]=10***000 ; Path2[8]=10***001; Path3[8]=10***100 ; 
Path4[8]=10***101 

The same reasoning is performed to compute the set of tests of the four paths. 
Finally, the set of test case of the entire program is the union of all  set test cases. 
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7 Conclusion 

In this paper we have presented a new approach for symbolic distributed path testing.  
We have first defined the backward symbolic execution for test generation method 
performed to compute path formulas. Then we have proposed a distributed version of 
our solution allowing to take advantage of the adopted program modeling and to 
overcome the problem of path explosion. Our solution presents several advantages:  

 

1. It is a backward method: So instead of executing the entire program as in the 
other methods, it just captures the impact of each statement on the considered 
predicates. 

2. Our distributed solution is well-balanced without requiring a dynamic   
partitioning. 

3. No dependencies between workers. 
4. The amount of communication between the workers and the coordinator is 

minimal.  
5. Each worker is required to have just the information concerning the paths it 

computes. 
 

However, our solution presents some drawbacks, the most important is redundancy. 
This is due to the fact that we have chosen to keep the communication between 
workers minimal. In fact, we can reduce redundancy if we allow workers to share 
more information about possible common parts of paths they have to analyze. 
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Abstract. Clustering is used for discovering groups and identifying interesting 
distributions and patterns in the underlying data whereas classification is a 
technique used to predict membership for data instances within a cluster. 
Correct classification of similar users in a cluster helps in better prediction of 
web pages. In the past lot of work has been done on original web log data 
whereas in this paper we intend to apply classification on refined clusters by 
implementing Modified Knockout Refinement Algorithm(MKRA). This 
approach leads to the improvement in cluster quality and prediction accuracy. 
After refining the clusters using MKRA we apply different learning techniques 
on refined clusters. Various performance measures of learning techniques are 
evaluated and compared. These days the machine learning community is trying 
to get better solutions for improving classification accuracy by applying 
ensembled classification. We further intend to apply ensembling on the 
classifiers used in our model to observe the betterment in the classification 
accuracy performance. 

Keywords: Classification Techniques (CT), Refined Clusters (RC), Accuracy, 
Ensembling. 

1 Introduction 

Data Mining [22] is the most significant application of Machine Learning (ML). Ma-
chine Learning can be applied to establish relationships between attributes and im-
proving the efficiency of systems. Learning techniques in which instances are given 
with known labels are supervised techniques otherwise unsupervised, where instances 
are unlabeled. By applying these unsupervised (clustering) algorithms, researchers 
hope to discover unknown, but useful, classes of items (Jain et al., 1999).The main 
issue in clustering is to generate groups of patterns allowing us to discover similari-
ties, differences and deriving useful conclusions about them. There are no predefined 

                                                           
* Corresponding author. 
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classes or examples that would show what kind of desirable relations should be valid 
among the data. On the other hand, classification is a procedure of assigning a data 
item to a predefined set of categories. The categories defined by using some cluster-
ing algorithm. Classification is a model based approach implemented on the training 
data where each instance has a class label. The trained model is tested for classifica-
tion accuracy and performance which is then used to predict unlabelled data. Different 
classification algorithms result in variable accuracies making selection of a single best 
algorithm difficult. The solution is to combine multiple classifiers to observe the im-
provements in performance accuracy known as ensembling. Basic idea of ensemble 
[23 - 28] methodology is to combine a varied set of classifiers, each of which solves 
the same original task, thus obtaining a better composite global classifier model with 
more performance accuracy. An ensemble is used to make predictions to give better 
results by compensating for poor learning algorithms by compromising the computa-
tion time in the process of building strong learners. 

In Web Usage Mining, a major problem is to obtain the similar group of URL’s 
from web log data that can be used for prediction of URL’s for similar session users. 
This kind of issue can be resolved with the aid of machine learning being applied on 
similar sessions in a group which can be used directly to obtain the end results. In this 
paper the aim of our work is to investigate the performance of different classification 
methods on refined clusters obtained by eliminating dissimilar session’s from original 
clusters on the basis of access and time spent on common pages within a pair of ses-
sions. Original clusters are obtained by using K-Means algorithm on the sessions from 
the web log file. 

2 Related Work 

A study named STATLOG given by King [1] et. al. was one of the best known stu-
dies. A brief review of what Machine Learning includes can be found in Dutton & 
Conroy (1996) [2]. De Mantaras and Armengol (1998) [3] also presented a historical 
survey of logic and instance based learning classifiers. Le Cun (1995) [4] compared 
several learning algorithms on a handwriting recognition problem. Lim et. al. (2000) 
[5] performed a comparison of decision trees and other classification methods. Perlich 
(2003) [6] conducted a comparison between decision trees and logistic regression. 
Kotsiantis et. al. (2003) [7] has compared six classification methods on an educational 
data. Phyu et. al. (2009) [8] gave a comprehensive survey of different classification 
techniques in Data Mining. Provost and Fawcett (1997) [15] discussed ROC other 
than accuracy for different learning algorithms. Caruana and Mizil (2006) [9] per-
formed an empirical comparison of supervised learning algorithms. Kotsiantis (2007) 
[10] studied various machine learning techniques and compared them using various 
parameters. Minaei-Bidgoli et al. [16] have compared six classifiers (quadratic Baye-
sian classifier, 1-nearest neighbors, k-nearest neighbors, Parzen window, feed-
forward neural network and decision tree) to predict the course final results from 
learning system log data and found K-Nearest Neighbor giving best results. Othman  
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and Yau (2007) [11] compared different classification techniques using WEKA for 
breast cancer concluding that Bayes network classifier has the potential to significant-
ly improve the conventional classification methods for use in medical or in general, 
bioinformatics field. Thorbe (2012) [12] performed a comparison of four different 
learning techniques on four different data sets concluding that different algorithms 
perform better for different datasets. Hussain, Khan, Nazir and Iqbal [17] presented a 
comprehensive study of latest and most famous facial feature extraction techniques 
and as well as classification techniques concluding K-Nearest Neighbor giving the 
best classification. Most of the comparisons concluded that some methods perform 
better or worse than other methods on an average but with a dependency on the prob-
lems and metrics used. The best models give poor performance sometimes and the 
models with poor average performance perform occasionally well [9]. A combination 
of classifier models can be designed to increase the accuracy of a single classifier by 
training several different classifiers [21] and combining the output to generate an 
ensemble. Ensembling [18, 19] in machine learning has been used in a large number 
of applications with an aim to improve classification accuracy. Ensembles have been 
implemented with techniques such as bagging, boosting, random forests and cross 
validation on classifiers such as Support Vector Machines, Decision trees, Neural 
Networks etc.   

All the above work has been performed on a single data file having the classes de-
fined for the complete data set whereas we shall perform comparison of techniques on 
refined classes by evaluating various performance measures and finding out which 
technique helps in learning the refined web log sessions with maximum accuracy and 
minimum error. We further ensemble the classifiers implemented individually on 
refined clusters to design a new classifier to obtain better prediction accuracy.  

3 Proposed Scheme 

Machine Learning is the process of creating a classifier for identifying new instances 
into classes and learning a set of rules from the training set. Choosing a learning algo-
rithm is a critical step. The classifier’s evaluation is based on prediction accuracy, 
recall, precision, absolute error, relative error and root mean square error. The classi-
fication accuracy can be evaluated using three techniques [9]. One technique is to 
split the training set by using two-thirds for training and the rest for estimating per-
formance. In cross-validation, the training set is divided into mutually exclusive (in-
dependent) and equal-sized subsets and for each subset the classifier is trained on the 
union of all the other subsets. Leave-one-out validation is a special case of cross vali-
dation. All test subsets consist of a single instance. 

Our proposed scheme intends to use the cross validation technique for evaluating 
classification accuracy of the learning techniques. Most of the comparisons on classi-
fication techniques include data sets being divided into clusters and giving cluster 
labels for each entry. The clusters are then used for training on the basis of various  
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learning algorithms. We propose to use refined clusters for learning to improve accu-
racy of the techniques. We use a web log file that contains entries listing the web 
pages accessed by different users. By performing preprocessing [13] steps web log 
file is converted into sessions. 

Suppose for the given web site, there are n sessions S= {S1, S2, S3… Sn} accessing 
the set of pages P= {p1, p2, p3… pm}. The pages are associated with the sessions as 
follows:                   

 
Access (pi, Sj) =      1 if pi is viewed by Sj 
                                0 otherwise 
 
In this paper K-Means algorithm is used to define groups of similar sessions initial-

ly. For example we get a cluster having six sessions as follows: 
 

 p1 p2 …… …… p366 

S1 1 1 ……. ……. 0 

S5 0 0 ……. ……. 1 

S7 0 1 ……. ……. 1 

S9 1 1 ……. …… 0 

S13 0 1 ……. ……. 1 

S15 1 1 …….. ……. 0 

 
To improve the quality of a cluster we wish to eliminate sessions having a factor of 

dissimilarity within that cluster. Refinement is done using the Modified Knockout 
Refinement Algorithm (MKRA) [29] using a combination of dissimilarities based on 
access and time among session pairs within a cluster resulting in refined clusters. The 
dissimilarity is calculated as follows: 

ሺݏܦ  ௜ܵ , ௝ܵሻ  ൌ  ሺሺ1 ൅ ௔ሺܦ  ௜ܵ, ௝ܵሻሻ כ   ሺ1 ൅ ௧ሺܦ ௜ܵ, ௝ܵሻሻሻ –  1               (1) 

Where     ܦ௔൫ ௜ܵห ௝ܵ൯ ൌ  ∑ ௣ೖቀሺ௣ೖೌ|ௌ೔ሻቚ൫௣ೖ೙หௌೕ൯ቁା∑ ௣ೖቀሺ௣ೖ೙|ௌ೔ሻቚ൫௣ೖೌหௌೕ൯ቁ∑ ௣ೖቀሺ௣ೖೌ|ௌ೔ሻቚ൫௣ೖೌหௌೕ൯ቁା∑ ௣ೖቀሺ௣ೖೌ|ௌ೔ሻቚ൫௣ೖ೙หௌೕ൯ቁା∑ ௣ೖቀሺ௣ೖ೙|ௌ೔ሻቚ൫௣ೖೌหௌೕ൯ቁ       (2) 

Defined as the ratio of sum of the number of pages accessed in session Si but not in Sj 
to the sum all the variables accessed in at least one session. The time dissimilarity is 
computed as given below: ܦ௧൫ ௜ܵห ௝ܵ൯ ൌ 1 െ ܵ݅݉௧൫ ௜ܵห ௝ܵ൯                          (3) 

Where ܵ݅݉௧൫ ௜ܵห ௝ܵ൯ ൌ  ∑ ൫௧ሺ௣ೖ|ௌ೔ሻכ௧൫௣ೖหௌೕ൯ ൯ೖට∑ ሺ௧ሺ௣ೖ|ௌ೔ሻሻమೖ ∑ כ ሺ௧൫௣ೖหௌೕ൯ሻమೖ                                      (4) 

 



502 V.S. Dixit and S.K. Bhatia 

 

Applying MKRA on the above example we get a new cluster by eliminating session 
S5 as follows. 

 
 p1 p2 …… …… p366 

S1 1 1 ……. ……. 0 

S7 0 1 ……. ……. 1 

S9 1 1 ……. …… 0 

S13 0 1 ……. ……. 1 

S15 1 1 …….. ……. 0 

Algorithm for Modified Knockout Refinement Algorithm 

Input: Set of Original Clusters (OC). 
Process: Step 1: Do 
Pick up the first cluster (Ck) 
Generate contingency table for every pair of sessions C (Si, Sj) in 

the cluster. 
Evaluate dissimilarity on the basis of access between all sessions 

using the following: ݀௞൫ݏ௜ ,ݏ௝൯ ൌ  ෍ ௞௜ݏ ௞௜ ൅ݎ ௞௜ݍ ൅ ௞௜ݎ ൅ ௞௜ൗ௡ݏ
௞ୀଵ௜ஷ௝  

Evaluate dissimilarity on the basis of time between all sessions us-
ing the following: ܵ݅݉௧൫ ௜ܵห ௝ܵ൯ ൌ  ∑ ൫ݐሺ݌௞| ௜ܵሻ כ ௞ห݌൫ݐ ௝ܵ൯ ൯௞ට∑ ሺݐሺ݌௞| ௜ܵሻሻଶ௞ ∑ כ ሺݐ൫݌௞ห ௝ܵ൯ሻଶ௞  

௧൫ܦ  ௜ܵห ௝ܵ൯ ൌ 1 െ ܵ݅݉௧൫ ௜ܵห ௝ܵ൯ 
Combine the dissimilarities using the following formula: 
            Ds(Si, Sj) = ((1 + Da(Si,Sj)) * (1+Dt(Si, Sj))) – 1 

Generate a Symmetric Dissimilarity Matrix(SDM) 
       If Threshold > average(SDM) for d(Si,Sj) 
            Count++ 
                If(Count>0.8*max(count_SDM)    
                   Eliminate Si and Sj from the cluster Ck 
                End If 
        End If 
        Generate Refined Clusters (RC) 
 End Do 
Repeat for all the clusters 
 
Output: Refined Clusters (RC) 

 
We then apply various learning algorithms on the refined clusters and evaluate our 
results. Used learning techniques in this paper are as follows: 

3.1 Naive Bayes 

Naive Bayesian networks (NB) [7, 9, 11] are networks that are simple and composed 
of acyclic graphs. The Bayes rule is applied to compute the probability of a class 
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based on instances within the class. The class having highest posterior probability will 
be the predicted class for the instance. The probability model for a classifier is a con-
ditional model. NB classifiers work better when there is a single underlying model of 
the dataset taking into account prior information about a given problem. NB has an 
advantage of short computation time for training along with little storage space and a 
disadvantage of computational difficulty of exploring a previously unknown network.   

3.2 Naive Bayes (Kernel) 

Naive Bayes (NB) can perform well with discrete and continuous variables compris-
ing large number of variables and large data sets. An extension of the naive Bayes 
classifier uses kernel density estimation. This method is very similar to the naive 
Bayes, but the density of each continuous variable is estimated averaging over a large 
set of kernels.  

3.3 K-Nearest Neighbor 

The K-nearest neighbor [8] algorithm is amongst the simplest of all machine learning 
algorithms. K-nearest neighbor algorithm (K-NN) is a method for classifying objects 
based on closest training examples in the feature space. An object is classified by a 
majority vote of its neighbors, with the object being assigned to the class most com-
mon amongst its k nearest neighbors. K-NN computationally requires large storage 
with sensitivity to the similarity function. Varying the value of K affects the perfor-
mance of the algorithm.   

3.4 Decision Trees 

Decision Trees [8, 7] are considered to be one of the most popular and powerful ap-
proaches for representing classifiers. They are recursive schematic tree-shaped dia-
grams used to determine a course of action or show a statistical probability. The algo-
rithm for decision trees is defined as a greedy algorithm that constructs decision trees 
in a top down divide and conquer manner recursively. Decision Tree classification is 
a time consuming algorithm. Decision Trees work well with categorical/ discrete 
features but do not perform well with problems that require diagonal partitioning. 

3.5 Decision Trees (Parallel) 

Data is growing at very fast rates for which algorithms need to be developed that are 
capable of classifying large datasets and also being computationally efficient and 
scalable. One possible solution is to use parallelism to reduce the amount of time 
spent in building classifiers from very-large datasets and keeping the classification 
accuracy. A parallel decision tree learns a pruned decision tree which can handle both 
numerical and nominal attributes.  
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3.6 Support Vector Machines 

Support Vector Machines (SVMs) [7] are one of the recent supervised machine learn-
ing techniques. SVMs focus on the notion of a separator on either side of a hyper 
plane that separates two data classes. Maximizing the separator and creating the larg-
est possible distance between the separating hyper plane and the instances on either 
side of it has been proven to reduce an upper bound on the expected generalization 
error. When it is possible to linearly separate two classes, an optimum separating 
hyper plane can be found by minimizing the squared norm of the separating hyper 
plane. SVM technique reaches a global minimum and avoids ending in a local mini-
mum which happens in other techniques like Back Propagation in Neural Networks. 
SVM methods are binary i.e. for a multiclass problem one must reduce it to binary 
classification problems. SVM does not perform well with discrete data [9]. 

3.7 Rule Induction 

This operator works similar to the propositional rule learner named Repeated Incre-
mental Pruning to Produce Error Reduction (RIPPER, Cohen 1995). Starting with the 
less prevalent classes, the algorithm iteratively grows and prunes rules until there are 
no positive examples left or the error rate is greater than 50%. In the growing phase, 
for each rule greedily conditions are added to the rule until the rule is perfect (i.e. 
100% accurate).  

3.8 Neural Net 

This operator learns a model by means of a feed-forward neural network trained by a 
back propagation algorithm. The Back Propagation network learns by example. The 
activation function used is the usual sigmoid function where the Errors from the out-
put neurons and running them back through the weights to get the hidden layer errors. 
Having obtained the error for the hidden layer neurons we modify the weights for the 
hidden layer. By repeating this method for any number of layers we can train a net-
work for obtaining the desired output on the basis of some input. 

3.9 Ensembling 

The idea of ensembling is to combine multiple classifiers with a known fact of im-
provement in classification accuracy and prediction. The general architecture of en-
sembling includes combining the decisions by training different classifiers and to 
obtain a new classifier with better performance. The predictions with different clas-
sifiers are aggregated and implemented on new instances presented to the model.     

4 Experiment and Results 

The experiments are carried out using a log file containing information about all web 
requests to NASA’s official website available in the archive from Jul 01 to Jul 31,  
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ASCII format, 20.7 MB. The raw web log file used for the experiment contained 
131031 web requests. This file can be found at the following address: 
http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html. We create sessions from the log 
file that is used for clustering sessions with similar interests. We optimize the log file 
by including only those sessions that have an access count greater than equal to four, 
reducing the entries to 28213. To reduce the problem of sparsity in our session file we 
consider sessions with minimum page access as 10. Clustering has been performed by 
using the K-means algorithm. The value of K is taken to be 15. K-means is one of the 
simplest unsupervised learning algorithms that solve the well-known clustering prob-
lem. The above process results in clusters having sessions with similar access to web 
pages. These are termed as Original Clusters (OC). We now refine the OC using 
Modified Knockout Refinement Algorithm (MKRA) on the basis of a combination of 
access and time dissimilarity. We obtain Refined Clusters (RC) that has better cluster 
quality than original clusters. The refinement process reduces the number of sessions 
to 22301. For applying the various classification techniques we optimize by reducing 
sparsity in the session file and including only those session where the session count is 
greater than equal to ten. We used the above defined machine learning techniques on 
RC to make clusters learn the type of sessions in them. We used open source software 
Rapid Miner [14] to apply the learning techniques and to evaluate the various perfor-
mance measures. Evaluation of models has been done by applying a 10-fold cross 
validation [20] with stratified sampling that divides the clusters in a 9:1 ratio for train-
ing and testing respectively that shall be repeated 10 times. Stratified sampling builds 
random subsets and ensures that the class distribution in the subsets is the same as in 
the whole example set.  The various parameter settings for the learning techniques 
are described in subsequent lines. Naive Bayes uses Laplace correction to prevent 
high influence of zero probabilities. Naïve Bayes (Parallel) also uses Laplace correc-
tion along with estimation mode being Greedy and number of kernels as 10. The K-
NN algorithm uses the Euclidean distance measure and also varies the value of K as 
1, 3, 5, 7, and 10 to study its effect on the accuracy of the method. Decision Trees use 
the gain ratio criterion for making decisions with minimal size of split as 4, minimal 
leaf size 2 and a confidence value of 0.25. Parallel decision trees use the same para-
meters as decision trees along with the variation in number of threads to reduce the 
amount of time spent in building classifiers from the datasets. Support Vector Ma-
chine uses the C-SVC type SVM with kernel type as radial basis function. Rule induc-
tion uses a criterion of information gain, minimal prune benefit as 0.25 with a sample 
ratio of 0.9. Neural Net evaluates on the basis of variation in the number of training 
cycles as 100, 200, 300 and 400. The learning rate for the neural net is 0.3 with a 
momentum of 0.2. Selecting a good classifier that outperforms other classifiers is a 
difficult task. For solving this problem ensembled learning can be applied to obtain a 
new classifier which outperforms the base classifiers. We applied the cross validation 
technique on the refined log file where the file is divided for training and testing. The 
training dataset is given as the input to the voting module that further divides the 
training set into subsets based on the number of classifiers to be used. We used K-NN, 
Naïve Bayes (Kernel), Decision Trees and Rule Induction classifiers to design the  
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ensemble as these classifiers had prediction accuracy greater than 75%.The predic-
tions are based on the majority vote scheme where the classification of an unlabeled 
instance is performed according to the class that obtains the maximum number of 
votes. Also known as the plurality vote, this approach has been used as a combining 
method for comparing newly proposed methods. The above scheme is applied on the 
testing instances to evaluate accuracy and prediction of the model. The architecture 
used is as follows: 

 

Fig. 1. Framework of the Experiment 

The results for various learning techniques and their corresponding evaluation 
measures are as follows.  

 

Fig. 2. Analysis of errors for different values of K in K-Nearest Neighbor 

 

Fig. 3. Analysis of Accuracy, Recall and Precision for different values of K in K-Nearest 
Neighbor 
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Fig. 4. Analysis of errors for different values of number of threads in Decision Trees 

 

Fig. 5. Analysis of accuracy, Recall and Precision for different values of number of threads in 
Decision Trees 

 

Fig. 6. Analysis of errors for different values of training cycles in a Neural Net 

 

Fig. 7. Analysis of accuracy, Recall and Precision for different values of training cycles in a 
Neural Net 
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Fig. 8. Analysis of errors for Naïve Bayes and Naïve Bayes (Kernel) 

 
Fig. 9. Analysis of accuracy, Recall and Precision for Naïve Bayes and Naïve Bayes (Kernel) 

 
Fig. 10. Analysis of errors for various Learning Techniques 

 
Fig. 11. Analysis of Accuracy, Recall, and Precision for various Learning Techniques 
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Table 1. Comparison of F-Measure scores for prediction into classes based on various learning 
techniques   

Cluster 

Name 

NB(Kernel) K-NN 

(K=10) 

Dec 

Tree 

SVM Rule 

Learners 

Neural Net 

(Training 

Cycles=400) 

Ensembled 

Learning 

s2 84.61% 92.00% 65.21% # 59.53% 10.71% 91.26% 

 s3 71.40% 81.61% 72.45% # 82.50% 60.91% 77.61% 

 s4 78.41% 84.82% 82.27% 54.42% 82.54% 53.29% 89.97% 

 s5 83.63% 88.68% 73.33% 56.71% 74.94% 67.01% 87.57% 

 s6 73.01% 81.44% 76.86% # 78.26% 79.82% 90.44% 

 s7 82.35% 85.19% 72.37% # 72.51% 50.80% 85.94% 

 s8 77.74% 85.77% 82.86% 79.26% 80.36% 80.94% 89.68% 

 s9 74.79% 85.31% 78.81% 2.66% 76.98% 40.00% 87.67% 

 s10 69.93% 73.87% 62.86% # 55.93% 25.66% 84.65% 

 s11 73.15% 79.42% 73.57% 54.86% 76.05% 35.85% 87.48% 

 s12 74.61% 91.63% 74.44% # 70.94% 51.38% 84.06% 

 s13 85.20% 89.27% 76.21% 51.82% 82.07% 83.36% 80.50% 

s14 68.45% 79.83% 65.17% # 69.86% 69.63% 87.01% 

 
The above graphs and table show that the outcome for K-NN classification (K=10) 

is the best classification technique in comparison to NB, Decision Trees, SVM, Rule 
Learners and Neural Net on used data set. K-NN classification shows maximum re-
sults for accuracy and minimum results for classification and root mean squared er-
rors. The performance of NB, Decision Tree and Rule Learners is almost the same in 
the experiment. K-NN outperforms other learning techniques for the used web log 
data. The speed of learning for K-NN with respect to number of instances is as high as 
compared to other techniques with transparency as it appeals to the human users. The 
K-NN technique lacks a principled way to choose the value of K which can be solved 
using cross validation as in our experiments. The choice of K affects the performance 
of the algorithm and a large value of K helps in solving the problem of noisy in-
stances. In our experiment the value of K being greater than equal to 10 tends to result 
in accuracy of classification above 83% which is higher than the rest of the tech-
niques. The accuracy of Naïve Bayes, Rule Learners and Decision Trees is reduced by 
7% to 8% as compared to K-NN. For SVM and Neural Net there is a remarkable re-
duction of 37.44% in accuracy as compared to K-NN. No single classification tech-
nique can uniformly outperform other classification techniques over all the data sets. 
So performance of classification techniques is dependent on the nature of the data set 
used. Since every classification technique is having their own merits and demerits, 
classifiers are combined for improvement of individual classifiers to obtain more 
certain, precise and accurate results. The ensembled classifier generates better predic-
tion accuracy on refined clusters by 2.52%. The classification error and the root mean 
square errors for ensembled learning are reduced as compared to the errors generated 
when individual classifiers were applied on the refined clusters. 
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5 Conclusion  

Classification methods for Web Usage are compared on refined clusters and K-
Nearest Neighbor technique in particular was found to be best and relevant on web 
log data set than other classification techniques. The refined clusters were introduced 
for classification where the refining is performed on the basis of access and time dis-
similarity between a pair of sessions within a cluster. The refined clusters are classi-
fied on the basis of various techniques such as NB, K-NN, Decision Trees, Rule 
Learners, Neural Net and SVM. The ratio of training and testing taken in the experi-
ment is 90:10 where 90% of the data is used for training and the rest 10% for testing. 
We used a 10 fold cross validation technique with stratified sampling on all the classi-
fication algorithms. Variations in the K-Nearest Neighbor, Decision Trees, Naive 
Based and Neural Net were also evaluated and compared to find the best parameters 
for the techniques. K-Nearest Neighbor algorithm gave best results for K=10, simple 
decision trees performed better than parallel decision trees, naïve bayes kernel per-
formed better than simple naïve bayes and neural networks performance improved 
with the increase in the number of training cycles. Comparing the above with SVM 
and Rule Learning techniques K-NN with K=10 gave the best results for prediction of 
instances in the classes. It is proven argument that some classification algorithms 
perform better or worse than other algorithms on an average but with a dependency 
on the problems, type of data set used and metrics used. Ensembling of Naïve Bayes 
(Kernel), K-Nearest Neighbors, Decision Trees and Rule Induction resulted in better 
classification of unlabeled instances with less classification error. In summary we 
have obtained the following facts from our analysis and outcome: 

• Refined clusters result in better prediction accuracy for all individual classifiers 
than original clusters (Due to restriction on number of pages given in the proceed-
ings instructions the results for original clusters is not provided).  

• K-NN with K=10 provides best results among all the classifiers used. 
• Ensembling of classifiers results in developing a composed classifier with im-

proved prediction accuracy. 
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Abstract. Testing an application via its Graphical User Interface (GUI)
requires lots of manual work, even if some steps of GUI testing can be au-
tomated. Test automation tools are great help for testers, particularly for
regression testing. However these tools still lack some important features
and still require manual work to maintain the test cases. For instance,
if the layout of a window is changed without affecting the main func-
tionality of the application, all test cases testing the window must be
re-recorded again. This hard maintenance work is one of the greatest
problems with the regression tests of GUI applications.

In our paper we propose an approach to use the GUI information
stored in the source code during automatic testing processes to create
layout independent test scripts. The idea was motivated by testing an
application developed in a fourth generation language, Magic. In this
language the layout of the GUI elements (e.g. position and size of con-
trols) are stored in the code and can be gathered via static code analysis.
We implemented the presented approach for Magic xpa in a tool called
Magic Test Automation, which is used by our industrial partner who has
developed applications in Magic for more than a decade.

1 Introduction

Thoroughly testing an application via its user interface is not an easy task for
large, complex applications with many different functionalities. Testers have to
follow certain steps of thousands of test cases and need to evaluate the results
manually. This hard work can be supported by automatic GUI testing tools,
as these tools are able to follow and record user events (mouse, keyboard, etc.)
generated by testers then play back these events to the application under test.
This is a great help for regression tests, for example, where the aim is to re-
test the application after a change. However, there remains still a lot of manual
work to be done. Testers need to record the test case for the first time when
they create it, and they need to maintain the recorded scripts as the application
evolves.

Current tools support the most popular 3rd generation languages (e.g. C/C++,
Java, C#), however higher level languages such as 4th generation languages

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 513–528, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(Magic 4GL, ABAP, Informix) became also popular in software development.
Developers programming in these languages do not write source code in the tra-
ditional way, but they develop at a higher level of abstraction, for instance, using
an application development environment. In such languages the application code
usually stores the description of the user interface too (e.g. structure of a window
or a form and position, color or size of a control). In our paper we use this infor-
mation to make the automatic testing process GUI layout independent. That is,
a recorded test script does not depend on exact coordinates or the layout of the
GUI, so the same test case can be reused later even when the developers make
minor changes to the user interface of the application (e.g. they rearrange the
buttons in a window).

One of the greatest problems with regression tests for GUI applications is
that even a minor change in the GUI may result in rewriting all the test cases
[4]. As a possible solution, our technique may significantly reduce the costs of
maintaining regression tests to keep the quality of a GUI application assured.

The main contributions of this paper are:

– we propose a method to record and play back automatic GUI test scripts
that are unaffected by minor changes of the GUI, hence they are layout
independent;

– we present our approach in an “in vivo” industrial context, as our tool is used
by our industrial partner for testing Magic xpa applications. The presented
approach was implemented during a research project in co-operation with
our industrial partner, SZEGED Software Inc. During the project the tool
was experimentally used for automated GUI testing, and it was extended
with additional features. For further details on the project please refer to its
webpage1.

2 Automated Software Testing

Sommerville introduces the main goal of software testing in [18] as follows: „test-
ing is intended to show that a program does what it is intended to do and to dis-
cover program defects before it is put into use” . In the field of software testing,
automated software testing is a relevant software engineering topic nowadays,
mostly motivated by the industry. As a result many papers and books have been
published in this area [5], [6], [7], [12], [17]. Here we elaborate on the literature
and on related tools focusing on those that are closely related to our work.

Testing automation frameworks are usually divided into 5 generations [10],
[11]. 1st generation frameworks are so-called record/playback tools that are based
on simple test scripts where one script relates to one test case. The 2nd gen-
erational tools have scripts that are better designed to use/reuse functions, for
example. 3rd generation frameworks take data out of the test scripts so a test
script may be re-executed several times on different data. This concept is called

1 http://www.infopolus2009.hu/en/magic

http://www.infopolus2009.hu/en/magic
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data-driven testing [7], [19]. Another concept, usually referred to as 4th genera-
tion testing is called keyword-driven, where the test creation process is separated
into a higher level planning stage and an implementation stage, thus keywords
defined at higher level drive the executions [2], [3], [7]. New techniques some-
times bring test automation to an even higher, so-called scriptless level (5th
generation), where automated test cases are designed by engineers instead of
testers/developers [9].

Our approach can be considered as a 3rd generation approach, because with
carefully designed test scripts, the data can be separated from the execution
process. The idea of keyword driven testing is also similar, but our test script is
still at lower level, close to the implementation.

The idea of supporting the recording and playback of test cases by using test
scripts based on GUI information from source code is novel to our best knowledge
in 4GL context. However, static analysis is a common tool to support GUI testing
in other approaches, e.g. for generating test scripts [8], [13], [14], [16].

There are a number of automatic GUI testing tools available for software
engineers. Just to mention some examples, GUITest[1] is a Java library for auto-
mated robustness testing, Selenium2 is a GUI testing tool for Web applications.
As an application testing a web page it also provides solutions to simplify test
scripts by using the identifier of a control from the HTML code of the web page.
This is a similar approach to ours for Web applications. TestComplete3, HP
Quality Center and Quick Test Professional (QTP)4 tools are also a widely used
for applications written in 4GLs. Microsoft also provides automated GUI testing
for instance via GUI Automation of the .NET Framework5.

3 Specialties of a Magic Application

In the early 80’s Magic Software Enterprises (MSE) introduced a new fourth
generation language, called Magic 4GL. The main concept was to program an
application at a higher level meta language, and let an application generator
engine create the final application. A Magic application could run on popular
operating systems such as DOS and Unix, so applications were easily portable.
Magic evolved and a new version of Magic has been released, uniPaaS and lately
Magic xpa. The new version supports modern technologies such as RIA, SOA
and mobile development too.

The unique meta model language of Magic contains instructions at a higher
level of abstraction, closer to business logic. When one develops an application in
Magic, she/he actually programs the Magic Runtime Application Environment

2 http://seleniumhq.org/
3 http://smartbear.com/products/qa-tools/automated-testing/
4 HP Test Management (accessed 2013):
http://www8.hp.com/us/en/software-solutions/
software.html?compURI=1170256

5 Microsoft UI Automation Overview (accessed 2013):
http://msdn.microsoft.com/en-us/library/ee684076%28v=vs.85%29.aspx

http://seleniumhq.org/
http://smartbear.com/products/qa-tools/automated-testing/
http://www8.hp.com/us/en/software-solutions/software.html?compURI=1170256
http://www8.hp.com/us/en/software-solutions/software.html?compURI=1170256
http://msdn.microsoft.com/en-us/library/ee684076%28v=vs.85%29.aspx
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(MRE) using its meta model. This meta model is what really makes Magic a
RADD (Rapid Application Development and Deployment) tool.

Magic comes with many GUI screens and report editors as it was invented
to develop business applications for data manipulation and reporting. The most
important elements of Magic are the various entity types of business logic, namely
the data tables. A table has its columns which are manipulated by a number
of programs (consisting of subtasks) linked to forms, menus and help screens.
These items may also implement functional logic using logic statements, e.g.
for selecting variables (virtual variables or table columns), updating variables,
conditional statements.

Fig. 1. A screen shot of the Magic xpa application development framework

Figure 1 is a screen shot of the Magic xpa development environment. Some
major components of Magic xpa, as a 4th generation programming language are:

Data Objects. These are essentially the descriptions of the database tables.
Just as the tables and their columns and primary or foreign keys are defined
in a database, we can define these objects in Magic xpa too.

Programs. The logic of an application is implemented here. Programs are top-
level tasks with several subtasks below them. A task always works on some
Data Objects and performs some operations on them. We can define which
database tables should the task use, and which operations should the task
perform on them.

Menus. In the application, we can use different high-level menus and pop-up
menus, which can be defined here.

Form Entries. Magic xpa has a form editor, where we can define the properties
of a window (e.g. title, size and position) and we can place controls and menus
on a form and customize them. A graphic window, a form is FormEntry in
Magic xpa. In the Magic xpa development environment we can use many
built-in controls or we can define our custom controls too. A form is always
defined within a task. The form editor of Magic xpa is shown in Figure 2.
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Fig. 2. A screen shot of the form editor of Magic xpa

4 Automatic GUI Testing of a Magic Application

We implemented a tool called Magic Test Automation, which enables the au-
tomatic GUI testing of applications implemented in Magic xpa. The automatic
testing of a Magic application has three main steps (see Figure 3):

1. Analyzing the Magic application. Here we perform a static analysis of the
application to gather all the required data of its GUI.

2. Recording GUI events. This is the step where we monitor the mouse and
keyboard events and use them to create layout independent test scripts.

3. Playback recorded GUI events. We use the layout independent test scripts
to simulate mouse and keyboard events on the application being tested.

In case of layout-independent testing, once the application gets changed in
the future, it is enough to repeat the analyzing and the playback steps, and
re-recording test cases is not necessary.

Fig. 3. Main steps of automatic GUI testing of a Magic application
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4.1 Static Analysis of Magic Applications

A Magic application does not have source code in the “traditional way”, it is
described by a save file of its current model. In the older Magic versions this
save was a structured text file, but in the newer versions such as Magic xpa, this
is an XML file. During the analysis of a Magic application we extract information
from this source file. As the result of the analysis, a graph describing the structure
of the program is created, which is called an Abstract Semantic Graph (ASG).

A node of the ASG represents an item in the source code. All these nodes
are instances of the corresponding source elements. Two nodes can be connected
with two types of relations: aggregation and association. Aggregation can be
used to describe complex grammar elements (edges of the syntax tree) and with
association we can describe semantic details (e.g. identifier references). The graph
is created by a static analyzer tool, which parses the save file of the application
being analyzed, creates the nodes and puts them together in the ASG.

For further details about reverse engineering Magic applications please refer
to our previous work [15].

4.2 Recording GUI Events

Recording GUI events is the process where we record the way the user interacts
with the application under test into a certain script format. We catch the events
generated by the user and we try to identify the related source element, then
transform it to a command of a test script. Of course, user could write such a
script manually, but for complex test cases it would be almost impossible.

Traditional, coordinate based automatic testing techniques record the event
type and its position. In our layout-independent technique we record the event
type and the identifier (in the source code) of the control on which the event
occurred.

Hence, the most important task of recording is to identify the source element
on which the actual user event happened. To be able to do this, we use dynamic
traces of the executed application to identify the currently running tasks and
form elements that are displayed on the screen. Once we catch a user event
based on its position on the screen and the dynamic traces, we can identify the
certain control of the source code, which is actually stored in the ASG. Figure
4 illustrates the process of the recording.

Recording is performed on Windows platform using Windows API. Catch-
ing a user event is based on Windows’ hook mechanism (SetWindowsHookEx,
HookProc functions).

In Figure 5 we illustrate the possible steps that a tester would perform testing
a sample window of a Magic application. We recorded the illustrated steps with
the Magic Test Automation tool and saved the script in Python format. Figure
6 shows the resulting Python script.

It can be seen that the Magic Test Automation tool connects the Magic code
with the ASG and generates a script using the obtained identifiers. A traditional
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Fig. 4. Recording GUI Events

coordinate-based method would result in a script containing only coordinates,
e.g. as it can be seen in Figure 7.

One can see that both scripts contain the same amount of instructions. When
we execute the two scripts they will produce the same result, but what happens
when we rearrange the window? (For illustration, see a rearranged window in
Figure 8.) The application would work as before, but the controls would be
in different positions. If we executed the layout independent Python script the
result would be the same as before, because the Magic Test Automation tool
recalculates the coordinates by the unique identifiers. In contrast, if we play
the position based Python script then the result will be negative, because the
controls are not in the positions as before.

4.3 Playback Recorded GUI Events

Once we have the test script, we need to be able to playback the recorded user
events to the application, this is based on executing events of the script. However
this is not enough, as the execution needs to be evaluated and we must make sure
that the program under test behaves the same way as it did when we recorded
the test script. This is done during the validation phase.

Executing Events In traditional, coordinate based techniques, executing a user
event is simple, as the recorded event must be sent to the application with the
recorded position. In our layout-independent technique we have no coordinates
stored in the test script, but we store the identifier of the control.

Hence, during execution we calculate the coordinates of the control from the
ASG, and transform these coordinates to positions on the screen.

If the application is modified, we can re-run the same test script, but with the
ASG of the new version of the application (see Figure 9 for illustration).

To play back a recorded test script, first of all we need the script file, and
the ASG to connect the unique identifiers of it with the corresponding Windows
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Fig. 5. An example window of a Magic xpa application with example steps for testing
its GUI

Fig. 6. A layout independent Python script for the steps in Figure 5

GUI elements. During the playback we must execute the Magic application in
the Magic Runtime Environment and we must load the script file in the Magic
Test Automation tool. The script file contains the recorded keyboard and mouse
events which the Test Automation tool first interprets and then executes. (An
illustration can be seen in Figure 10.)

During the interpretation we locate GUI elements in the ASG via their unique
identifiers. After that, we identify the same Windows controls of the running
application. This identification is sometimes quite complex as the lower level
implementation of a control may be totally different than the simple Magic
control. Suppose a complex tree control or a group box built from many smaller
controls. In order to solve this identification problem we collect all information
from the ASG that we need to identify a GUI element (position, size), but this is
still not enough as the application can simultaneously display multiple windows
and parent windows too. Therefore, we need all information from its parent
elements too. This way we know that on which window the current element
is located. Using the Windows API we can find windows and GUI elements by
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Fig. 7. A coordinate based Python script for the steps in Figure 5

Fig. 8. A rearranged window of the example uniPaaS application (see Figure 5)

Fig. 9. After a new version, the same test script can be executed with the new ASG

header texts, positions and parent window identifiers. So, we get the handle of the
window with the FindWindow and FindWindowEx functions by the header text
and other attributes of it, which we read from the ASG. We can also calculate
the relative coordinates to the window of the currently searched GUI element.
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Fig. 10. Running Recorded GUI Events

As the GUI element can be within other GUI elements such as a group box,
we start looking for it from the bottom of the Windows control tree and walk
upwards to the top. We recalculate the relative coordinates until we get to the
searched GUI element.

It is not always enough to know which Windows control matches a control
with a unique ASG identifier because we must know the exact position where to
click within the GUI element. In case of a button this is irrelevant, but in case
of a tree view it is not. The Magic Test For complex controls, the automation
tool generates script files where we store a position as the relative position to
the identified Magic control. Based on these coordinates we can calculate the
absolute position where we can generate the keyboard or mouse event using the
Windows API.

Evaluating an Execution. Some steps of the evaluation can be done automat-
ically after the test script was executed, however it is always necessary to tell the
automation tool the validation steps manually after recording a test script. The
tester can do it by inserting validation (e.g. assert) functions into the script file
after the corresponding event handler. The Magic Test Automation tool supports
the following validation possibilities:

– To check anywhere in the application’s control tree, or in a particular window
whether it contains a text or there is a window with a given title.

– Comparison of a specific GUI element’s text with a given text.
– Verify that a GUI element is in focus or not.
– Verify that a GUI element is enabled or not.
– Verify that a check box or radio button is checked or not.

The Magic Test Automation tool will check these asserts and report the result
of a test script accordingly.

Another advantage of these validation functions is that in addition to evaluate
the results of an execution, one can use them in the previously mentioned delay
functions too. For example, one can easily say that she/he wants to wait until a
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Fig. 11. Examples for validations in a Python script

check box is checked or a specific text box contains a given text. Moreover, with
Python scripts we can use them to control the execution of the test case. E.g.
we can define complex test cases where we say that if a GUI element is activated
then we want to do certain steps, otherwise we want to do a different chain of
steps.

Figure 11 illustrates the Python script shown in Figure 6, extended with vali-
dation instructions. After clicking the check boxes there is a checkState function
which checks that the check box is really checked or not. After selecting an
item from the combo box there is a compareText function which checks that the
combo box contains the correct text and after clicking in the table we check that
the "Fe~TableView::Ct~Show Figures Box" has the focus or not. Finally, after
clicking the "Fe~Table View::Ct~Close Button" button we check if the window
closed successfully or not.

5 Comparison to Other Techniques

A comparison of some aspects of common techniques and our approach can be
seen in Table 1. Here we elaborate on these techniques in details.

Keyword-Driven Testing. A keyword in its simplest form is an atomic test
step or an aggregation of more atomic steps. It describes an action to be per-
formed, hence keyword-driven testing is usually referred as action-word testing
too. Most of the cases the keyword-driven testing is divided into two stages:

– planning stage,
– implementation stage.

In the planning stage test engineers determine the test steps for each test case
(e.g. entering a text into a text field, clicking on a button, etc.). Later, in the
implementation stage the engineers can use a framework to write the previ-
ously planned test scripts in a format which can be executed by the framework.
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Table 1. Key features of different testing techniques that our tool can handle

Keyword- Data- Modularity- Coordinate- White-box Presented
driven driven driven based based approach

no need of program-
ming skills to design
test scripts

X X X

no hard-coded data
in test scripts

X X

combinable test
scripts

X X X X

no source code re-
quired to design test
scripts

X X X X

test script execution
handles rearrange-
ments in windows

X X

A special system under test may require unique actions and keywords which are
important to be supported by the testing framework.

In some cases the planning stage and the implementation stage can be com-
bined into one stage and engineers can write the scripts directly into the frame-
works scripting format.

Our presented approach can be interpreted as keyword-driven testing because
our implemented tool has its own scripting language which is able to understand
specific keywords and translate them into mouse, keyboard or other input events.
Similar to our tool, Selenium is also a record/replay tool. It is used for testing
web applications. It has keywords like Goto WEBSITE or Enter "username",
etc. TesComplete is also an automating testing tool which uses keywords to
simulate input events. With TestComplete one can also record keyword-driven
test scripts and edit them later manually. Another example for a keyword-driven
test automation tool is TestArchitect6 developed by LogiGear Inc.

Data-Driven Testing. Data-driven testing is based on the separation of test-
ing data and execution logic, the tester specifies inputs and verifiable outputs
for a test script so that the test script is executed several times on different
inputs. Data-driven testing is usually used for testing a form of an application
with specific data. So the tester has to specify the input data which the testing
framework enters manually into the form under test and then compares the re-
sult to the expected output. The main difference between keyword-driven testing
and data-driven testing is that in keywod-driven test scripts the data is hard-
coded into the test script (e.g. enter "test text" to a textbox) and if one wants
to test e.g. the same textbox with different data she/he has to create another
test script.

6 http://www.testarchitect.com/

http://www.testarchitect.com/
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Our approach relies on Python scripts resulting that it can be used for data-
driven testing. With Python, the input data can be stored in variables, which
can be initialized even in a separate script file, hence the input and the execution
logic can be totally separated. Moreover by using arrays for storing input and
expected output data, loops can be used to execute the same keyword several
times with the input array. This way hard-coded data sets can be eliminated
from our test scripts. Compared to other tools, TestComplete is also capable
of specifying input data for test recorded test scripts so TestComplete can also
be used for data-driven testing. Using extensions Selenium is also capable of
executing test scripts on various input data.

Modularity-Driven Testing. Modularity-driven testing requires writing small,
independent test scripts for each modules, packages and functions of the applica-
tion under test. These small scripts are then used to create larger tests, realizing
a particular test case. For example, if one wants to test one of the admin users’
functions, she/he has to write a script for testing the login action and another
separate script for testing the function itself. Then, in a larger test script, first
the login script gets called and if it runs successfully the next script gets called
which tests the admin’s function.

One benefit of this technique is that one change in a module/function affects
only its test cases and others might remain untouched during the maintenance
of the test scripts.

With Python scripts, modularity-driven testing is also supported by our ap-
proach. One can write separate automated Python test scripts and combine them
into a larger script by importing them.

Coordinate-Based and White-Box Testing. One common way for auto-
mated GUI testing is the coordinate-based testing, because the testing frame-
work doesn’t need to know anything about the tested application. Coordinate-
based testing is a sort of keyword-driven testing. Usually a keyword contains a
coordinate and a user action to be performed on the given coordinate. There are
two kinds of coordinate based testing:

– Using absolute coordinates within the application window, where coordinates
are relative to usually the upper left corner of the screen. This method does
not appears to be very useful, but in many applications the position of the
window is not important.

– Using coordinates that are relative to the upper left corner of the currently
active window.

Coordinate-based test scripts are the solution if there is no available information
about the application under test. However, coordinate-based test scripts are hard
to maintain as it might easily change what is exactly on the same coordinate
next time when we execute the application.

If we have access to the source code or some documentations of the applica-
tion under test during its testing phases process it is called white box testing.
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Basically our method is a white box testing because we use the layout description
of the application to create test scripts.

5.1 Drawbacks of the Technique

Besides benefits, there are some important drawbacks which should be discussed
here. First, we consider minor changes of the GUI those changes that simply
rearrange the layout of the window and does not modify drastically the struc-
ture of it. Our method will recognize the control based on its unique identifier,
which identifies the control based on its parents in the control tree. If the parent
hierarchy changes, we will not be able to recognize the same control again.

Another important drawback is that the method works based on relative co-
ordinates inside the identified controls. These coordinates may strongly depend
on the internal layout of the control. For example, in tree controls if the order of
the nodes varies between different executions, our tool may not follow the new
structure. Similarly, our technique may fail in selecting an exact item from a
listbox or a combobox if the list of elements changes.

Another way a developer can exploit our method is to change the size or
position of a control at runtime. Since we read this information from the ASG,
our method works as long as the size and the position of the control remains
unchanged during execution.

6 Conclusions and Future Work

Our approach for layout independent automatic GUI testing is based on user
interface descriptions stored in the source code. We use static code analysis to
gather user interface descriptions and combine it with dynamic execution traces
during the recording phase of a test case. The resulting test scripts contain only
layout independent data which can be played back to the application later even if
the user interface has been changed. This technique may dramatically lower the
costs of regression tests where developers and testers have to maintain thousands
of test cases.

We implemented our approach in a special 4GL environment called Magic
xpa, and our implementation is currently used by our industrial partner where
developers have been working with Magic for more than a decade. Our partner
delivers wholesale products where high quality of the delivered product is top
priority, which also requires thorough testing processes. We found our approach
to be useful for our partner in their regression testing processes.

Using GUI information stored in the source code during automatic GUI testing
is a novel approach for Magic 4GL. We note here that the idea can be easily
generalized to other languages, where the GUI description can be extracted
from the source code by static analysis (e.g. resource files of Delphi or C#
applications). However this might not stand for languages where the GUI is
usually constructed dynamically, for instance in Java, where the dynamic nature
of GUI generation makes our approach hardly applicable.
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As future work we plan to improve our validation techniques and to support
testing Magic applications with automatic test script and test input generations
based also on the results of static analysis.
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Abstract. Most of the software maintenance costs come from usability
bugs reported after the release and deployment. A usability bug is really
subjective, hence there is a large communication overhead between the
end user and the developer. Moreover, the reputation of the software
development company could be decreased as well. Therefore, proactively
testing and maintaining software systems from a usability point of view
is unambiguously beneficial.

In this paper we propose a research prototype, the Usability Evalu-
ation Framework. The development of the framework is driven by well-
defined requirements. It is built upon a usability model, it calculates
usability metrics, it integrates questionnaires and it also ensures sev-
eral meaningful reports. We have successfully applied the framework to
evaluate and to improve the usability of two industrial software systems.

1 Introduction

A popular belief about software maintenance is that it primarily involves de-
velopment of new features, testing, and fixing of programming bugs (e.g. a null
pointer exception). Although, some researchers show that a significant part of
software bugs are related to some kind of usability problems of the investigated
applications. For example, Landauer [10] reports an interesting distribution of
software bugs:

"About 80 percent of software life cycle costs occur not during develop-
ment but during the maintenance period. In turn, 80 percent of these
maintenance costs are a result of problems users have with what the sys-
tem does, not programming bugs."

There are some prevalent methods to evaluate and test usability. Usability testing
in labs is really useful because it can recover serious usability bugs. Albeit, it is
expensive and time consuming because real users have to leave their current tasks

B. Murgante et al. (Eds.): ICCSA 2013, Part II, LNCS 7972, pp. 529–542, 2013.
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and they have to go the usability lab. It also requires experienced moderators and
human factor experts, otherwise they probably face communication problems
with the users. Namely, a usability lab is a simulation of a real production
environment thus some usability bugs could be missed. Another really promising
direction is remote usability testing but some of the usability bugs still could be
missed.

Therefore, usability testing should be supported by tools that can be applied
in production environments as well. Several usability testing tools are available,
but these work only on one field, typically on web pages. To the best of our
knowledge, there is no general solution available that supports the usability
evaluation of arbitrary software applications, i.e. independently from program-
ming language, operating system, and other factors (e.g. desktop, mobile and
web applications).

In this paper, we present a research prototype, the Usability Evaluation
Framework (UEF) that supports usability testing and usability maintenance
in real production environments and can be applied on arbitrary software ap-
plication as well. We have two goals with the framework. We want to develop
a completely general framework that is widely applicable, and we want to test
and improve the usability of two industrial software systems.

The paper is organized as follows. In the next two sections we describe the
related work and elicit the requirements for the framework. In Section 4 we
introduce the key component of the framework, the general usability model.
Next, we show the details of the framework in Section 5. Section 6 shows our
results about applying the framework in case of two industrial software systems.
Finally, the last two sections present the evaluation of the framework and the
conclusions.

2 Related Work

In our previous short paper [15] we described and introduced our general software
quality model and framework with the underlying principles and methodology.
UEF was just briefly introduced as one of the applications of this general softare
quality framework, in less than a half page, so that paper did not introduced a
lot of important details and results.

There are some very good and popular solutions available like Google Analyt-
ics [5] and TrackerBird [17]. These solutions collect data about user behaviour
that can be used broadly, e.g. to derive usability problems [7]. Although, these
solutions work on specific fields. For example, TrackerBird works on .NET ap-
plications while Google Analytics works on web pages.

Au et. al. [2] describes the aspects of usability testing, especially in case of
mobile applications. They examined some systems and the results show that it
is recommended to use an automated usability testing framework. This helps
the developer to test the system more often, even in the early stages of the
development, when the changes are cheaper. They also developed and presented
an automated usability testing framework.
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Ivory et. al. [9] compare and evaluate usability testing approaches. The au-
thors suggest making a unified usability testing system, because the current
approaches are giving very different results. The evaluation also shows that the
current usability testing techniques use poor automation.

Harty et. al. [6] is about the automation of the usability testing of web-based
applications. The authors describe why is it so hard to do usability and acces-
sibility testing. They conclude that there are a lot of academic attempts for
usability testing, but most of them are not usable in an industrial environment.

Several other papers [14] [8] [1] [4] [13] also deal with usability evaluation. To
sum up, usability testing and evaluation is typically executed in a staging (testing)
environment, and constrained to a special application field or domain. For exam-
ple web log analyzers cannot be employed in case of desktop applications, .NET
specific analyzers cannot be applied in case of Java applications, and so on.

3 Requirements

The following requirements are set up based on (i) the investigation of related
work and (ii) after several discussions with professionals from the industry and
our university.

Support Production Environments: Usability testing and evaluation are
typically executed in a usability lab, where a moderator controls and observes
the representative users. Several usability bugs can be detected with this tech-
nique but the laboratory circumstances also determine missed usability bugs.
Therefore, the usability evaluation shall be performed in real-life production en-
vironments.

Detection of Patterns: The usability evaluation shall reveal typical and fre-
quent sequences of user interactions, i.e. patterns. For example, such detected
frequent sequences could be optimized and handled with more attention.

Detection of Usability Bugs: The usability evaluation shall provide tangible
usability bugs. For example, it can be a frequent and complex user interaction
sequence that could be re-engineered as a much usable and straightforward wiz-
ard; it can be a complex form that is really difficult to be filled out, therefore it
is time-consuming for the users to work with, and so on.

Transparency: The usability evaluation shall be transparent and not affect the
daily operational work of the users. If users suffer from any kind of interrup-
tion or disturbing factor (e.g. video analysis) then unacceptable extra costs are
generated from a business point of view.

Automatic: The usability evaluation shall be automatized as much as possible,
especially in users point of view. The rationale behind this requirement is to
reduce extra costs generated by unnecessary manual work.

Wide Applicability: The usability evaluation shall be as general as possible.
It should be domain independent, i.e. it should be applied arbitrary in different
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application domains, e.g. in case of financial applications, ERP applications, of-
fice applications and so on. It should be applicable in different kind of operating
systems (e.g. Windows, Linux, etc.). Furthermore, it should be applicable in dif-
ferent environments (e.g. in case of desktop, web or mobile applications). Finally,
the usability evaluation should be applicable in different kind of programming
languages as well (e.g. Java, C++, C#, etc.).

4 Usability Model

A well defined data model (shown on Figure 1) is the key to our approach,
and the basis of the other components of the UEF framework. The model is
developed through several iterations. In each iteration, the model is evaluated
and then improved based on the previously shown requirements. In this section,
we introduce the final model in detail.

-action : String
-name : String
-type : String
-startDate : Date
-endDate : Date
-amountOfData : String

Event

-userId : String
-group : String
-registrationDate : Date

User

-locationId : String
-name : String
-type : String
-isStart : Boolean
-isEnd : Boolean
-isInner : Boolean

Location

*

1

source

*
1

target LocationInstance

-name : String
-version : String

System

*

1

-moduleId : String
-name : String

Module

1 *-libraryId : String
-date : Date

Deployment

1 1

1..*
1..*

-name : String

Function
1

*
*

1

start

* 1

end

1

*

FunctionInstance

*

1

end

*

1

start

0..1

0..1
nextEvent

* 1

-value : Integer

MetricInstance

-name : String
-group : String

Metric

*1

1

*

-instanceId : String

Instance

1
*

1
*

-name : String
-occurrences : Integer
-variability : Real

Pattern

PatternElement

1

*

1

*

firstPatternElement

0..1

0..1

nextPatternElement

-questionCode : String
-questionText : String

Question

-optionCode : String

Option

-text : String

TextOption

-number : Integer

NumberOption

*

1

LocationOptionFunctionOption

Answer

AnswerOption

*

1

1
*

0..1*

PatternOption

-value : String

AnswerValue
*

1

1
*referencesPattern

1

**

1

Fig. 1. The usability model

System nodes are denoted by non filled nodes with continuous borders in
Figure 1. The software vendors usually deploy a customized build of the appli-
cation to the customers to match their special needs. Based on this observation,
the Deployment entity has a central role in the model, and it contains the Sys-
tem entity. Furthermore, it contains only those Module entities that the users
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have actually in the current deployment. Deployment also contains the registered
Users.

Low level nodes are denoted by non filled nodes with dashed borders in
Figure 1. Whenever a user clicks on a button in the application or presses a key
on the keyboard, an event will be generated. Such activities are represented by
the Event entity. It stores the event’s creation and completion date, the name, the
type, the executed action, and (optionally) the size of the processed data of the
executed action. Besides storing such basic event data it is also required to store
the source and target locations too. The source indicates where the event has
been triggered (usually a menu item or window). The target represents the result
of the event. Source and target information are represented through Location
and LocationInstance. The Location entity represents the abstraction of a certain
location with it’s name, type and other information. LocationInstance represents
a concrete instance of a Location. For example, in several applications it is
possible to open multiple windows. Such windows have to be handled together
in some point of view, and that is the reason behind Location. While in other
aspects, we have to be able to distinguish them, and that is the reason behind
LocationInstance. An event is generated by a user, hence User contains the
corresponding Events in the model. The events are stored chronologically, which
is represented by the nextEvent relation.

Derived nodes are typically based on low level nodes, and denoted by filled
nodes with continuous borders in Figure 1. A functionality of the system can be
described by a sequence of events between two locations. The model represents
such functionalities with the Function entity. The FunctionInstance entity is a
concrete instance of the referenced Function. It points to two LocationInstances
according to the Location types defined by the Function. Metric represents the
calculated properties of functions and locations. The MetricInstance entities
assign concrete values to an instance (FunctionInstance or LocationInstance)
based on the referenced metric. Because the metric entities are the same in case
of every deployment, it is enough to store them just once.

Frequent user interaction sequences (i.e. patterns of user actions) are also rep-
resented in the model. A pattern consists of two parts: a main entity (Pattern),
which represents the sequence’s generated name, occurrence and variability; and
PatternElements which links together the sequence’s pieces. A pattern entity
points to it’s first element, and then a PatternElement refers the next element
recursively.

Survey nodes are denoted by filled nodes with dashed borders in Figure 1.
The model is also capable of storing data for generating online questionnaire,
and for representing the results of the questionnaire. A survey usually contains
a few Questions which have more Options. The user has to pick one or more of
these options. An Option can be any kind of a field: a simple text (TextOption),
a number (NumberOption) or a reference field to a function (FunctionOption) or
location (LocationOption). The last two come in handy when we want to ask the
users about the investigated system and about the automatically detected infor-
mation (i.e. automatically calculated information can be related with subjective
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user opinions). Answer stores the options picked by the user (AnswerOption).
The AnswerValue is introduced to store comments and justifications about the
answers. Patterns can also be referenced in the survey (PatternOption).

5 Framework

In the followings, we shortly introduce the architecture of the framework that is
also based on the requirements (see Figure 2). The arrows and numbers represent
the working steps in chronological order.

Fig. 2. Architecture of the UEF framework

The first step is to record user interactions that shall be performed by the in-
vestigated application. The second step is the generation of the framework input
files by the investigated application. These two steps ensure that the frame-
work and its services are completely independent from any kind of technological
platform (e.g. operating system, programming language, etc.).

The framework has two kinds of input files. Config XML describes meta infor-
mation about the system, e.g. registered users, available modules and available
locations (windows, menu panels, etc.), see Figure 3. Based on these metadata,
Log XML provides the concrete usage data (see Figure 4). The development of
these XML formats is heavily influenced by the usability model.

The validator component checks the logfiles according to predefined syntac-
tic and semantic rules. Then, the logged data are uploaded into the persistence
framework for further processing. The schema of the persistence layer is con-
figured with the usability data model. The model represents several information
related to usability: events performed by the users, locations touched by the
users, and so on (see Section 4).

The metrics calculator module can calculate several numeric or textual prop-
erties. This module can be extended, calculation of new metrics requires only a
new metric calculator plugin to be developed.
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1<deployment libraryId="library1" date="2011-11-30"
2 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
3 xsi:noNamespaceSchemaLocation="extformat.xsd">
4 <system name="Big Library" version="1.0.0"
5 deploymentDate="2005-01-01">
6 <module id="module01" name="reader"/>
7 <module id="module02" name="operator"/>
8 </system>
9 <locations>
10 <location locationId="renting.books" name="Select books to
11 rent" type="window" module="operator"/>
12 <location locationId="renting.reader" name="Data of the
13 reader" type="window" module="operator"/>
14 <location locationId="renting.summary" name="Summary about
15 the rent" type="window" module="operator"/>
16 <location locationId="renting.help" name="Renting books help"
17 type="help" module="operator"/>
18 <location locationId="renting.fault" name="Renting books
19 error" type="error" module="operator"/>
20 </locations>
21 <functions>
22 <function name="Rent a book" startLocationId="renting.books"
23 endLocationId="renting.summary"/>
24 </functions>
25 <users>
26 <user id="1" group="administrator"
27 registrationDate="2011-11-30"/>
28 <user id="2" group="operator" registrationDate="2011-11-30"/>
29 </users>
30</deployment>

Fig. 3. Example for the configuration descriptor

To process the user events stored in the persistence framework, a pattern
detection module has been developed based on the very efficient suffix array
method [12]. This method has been widely applied and adopted in several fields
of computer science, for example it is employed by software clone detection
algorithms as well [3]. In case of UEF, all user interaction is stored and ordered
in an array, and then, based on the suffix array method, the patterns of user
interactions are detected.

Survey adapter module is capable of generating configuration files which can
be imported into the LimeSurvey open source survey engine [11]. These surveys
can be filled out by the users of the subject systems, and the results can be up-
loaded back into the persistence system. Questions can be easily added, modified
and removed in the framework. These surveys collect subjetive opinions and can
contain questions regarding the results of the current data analysis.
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1<log xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
2 xsi:noNamespaceSchemaLocation="logformat.xsd"
3 libraryId="library1" date="2011-11-30">
4 <events>
5 <event action="rent" name="" type="button"
6 startDate="2011-11-27T08:03:47.103"
7 endDate="2011-11-27T08:03:47.103">
8 <source locationId="main" instanceId="1"/>
9 <target locationId="renting.books" instanceId="2"/>
10 <user id="1"/>
11 </event>
12 <event action="rent.reader" name="" type="button"
13 startDate="2011-11-27T08:03:52.163"
14 endDate="2011-11-27T08:03:52.163">
15 <source locationId="renting.books" instanceId="2"/>
16 <target locationId="renting.reader" instanceId="3"/>
17 <user id="1"/>
18 </event>
19 <event action="rent.summary" name="" type="button"
20 startDate="2011-11-27T08:04:00.271"
21 endDate="2011-11-27T08:04:00.271">
22 <source locationId="renting.reader" instanceId="3"/>
23 <target locationId="renting.summary" instanceId="4"/>
24 <user id="1"/>
25 </event>
26 </events>
27</log>

Fig. 4. Example for the events log descriptor

Based on the collected information (metrics, patterns and surveys) the UEF
framework generates an HTML report (see UEF homepage [18]). Then the report
can be employed by the developers to improve the usability of the investigated
application.

We have implemented a prototype of the UEF architecture in Java.

6 Proof of Concept

Integrated collection management systems (ICMS) manage the business workflow
of libraries and cultural institutes. Monguz Ltd. is one of the leading software
development companies in Hungary in the field of ICMS. This company wanted
to evaluate and to improve the usability of two ICMS systems. The usability
evaluations were performed in the daily operative work of two selected Hungarian
libraries with the help of the UEF. We are allowed to refer the investigated
systems anonymously, so we refer them as System1 and System2. Both systems
are implemented in Java, but System1 is a desktop while System2 is a web
application. The study included all members of staff of the participant libraries
who use the integrated system, without distinction to experience or position.
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We have developed specific loggers inside the investigated applications to col-
lect usage information. Finally, the collected information are exported into the
input format of UEF (config and log XML files).

Based on the literature and discussions with professionals of Monguz Ltd. a
few metrics have been implemented in UEF to help the evaluation of the two
ICMS systems. Seffah and others [16] introduce more than one hundred metrics
for usability in different aspects. We have employed and derived metrics from the
productivity aspect. Some of the calculated metrics are summarized in Table 1. A
complete collection of the calculated metrics (and other materials) are available
on the project’s homepage [18].

Table 1. Some of the calculated metrics

Metric Metric name Short description
NI Number of In-

stances
Number of instances for a location type

RNI Recursive Num-
ber of Instances

Number of instances for a location type plus instances of
other windows opened from this location type

NT Net Time Net time spent on a location instance
ET Existence Time Time between opening and closing (location instance

metric)
ATR Active Time Ra-

tio
The ratio of having focus to the time of existence (loca-
tion instance metric)

PTR Passive Time Ra-
tio

The ratio of not having focus to the time of existence
(location instance metric)

NE Number of Errors Number of error messages appeared from a given location
instance

NHU Number of Help
Uses

Number of help uses initiated from a given location in-
stance

RNE Relative Number
of Errors

The ratio of error messages appeared to the number of
steps while performing a functionality starting from the
given location instance

RT Recursive Time The time spent over the full functionality accessible from
the given location instance (in seconds)

Based on several discussions with professionals of Monguz Ltd. a questionnaire
has been set up as well. The survey has been filled out by 20 users in the case
of System1, and by 50 users in the case of System2.

There is a question enquiring about the overall satisfaction of the users. Users
of System2 gave an average 7.4 grade out of 10, while users of System1 marked
their system with an average 6.89 score. Correlation models cannot be built
between the questionnaires and calculated metrics because we evaluated only
two software systems. Still, some relation can be observed when comparing these
subjective results to the calculated objective metrics. Except of two cases (NT-
Avg and NT-Med), the metric values of System2 are lower than the ones of
System1 (see Table 2). Based on the other values, we can hypothesize that lower
values for NI, RNI and ET indicate better overall satisfaction of the users.
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Table 2. Most important metrics for the two examined systems. Lower or equal values
of the comparison of System1 and System2 are denoted with gray background.

System1 System2
Max Avg Med Max Avg Med

NI 461 28 8 115 22 8
RNI 1753 292 18 291 34 8
NT 6628 169 10 4348 296 19.5
ET 95446 9269 33 37445 3755 7.9

There are some textual responses given by the users concerning concrete loca-
tions in the software. We compared these to the calculated metric values and it
seems that in certain cases NI, RNI and ET could indicate the general usability
of a software system, while NT could mark tangible usability bugs.

We have also examined the top 30 patterns (frequent user interaction se-
quences) found in both system (see Table 3). The average pattern length is
significantly bigger in System1 (22 locations) than in System2 (14 locations).
Based on this, we hypothesize that pattern length could be an indicator for
usability problems as well (besides the metrics).

Table 3. Summary of the patterns found in the examined systems

System1 System2
Min Max Avg Min Max Avg

Pattern freq. 11 59 22.03 3 57 14.17
Pattern’s length 10 16 10.7 5 16 6.3

6.1 Improvement of the Systems

We have made improvements to the ICMS systems based on the results of the
UEF report. In the case of System1, some of the results point out exact usability
bugs in the system, which were fixed in the following release. Other responses
point out problems with the automatic notification system, which is also fixed.
The data also pointed out possible usability improvements in certain windows of
the circulation module, some of which are improved upon, other improvements
are being planned in the next major release of the software.

7 Evaluation and Application Guidelines

In this section we evaluate UEF. First, we have to emphasize that the frame-
work does not deal with application specific logging of user interactions. In some
point of view it is a drawback because application developers have to extend
their application to generate XML input files for the UEF framework. At the
same time, it is a really big advantage in an other point of view. This feature
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guarantees a very important requirement of the framework, the wide applica-
bility. By generating the necessary XML files, the framework provides several
useful features: detection of frequent user interactions (i.e. patterns), calculation
of metrics, detection of questionnaires based on predefined templates, and so on.

In the followings, we show a detailed evaluation of the framework through the
requirements introduced in Section 3.

– Support production environments is indirectly fulfilled by the XML-based
configuration files. Nowadays, any kind of software application can produce
simple XML text files that can be loaded into the framework. In fact, this
requirement have to be fulfilled by the investigated application.

– Detection of patterns is fulfilled by the adaptation of the suffix array method
and algorithm. In the proof of concept, several patterns have been detected
and evaluated.

– Detection of usability bugs is fulfilled by the adaptation of a questionnaire
engine and the automatically calculated metrics. However, manual investi-
gation and evaluation of the questionnaire results and the calculated metrics
is needed. Furthermore, we have calculated some basic metrics only, and
validate them in a simple proof of concept experiment. Therefore, this re-
quirement has been only fulfilled yet.

– Transparency is fulfilled because the data being recorded in the background,
so the users are not affected. The framework ensures this requirement by its
general XML input formats. The investigated application is responsible for
silent logging and to provide the XML files.

– Automatic is mostly completed. UEF only requires one manual step from
users: filling the questionnaires.

– Wide applicability is also fulfilled. It is domain- and application indepen-
dent because its general usability model and interfaces do not contain any
domain or application specific data, i.e. domain and application specific log-
ging mechanisms are independent from the UEF. Platform-independency is
guaranteed by that the framework is written in Java, and its interfaces are
also platform-independent: the input can be given in XML format, while the
HTML results can be displayed in any browser.

7.1 General Application Guidelines

Based on the experiencies collected during the proof of concept we have devel-
oped a general template that ensures the application of the UEF prototype in
arbitrary domains as well.

1. Generating UEF’s XML inputs. Either the XML files are directly cre-
ated during the logging or if the investigated system logs elsewhere (e.g. to a
database table) then the information have to be converted into UEF’s XML
files.

2. Data collection (in production environment). This step consists of
the actual use of the observed systems, during which the logger components
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collect the user interaction data into XML files. Depending on the amount
of data you want to collect, this could take weeks or months.

3. Surveying questionnaires. A specified questionnaire will be generated as
the metrics and the sequences have been calculated. This survey will be
presented to the users of the observed systems. Depending on the number of
the users, filling out the survey takes 1 or 2 days.

4. Automatically generating reports. The framework generates an HTML
report based on the calculated information and the opinions given by the
users. This step takes maximum 1 or 2 hours depending on the amount of
data.

Apart from the fact that the survey has to be filled by the users, the UEF is au-
tomatic. It seems that specific loggers will have to be implemented for each new
case study to produce specific XML files. In some degree it is true if a concrete
software application should be investigated specifically with the logging of appli-
cation specific data. Still, the extension of the corresponding software application
would desire just a little extra work based on our current experiencies1. More-
over, specific libraries could be developed to collect technology specific data like
TrackerBird [17] does it for .NET applications. This way, usability data could
be collected easily from several software applications, which are in the same
technology domain.

8 Conclusions

The contribution of the paper can be summarized as follows. Based on related
works and several discussions with professionals from industry we have defined
the requirements of a general usability evaluation framework. Next, we developed
the Usability Evaluation Framework (UEF) conforming to the defined require-
ments. The provided framework architecture can be considered as a reference
architecture for future (e.g. industrial) implementations as well.

We successfully applied UEF to evaluate and to improve the usability of two
systems. They are evaluated in real-life production environments, at two libraries
in Hungary. During the evaluation, the framework has been extended with newly
implemented metrics and newly configured questionnaires based on the discus-
sions with the industry partner. The developed metric calculator plugins and the
configured questionnaires could be used by new potential partners and applica-
tion developers in the future. Moreover, we have successfully demonstrated that
the UEF framework can be extended easily with new metrics and questionnaires
to satisfy the needs of an industrial partner.

The UEF framework is designed to be platform-, domain- and application-
independent. Contrary, the evaluated two systems are a little bit homogeneous,
i.e. they come from the same ICMS domain, both are written in Java while
one run in a web browser and the other run as a standalone Windows desktop
1 The discussed proof of concept has proved that it is easy to develop such XML

generator components.
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application. Therefore, we are currently working on the application of UEF in
other contexts, i.e. the usability evaluation of an office software suite written in
C++ and runs both on mobile devices and as a standalone Windows desktop
application. We also plan to integrate further metrics and questionnaires into
the framework, and to perform new case studies in the future.
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Answers That Have Quality

Hendrik Decker�
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Abstract. The lack of quality of stored data is reflected by violations
of integrity constraints. Answers to queries in databases containing bad
quality information usually cannot be trusted. Nevertheless, many an-
swers given by such databases may still be useful, as long as they are
derived from data the quality of which is sufficiently high. We formalize
our intuition of answers that have quality on the basis of ‘causes’. A cause
of an answer is a minimal excerpt of the database that explains why the
answer has been given. Thus, an answer has quality if the overlap of its
causes with the causes of integrity violation is empty. Even if that over-
lap is not empty, but is sufficiently low, an answer may have sufficient
quality. The amount of causes in the overlaps of causes of answers and
integrity violations can be sized by quality metrics.

1 Introduction

In [20], we have shown how integrity checking in inconsistent databases can be
achieved by metrics that compare the amount of constraint violation before and
after an update. If the update would increase that amount, integrity checking
methods that use those metrics do not sanction it. The metrics in [20] are based
on ‘causes’. Causes are the stored data that are responsible for the violations.
Thus, the number or size of such causes provide reliable measures for quantifying
the lack of integrity.

In [18], we have developed a concept for characterizing answers that have
integrity (AHI) in databases that may violate their integrity constraints. The idea
of AHI is also based on causes, since queries and constraints have the same syntax.
Hence, causes may serve not only to construe why constraints are violated, but
also to concisely explain why an answer is given to a query. Thus, an answer to
a query has been defined to have integrity if it has a cause that does not overlap
with any cause of integrity violation.

In [27,21,20,24], we have argued that, apart from stating necessary conditions
for the semantic consistency and integrity of stored data, constraints are ex-
pressive enough to also serve for modeling, monitoring and maintaining quality
attributes that are more general than consistency and integrity. In particular,
constraints can express conditions of security, certainty, accuracy, reputation,
trustworthiness and the like, in short, of quality.

Essentially, the difference of integrity constraints, in their original sense, and
quality constraints is: the former require to be always satisfied in each state of the
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database, while the latter may be violated to a certain extent at any time. Quality
is a matter of more-or-less, unlike the original narrow-minded binary concept of
integrity, to be either satisfied or violated. Thus, in general, quality constraints
(as well as, in particular, a more open-minded vision of integrity constraints) call
for violation tolerance. Apart from providing a generic paradigm for virtually all
approaches to constraint maintenance, as argued in [25], the violation tolerance
of metric-based methods for database integrity management is their main merit.

In this paper, we bring the aforementioned lines of research results together.
However, we do not apply metric-based inconsistency-tolerant integrity mainte-
nance to database quality management, since that has been addressed already in
[26]. Rather, we generalize the approach to query answering in databases with
violated constraints in [18] (which was focused on integrity in the traditional
sense), in order to provide answers that have quality, rather than just integrity.

We go beyond what has already been achieved in [18], in two ways. Firstly, we
simplify the concept of causes to a significant extent: instead of considering all
clauses in the database including deduction rules and view definitions, we focus
on basic causes, i.e., positive and negative facts, the presence or, resp., absence
of which is sufficient for concisely explaining answers and constraint violations.
Secondly, answers that have integrity are, by definition, devoid of any involve-
ment with violated constraints. As opposed to that, it can be justified to concede
sufficient quality to answers as long as their causes do not overlap too much with
the causes of constraint violation. Hence, another technical contribution of the
paper is a formal approach to what “(not) too much” means, in this context.

Thus, in short, we intend to provide a quantification of what it means that an
answer has quality. In analogy to AHI, we abbreviate our approach to answers
that have quality by AHQ.

In Section 2, we recapitulate some background of database logic. In Section 3,
we first recall the original definition of causes and then introduce the new, simpler
definition of basic causes. In Section 4, we first define AHQ, then relax this notion
to ASQ, i.e., answers with sufficient quality, and then show how to compute AHQ

and ASQ. In Section 5, we compare our work to related efforts. In Section 6, we
conclude with an outlook to further work.

2 Preliminaries

In this section, we briefly address some foundational issues. Throughout, we
use notations and terminology that are common for relational and deductive
databases and their logical foundations [12] [1].

Since the syntax of integrity constraints and quality constraints is the same,
also the latter can always be represented by denial clauses, i.e., universal sen-
tences of the form ←B, where B is a conjunction of literals that asserts what
should not hold in any database state. In other words, B expresses some lack
of quality. If a constraint I expresses what should hold, then a denial form of I
can be obtained by an equivalence-preserving transformation of ←∼I, as pro-
posed, e.g., in [14]. The clauses that define each fresh predicate that is needed
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for such transformations are simply added to the database. An illustration of
such a transformation is given in Example 3d). The quality theory of a database
D is a finite set QT of constraints imposed on D.

We are going to use symbols such as D, QC , QT , U to always stand for
a database, a quality constraint, a quality theory and, resp., an update. For
each sentence F , and in particular for each quality constraint, we may write
D(F ) = true (resp., D(F ) = false) if F evaluates to true (resp., false) in D.
Similarly, we write D(QT )= true (resp., D(QT )= false) if each constraint in
QT is satisfied in D (resp., at least one constraint in QT is violated in D).

Let H be a universal Herbrand base and N a universal set of constants in the
language of each database, represented w.l.o.g. by natural numbers. As usual, we
assume that the sets of intensional and extensional predicates in each database
are disjunct, and that each database clause, each query and each constraint is
range-restricted. We may use ‘;’ to delimit elements of sets, since ‘,’ also denotes
conjunction in the body of clauses.

3 Causes

Causes have been introduced in [18]. The definition of causes had been specialized
for definite databases, queries and integrity constraints, and for positive answers,
in [20]. In [17], also causes for queries and constraints with negation and for
negative answers in flat relational databases have been defined and studied. For
the general case, the definition of causes has been simplified in [23]. In [16],
basic causes for positive answers in definite databases with definite integrity
constraints have been introduced. Basic causes are much less complex than causes
in general, since they do not involve deductive rules or view definitions. Instead,
they focus exclusively on extensional databases facts as the basic reasons for
answers to queries or violations of integrity constraints.

However, reducing general causes to basic ones turns out to be much less
straightforward for non-definite databases and queries. Among others, these dif-
ficulties are due to the non-monotonicity of database negation. Or to the circum-
stance that answers are negative, not necessarily due to the presence or absence
of extensional facts, but also because queries containing literals with intensional
predicates may fail, as shown by the following example.

Example 1. Let a two-place intensional predicate q be defined by the clause
q(x, b) ← r(x, x) in a database containing r(a, a). Then, the answer yes to the
query ← q(a, b) can be explained by the presence of the fact r(a, a). However,
the answer no to the query ← q(a, a) cannot be explained by recurring on any
information about the extensional predicate r. Rather, the non-provability of
each ground instance of q(x, a) needs to be explained by its irreducibility to the
presence or absence of any extensional fact in the database.

In 3.1, we recall the definition of general causes. In 3.2, we define basic causes,
where also some more difficulties of using basic causes in non-definite databases
are addressed.
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3.1 General Causes

We assume some familiarity with the well-known completion comp(D) of a data-
base D [10,39]. It essentially consists of the if-and-only-if completions of all
predicates in the language, as defined in [10,39]. For a predicate p, let pD denote
the completion of p in D.

Definition 1. Let D be a database, p a predicate in L, n the arity of p,
x1, . . . , xn the ∀-quantified variables in pD and θ a substitution of x1, . . . , xn.
For A = p(x1, . . . , xn)θ, the completion of A in D is obtained by applying θ to
pD and is denoted by AD. Further, let comp(D) = {AD | A∈H}, and if(D) and
only-if(D) obtained by replacing ↔ in each AD ∈ comp(D) by ← and, resp., →.
Finally, let iff(D) = if(D)∪ only-if(D). The usual equality axioms of comp(D)
be associated by default also to iff(D). The replacement of ↔ by ← and, resp.,
→ in AD is called the if-, resp., the only-if-half of AD.

More detailed presentations of the items defined above can be found in [23,18].
Elements in iff(D) may be simplified by some obvious equivalence-preserving
rewritings. For simplicity, we assume such rewritings throughout.

Example 2. Let D = {p(x, 1)← r(x); p(1, y)← s(y, z); s(1, 2); s(2, 3)}. Then,
comp(D) contains the three completions below, each of which is a universally
closed sentence with existentially quantified ‘local’ variables that do not occur in
the head of any clause. We omit the universal quantifier prenex for all non-local
variables in the completions below, and also the equality theory associated to
comp(D) that interprets = as identity.

p(x, y) ↔ (y=1∧ r(x) ∨ x=1∧∃z(s(y, z))) r(x) ↔ false

s(x, y) ↔ (x=1∧ y=2 ∨ x=2∧ y=3)

The only-if half of pD is

p(x, y) → (y=1∧ r(x) ∨ x=1∧∃z(s(y, z))).
Its instance p(1, 1) → (1=1∧ r(1) ∨ 1=1∧∃z(s(1, z))), obtained by the sub-
stitution {x=1, y=1}, is obviously equivalent to p(1, 1)→ (r(1) ∨ ∃z(s(1, z))).
Similarly, the instance p(2, 3)→ (3= 1 ∧ r(2) ∨ 2=1 ∧ ∃z(s(3, z))) of pD sim-
plifies to p(2, 3) → false , which is equivalent to ∼p(2, 3). Similarly, the instance
s(2, 3) → (2=1∧ 3= 2 ∨ 2= 2∧ 3=3) of the only-if half of sD simplifies to
s(2, 3) → true, which is equivalent to true and thus can be omitted.

Definition 2. Let D be a database, ←B a denial that either represents a
query or a constraint, and θ a ground substitution of all variables in B such that
D(Bθ) = true. Further, let C be a subset of iff(D) such that C |= ∃B, and for
each proper subset C′ of C, C′

� ∃B.

a) If ←B is a query, then C is called a cause of the answer θ to ←B in D.
b) If ←B is a constraint, then C is called a cause of the violation of ←B in D.
C is also called a cause of ∃B in D if C is a cause of the violation of ←B in D.
c) For a quality theory QT , C is called a cause of the violation of QT in D if C
is a cause of the violation of a denial form of the conjunction of all QC ∈QT .
d) Let vioCau(D,QT ) be the set of all causes of the violation of QT in D.
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The preceding definition captures causes of positive answers and violations of
constraints. The following one captures causes of negative answers.

Definition 3. Let D be a database, ←B a query and C a cause of the answer
‘yes’ (the identity substitution) to the query ←∼answer in D∪{answer←B},
where answer is a 0-ary predicate that does not occur in D. Then, E is also
called a cause of the answer no to ←B in D.

Several examples of causes of positive answers and constraint violations have
already been presented in [20,23]. Some more, and in particular some examples
of causes of negative answers, are displayed below.

Example 3.

a) Let D= {p← r(x), s(x); r(1); s(2)}. Each cause of the answer no to← p in D
contains the set C0 = {p→∃x(r(x), s(x)); ∼s(1); ∼r(2)}. Moreover, each such
cause contains, for each i∈N , i> 2, either ∼r(i) or ∼s(i), and nothing else.

b) Let D = {p←∼q; q←∼r; q←∼s}. The two causes of the answer no to
← p in D are {q←∼r; p→∼q; ∼r} and {q←∼s; p→∼q; ∼s}.

c) Let D = {p← q; p←∼q} and QC = ← p. The two causes of the violation
of QC in D are {p←∼q; ∼q} and D.

d) Let D= {p(x)← r(x); r(1)} and QC =∃x(r(x) ∧∼p(x)) a constraint. Clearly,
D(QC )= false (in fact, QC is violated in each database containing p(x)← r(x)).
A denial form of QC is ← violated, where violated is defined by {violated←∼s;
s← r(x),∼p(x)} (s is a fresh 0-ary predicate). Thus, the causes of violated in
D′ =D∪ {violated←∼s; s← r(x),∼p(x)} explain the violation of QC in D.
Thus, , for any K⊆N such that 1∈K, each cause of violated in D′ is of the
form {violated←∼s; s→∃x(r(x) ∧∼p(x))} ∪ {p(i)← r(i) | i∈K} ∪ {∼r(i) |
i/∈K}.

e) Let D = {p← q(1, x); q(2, y)← r(y); r(1)}. The only cause of the answer
no to the query ← p in D is {p→∃x q(1, x)} ∪ {∼q(1, i) | i∈N}.

f) Let D = {r(1), r(3), s(2), s(4)} and Q = ← r(x), s(x) a query. Depending
on the extent of N , there may be many causes of the answer no to Q in D.
Each of them contains the set {answer→∃x (r(x), s(x)); ∼s(1); ∼s(3); ∼r(2);
∼r(4)}, and for each i> 4 in N , either ∼r(i) or ∼s(i), and no other element.

3.2 Basic Causes

For constraint violations and positive answers to queries in definite databases
and definite integrity theories, basic causes have been defined in [16]. For flat
relational databases and denials that may contain negative literals, causes that
are in fact basic (since there are no deduction rules) have been studied in [17,19].
In this section, we generalize basic causes for normal deductive databases and
denials. In 3.2.1, we present the definition of basic causes. In 3.2.2, we illustrate
that definition by several examples. In 3.2.3, we discuss the definition and its
ramifications.



548 H. Decker

3.2.1 Defining Basic Causes
In Example 1, we have already seen that the predicates of negative basic causes
cannot be exclusively extensional. The following definition characterizes the lit-
erals that are candidates for basic causes in general.

Definition 4. For a database D, a ground literal L is called basic in D if L
either is a positive extensional fact in D or L is negative and the atom of L does
not unify with the head of any clause in D.

In Example 1, r(a, a), ∼q(a, a), ∼q(b, c) are basic, while ∼r(a, a), q(a, b), ∼q(a, b)
are not.

Definition 5. Let D be a database,←B a denial, and θ a ground substitution
of all variables in B such that D(Bθ) = true. Further, let C be a set of basic
literals in D such that iff(DR)∪ {C} |=∃B, where DR is the set of deductive
rules in D, and for each proper subset C′ of C, iff(DR)∪C′

� ∃B.

a) If ←B is a query, then C is called a basic cause of the answer θ to ←B in
D.
b) If←B is a constraint, then C is called a basic cause of the violation of←B in
D. C is also called a basic cause of ∃B in D if C is a basic cause of the violation
of ←B in D.
c) For a quality theory QT , C is called a basic cause of the violation of QT in
D if C is a basic cause of the violation of a denial form of the conjunction of all
QC ∈QT .
d) Let VioBas(D,QT ) be the set of all basic causes of the violation of QT in D.

We leave it to the reader to define the basic causes of negative answers in analogy
to Definition 3.

3.2.2 Examples of Basic Causes
The databases, queries and constraints in Example 4, below, feature basic causes
in correspondence to Example 3.

Example 4.

a) Let D= {p← r(x), s(x); r(1); s(2)}. Each basic cause of the answer no to
← p in D contains the set C0 = {∼s(1); ∼r(2)}. It also contains, for each i∈N ,
i> 2, either ∼r(i) or ∼s(i), and nothing else.

b) Let D = {p←∼q; q←∼r; q←∼s}. The two basic causes of the answer no
to ← p in D are {∼r} and {∼s}.

c) Let D = {p← q; p←∼q} and QC = ← p. The two basic causes of the
violation of QC in D are {∼q} and { }.

d) Let D= {p(x)← r(x); r(1)} and QC = ∃x(r(x)∧∼p(x)) a constraint. Analo-
gously to Example 3d), the only basic cause of violated in the rewritten database
D′ =D∪ {violated←∼s; s← r(x),∼p(x)} is { }.
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e) Let D = {p← q(1, x); q(2, y)← r(y); r(1)}. The only basic cause of the
answer no to the query ← p in D is {∼q(1, i) | i∈N}.

f) Let D = {r(1), r(3), s(2), s(4)}. Each basic cause of the answer no to
← r(x), s(x) contains {∼s(1); ∼s(3); ∼r(2); ∼r(4)} as well as, for each i > 4 in
N , either ∼r(i) or ∼s(i), and no other element.

3.2.3 Discussing Basic Causes
The following one-to-one correspondence is corroborated by comparing Examples
3 and 4.

Proposition 1. Let D be a database,←B a query and α an answer to←B in
D, i.e., α is either some ground substitution or the answer no.

a) For each basic cause Cb of α, there is a cause C of α such that Cb⊆C.

b) For each cause C of α, there is a basic cause Cb of α such that Cb⊆C.

Note that Definition 5 improves previous definitions in [16,17,19] not only be-
cause it widens the classes of databases, queries and constraints for which basic
causes are defined. It also remedies a deficiency of previous definitions, for which
the logical consequences of the theory formed by the union of DR and a basic
cause C were not necessarily logical consequences of D. As opposed to that, the
following corollary can be easily shown by applying Definition 5.

Corollary 1. For each database D and each basic cause C of some conjunction
of literals B, and for each sentence F such that iff (DR)∪{C} |= F , we have that
comp(D) |= F .

In fact, for the mentioned previous definitions, Corollary 1 holds, by definition,
for F =∃B, but not necessarily for arbitrary sentences F .

Apart from the circumstance that basic literals may not have extensional
predicates, another difficulty for generalizing previous definitions of basic causes
to negative answers and non-definite databases, queries and constraints had been
the possible emptiness of basic causes, as, for instance, in Examples 4c, d. As
opposed to that, general causes are never empty. Empty basic causes obviously
cannot be used, as general causes are, for measuring inconsistency and the lack
of quality in databases, by their number or size.

Empty basic causes are even more problematic since they never may overlap
with any basic cause of constraint violation. Hence, the definition of AHI cannot
be restricted to considering only basic causes in the overlap of causes of answers
and of constraint violations, in general. However, for databases D and denials
←B such that D∪{←B} is acyclic [2] and strict [8], there is no such problem,
as follows from Theorem 1c below.

Acyclicity and strictness are well-known properties in deductive databases.
Acyclicity assures that the dependency graph of the set of all ground instances
of clauses in D on which ←B depends is loop-free. Strictness means that no
predicate in B depends both positively and negatively on any predicate in D.
Essentially, strictness bans the derivation of literals by rules without recurring
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on extensional facts, as, e.g., in {p← q; p←∼q} or {p← q∼q}. For instance, the
databases and denials in Examples 4c d are acyclic but not strict, all others in
Example 4 are acyclic and strict.

The following result sharpens Proposition 1.

Theorem 1. Let D be a database,←B a query such that D∪{←B} is acyclic
and strict, and α an answer to ←B in D.

a) For each basic cause Cb of α, there is a cause C of α such that Cb is the set
of basic literals in C.

b) For each cause C of α, the set of basic literals in C is a basic cause Cb of α.

c) Each basic cause of α is non-empty.

A big advantage of basic over general causes is that the former are never larger
and often much smaller in number and size than the corresponding latter ones.
The importance of this difference will become obvious in 4.3.

4 AHQ

In 4.1, we re-define AHQ on the grounds of basic causes, i.e., we provide an
improved formalization of what it means that an answer to a query in a database
has quality. In 4.2, we relax AHQ to ASQ, which formalizes a concept of answers
that have sufficient quality. In 4.3, we show how to compute AHQ and ASQ.

4.1 Re-defining AHQ

Consistent query answering (abbr. CQA) [3] provides answers that are correct
in each minimal total repair of QT in D. CQA is based on semantic query op-
timization, using integrity constraints for speeding up query answering [31]. A
similar approach is to compute consistent hypothetical answers together with
a set of abduced hypotheses that can be interpreted as integrity-preserving
repairs [37]

A new approach to provide answers that have integrity (abbr. AHI) and thus
quality has been proposed in [18]. AHI determines two sets of data: the causes
by which an answer is deduced, and the causes that lead to constraint violations.
For databases D and queries without negation in the body of clauses, causes are
minimal subsets of ground instances of clauses in D by which positive answers
or violations are deduced. For negative answers and queries in databases that
may contain clauses with negation, also minimal subsets of ground instances of
the only-if halves of the completions of predicates in D form part of causes, as
seen in 3.1. In general, causes are not unique.

Hence, an answer is defined to have integrity, and thus quality, if it has a cause
that does not intersect with any of the causes of constraint violations, i.e., if it
is deducible from data that are independent of those that violate constraints.
Definition 6 below re-defines AHQ in terms of basic causes.
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Definition 6. Let α be an answer to a query ←B in (D,QT ), i.e., α is
either a substitution such that D(Bα) = true, or D(←B)= true, i.e., α=no.

a) Let Bα stand for Bα if α is a substitution, or for ←B if α=no.

b) We say that α has quality in (D,QT ) if there is a cause C of Bθ in D such
that C ∩VioBas(D,QT ) = ∅.

4.2 Defining ASQ

Informally speaking, we are going to define that an answer has sufficient quality
if one of its causes has a sufficiently low overlap with any cause of the violation
of integrity in D.

It is fair to say that AHI is inconsistency-tolerant, since it provides correct
results in the presence of constraint violations. However, each answer sanctioned
by AHI is independent of any inconsistency in the database. Therefore, we are go-
ing to relax AHQ to ASQ: answers with sufficient quality. ASQ sanctions answers
that are acceptable despite some lack of quality involved in their derivation.

To quantify that amount, some quality metric is needed. Unlike inconsistency
measures which size the inconsistency in all of (D,QC ) (cf. [23]), quality met-
rics only size the lack of quality involved in the derivation of given answers or
constraint violations.

Definition 7. (ASQ)

a) For answers α to queries ←B in (D,QT ), a quality metric maps triples
(D,QT ,Bα) to (M,%), where M is a metric space partially ordered by %, and
Bα be defined as in Definition 6a.

b) Let κ be a quality metric and th a threshold value in M up to which an
impairment of quality is tolerable. Then, an answer α to some query ←B in
(D,QT ) is said to have sufficient quality if κ(D,QT ,Bα) % th .

A first, coarse quality metric κ could be to count the elements of the intersec-
tion Cα ∩VioBas(D,QT ), where Cα is the union of all causes of Bα. Or, the
application designer may assign a specific weight to each element of each basic
cause, similar to the tuple ranking in [5]. Then, κ can be defined by adding up
the weights of elements in Cα ∩VioBas(D,QT ). Or, application-specific weights
could be assigned to each ground instance QC ′ of each QC ∈QT . Then, κ could
add up the weights of those QC ′ that have a cause C′ such that Cκ ∩C′ �= ∅.

For example, κ(D,QT ,Bα) = |Calpha ∩VioBas(D,QT ) | counts elements in
Cα ∩VioBas(D,QT ), where | . | is the cardinality operator. Or, κ(D,QT ,Bα) =∑
{ω(c) | c ∈ Cα ∩VioBas(D,QT )}, where ω is a weight function, i.e., κ sums

up the weights of the lack of quality of elements in Cα ∩VioBas(D,QT ).

4.3 Computing Causes and ASQ

Perhaps the most important consequence of Theorem1 is that, for databases and
denials that are acyclic and strict, basic causes can be computed just like causes.
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Computation of causes has been described in [18]. Thus, no new algorithm for
computing basic causes has to be invented.

Hence, the main gain of basic causes comes to bear when applying the defini-
tions of AHQ and ASQ, i.e., when checking sets of basic causes of answers and
constraint violations for overlaps: these checks become simpler with basic causes,
to the extend that their number and size are smaller than that of general ones.

In order to make the paper more self-contained, the approach in [18] to com-
pute general causes, and thus basic causes, is recapitulated below.

As seen in [17], SLD resolution [36] provides an easy way to compute causes
of positive answers and integrity violation of definite queries and denials in def-
inite databases. Each cause of each answer corresponds to a refutation R that
computes the answer: input clauses of R, instantiated with the substitution
computed by R, are the elements of the cause. Hence, AHI can be computed by
comparing causes drawn from refutations with causes of integrity violation. If
the latter have been computed ahead of query time, then checking for overlaps
can already be done while the answer is computed.

Similarly, for each SLDNF refutation R and each finitely failed SLDNF tree T
of some query in a database, a cause for the answer computed by R or, resp., T
can be obtained as described below in Definition 9. To prepare this definition,
we first recall some basic SLDNF issues from [39] and ask the reader to agree on
some denotations.

Let D be a database and←B a query. An SLDNF computation of D∪{←B}
is either an SLDNF refutation or a finitely failed tree of D∪{←B}. Each SLDNF

computation involves one top-rank computation and possibly several subsidiary
computations of lower rank, spawned by the selection of ground negative literals
in goals of derivations.

It is easy to see that no finitely failed tree of rank n-1 that is subsidiary to some
finitely failed tree T of rank n could contribute anything to explain the answer
no computed by T . Thus, such subsidiary trees are ignored in Definition 8. It
characterizes the set of computations involved in an SLDNF computation S that
contribute to explaining the answer to the root of S by a cause.

Definition 8. Let S be an SLDNF computation of rank n (n≥ 0).

a) The set Sr of explanatory refutations of S consists of each refutation R of rank
k involved in S such that either k=n and R=S, or k <n and R is subsidiary
to a tree in St of rank k + 1.

b) The set St of explanatory trees of S consists of each finitely failed tree T
of rank k involved in S such that either k=n and T =S, or k <n and T is
subsidiary to a refutation in Sr of rank k + 1.

Note that the mutual recursion in Definition 8a, b does not pose any problem if
D is acyclic, i.e., the rank of each computation is bounded by the rank of the
top-rank computation, and the rank of each subsidiary computation decreases
iteratively until the lowest rank without subsidiary inferences is reached.

An SLDNF computation S is called fair if, in each tree T ∈St and each goal
G in T , one of the most recently introduced literals is selected in G.



Answers That Have Quality 553

For each refutation R, let θR denote the substitution computed by R. The
projection of θR to the variables in the root of R is the computed answer of R. For
each database D, each query ←B and each finitely failed tree T of D∪ {←B},
the computed answer of T is no.

For each clause C, each only-if half H and each substitution θ, let Cθ, resp.,
Hθ denote the formula obtained by applying θ to the ∀-quantified variables in
C or, resp., H . For each only-if half H , let h(H) denote the head of H .

Now, we are going to define computed explanations, which are supersets of
causes.

Definition 9. For each SLDNF computation S, the computed explanation ES

of S consists of

E+
S = {CθR | C ∈D, R∈Sr, C is input clause in R}

and
E−

S = {Hγ | Hγ ∈D−, γ is a ground substitution,
h(H) is selected in some node of some tree in St}.

Thus, E+
S is obtained by instantiating the positive input clauses of each refuta-

tion R∈Sr with θR. E
−
S is obtained by collecting the only-if-halves of all ground

instances of each positive literal selected in any node of any tree in St.

Example 5. Let D = {p(x)← q(x, x); q(1, 2); q(2, 3)}. The answer no to
the query ← p(x) is computed by a finitely failed tree consisting of a single
branch rooted at← p(x), which is reduced to the goal← q(x, x), which fails. The
only-if halves of the two selected positive literals in the tree are p(x)→ q(x, x)
and q(x, x) → (x=1∧ x=2 ∨ x=2∧x=3). The latter obviously is equivalent to
∼q(x, x). Thus, (∅, {p(i)→ q(i, i) | i∈Lc}∪ {∼q(i, i) | i∈Lc}) is the computed
explanation, which in fact is also a cause of ∼p(x) in D.

Theorem 2 is easily inferred from Definition 9.

Theorem 2. For each database D, each query ←B and each SLDNF compu-
tation S of D∪{←B}, the computed explanation of S is a superset of a cause
of the answer computed by S. If St = ∅, then the computed explanation of S is
a cause of the answer computed by S.

The following example illustrates that explanations computed by finitely failed
SLDNF trees are not necessarily causes, since they may not be minimal, in the
sense of Definition 5.

Example 6. LetD= {p← q, r; r← s}. Depending on the selection function, there
are three SLDNF trees of D∪{← p}. In each, the goal← q, r is derived from the
root. Then, if q is selected, the computation terminates with failure. If, instead,
r is selected, the derived goal ← q, s may fail in two ways, after selecting either
q or s. Hence, depending on the selection, precisely one of the following three
explanations (∅, {p→ q ∧ r; ∼q}), (∅, {p→ q ∧ r; r→ s; ∼q}), (∅, {p→ q ∧ r;
r→ s; ∼s}) can be drawn from the respective SLDNF tree. Only the first and
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the last of these explanations are causes of the answer no to the query← p in D,
while the middle one is not because it properly contains the first one and thus
is not minimal.

If, in Example 6, a fair selection policy is employed, the computation of a non-
minimal explanation is avoided. However, fair selection alone is not enough, in
general, as shown by the following example.

Example 7. Let D = {p← q(x), r; q(1)}. Both left-to-right and right-to-left se-
lection is fair for computing the answer no to ← p in D. However, only the lat-
ter yields a cause, while the former computes the superset (∅, {p→∃x(q(x)∧ r)}
∪ {∼q(i) | i∈Lc, i �=1} ∪ {∼r}), of a cause, in which each ∼q(i) is superfluous.

Thus, each set C of basic literals drawn from an SLDNF computation must even-
tually be minimized, by checking if any proper subset of C satisfies Definition 7.
Also, selection strategies such as those described in [15] can be used to obtain
finitely failed trees with proper causes.

5 Related Work

In this section, we first address related work in the field of data quality, then other
approaches to reasoning in the presence of inconsistency, and last we comment
on work that is based on comcepts of causes that differ from ours.

5.1 Data Quality

For capturing the quality of data, an overwhelming number of attributes, char-
acteristics, determinants, dimensions, factors, indicators and parameters have
appeared in the literature, e.g., [44,35,41,43,7,28,4,6,42]. Although there is a
puzzling diversity of definitions of data quality in the aforementioned papers,
consistency is a key property in almost all attempts to characterize the quality
of stored data. In databases, the standard way to specify consistency conditions
is by expressing them as integrity constraints (a.k.a. assertions) in the database
schema. Hence, consistency and integrity are usually synonymous in databases.
Some authors even seem to regard database quality as synonymous to the com-
pliance of the data with their constraints, e.g., [11,29].

However, we agree with [30] and others that, in databases, integrity is closely
related to, but distinct from quality. Yet, many authors, including this one,
advocate the point of view that integrity is just one of many aspects of quality.
In fact, we have shown in [27,21,26] how the syntax of integrity constrains can
also be used for modeling quality constraints in a wider sense. More precisely,
constraints can not only be used to model, measure and monitor the integrity,
but also many other desirable quality properties can be captured in terms of the
compliance of data and constraints. That is also the baseline of this paper.
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5.2 Reasoning in the Presence of Inconsistency

Apart from the use of causes in AHI and ASQ, causes also have proven useful for
repairing databases that lack quality, as seen in [23]. In fact, basic causes are ideal
candidates for reparing inconsistency, and thus damaged quality, since repairs
that update basic literals correspond to solutions of the well-known view-update
problem [13].

In [18], we have compared AHI with consistent query answering (CQA) [3],
and also have related belief revision, knowledge assimilation and abduction to
AHI. Due to Theorem 1, analogous relationships can be observed with regard to
ASQ.

In [34], negative database consequences such as those that can be inferred
from iff-completions are made explicit for inconsistency-tolerant reasoning, and,
in particular, for query answering. The formalizations in [34] have to sacrifice
several classical inference rules that are cornerstones of the logic framework
assumed in this paper, such as modus ponens and reductio ad absurdum.

5.3 Other Concepts of Causes

A mathematical concept of causality was proposed in [33,9,32], which has been
used to analyze the complexity of positive and negative answers to database
queries in [40]. The underlying definition of ‘actual causes’ in that work, which
is similar to but more complicated than Definition 2, is based on counterfactual
reasoning. Roughly, actual causes correspond to literals in basic causes. Perhaps
the most interesting feature of ‘actual causes’ is a quantification of the degree of
‘responsability’, which may serve to assign a weight to the elements of causes,
for defining metrics for use in ASQ and quality maintenance.

There is a long-standing tradition of philosophical treatment of causality. More
recently, it has also come to bear on informatics and AI, mostly in the form of
probabilistic or counterfactual reasoning, as witnessed by a growing number
of congresses about computing and philosophy. Those treatments of causality
mostly go beyond the framework of causes as in this paper, which is confined by
the comparatively simple theory of databases, the semantics of which is given
by nothing but the completions of predicates.

6 Conclusion

We have generalized the concept of answers that have integrity (AHI) as pre-
sented in [18], to answers that have quality (AHQ) and answers that have suficient
quality (ASQ). More precisely, we have generalized three features of AHI.

Firstly, quality is a more general concept than integrity. Secondly, AHI had
originally been defined with regard to general causes. In this paper, we have used
basic causes instead, on a larger scale than in [16], for defining AHQ. Thirdly,
AHI and AHQ distinguish useful from doubtful answers, while ASQ distinguishes
between more or less doubts in answers: an answer is doubtful, i.e., does not have
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integrity, iff its causes overlap with the causes of integrity violation in the given
state; however, an answer that does not have total quality still has sufficient
quality if the overlap of its causes with the causes that damage the quality of
the database is sufficiently small. The size of the lack of quality can be measured
by any quality metric, as characterized in [25,22].

In 4.3, we have only been concerned with sound ways to compute causes. In
upcoming work, we intend to re-assess the issue of completeness of computing
causes, which already had been addressed in [25]. In particular, we intend to
reduce the possibly very high cost of computing complete basic causes by using
answer set computing [38].
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Abstract. This work presents a service-oriented software development metho-
dology designed for use in enterprise with outsourced working force. The me-
thodology is conceived as an evolution to traditional software factory methods 
and techniques, using manufacturing techniques and principles to establish a 
service factory unit that is responsible for delivering services organizes service 
orientation analysis, design, implementation, testing, and deployment processes 
and activities using a service factory approach. 

Keywords: Service-oriented Architecture (SOA), Software Development Me-
thodology, Service factory, Software factory, Outsourcing. 

1 Introduction 

Software engineering methodologies are derived from the principles, best practices 
and standards advocated by the software industry [1][2][3][4][5]. In this paper we 
present a software development methodology that aims at service-oriented software 
and leverage software factory [6][7][8] practices in order to establish clear outsourc-
ing scopes and objectives. 

Our approach in derived from research and field experience collected during the 
structuring of Service-Oriented Architecture (SOA) adoption initiatives in three major 
governmental organizations in Brazil (Ministry of Health, Ministry of Defense/Army, 
and Federal Sanitary Surveillance Agency) [9][10][11]. These organizations have 
different maturity level and leverage on outsourced working force for performing 
software development tasks. 

2 Structure of the Methodology 

2.1 Functional Units 

Functional units are logical organizational units that provide working force with ade-
quate professional skills required to perform related technical activities. Technical 
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activities are grouped together in work units, which usually correspond to clearly 
defined tasks in the software development lifecycle. Each work unit produces formally 
defined deliverables (software artifacts). Professional skills are defined by profes-
sional profiles, which establish a type of professional that is capable of performing a 
selected set of technical activities. Functional units are classified as corporate units 
and dedicate units, according to the type of competence (jurisdiction) of the work 
being performed.  

Corporate units performs corporate (or department) level activities and responsi-
bilities, which are not exclusive to the service-oriented software development process. 
These units may be previously established in the organization. 

Dedicate units performs activities and responsibilities that are exclusively related 
to the service-oriented software development processes. These units exist only for the 
purpose of SOA development in the organization. 

Functional unit establish concrete management points for the working force and re-
lated work units. Therefore, they are used to manage and control outsourced resources 
and responsibilities in the software development process, in the sense that a complete 
functional unit can be provided by an outsourced working force. This notion is also 
useful from the outsource procurement, contracting and management viewpoint. For 
instance, contracts can be established with service providers for a whole functional 
unit service scope (i.e. a set of work units). These contracts are regulated by service-
level agreements, which specify the professional profile required at each type of work 
unit, together with other service-specific quality-of-service attributes (e.g. time to 
complete; number of errors in software; etc.).      

Outsourcing is used for clearly defined work units that require a technical back-
ground but do not represent strategic knowledge to the organization. In these sense, 
not all functional units are considered as objective for outsourcing, as all strategic and 
several management activities are usually assigned to professionals with a tighter 
commitment with the organization (i.e. employees). Although functional units can be  
 

Table 1. Functional Units 

Functional Unit Type Outsourcing1 
Business Process Management Office Corporate No 
Data Administration Office Corporate No 
IT Infrastructure Office Corporate No 
Enterprise Architecture Office Corporate No 
Project Management Office Corporate Yes 
SOA Governance Office Dedicate Yes 
Service Factory Dedicate Yes 
Software Factory Dedicate Yes 
Software Test Factory Dedicate Yes 

 

                                                           
1 This is the outsourcing scope considered in this methodology. Applicability of the outsourc-

ing model for functional unit marked as ‘no’ are not discussed in this paper. 
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compared to functional organization units, they do not actually exist as part of the 
formal organizational structure. Table 1 presents the functional units defined in this 
methodology, its classification, and eligibility for outsourcing. 

2.2 Software Development Lifecycle 

The service-oriented software development paradigm requires specific tasks. These 
are defined in a software-oriented software development lifecycle. In this methodolo-
gy, the lifecycle is defined in order to favor splitting the technical work required in 
the process among different functional units that acts as service providers. The work 
is split in stages, which defines steps in the development process with clearly defined 
deliverables. Each stage is further classified according to the software development 
discipline involved in the work being performed, i.e. the body of software develop-
ment knowledge required. 

The work unit performed in each stage is defined in formal processes, which can 
be further decomposed in sub-processes and tasks. Table 2 provides the overview of 
the software development lifecycle stages, together with the respective software de-
velopment discipline and sub-processes/tasks. 

Table 2. Software Development Lifecycle 

Stage (Process) Discipline Processes 
Corporate Business Modeling Business  

Modeling 
Design Business Process 
Model Information Structure 

Service Inventory Analysis Analysis Analyze Service Inventory 
  Perform Service-Oriented Analysis 
  Define Service Candidates 
  Define Service Inventory Schema 

Service-Oriented Analysis Analysis Analyze Service 
  Perform Service-Oriented Analysis 
  Model Service Candidate  

Service-Oriented Design  Design Design Service Contract 
Service Logic Design Design Design Service Logic 

Design Composite Application 
Service Development Implementation Implement Service 
Service Test Test Test Service 
Service Deployment and  
Publication 

Deployment Deploy Service  
Publish Service 

Composite Application  
Implementation 

Development Implement Composite Application 
  Discover Service 
  Implement Service Orchestration 

Application Test Test Test Composite Application 
Homologate Application 

Application Deployment Implementation Deploy Composite Application 
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In order to assure the process visibility and correct interaction among service 
providers, each process in the lifecycle has a clearly defined set of inputs and out-
puts. These are further classified as software artifacts (SA), development process 
artifacts (DPA), project management artifacts (PMA) or corporate artifacts (CA). 
There are template documents for all artifacts presented in the methodology. How-
ever, presenting these templates does not fit the size of this technical publication. 
Appendix A presents a list of artifacts produced throughout the execution of this 
methodology.  

2.3 Professional Profiles 

Professional skills and capabilities are defined in professional profiles, which are 
used to describe the type of professional required for performing a defined work unit. 
Professional skills may be assessed by requiring industry accepted professional certi-
fications and previous experience in SOA projects and roles. This methodology does 
not define specific team members (i.e. human resources) and project team. Human 
resources are allocated in a project-by-project basis. However, the methodology re-
quires that team members fulfill the required professional profiles defined for each 
work unit. Profiles used in the methodology are shown in Table 3. 

Table 3. Professional Profiles 

Professional Profile Professional Skills 
Business Process Analyst Business process management professional 
SOA Analyst SOA analyst professional 
SOA Architect SOA architect professional 
SOA Infrastructure Specialist Expert in SOA middleware and infrastructure 
SOA Developer Developer/Programmer (platform dependent) 

(SOA specialization desired) 
SOA Tester Software tester   

(SOA specialization desired) 

SOA Auditor Senior SOA expert/consultant 
SOA Governance Specialist Expert in SOA governance 
Quality Assurance Specialist Expert in software quality assurance  

(SOA specialization desired) 
Project Manager Project manager professional (e.g. PMP) 
Data Administrator Expert in data administration 
Enterprise Architect Expert in enterprise architecture 

2.4 Overview of the Methodology 

An overview of the methodology is presented in Figure 1. The elements presented in 
the figure will be explained in further details in the next sections. 
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Fig. 1. Overview of the Service-Oriented Software Development Methodology 

3 Functional Units 

3.1 Corporate Units 

SOA development requires several interactions with corporate-level structures, i.e. 
which perform tasks and have responsibilities that are not exclusively related to SOA 
projects. Corporate units are used to model these structures and interactions. In most 
organizations, there should be similar organizational structures that have equivalent 
responsibilities. Outsourcing strategies for services performed by corporate units are 
out of the scope of this paper (refer to Table 1 and footnote 1). 

• Business Process Management Office (BPMO) 

BPMO unit is responsible for the continuous business process improvement in the 
organization. This unit may exist inside or outside the IT enterprise. Besides of per-
forming several activities related to business process modeling and design, BPMO 
usually has a normative role, establishing practices, policies and standards related to 
business process management (BPM). Note that there are several BPM technologies 
that have direct support in SOA-enabled platforms. Establishing a clear alignment 
between BPM and SOA practices and activities results in direct benefits for the de-
velopment of service-oriented IT solutions [12]. Such alignment should be extended, 
with increased benefits, to the platform and technology level (e.g. compatible BPM 
and SOA middleware).  
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BPMO processes: Design Business Process and Homologate Application.  
BPMO professional profile: Business Process Analyst.  

• Data Administration Office (DAO) 

The DAO unit plans, organizes, describes and controls corporate data resources. This 
organizational function is performed aiming at increasing consistency, avoiding re-
dundancy, and ensuring the reuse of data models. This role can also exist within other 
units that are responsible for the corporate information architecture (e.g. Information 
Architecture Office), which are common units in modern organization structures. 
SOA leverage on corporate-level standardized data and information models [1][2] and 
these are the direct intersections between the jurisdiction of DAO and requirements of 
SOA projects.  

DAO process: Model Information Structure.  
DAO professional profile: Data Administrator.  

• IT Infrastructure Office (ITIO) 

The ITIO is responsible for the deployed IT infrastructure at the corporation. Most 
often, this unit also operates the running systems, including SOA-based information 
systems. ITIO has an important role in the deployment stages of the service-oriented 
development.  

ITIO processes: Deploy Service, Publish Service, Deploy Application. 
ITIO professional profile: SOA Infrastructure Specialist 

• Enterprise Architecture Office (EAO) 

Enterprise Architecture (EA) the is the process of translating business vision and 
strategy into effective enterprise change by creating, communicating and improving 
the key requirements, principles and operational models that describe the enterprise's 
current and future state, while enabling its evolution (Gartner definition). To date, 
many EA models exist. In the TOGAF framework, the EA encompasses business, 
information, application and technology architectures and highlights relationships and 
dependencies among them [13].  

EAO unit is responsible for the design, development, establishment, evolution and 
management of the EA. This role has a direct relationship with more specific IT  
architectures (such as SOA), which shall be kept in sync with business goals and re-
quirements. Therefore, the EA process oversees and constrains all other concrete ar-
chitectures, including those related to software solutions (i.e. SOA). SOA models are 
usually used to describe software architectures and, therefore, SOA has been posi-
tioned within the application architecture quadrant. However, it has direct implica-
tions and dependencies with all other architectures in the EA framework. 

Although there is not a process directly related to service-oriented development 
that is executed with direct participation of the EAO, enterprise architects oversee the 
development of specific business, data, information and technological architectures  
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related to service-oriented solutions, which should be supported and constrained by 
the enterprise architecture [14]. 

EAO professional profile: Enterprise Architect  

• Project Management Office (PMO) 

PMO is common structure in IT enterprises, as most of development activities are 
organized as projects. PMO is responsible for the project management methodologies 
and practices [15]. It also manages the project portfolio in the organization and often 
hosts the project managers’ pool. PMO oversees the project management processes, 
which is transversal to all other technical activities in the service-oriented develop-
ment methodology. These processes and outsourcing approaches for PMO are not 
discussed in this paper. 

PMO professional profile: Project Manager 

3.2 Dedicate Units 

Dedicate units are important structures in the methodology as they define the organi-
zation of a pool of human resources that are assigned through outsourcing contracts.  

In the proposed methodology, each functional unit can be outsourced to a different 
service provider. Nevertheless, a common option is to outsource both Service Factory 
and Software Factory units to the same service. This approach usually reduces the 
governance burden related to hand overs between different service providers. Each 
service provider should have a master contract with the client organization, which 
specifies general terms and conditions, service specification and SLAs according to 
the scope of the outsourced services. These contracts are supplemented by project-
specific subcontracts, which are specified in SDP artifacts called Order of Service, 
which establish actual project’s terms, including project scope, scheduling, estimates 
and measurements, and defines the work units required at each specific service-
oriented project. 

Most of the technical work performed by the dedicate units is organized with a  
factory service model [6][7][8]. The Factory units are conceived as an evolution to 
traditional software factory methods and techniques, using manufacturing techniques 
and principles to deliver service-oriented software development services.   

• SOA Governance Office (SGO) 

The SGO is responsible for providing governance, compliance and quality assurance 
to SOA projects and products. It oversees all SOA projects and performs reviews, 
inspections, and audits for the lifecycle processes and technical work products. To 
protect the integrity of the software, the governance methodology also prescribes 
configuration controls over software, data, and technical documentation [16].  

SOA governance processes should be established according to the organization ma-
turity and are executed transversally to the SOA development lifecycle (similar to 
project management processes). A detailed discussion about processes and the out-
sourcing models for SGO is out of the scope of this paper.  
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SGO professional profiles: SOA Governance Specialist, SOA Auditor, Quality As-
surance Specialist 

• Service Factory 

The Service Factory is a core functional unit in the methodology. It is responsible for 
performing all activities related to service-oriented analysis and design, and partici-
pates in most of the activities related to business modeling and deployment of services 
and solutions.  

Service Factory processes: Design Business Process, Model Information Structure, 
Analyze Service Inventory, Analyze Service, Design Service Contract, Design Service 
Logic, Design Composite Application, Deploy Service, Publish Service, Deploy Com-
posite Application 

Service Factory professional profiles: Business Process Analyst, SOA Analyst, SOA 
Architect, SOA Infrastructure Specialist 

• Software Factory 

The Software Factory [6][7][8] is a functional unit responsible for software imple-
mentation activities. There are several organizations that use the software factory 
development model and conventional outsourcing master contracts are generally 
suited for allocation of programmers and developers. Note, however, that implemen-
tation may be related to a specific SOA middleware and experience in developing for 
those platforms are required. In such cases special outsourcing contracts may apply.  

Software Factory processes: Implement Service, Implement Composite Application 
Software Factory professional profile: SOA Developer 

• Software Test Factory 

The Service Factory unit performs activities related to software testing. In outsourced 
development models, test and measurements of software products should be executed 
by different service providers that are not involved in building the software product 
[6]. Therefore, the service provider outsourcing the Software Test Factory is usually 
distinct from the providers for the Service and Software factories.  

Software Test Factory processes: Test Service, Test Composite Application  
Software Test Factory professional profile: SOA Tester 

4 Software Development Lifecycle 

This section presents the processes systematizing the technical work of the proposed 
methodology. For each process, we present, in Table 4, the process name, main input 
and output artifacts, a short process description and related professional profiles. The 
methodology lifecycle is shown in Fig.1. Although this is represented as a waterfall 
software development lifecycle, the same processes can be used in a iterative devel-
opment model. 
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Table 4. Processes Description 

Design Business Process 
Input Order of Service for Service Factory 
Output Business Process Design Specification  
Description Mapping and design of activities and information flow at business process-level. 

Processes must be modeled with sufficient details as to allow process automa- 
tion. Process design may leverage BPMS tools. 

Profiles Business Process Analyst 
Model Information Structure 
Input Order of Service for Service Factory  

Business Process Design Specification 
Output Information Model Specification  
Description Modeling of information structure, according to corporate standards and informa-

tion/data canonical models and vocabularies. 
Profiles Business Process Analyst, Data Administrator 
Analyze Service Inventory 
Input Business Process Design Specification 

Information Model Specification 
Service Catalog (corporate artifact) 

Output Service Candidate Document (partial) 
Description Services are identified through business process decomposition and collectively  

analyzed with service orientation paradigm. Current service inventory (repre- 
sented in the service catalog) is considered in the analysis. Service normalize- 
tion is usually performed. 

Profiles SOA Analyst, SOA Architect 
Analyze Service 
Input Business Process Design Specification 

Information Model Specification 
Service Candidate Document (partial) 

Output Service Candidate Document 
Service Profile (updated, one document for each service candidate) 

Description Services are individually analyzed with service orientation paradigm. This pro- 
cess includes information gathering steps and the service modeling sub-process  
that produces conceptual service definitions, called service candidates. 

Profiles SOA Analyst, SOA Architect 
Design Service Contract 
Input Business Process Design Specification 

Information Model Specification 
Service Candidate Document 
Service Profile 

Output Service Contract  
Service Profile (updated, one document for each service candidate) 

Description Formal design of the elements in the service contract (e.g. operations, messages, na-
mespaces, usage policies/SLA, etc.). Specialized processes exist for each service 
model (e.g. task, entity and utility services).  

Profiles SOA Architect 
Design Service Logic 
Input Service Contract 

Service Profile 
Output Service Architecture Document 

Service Test Plan  
Service Profile (updated, one document for each service candidate) 

Description Design of the service logic architecture. Includes the specification of pre-pro 
cessors, post-processors and wrapper service agents and design of the service  
composition logic. These may reside at SOA middleware ( i.e. service bus).  

Profiles SOA Architect 
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Table 4. (Continued) 

Design Composite Application 
Input Business Process Design Specification 

Service Catalog (corporate artifact) 
Service Contract 

Output Application Architecture Document 
Application Test Plan 
Order of Service for Software Factory 
Order of Service for Test Factory 

Description Design of application logic architecture. Includes the specification of presenta- 
tion layer and service composition (e.g. service orchestration) Components may  
reside at SOA middleware (i.e. orchestration engine, business rules engine, etc.). 

Profiles SOA Architect 
Implement Service 
Input Order of Service for Software Factory 

Service Contract 
Service Profile 
Service Architecture Document 

Output Service Profile (updated, one document for each service candidate) 
Service Source Code 

Description Implementation (coding) of service. May include development of components  
(service agents) that reside at SOA middleware (e.g. service bus). 

Profiles SOA Developer 
Test Service 
Input Order of Service for Software Test Factory 

Service Contract 
Service Source Code 
Service Test Plan 

Output Service Test Report 
Description Test of services. This is one type of unit test. 
Profiles SOA Tester 
Deploy Service / Publish Service 
Input Service Contract 

Service Profile 
Service Source Code 
Service Architecture Document 

Output Service Profile (updated, one document for each service candidate) 
Service Catalog (corporate artifact) (updated) 
Service Runtime Configuration 

Description Deployment of tested services into the runtime platform (SOA middleware) 
and publication of service contracts into the service catalog (and service 
registry). 

Profiles SOA Infrastructure Specialist, SOA Architect 
Implement Composite Application 
Input Business Process Design Specification 

Service Catalog (corporate artifact) 
Application Architecture Document 

Output Application Source Code 
Description Implementation (coding) of composite application. Includes implementation of 

presentation layer and service composition. 
Profiles SOA Developer 
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Table 4. (Continued) 

Test Composite Application / Homologate Application 
Input Order of Service for Software Test Factory 

Application Source Code 
Application Test Plan 

Output Application Test/Homologation Report 
Description Test and homologation of the application. 
Profiles SOA Tester, Business Process Analyst 
Deploy Composite Application 
Input Application Source Code 

Application Architecture Document 
Output Application Runtime Configuration 
Description Deployment of tested/homologated applications into the runtime platform (SOA 

middleware). 
Profiles SOA Infrastructure Specialist, SOA Architect 

5 Professional Profiles 

This section describes the professional profiles required to perform the technical work 
established in the methodology. These are shown in Table 5. 

Table 5. Professional Profiles Description 

Business Process Analyst 
Description Is responsible for business process management activities. This profile exists both 

at BPMO and Service Factory. Typical activities include: business process map-
ping, modeling and design, continuous process improvement and definition of 
metrics and service level for processes 

Skills Business Process Management (BPM) practices and technologies 
Experience with BPMS platform 
(may include experience with BPMS platform used in the corporation) 

SOA Analyst 
Description Specializes in carrying out the analysis and definition of service inventory blue-

prints and the modeling and definition of service candidates, service capability 
candidates and service composition candidates 

Skills Proficiency in the service-oriented analysis of conceptual services, service blue-
prints, service modeling techniques and business service definition 
Experience with BPMS platform (desired) 

SOA Architect 
Description Specializes in the design of service-oriented technology architectures, service-

oriented solutions, and related infrastructure. 
Skills Proficiency in mechanics of service-oriented computing through the mastery of 

patterns, principles, practices, and industry-standard technologies. 
SOA Infrastructure Specialist 
Description Is responsible for deploying and providing support throughout the software 

infrastructure of SOA (middleware SOA) and underlying resources. 
Skills Solid knowledge and experience in SOA software platform 

(may include expertise with SOA middleware used in the corporation) 
Proficiency in hardware and software infrastructure (desired) 
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Table 5. (Continued) 

SOA Developer 
Description Is responsible for developing code that encapsulates (Web) services and compo-

nents defined in service and composite application architectures. 
Skills Proficiency in the programming framework adopted for SOA implementation 
SOA Tester 
Description Is responsible for testing services and composite applications 
Skills Knowledge and experience in software testing methodologies 

SOA specialization desired 
Project Manager 
Description Performs project management activities, including management of scope,  

schedule, resources, risks, cost, communication, acquisitions and stakeholders.  
Skills Proficiency in project management practices and tools 
SOA Auditor 
Description Is responsible for ensuring that the SOA development process occurs according  

to corporate standards and methodologies defined in the Ministry. Verifies if 
procedures established for each phase of the process are being strictly followed 
and if artifacts are generated accordingly. Applies the SOA governance princi-
ples defined. 

Skills Solid knowledge and experience in service orientation 
Knowledge of SOA middleware platform  and SOA governance tools 
(may include experience with specific platforms used in the corporation) 

SOA Governance Specialist 
Description Is responsible for defining and maintaining the principles of service and 

composite application governance. Ensures compliance with the defined 
development process and the governance practices defined. 

Skills Proficiency in working with governance frameworks and processes in support of 
organizational and technological SOA governance requirements. 
Knowledge of SOA middleware platform  and SOA governance tools 
(may include experience with specific platforms used in the corporation) 

Quality Assurance Specialist 
Description Performs quality-related verification of software products. Define and evolve 

best practices for quality assurance. 
Skills Expertise with testing techniques and practices specific to shared services and 

service-oriented solutions.  
Proficiency with required quality assurance processes and assessment criteria. 

Data Administrator 
Description Supports the creation of logical data models, data dictionaries in logical and 

physical process models, as well as data structure and related database objects. 
Skills Solid knowledge and experience in data modeling 

Knowledge of existing data models and database 
Good knowledge of the organization's business 

Enterprise Architect 
Description Is responsible for defining and evolving the enterprise architecture, as well as 

assuring compliance to it. 
Skills Proficiency in EA practices and methodologies 

Good knowledge of the business and operation of the organization 
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6 Methodology Implementation and Discussions 

The proposed methodology was built from research and field experience related to 
SOA adoption initiatives in three large governmental organizations in Brazil (Minis-
try of Health, Ministry of Defense/Army, and Federal Sanitary Surveillance Agency) 
[9][10][11].  

The main challenge related to these initiatives was related with the lack of quali-
fied professionals available. As a result, existing human resources are becoming quite 
expensive and difficult to find. This is specially challenging in organizations with 
inflexible procurement and acquisition practices, which, in the studied case, results 
from the legal and regulatory framework for IT acquisition in Brazilian public sector. 

Outsourcing is the only available choice, as to meet business requirements related 
to immediate instantiation of SOA processes in organizations that has low maturity in 
service orientation practices. However, this strategy must be followed with expe-
rienced consulting services, assuring expert knowledge at the SOA adoption initiative, 
including the definition of service oriented development methodology, reference ar-
chitecture [14][17][18] and governance practices [16]. Methodologies and reference 
architectures should be clearly positioned as corporate design standards [19]. Formal 
definitions for these structuring elements in a SOA initiative and related compliance 
practices are key success factors for SOA adoption, especially in the case of out-
sourced working force [19]. 

In our methodology, these consultant experts are directly related to the SOA Go-
vernance Office unit, which has a distinct outsourcing model from the “factory” units. 
Our experience shows that when the SOA framework is defined and organization 
maturity is improved (at least to manageable SOA projects), SGO unit can be out-
sourced as a set of previously defined services. 

Another important aspect learned from filed experience relates to the separation of 
roles in Service Factory and Software Factory units. There is important governance 
burden associated with this configuration. Therefore, in non-mature organizations, it 
may be better to merge these functional units and outsourcing these with the same 
service provider. Note, however, that if there is clear governance in place, the Soft-
ware Factory and Software Test Factory units can be outsourced using existing con-
tracts, which are possibly based on traditional software factory outsourcing models. 

The outsourcing of the Service Factory and SOA Governance Office requires a clear 
definition of processes (work units), professional profiles and deliverables. These must 
be clearly specified in procurement documents (e.g. RFPs) and contracts. This  
methodology aims at providing a general definition for these, in relation to the Service 
Factory role. In a future paper we will present the outsourced SOA governance metho-
dology, which is used for defining a viable outsourcing model for SGO unit. 

7 Conclusions 

In this paper we present a service-oriented software development methodology used 
as a general model for outsourcing SOA technical working force. The methodology 
arises as a synthesis of best practices learned from research and field experience  
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establishing and experiencing development methodologies in three large organiza-
tions from the public sector in Brazil. Key findings are: 

• A new outsourcing model is used for most of the technical work required by SOA 
developments. This is mainly represented by a “Service Factory” model, de-
scribed in the paper. 

• Existing outsourcing contracts for software factories and software testing can be 
used. However, there is a governance burden that requires maturity in SOA prac-
tices. If the maturity is not present, the service factory should encompass also the 
software factory role. 

• Clearly defined processes (work units), professional profiles and deliverables, 
which must be present in procurement and contract documents, are essential for 
establishing the required governance of outsourced services. 

• Positioning the development and governance methodologies, as well as the refer-
ence architecture as corporate design standards and establishing practices for as-
suring compliance with them are also key success factors for SOA projects with 
outsourced working force. 
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Appendix A: Artifacts 

Artifact Type Input of (process) Output of (process) 
Enterprise Architecture CA All processes N/A 
SOA Reference Architecture CA All processes N/A 
Enterprise Business Models CA All processes N/A 
Canonical Information Model CA All processes N/A 
Service Catalog CA All processes (updated by) Publish Service 
Order of Service for Service Factory DPA All processes Project Planning 
Business Process Design Specification SA All subsequent processes Design Business Process 
Information Model Specification SA All subsequent processes Model Information Structure 
Service Candidate Document DPA Design Service Contract 

Design Service Logic 
Design Composite Application 

Analyze Service Inventory 

Service Profile SA All subsequent processes Analyze Service  
(updated by all subsequent processes) 

Service Contract SA All subsequent processes Design Service Contract 
 

Service Architecture Document SA Implement Service 
Test Service 
Deploy Service  

Design Service Logic 

Service Test Plan DPA Test Service Design Service Logic 
Application Architecture Document SA Implement Composite Application

Test Composite Application 
Deploy Composite Application 

Design Composite Application 

Application Test Plan DPA Test Application Design Composite Application 
Order of Service for Software 
Factory 

DPA Implement Service 
Test Service 
Implement Composite Application
Test Composite Application 

Design Composite Application 

Order of Service for SW Test  
Factory 

DPA Test Service 
Test Composite Application 

Design Composite Application 

Service Source Code SA Test Service 
Deploy Service 

Implement Service 

Service Test Report DPA N/A Test Service 
Service Runtime Configuration SA N/A Deploy Service 
Application Source Code SA Test Composite Application 

Deploy Composite Application 
Implement Composite Application 

Application Test Report DPA N/A Test Composite Application 
Application Runtime Configuration  SA N/A Deploy Composite Application 
SOA Governance artifacts SA 

DPA 
As per the SOA Governance 
Methodology 

As per the SOA Governance  
Methodology 

Project Management artifacts  PMA As per the Project Management 
approach 

As per the Project Management  
approach 
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Abstract. The use of metaheuristic search techniques for the automatic generation 
of test data has been a burgeoning interest for many researchers in recent years. 
Previous attempts to automate the test generation process have been limited, having 
been constrained by the size and complexity of software, and the basic fact that in 
general, test data generation is an undecidable problem. Metaheuristic search 
techniques offer much promise in regard to these problems. Metaheuristic search 
techniques are high-level frameworks, which utilize heuristics to seek solutions for 
combinatorial problems at a reasonable computational cost. In this paper, we 
present a new evolutionary approach for automated test data generation for 
structural testing. Our method presents several noteworthy features: It uses a newly 
defined program modeling allowing an easy program manipulation. Furthermore, 
instead of affecting a unique value for each input variable, we assign to each input 
an interval. This representation has the advantage of delimiting first the input value 
and to refine the interval progressively. In this manner, the search space is explored 
more efficiently. We use an original fitness function, which expresses truthfully the 
individual quality. Furthermore, we define a crossover operator allowing to 
effectively improving individuals.   

Keywords: Search-Based testing, Automated test data generation, Code 
Coverage Testing, Branch Coverage Testing, evolutionary testing.  

1 Introduction 

The need to automate software testing has provided rich set of challenging problems for 
the research community. One approach to software test automation that has achieved a 
great deal of recent attention is Search-Based Software Testing (SBST). SBST uses 
meta-heuristic algorithms to automate the generation of test inputs that meet test 
adequacy criterion. Despite the large body of work in SBST, the state of the art has 
changed little since the early seminal work on the Daimler Automated Software Testing 
System, which has been in use for more than a decade [7]. Though there have been many 
developments in SBST, these focus on changing the search algorithms and the way in 
which they are used, rather than the overall framework: program and problem modeling, 
program execution, and underlying fitness functions on which all metaheuristic search 
relies. This paper is focused on all these aspects. In particular, we use a form of partial 
backward symbolic execution to statically collect information available at compile time. 
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We do not perform a complete symbolic execution, as this would be computationally 
expensive. Rather, we compute smaller amounts of symbolic information. This is 
rendered possible by using weakest preconditions.  In this paper we combine backward 
symbolic execution and genetic algorithms to automatically generate test cases covering 
some adequacy criterion.  We investigate two coverage criteria: Code coverage and 
branch coverage. The first aims at covering a given location in the source code of a 
program without specifying a particular path, while the second focused on a specific 
branch of the program.  To explore more efficiently the large domains of input values, we 
use intervals instead of individual values. So, we use the same idea as in abstract 
interpretation [8], each input variable is assigned an interval. In this manner, an input 
variable is assigned an interval of values. If by using this interval we cannot achieve our 
purpose then   we narrow it gradually.   Using intervals is also advantageous for defining 
a powerful crossover operator. In fact, we have defined a recombination and mutation 
operators that guarantees that generated individuals are effectively better than their 
predecessors. The contributions of this paper are:  
 

1. The Program modeling approach is different from the usual one in SBST. In fact,  
Usually, programs are modeled by control graphs flow, (CFG), we have adopted 
another modeling allowing an easier program manipulation. 

2. Backward symbolic execution by weakest precondition allows to do not execute 
entirely the program but just the desired parts. Furthermore, contrary to true 
executions, symbolic one allow deducing some program’s execution properties, 
which leads to    

3. Assigning intervals to input variables instead of simple values is very valuable. It 
allows to explore more efficiently the search space, and to define efficient 
recombination and mutation operators.   

4. The fitness function we define is very truthful, while being simple to compute.  
 

The rest of the paper is organized as follow: Section 2 exposes some related work. 
Section 3 presents our modeling approach. In the section 4, we present our genetic 
algorithm for structural testing. Section 5 exposes some preliminary results, while 
section 6 concludes by highlighting contributions of our work and exposing some 
future directions.  

2 Related Work   

Recently, search– based approaches to test data generation have proved to be a 
popular application of Search–Based Software Engineering. Many test data 
generation scenarios can be attacked using a search–based approach, with examples in 
the literature including stress testing [6], finite state machine testing [10] and 
exception testing [27]. The present paper is concerned with the problem of generating 
test data for structural testing. Korel [16] was one of the first authors to apply search–
based techniques to the problem of test data generation. Korel used a variation of hill 
climbing called the alternating variable method. Like other authors, for Korel the goal 
was to cover some ‘difficult’ branch not yet covered by a more lightweight random 
search. Xanthakis et al. [31] were the first authors to apply evolutionary computation 
algorithms to test data generation problems. McMinn [20] provides a comprehensive 
survey of search–based test data generation. In the past decade many authors have 
also addressed the problem of automated search for branch adequate test sets [5, 14, 
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16, 17, 19, 25, 28, 29, 31, 32]. For example, Baresel et al. and Bottaci consider the 
problems of fitness function definition [4, 5]. Jones et al. [14], McGraw et al. [19], 
Pargas and Harrold [25] and Wegener et al. [29] introduce approaches to evolutionary 
search for branch adequate test data. Other authors address closely related structural 
test adequacy criteria. For example, Xiao et al. [32] compare Evolutionary Testing 
with simulated annealing for the problem of condition-decision coverage, an 
alternative structural test data generation goal which can be reformulated as a branch 
adequacy problem using a testability transformation [11]. Mansour and Salam [17] 
consider the problem of path coverage, comparing evolutionary testing, hill climbing 
and simulated annealing. Many other non–structural test data generation goals have  
been considered in the literature [6, 10, 27], and these have also been  formulated as 
search-based  problems. 

3 Program Modeling 

Usually, programs are represented by control flow graphs, we adopt another 
representation which facilitates program manipulations.  It separates a program into 
two models:  The first describes all operations affecting variables values, we call it: 
Variable table; the second is called Control table, it summarizes the control structure 
of the program in a compact way.   

3.1 Variable Table: VT 

It models variable’s declarations, assignments, and inputs. These instructions are 
numbered with integers representing locations.  

1.  Variable declarations: A declaration of the form:  type idf   is modeled by idf =   
     type_idf0,  meaning that idf   has the type type and  has not yet a known value.    
     Global variables declarations are all designed by location 0. Local declarations are  
     numbered by the location where they are performed. 
2.  Assignments: Are represented in the same way as in the source program. 
3. Simultaneous declarations and assignments: A statement of the form: type  
     idf=val  is modeled by idf=type_val. For example: float x=2.5  :  x=float_2.5 
4. Inputs: An input assigns some value to a variable. So, the input of a variable v is  
     modeled by v=$v, where $v is interpreted as an unknown constant. 
5. Predefined functions rand and malloc: A call having the form: v=rand(..) or  
    v=malloc(..)is modeled by v=£v where £v is an unknown constant. 

3.2 Control Table: CT 

It models conditional statements and loops. It describes the program structure. It 
contains constraints that make possible the execution of each statement of VT.  CT 
models conditional and loop statements. 

Conditional Statements: There are two sorts of conditional statements: alternative 
statement (with the else branch) and the simple conditional (without the else branch).  
An alternative statement is modeled by (C,CT,CF,End): 

- C: is the  condition of the statement. 
- CT: The location of the first instruction to perform if C is True.  
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- CF: The location of the first instruction to perform if C is False. 
- End:The location of the first instruction  after the conditional.     

CT[i] is the element number i of CT, Then[i]= [CT,CF[ and   Else[i]=[CF,End[ are 
its intervals. A simple conditional   statement is represented by (C,CT,End) with C,CT 
and End  having the same meaning as the alternative statement. CF is set to (-1). 
Loops: A loop statement is modeled in a similar way than conditional statements, 
by(C,CT,CF,End) where: CF is set to (-2).   We note C[i] the condition of CT[i].  

3.3 Modeling Example  

(The CFG is given just for illustration, the left arrow of each condition stands for the 
condition ‘True’ and the right for ‘False’. 

Source Code VT   CT 
1,2,3,4: int x,y,z,t;                            
5:x=1 ; 
6: scanf(“%d”,&y); 
7:scanf(“%d”,&z); 
   if (x>y+z) 
8:{ x=z; 
9:   t=y-1; 
      if(y>0) 
10:    {x=t ; 
11:     t=0 ; }  
        else  
12:   t=t+x ; 
      }  else 
13:  { x=y; 
14     t=z+x ; 
         if (t>y) 
    { While(x<t) 
15:  { x=x+2; 
16:    t=t-1; } 
      }  if (x==t)   
17:   { t=t+x; 
18 :    x=x+1 ; 
        }  else  
19:     t=x ; 
       } 
      if (t>0)  
      if (t>10) 
20: t=t-10;  
                                                                                                                                                                              

 
 
 
 
 

Loc Variable Expression 
1 X Int_x0 
2 Y Int_y0 
3 Z Int_z0 
4 T Int_t0 
5 X 1 
6 Y $y 
7 Z $z 
8 X Z 
9 T y-1 
10 X T 
11 T 0 
12 T T+x 
13 X Y 
14 T Z+x 
15 X X+2 
16 T t-1 
17 T T+x 
18 X X+1 
19 T X 
20 T t-10 

 C CT CF End 
1 x>y+z 8 13 20 
2 y>0 10 12 13 
3 t>y 15 -1 17 
4 X<t 15 -2 17 
5 X=t 17 19 20 
6 t>0 20 -1 21 
7 t>10 20 -1 21 

1..8 

C[1] 

8..9 13..14 

C[2] 

C[5] 
C[4] 

C[7] 

C[6] 

C[3] 

10..11 12 

15..16 
17..18 19 

End 

20 

 
Fig. 1. Program Example Prog with its modeling 
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3.4 Modeling of the Adequacy Criterion  

As we said before, we are investigating code coverage and branch coverage criterion.  
For the first criterion, we adopt a goal-oriented approach. So, having some location in 
the source code of the program, we aim to generate a test case that reaches this 
location, without defining a specific branch or path. Let L be the targeted location,  
let’s call TP  the “targeted path” leading to L. TP is a string constituted of characters 
‘1’,’0’, ‘x’ or ‘*’.  Let’s note the expression “must be equal” by “≡”. So: 
 
                                                         ‘1’   if   C[i] ≡ True   
                                        TP[i] =      ‘0’   if   C[i]≡False  
                                                          ‘x’  if both ‘1’ or ‘0’ are possible 
                                                          ‘*’  if the value of C[i] is not required 
 
If   CT[i]  represents an if-then-else statement  then if L∈Then(i) then C[i] ≡True  else 
if L∈Else(i) then C[i]≡False. A same reasoning is performed on the other CT subsets.   
Examples: In the program Prog:   L =12: TP=10;  L=14: TP=0*; L=20: TP= 0*0*x11 
 
For a branch coverage testing, the criterion is introduced as some branch represented 
by a targeted path composed of the characters: ‘0’, ‘1’, or ‘*’ :  since we are interested 
in a precise sequence of blocks.   
 
Examples: The branch represented in the CFG by dotted arrow  has a TP=0*0110 

4 A Genetic Algorithm for Test Data Generation 

Having a program represented by its variable table VT and its control table CT, and a 
code coverage criterion expressed by a targeted path TP, we try to find a set of input 
variables values that allow covering TP. Our technique is presented by the algorithm 
of the figure 2.  It starts with a population of individuals each one representing a 
possible initialization of input variables. Each input value is represented by an 
interval. This  allows us  to “correct” gradually  some undesirable behavior instead  of 
rejecting systematically each unwanted results. For each individual i, we compute its 
string path SPi recording the sequence of CT elements executed by the individual i. 
The fitness function computes the distance between TP and  SPi. The objective is 
reached if we find an individual i* such that the distance between SPi*   and TP is 
zero.  In the contrary case, the population must be improved. We define a 
combination operator and three mutation operators. 

4.1 Individuals String Path Computing   

To compute the execution path followed by some individual i, we must execute the 
program with the data of i.  We use the concept of weakest precondition to perform  
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“symbolic executions”. This allows computing just the considered guard in the 
desired point of the program instead of running all the statements of the program. 

4.1.1 Weakest Precondition 
For a statement S and a predicate C, let WP(S,C) denotes the weakest precondition of 
C with respect to (w.r.t.) the  statement S. WP(S,C) is defined as the weakest 
predicate whose truth before S entails the truth of C after S terminates.  Let v=exp be 
an assignment, where v is a variable and exp is an expression. Let C be a predicate, by 
definition WP(v=exp,C) is C with all occurrences of v replaced with exp, denoted 
C[exp/v]. For example: WP(v=v+2, v>8) = (v+2)>8 = (v>6).  In the subsequent, we 
denote WP(Si,C) the weakest precondition of the predicate C w.r.t.  The statement 
having the location Si in the Variable table. We use the concept of weakest 
precondition to evaluate CT element’s conditions which represent positions values of 
individual’s string path. Hence, since we use intervals to design different parts of CT 
elements: Then(I), Else(I) and Body(I). We call the two first intervals: simple 
intervals and the last one iterative interval.  So, in the subsequent, we extrapolate the 
definition of weakest precondition to be applied to simple locations intervals. 
Weakest precondition for iterative intervals will be exposed afterward. We define  the  
weakest  precondition of  a  predicate  C w.r.t. an interval  [Si,Sj[, denoted by 
WP([Si,Sj[,C), as the weakest predicate  whose truth before  Si entails the truth of C 
after Sj-1 terminates.  The idea is to compute successively the weakest preconditions 
of C with respect to each location within [Si,Sj[ starting by the end  until  we attain Si, 
or  we obtain a constant meaning that there are no variables occurring in C. For each 
location Sk∈[Si,Sj[, the result obtained from  computing WP(Sk,Ck) is given as 
predicate to compute its weakest precondition w.r.t. Sk-1 and so on. So: 

                                   C                                            If  no variable occurs in C  
  WP([Si,Sj[,C) =      WP(Si,C)                               If Sj=Si     
                                   WP([Si,Sj-1[,WP(Sj-1,C))   Otherwise 

Example: WP ([1,5[,x>y+z)=WP([1,4[,WP(4,x>y+z))=WP([1,3[,WP(3,x>y+$z)) 
                                         =WP([1,2[,WP(2,x>$y+$z))=WP([1,1[,1>$y+$z)=1>$y+$z  
Which means that the condition x>y+z is satisfied just before the location 4  if and 
only if  the input values of variables x and y  verify the constraint 1>$y+$z.  
We define also :  WP([Si,Sj[∪[Sk,Sl[,C)=WP([Si,Sj[,WP([Sk,Sl[,C)) 

4.1.2 Computing of CT Guards for an Individual  
First, let’s notice the two following points:   

1- The value of a CT guard is not at all times known. For example, for the 
individual i such that y=[-10,50] and z=[-200,100], the value of C[1]: x>y+z 
is not known.  
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2- It is not always required to know the truth values of all CT guards. This is due to 
the fact that CT elements are often opposite. So, for example, if an individual is 
such that C[1] is false, it is not necessary to evaluate C[2].  

Consequently, the string path of an individual contains the characters: ‘1’,’0’, ‘u’ or 
‘*’ meaning respectively: True, False, Unknown or not required. When we find  the  
first ‘u’, we stop the computing by completing all the remainder positions by ‘u’.    
Let i be an individual, and let ωi(C[k]) be the valuation of C[k] for the individual i. 
The string path of i noted by SPi is the string :  a1a2a3..an  computed by the following 
algorithm: 

 
 If  ( ωi(C[k])=True) Then ak=’1’   
 Else If  ( ωi(C[k]) =False) Then ak=’0’ 
          Else If (ωi(C[k]) is unknown Or  ωi(C[k-1])=’u’) Then ak=’u’ 
                   Else     ak=’*’ 

 
Let’s call  Pik  the prefix having the length k of the path  Pi, and let’s introduce the 
formulas computing the truth  value  of C[k] with respect to a path Pi. 

 
If  (CT[k].CF•  -2)  Then   If k=1 Then   ωi(C[k]) = WP([0,Begin(k)[)      
                                                       Else    ωi(C[k]) = WP(Pi(k-1),C[k])         
                                Else Let  CT[k]=(C,Sb,-2,se), and let ωi(C[k])j   be the value of   
                                               C[k] in the path P in the iteration j: 
                                        If ( j=1) Then  ωi(C[k])j = ωi(C[k])                                       

                                                Else   if  (j>1) and (ωi(C[k])j-1=True ) 
                                                         Then ωi(C[k])j =WP(Pi(k-1) ∪[Sb,Se[j-1 ,C[k])    

4.1.3 Evaluation of Program Expressions 
We use the same definitions for arithmetic operations as in interval abstract 
interpretation [8]. Logical operations are our own definitions since we use a three 
valuated logic. 

 
A. Arithmetic  Expressions Evaluation 
 
We perform expression evaluations in the following manner: 
 
1. Constant: Transform each constant c by the interval [c,c] 
2. Somme: [a,b]+[c,d]=[a+b,c+d] 
3. Opposite: -[a,b]=[-b,-a] 
4.Substraction: [a,b]-[c,d]=[a-b,d-c] 
5. Multiplication: [a,b]*[c,d]=[min(ac,ad,bc,bd), max(ac,ad,bc,bd)] 
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B. Logical Operations Evaluation 
 
Logical expressions are then evaluated in the following manner: 
 
If  (a=b=c=d) Then ( [a,b]=[c,d]) = True 
Else if ( [a,b]∩[c,d]=Ø ) Then ( [a,b]=[c,d]) =False 
      Else  ( [a,b]=[c,d]) = U) 
If  (b<c) Then ( [a,b]<[c,d]) = True 
Else if (d<a ) Then ( [a,b]<[c,d]) =False 
      Else  ( [a,b]<[c,d]) = U) 
If  (b<c) Then ( [a,b]>[c,d]) = False 
Else if (a>d ) Then ( [a,b]>[c,d]) =True 
      Else  ( [a,b]>[c,d]) = U) 
 
Intervals union, intersection, inclusion and appurtenance are defined as ordinary 
intervals operations.  

4.1.4 Individual String Path Computing Example 
Let’s consider the program Prog, each individual is composed of two intervals having 
the type integer representing the variables  y  and  z. A possible individual i is [-10,-5[ 
; [-200,0[, let’s compute its string path SPi to the location 6, let’s note SPi =a1a2 . So, 
let’s compute ωi(C[1]) and  ωi(C[2]). We use the formulas defined in 4.1.2. 
ωi(C[1])=WP([0,4[,x>y+z)=1>$y+$z=True=>a1=1 (since $y+$z=[-210,-5]) 
ωi(C[2])=WP(([0,4[∪[4,6[),y>0)=$y>0=False=>a2=0. Consequently, SPi =10 

4.2 Initial Population  

To guarantee some desirable properties, initial population is generated in such a way 
that ensures the following points:  

1- Diversity 
2- Acceptable quality   

Each created individual is first evaluated to verify the two precedent properties. To 
force diversity, we privilege individuals having different values in TP positions 
represented by ‘x’ since they are those positions which can provide different access 
paths.  An individual has an acceptable quality if its string path has at least one correct 
position.  It is also advantageous to use large size intervals in the initialization stage, 
and to narrow them progressively. Thus, let |Pop| be the number of initial population 
individuals. So, as in [21], in the initialization phase, we generate |Pop|+K (K>0) 
individuals but we preserve only the |Pop| “best” ones. 

4.3 Fitness Function 

For an individual i, the fitness function, Fitness(i) measures the distance between TP 
and SPi. The computing of the fitness is performed in the following manner: Let Fit 
be a string such that:  
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If (TP[k]=’x’) OR (TP[k]=SPi[k])  then Fit[k]=0  else Fit[k]=1. 

Fitness(i) is the decimal number obtained by converting the binary number 
represented by Fit. Example:  Let TP=10xx1; and let i an individual such that: Chain 
i=1101U ;  Fit=01001 ;  Fitness(I )= 9.   We remark that the Fitness function 
represents truthfully the distance between the desired behavior and the behavior of the 
considered individual. In fact, if we consider for example two individuals i1 and i2 
such that Fit1=1000 and Fit2=0001 despite the fact that these two individuals have 
both one faulty position which does not match with TP, their Fitness must be different 
because the first individual has failed in the first guard so it has taken a path 
completely different from TP and it represents an execution that is completely 
deviating. While i2 has matched with TP until the last position so it is closer to TP. 
So, i2 is better than i1, which is effectively expressed by our fitness function since:  
Fitness(i1)=8 and Fitness(i2)=1. The goal is to find an individual i* such that 
Fitness(i*)=0.   

4.4 Population Improvement  

To ameliorate the population, we adopt a guided approach which increases the 
probability of obtained individuals to be effectively better than their parents. 
However, since recombination and mutation may be performed many times in a 
genetic algorithm, thus, they must be as simple as possible.  So, we perform a gradual 
amelioration. It consists to ‘correct’ the first faulty position of each individual of P:  
We call faulty position a position whose value in the string path and in TP are 
different, and its value in TP is either ‘0’ or ‘1’.  A faulty position could be an 
unknown position or an erroneous one. We categorize individuals considering their 
fitness (fit or unfit) and their faulty positions values (wrong or unknown).  Let’s call 
FU, FE, UU, UE respectively the individual’s categories: Fit with Unknown positions, 
Fit with Erroneous positions, Unfit with Unknown positions and finally, Unfit with 
Erroneous positions.  We notice that by ‘fit’ we mean having an acceptable quality. 

4.4.1 Recombination 
Recombination operator is applied on the class FU to correct progressively 
individual’s faulty positions. Let i1 and i2 be two individuals such that i1 has the 
position p as first unknown position and p is not a faulty position for i2. The idea is to 
use the data of the individual i2 to correct the unknown position p of i1. However, 
since in a program variables are strongly correlated to each other, modifying some 
data of an individual to correct some guard could in the same time alter negatively 
other guards. To avoid this situation, we modify data corresponding to some faulty 
position in a “conservative” way. So we perform an intersection between the data, 
occurring in the position p, of i2 and those of i1. Consequently, all the guards which 
had a known value conserve their value, those which had unknown values could have 
a known ones. Hence, the recombination operator is defined as follow:  Let the 
individuals : i1,i2 and i3.such that p is a faulty position of i1, and let  x1i,x2i,x3i the 
values intervals of the input variable xi respectively for i1,i2 and i3. 



 Automatic Test Data Generation Using a Genetic Algorithm 583 

Input:  i1,i2: individuals;  p: integer representing a position. 
Output: i3,i2:  created individuals. 
for all input variable xi : 
If (xi ∈C[p]) 
Then   x3i = x1i ∩x2i       
Else   x3i=x1i 
End.  

Example: Let TP= 1x1101; let i1 an individual such that SPi1 = 011001, so the faulty 
positions of i1 are: 1 and 4. The recombination point will be the position   1.  Let i2 be 
an individual such that SPi2= 101000, so, 1 is not a faulty position of i2. So, we use i2 
to correct i1. Input variables occurring in C[1] are y and z, so :  Recombination 
(i1,i2,1)=(i3,i2) such that  :  y3=y1∩y2 and z3=z1∩z2, where yi and zi are the 
intervals  of variables y and z  of the individual i. 
I1=([-10,50],[15,100]); i2=([0,5],[80,200]);i3=([0,5],[80,100]) 

4.4.2 Mutation Operators 
We define three mutation operators: Weak mutation, Strong mutation and Narrowing. 
Weak mutation makes a little perturbation on individuals of the class FE. It consists to 
modify the interval of a unique variable. The candidate variable to change must appear 
in the faulty position. To improve the category UE, we use Strong mutation. It consists 
to change randomly all variables values. The narrowing operator consists to reduce, in 
various ways, the input values intervals. It is used to eliminate faulty positions in 
individuals of category UU, since unknown values are due to intervals large sizes. 

5 Experiments 

We perform several experimentations to evaluate our approach. Genetic algorithm 
parameters like the maximal number of iterations, population size, and the proportion 
of “fit’ individuals, are adjusted during experimentation.  We report here the results 
obtained for 7 programs. We report the iterations number, the population size and if 
the tool finds a case test or not.  Through several experiments, we have remarked that 
the quality of initial population is decisive for the tool performances. It is suitable to 
begin with large individual intervals and to narrow them progressively. 
 

Program Predicate 
Number 

Population 
Size    

Iterations 
Number 

Covered 

P1 6 50 3 Y 
P2 9 50 3 Y 
P3 12 100 4 Y 
P4 15 100 4 Y 
P5 20 100 200 Y 
P6 23 100 200 N 
P7 25 150 200 N 
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6 Conclusion and Future Work 

We have presented an original approach of Search-Based program testing. The results 
obtained are encouraging.  Our work presents several contributions:  

1. Our program modeling approach is very powerful; it is as simple as advantageous. 
In fact, it permits to manipulate a program very easily.  We can characterize, by a 
set of conditions,    each region of the program independently of the rest of the 
program and without being forced to cross the program entirely from the 
beginning.     

2. Backward symbolic execution process is novel. It presents  the advantage of    
     computing only on the considered guards in the   needed  path, and not over the   
     entire program.  
3. The fitness function  is novel  and it quantifies truthfully the distance between a     
     path and some required criterion. 
 
Several future directions are possible to our work. The most direct one is to 
investigate, with the same modeling, other  metaheuristics, like scatter search.   
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Abstract. The merchant ship  collided with a Malaysian oil tanker on May 25, 
2010, and spilled 2,500 tons of crude oil into the Singapore Straits. The main 
objective of this work is to design  automatic detection procedures for oil spill  
in synthetic  aperture radar (SAR) satellite data. In doing so the genetic 
algorithm tool was designed to investigate the occurrence of oil spill in 
Malaysian coastal waters using ENVISAT ASAR satellite data. The study 
shows that crossover process, and the fitness function generated accurate 
pattern of oil slick in SAR data. This shown by 85% for oil spill, 5% look–alike 
and 10% for sea roughness using the receiver –operational characteristics 
(ROC) curve. It can therefore be concluded crossover process, and the fitness 
function have the main role in genetic algorithm achievement for oil spill 
automatic detection in ENVISAT ASAR data. 

Keywords: Oil Spill, ENVISAT ASAR data, Crossover Process, Fitness 
Function Genetic algorithm. 

1 Introduction 

Deepwater Horizon oil spill in 2010 is the most serious marine pollution disaster has 
occurred in  the history of the petroleum industry. This disaster has dominated by 
three months of oil flows in coastal waters of the Gulf of Mexico.  In this regard, the 
Deepwater Hoizon oil spill has serious effects on feeble maritime, wildlife habitats,  
Gulf's fishing, coastal ecologies and tourism industries. As a result, human health 
problems are caused because of the spill and its cleanup [25]. Consistent with 
Marghany and Hashim [7], Synthetic aperture radar (SAR) is a precious foundation of 
oil spill detection, surveying and monitoring that improves oil spill detection by 
various approaches. The different SAR tools to detect and observe oil spills are 
vessels, airplanes, and satellites [5]. Vessels can detect oil spills at sea, covering 
restricted areas, say for example, (2500 m x 2500 m), when they are equipped with 
the navigation radars [20]. On the other hand, airplanes and satellites are the main 
tools that are used to record sea-based oil pollution [22] [7].    

Scientists which have agreed with that oil spill detection with SAR data is based 
on: (i)  all dark patches present in the SAR images are isolated [3][16]; (ii) features 
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for each dark patch are then extracted [1][12]; (iii)  these dark patches  are tested 
against predefined values [22]; and (v) the probability for every dark patch is 
calculated to determine whether it is an oil spill or a look-alike phenomenon 
[1][14][20][22][25]. Therefore,  Topouzelis  et al., [21] and Topouzelis  [22] reported 
that most studies use the low resolution SAR data such as quick-looks, with the 
nominal spatial resolution of 100 m x 100 m, to detect oil spills. In this regard, quick 
looks' data are sufficient for monitoring large scale area of 300 km x 300 km. On the 
contrary, they cannot efficiently detect small and fresh spills [22].  

Further, SAR data have distinctive features as equated to optical satellite sensors 
which makes SAR extremely valuable for spill watching and detection [5] [7] [9] 
[13]. These features are involved with several parameters: operating frequency, band 
resolution, incidence angle and polarization [10] [12]. Marghany and Hashim [7] 
develop comparative automatic detection procedures for oil spill pixels in Multimode 
(Standard beam S2, Wide beam W1 and fine beam F1) RADARSAT-1 SAR satellite 
data post the supervised classification (Mahalanobis), and neural network (NN) for oil 
spill detection. They found that NN shows a higher performance in automatic 
detection of oil spill in RADARSAT-1 SAR data as compared to the Mahalanobis 
classification with a standard deviation of 0.12. In addition, they W1 beam mode is 
appropriate for oil spill and look-alikes discrimination and detection [10] [11] [12].  
Recently, Skrunes et al., [9], nevertheless, reported that there are several 
disadvantages are associated with Current SAR based oil spill detection and 
monitoring. They stated that, SAR sensors are not able to detect thickness 
distribution, volume, the oil-water emulsion ratio and chemical properties of the SAR 
data. In this regard, they recommended to utilize multi-polarization acquisition data 
such as RADARSAT-2 and TerraSAR-X satellites. They concluded that the multi-
polarization data show a prospective for prejudice between mineral oil slicks and 
biogenic slicks. 

This work has hypothesized that the dark spot areas (oil slick or look-alike pixels) 
and its surrounding backscattered environmental signal complex looks in the ENVISAT 
ASAR data can detect using Cellular Genetic Algorithm.  The contribution of this work 
concerns with designing Cellular Genetic Algorithm based on multi-objective 
optimization. However, previous work has implemented post classification techniques 
[4][9][16][18] or artificial neural network [19],[21],[24] which are considered as semi-
automatic techniques. The objective of this work can divide into two sub-objectives: (i) 
To examine CGA [27] for oil spill automatic detection in ENVISAT ASAR data; and 
(ii) To design the multi-objective optimization algorithm for oil spill automatic 
detection in ENVISAT ASAR  that are based on algorithm's accuracy.  

2 Data Acquisition 

The SAR data acquired in this study are from ENVISAT ASAR data on June 3, 2010, 
in single look complex format.  On May 25, 2010 a merchant ship (Fig.1) collided 
with a Malaysian oil tanker on Tuesday morning, puncturing the tanker’s hull and 
spilling 2,500 tons of crude oil into the Singapore Strait (Fig.2), maritime officials 
reported. The damage appeared to be limited to one compartment in the double-hulled 
tanker, the Bunga Kelana 3, with the spill amounting to about 18,000 barrels. 
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Fig. 1. The merchant ship collided with a Malaysian oil tanker 

 
Fig. 2. Location of oil spill event 

These data are C-band and had the lower signal-to-noise ratio owing to their HH 
polarization with a wavelength range of 3.7 to 7.5 cm and a frequency of 5.331  GHz. 
ASAR can achieve a spatial resolution generally around 30 m. The ASAR is intended 
for applications which require the spatial resolution of spatial resolution of 150 m. 
This means that it is not effective at imaging areas in depth, unlike stripmap SAR. 
The azimuth resolution is 4 m, and  range resolution is 8 m (Table 1). 



590 M. Marghany 

 

Table 1. ENVISAT ASAR Satellite Data Acquisitions 

Mode Type
 
 

Resolution (m) Incident   
Angle(o) 

 Swath 
width 
(km) 

Date 

Range         Azimuth 

ASAR        4      8 19.2° - 26.7°  58-110 2010/6/3 

3 Genetic Algorithm   

On the word of Kahlouche et al., [27], Genetic algorithms (GA) differ from 
classification algorithm. In classification algorithm, a single point at every iteration is 
generated. Moreover, classification algorithms correspondingly choose the next point 
in the classification by a deterministic computation. In contrast, the genetic algorithm 
(GA) generates a population of cells at every iteration, where the superlative cell in 
the population approaches an optimal solution. Moreover, GA, implements 
probabilistic transition rules not deterministic rules as compared to classification 
algorithms [22] [28]. Consequently, Cellular Automata (CA) are mathematical 
algorithms that involve a large number of relatively simple individual units, or “cells," 
which is connected only locally, without the existence of a central control in the 
system. Each cell is a simple finite automaton that repeatedly updates its own state, 
where the new cell state depends on the cell’s current state and those of its immediate 
(local) neighbors. The limited functionality of each cell, and the interactions, 
however, being restricted to local neighbors. Thus the system as a whole is capable of 
producing intricate patterns, and  performing complicated computations [29]. 

A constrained multi-objective problem for oil spill discrimination in SAR data 
deals with more than one objective and constraint namely look-alikes, for instance, 
currents, eddies, upwelling or downwelling zones, fronts and rain cells). The general 
form of the problem is adapted from Sivanandam and Deepa [29] and described as  
 

Minimize 1 2( ) [ ( ), ( ), ..., ( )]T
kf f f fβ β β β=                                  (1) 

 Subject to the constraints: 

 ( ) 0ig β ≤ ,  1, 2,3,..i I=                                                              (2)          

 ( ) 0jh β ≤ ,  1, 2,3,...j J=                                                 (3)          

s Uβ β β≤ ≤                                                                      (4) 

 

where, ( )if β  is the i-th pixel backscatters β  in SAR data, ( )ig β  and ( )jh β  

represents the i-th and j-th constraints of backscatter in raw direction and column 

direction, respectively. Lβ  and Uβ  are the lower and upper limit of values of the 

backscatter.The transition rules for the cellular automata oil spill detection is designed 
using the input of different backscatter values β  to identify the slick conditions 
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required in the neighbourhood pixels of keneral window size of 7x7 pixels and lines  
for a β  pixel to become oil slick. These rules can be summarized as follows:  

1. IF test pixel is sea surface,  OR  current boundary features  THEN 
0β ≥  not oil spill.  

2. IF test pixel is dark patches (low wind zone, OR biogenic slicks OR 
shear zones ) 0β ≤ THEN It becomes oil slick if its :  

3.1 Data Organization 

Let the entire backscatter of dark patches in ENVISAT ASAR are   

1 2 3[ , , ,......., ]Kβ β β β  where K is the total number backscatter of dark patches in 

the ENVISAT ASAR data. Therefore, K is made up from genes which is representing 
the backscatter β  of dark patches and its surrounding environment and genetic 

algorithms is started with the population initializing step. 

3.2 Population Initializing 

Let j
iP is a gene which corresponds to backscatter of dark pixels and its surrounding 

pixels. Consequently, j
iP is randomly selected and representing both of backscatter 

variations of dark patches and its surrounding environmental pixels. Moreover, i 
varies from 1 to K  and j varies from 1 to N where N is the population size. 

3.3 The Fitness Function 

Following Kahlouche et al., [27], a fitness function is selected to determine the 
similarity of each individual backscatter of dark patches in ENVISAT ASAR data. 

Then the backscatter of dark patches in ENVISAT data be symbolized by iβ  where 

i=1,2,3, …, K and the initial population j
iP where j =1,2,3, …, N and i =1,2,3…, K. 

Formally, the fitness value ( )jf P of each individual of the population is computed 

as follows [27]: 

1

1

( ) [ ]
K

j j
i i

i

f P P β −

=

= −          j=1, …,N.                           (5)

where,  N and K are the number of individuals of the population used in fitness 
process. Generally, Equation 5 used to determine the level of similarities of dark 
patches that are belong to oil spill in ENVISAT ASAR data. 
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3.4 Selection Step 

The key parameter in the selection step  of genetic algorithm which is chosen the 

fittest individuals ( )jf P  from the population j
iP . The threshold value τ is 

determined by the maximum values of fitness of the population ( )jMax f P and the 

minimum values of fitness of the population of ( )jMin f P  Indeed, in the next 

generations, this step serves the populations P .  Therefore, the values of the fittest 
individuals dark patches in ENVISAT ASAR data are greater identifies threshold τ  
which is given by 
 

0.5 [  ( )  ( )]j jMax f P Min f Pτ = +                                     (6)

 
Equation 6 used as selection step to determine the maximum and minimum values of 
fitness of the population, respectively. This is considered as a dark patches' population 
generation step in GA algorithms.  

3.5 The Reproduction Step 

According to Sivanandam and Deepa [29], Genetic algorithm is mainly a function of 
the reproducing step which involves the crossover and mutation processes on the 

backscatter population j
iP  in SAR data. In this regard, the crossover operator 

constructs the j
iP  to converge around solutions with high fitness. Thus, the closer the 

crossover probability is to 1 and the faster is the convergence [27]. In crossover step 
the chromosomes interchange genes. A local fitness value effects each gene as  

( )j j
i i if P Pβ= −                                                   (7)

Then the crossfire between two individuals consists to keep all individual populations 
of the first parent which have a local fitness greater than the average local fitness 

( )j
avf P   and substitutes the remained genes by the corresponding ones from the 

second parent. Hence, the average local fitness is defined by:   

1

1
( ) ( )

K
j j

av i
i

f P f P
K =

=                                           (8)

Therefore, the mutation operator denotes the phenomena of extraordinary chance in 
the evolution process. Truly, some useful genetic information regarding the selected  
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population could be lost during reproducing step. As a result, mutation operator 
introduces a new genetic information to the gene pool [27].  

3.5.1 Morphological Operations 
Morphological operation on the selected individuals is performed prior to the cross-
over and the mutation process. This is to exploit connectivity property of the 
ENVISAT ASAR data [28]. The morphological operators are implemented through 
reproduction step: (i) closing followed by (ii) opening. In this regard, the accuracy of  
dark patch segmentations are function of  the size and the shape of the structuring 
element. Therefore, kerneal window size of  a square of structuring of 7 x 7 is chosen 
to preserve the fine details of  oil spill  in ENVISAT ASAR data [29].  

4 Results and Discussion  

Fig.3 shows the ENVISAT ASAR was acquired on June 3rd 2010 after the Merchant 
ship  collided with a Malaysian oil tanker near the Singapore and Malaysian coastal 
waters. Clearly, there are various of dark patches which are scattered over a large area 
of coastal waters. The lowest backscatter of -40 dB , -45dB, -50dB are noticed in 
areas A, B and C, respectively. The highest backscatter of  -10 dB is represented ships 
in area D (Fig.4).  In fact, oil spills change the roughness of the ocean surface to 
smoothness surface which appear as dark pixels as compared to the surrounding 
ocean [1-22]. Therefore, the speckle caused difficulties in dark patch identifications in 
SAR data [14][16]. 

 

 

Fig. 3. ENVISAT ASAR data was acquired on June 3rd 2010 
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Fig. 4. Backscatter variations in ENVISAT ASAR data 

However, the result of backscatter values is different as compared to previous 
studies of Marghany et al., [10] [11] and Marghany and Hashim [12]. This is because 
of previous studies used different radar sensor of the RADARSAT-1 SAR and these 
studies have done under different weather and ocean conditions compared to recent 
work. Fig.5 shows the crossover process with 10 individuals. In this 10 individuals, 
the positive dark patches are represented oil spill pixels while negative dark patches 
represent the surrounding pixels.  Accordingly, every cellular is compared with  the 
corresponding cell in the others to determine either to be positive or negative.  
 

(a)                                              (b) 

                                      

                                          (c )                                              (d) 

                                     

Fig. 5. Crossover procedures (a) original data, (b) first individual, (c) resulting from an 
individual prior cancellation, and (d) after cancellation   
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In these procedures, cell has a positive value and must be strengthened when cell in 
the intermediate prototype has a value larger than zero and greater than threshold 's 
value. In this regard, these cells are represented an oil spill event in ENVISAT ASAR 
data. On the contrary, the cell represents look-alikes when it has a negative value. As 
a result, the cell in the intermediate prototype is less than zero and threshold 's value. 
In this regard, this cell must be diminished. The variation cell value (positive or 
negative) is a function of  dissimilarity of  the comparable cells. This study confirms 
and extends the capabilities of GA introduced by Kahlouche et al., [27].  

Clearly the genetic algorithm is able to isolate oil spill dark pixels from the 
surrounding environment.  In other words, look-alike, low wind zone, sea surface 
roughness, and land are marked by white colour while oil spill pixels are marked all 
black (Fig.6).  Further, Fig. 6 shows the results of the GA, where 100% of the oil 
spills in the test set were correctly classified. his study is not similar to previous work 
done by Marghany and Hashim [12]. The dissimilarity is because this work provides 
the automatic classifier based on GA but Marghany and Hashim work is considered as 
a semi-automatic tool for oil spill detection.   

 

 

Fig. 6. Oil spill automatic detection by Genetic Algorithm (GA)  

The receiver–operator characteristics (ROC) curve in Fig. 7 indicates a significant 
difference in the discriminated between oil spill, look-alikes and sea surface 
roughness pixels. In terms of ROC area, the oil spill has an area difference of 85% 
and  5%  for look –alike and 10% for sea roughness and a ρ value less than 0.0005 
which confirms the study of Marghany et al., [10] [11]. This suggests that genetic 
algorithm is an excellent classifier to discriminate region of oil slicks from 
surrounding water features. 
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It is found that ENVISAT ASAR with HV polarization allowed better 
discrimination of oil slick from surrounding sea features. In fact, ENVISAT ASAR 
has a steeper incident angle 20° with swath cover of 400 km and geometric resolution 
of  150 m.  In general, genetic algorithm contains the crossover procedure. In this 
regard, a new population is generated in each crossover process. As a result, 
individual populations are examined by the fitness function and added to the 
population. Thus, new populations are continuously generated based on the 
dissimilarities between the two successive fitness values. In addition, the crossover 
procedure produced a more refined oil spill pattern by despeckle  and maintenance the 
morphology of oil spill pattern features. This is because of the fitness function is used 
to sustenance the oil spill pixel classification. Indeed, fitness function selected oil 
spills morphological pattern which is close to the requested spill prototype. 
 

 

Fig. 7. ROC for Oil Spill Discrimination from Look-alikes and Sea Surface Roughness 

In contrast to previous studies of  Fiscella et al., [4] and Marghany and Mazlan 
[13], the Mahalanobis classifier provides a classification pattern of oil spill  where  
the slight oil spill can distinguish from medium and heavy oil spill pixels. 
Nevertheless, this study is consistent  with Topouzelis et al., [20-22]. In consequence, 
the genetic algorithm  extracted oil spill pixels automatically from surrounding pixels 
without using different segmentation algorithm as  stated at  Solberg et al., [19]; 
Samad and Mansor [18];Marghany and Mazlan [12]. 

5 Conclusions 

This study has demonstrated a design tool for oil spill detection in ENVISAT ASAR  
data using genetic algorithms. The genetic algorithm, is an essential function of the 
reproducing step which involves the crossover and mutation processes on the 
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ENVISAT ASAR  selected backscatter populations. The study shows that the genetic 
algorithm provides accurate information about oil spill occurrences in ENVISAT. 
With ROC area, it could be inferred that oil spill, look-alikes and sea surface 
roughness were perfectly discriminated, as provided by the area difference of 85% for 
oil spill, 5% look–alikes and 10% for sea roughness. In conclusion, crossover process 
and the fitness function play as essential role in genetic algorithm to provide an 
excellent pattern classification of oil spills with despeckle reduction and 
morphological feature preservations. It can be said that a genetic algorithm can be 
suggested as an excellent algorithm for oil spill detection in such SAR data of 
ENVISAT ASAR. 
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Abstract. The paper is focused on  three-dimensional (3-D) coastline 
deformation from interferometry synthetic aperture radar (InSAR).  In doing so, 
conventional InSAR procedures are implemented to three repeat passes of 
ENVISAT ASAR   data.  Further, three-dimensional sorting reliabilities 
algorithm (3D-SRA) is implemented with phase unwrapping technique. 
Consequently, the 3D-SRA is used to eliminate the phase decorrelation impact 
from the interferograms. The study shows the performance of InSAR method 
using the 3D-SRA is better than InSAR procedure which is validated by a lower 
range of error (0.06±0.32 m) with 90% confidence intervals.  In conclusion, 
integration of the 3D-SRA with phase unwrapping produce accurate 3-D 
coastline deformation.  

Keywords: InSAR, fringe, interferogram, three-dimensional sorting reliabilities 
algorithm (3D-SRA), Digital Elevation Model (DEM), coastline deformation, 
ENVISAT ASAR.   

1 Introduction 

In the last two decades, scientists have developed a powerful technique to measure the 
millimeter-scale  of  the Earth ‘s surface deformation by comparing complex  
synthetic aperture radar (SAR) data that were acquired a few days or a few years 
apart.  This technique is known as  interferometric synthetic aperture radar (InSAR).  
Accurate Earth ‘s surface deformation or digital elevation maps can be produced by 
implementing the single look complex synthetic aperture radar (SAR) images that are 
received by  two or more separate antennas. The phase image is produced by 
multiplying the complex SAR image by the coregistered complex conjugate pixels of 
the other SAR data. Incidentally, the phase difference of the two SAR data is 
processed to acquire height and or deformation of the Earth’s surface. Therefore, 
scientists have agreed that the accurate results of InSAR  are required standard criteria 
for data acquisitions. According to Hanssen [3], short temporal baseline, appropriate 
spatial baseline, good weather conditions and ascending and descending SAR data are 
regular criteria to reduce decorrelation and noise and produce a reliable DEM.  
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Nonetheless, alternative SAR datasets must obtain at high latitudes or in zones of  
rundown coverage [6] [13].  The baseline decorrelation and temporal decorrelation, 
nevertheless, make InSAR measurements unrealistic [8] [9] [10] [11]. Incidentally, 
Gens [12]  stated the length of the baseline designates the sensitivity to height 
changes and sum of baseline decorrelation.  Additional, Gens [12] reported  the time 
difference for two data acquisitions is a second source of decoration. Indeed, the time 
differences while compare data sets with a similar baseline length acquired one and 
35 days apart suggests only the temporal component of  the decorrelation. Therefore, 
the loss of coherence in the same repeat cycle in data acquisition is most likely 
because of baseline decorrelation. According to Roa et al. [7], uncertainties could 
arise in DEM because of limitation InSAR repeat passes. In addition, the interaction 
of the radar signal with troposphere can also induce decorrelation. This is explained in 
several studies [3] [8] [15]. 

Commonly, the propagation of the waves through the atmosphere can be a source 
of error exist in most interferogram productions. When the SAR signal  propagated 
through a vacuum it should theoretically be subjected  to some decent accuracy of 
timing and cause  phase delay [3] [21].  A constant phase difference between the two 
images caused by the horizontally homogeneous atmosphere was over the length scale 
of an interferogram and vertically over that of the topography. The atmosphere, 
however, is laterally heterogeneous on length scales both larger and smaller than 
typical deformation signals [9] [23].  In other cases the atmospheric phase delay, 
however, is caused by vertical inhomogeneity at low altitudes and this may result in 
fringes appearing to correspond with the topography [24].  Under this circumstance, 
this spurious signal can appear entirely isolated from the surface features of the 
image,  since the phase difference is measured  other points in the interferogram, 
would not contribute to the signal [3][17].  This can reduce seriously  the low signal-
to-noise ratio (SNR) which restricted to perform phase unwrapping. Accordingly, the 
phases of weak signals are not reliable. According to Yang et al., [11], the correlation 
map can be used to measure the intensity of the noise in some sense. It may be 
overrated because of  an inadequate number of samples allied with a small window 
[9]. Weights are initiated to the correlation coefficients according to the amplitudes of 
the complex signals to estimate accurate reliability [11][18]. 

In this paper, we address the question of utilization three-dimensional phase 
unwrapping algorithm to estimate rate changes of shoreline deformation. In fact, there 
are several factors could impact the accuracy of DEMs was derived from phase 
unwrapping [21]. These factors are involved radar shadow, layover, multi-path effects 
and image misregistration, and finally the signal-to –noise ratio (SNR) [11]. This 
demonstrated with ENVISAT ASAR  data.  The main contribution of this study is to 
implement three three-dimensional phase unwrapping algorithm with InSAR 
technique. Three hypotheses examined are: (i) three three-dimensional phase 
unwrapping algorithm can be used as filtering technique to reduce noise in phase 
unwrapping; (ii) 3-D shoreline reconstruction can be produced using satisfactory 
phase unwrapping by involving the three three-dimensional phase unwrapping 
algorithm; and (iii) high accuracy of deformation rate can be estimated by using the 
new technique.       
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2 InSAR Data Processing  

Two methods are involved to perform InSAR from ENVISAT SAR SAR data (i) 
conventional InSAR procedures; and (ii) three-dimensional phase unwrapping 
algorithm i.e. three-dimensional sorting reliabilities algorithm (3D-SRA) [25] 

2.1 Conventional InSAR Method 

According, Zebker et al., [4],  two complex SAR data are required to achieve InSAR 
procedures.  These complex SAR data have a real (cosine) and an imaginary (sine) 
components. Then real and an imaginary components are combined as vectors to 
acquire information of phase and intensity of the SAR signal [10].  In Marghany [26], 

the surface displacement can estimate using the acquisition times of two SAR data 1S  

and 2S .  The component of surface displacement thus, in the radar-look direction 

(Fig.1), contributes to the further interferometric phase (φ ) as [9]  
 

4 ( sin cos )4 ( ) h vB BR π θ θπφ
λ λ

−Δ= =                 (1) 

 

 
Fig. 1. InSAR Geometry 

where RΔ is  the slant range difference from satellite to target respectively at 
different time, θ is the look angle (19.2-26.7°), (Table 1) and λ is the ENVISAT 
ASAR  wavelength Single Look Complex (SLC) which is about 5.6 cm for C- band. 
Therefore, Bh, Bv are  horizontal and vertical baseline components[19].  
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Table 1. ENVISAT ASAR characteristics were used in this study [19] 

Parameters Values 
Radar Wavelength (cm) 
Orbit Repeat Time, days 

Pulse Repetition (PRF), Hz 
Ground Resolution 
Swath Width (km) 
Incident Angle (°) 

Polarization  

5.6 
14 11/35 

1316.000000 
30 

105 
19.2-26.7 
HH/VV 

 

According to Lee [9], for the surface displacement measurement, the zero-baseline 
InSAR configuration is the ideal as 0=ΔR , so that

    

                                        
ζ

λ
πφφ 4== d

                                              
(2) 

In actual fact, zero-baseline, repeat-pass InSAR configuration is hardly achievable for 
either spaceborne or airborne SAR.  Therefore, a method to remove the topographic 
phase as well as the system geometric phase in a non-zero baseline interferogram is 
needed. If the interferometric phase from the InSAR  geometry and topography can 
strip off from the interferogram, the remnant phase would be the phase from block 
surface movement, providing  the surface maintains high coherence [5].   Then, the 
phase difference φΔ  between the two ENVISAT ASAR data positions and the pixel 

of  target of terrain point is given by  

sin

4

R

B

λ θζ φ
π

Δ = Δ                                               (3) 

Equation 3 is a function of  normal base line B, and the range R . In addition, equation 
3 can provide information about the heights and phase differences estimations. In fact, 
the estimated height of each pixel of ENVISAT ASAR data is an important task to 
generate a raster form of the DEM.   

2.2 DEM Reconstruction Using a Three-Dimensional Sorting Reliabilities 
Algorithm (3D-SRA) 

Hussein et al., [25] have proposed a new algorithm for three-dimensional phase 
unwrapping the algorithm that is called a three-dimensional sorting reliability 
algorithm (3D-SRA).  The quality of each edge of phase unwrapping is a function of 
the connection of two voxels in 3-D Cartesian axis e.g. ,x ,y, z. Starting, to carry out 
the unwrapping path from high quality voxels to bad quality voxels [25]. In addition, 
following a discreet path, the 3D-SRA algorithm unwraps the phase volume which is  
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significant to determine the 3-D volume change rate of shoreline. In this regard, the 
voxels connects the highest reliable edges that are unwrapped first with border 
surfaces. Consistent with Hussien et al., [26], the reliability value of an edge that 
connects a border voxel with another voxel in the phase volume is set to zero.  

Let  Ex, Ey, and N are the horizontal, vertical, and normal second differences, 
respectively which are given by 
 

( ), , [ ( 1, , ) ( , , )] [ ( , , )

( 1, , )],
xE i j k i j k i j k i j k

i j k

γ φ φ γ φ
φ

= − − −
− +

                   (4) 

( ), , [ ( , 1, ) ( , , )] [ ( , , )

( , 1, )],
yE i j k i j k i j k i j k

i j k

γ φ φ γ φ
φ

= − − −

− +
                   (5) 

( ), , [ ( , , 1) ( , , )] [ ( , , )

( , , 1)],

N i j k i j k i j k i j k

i J k

γ φ φ γ φ
φ

= − − −
− +

                     (6) 

 
where i,j,k are the neighbors' indices of the voxel in 3 x 3 x 3 cube, andγ defines a 

wrapping operator that wraps all values of its argument in the range [ , ]π π− . This 

can be done by adding or subtracting an integer number of 2π  rad to its argument 
[26].  γ can calculate from the wrapped-phase gradients in the x, y, and z directions as 

follows [25,26] 
 

, ,

1, , , ,

( , , )
[ ]

x
i j k
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φ
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φ
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φ φ+

∂
=

−
,                                           (9) 

 
Equations 7 to 9 are represented 3-D array of the wrapped-phase gradients 

, ,x y zφ φ φ∂ ∂ ∂ and each has the same dimensions as the wrapped-phase volume. In 

addition, the maximum phase gradient measures the magnitude of the largest phase 
gradient that is, partial derivative or wrapped the phase difference in a v*v*v volumes 
[25]. Using the sum of equations 4 to 6,  the second difference quality map Q can be 

obtained [26] 
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2 2 2
, , ( , , ) ( , , ) ( , ,i j k x yQ E i j k E i j k N i j k= + +                       (10) 

 
The unwrapping path is performed based on equation 10 where  entirely the edges are 
stored in a 3D array and sorted with their edge quality values [26]. Further, 
unwrapping a voxel or a group of voxels concerning another group may require the 
addition or subtraction of multiples of 2π [25]. In addition, the badness of each voxel 
in a v*v*v volume is determined by 
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b is the badness of voxel (m,n,l), which is given by  
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where , ,
, ,

x y z
i j kφ∂  are the mean value of wrapped phase gradients in x,y,z directions, 

respectively through  a v*v*v volume that are centered at at that voxel [25]. 

2.3 Ground Survey  

At the rear of Marghany [14], the GPS survey used to: (i) to record the exact 
geographical position of the shoreline; (ii) to determine the cross-sections of shoreline 
slopes; (iii) to corroborate the reliability of  InSAR data co-registered; and finally, (iv) 
to create a reference network for future surveys. The geometric location of the GPS 
survey was obtained by using the new satellite geodetic network, IGM95. After a 
careful analysis of the places and to identify  the reference vertexes, we thickened the 
network around such vertexes to perform the measurements for the cross sections 
(transact perpendicular to the coastline).  The  GPS  data  collected  within  50  
sample  points scattered along 10000 m coastline.  The interval distance of  2000 m  
between each sample location is considered. In every sample location, Rec-Alta 
(Recording Electronic Tachometer) was used to acquire the coastline elevation 
profile. The ground truth data were  acquired on January  25    2011  during satellite 
passes.   
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3 Results and Discussion  

In the present study, InSAR methods are implemented on ENVISAT ASAR data sets 
of 5 March 2003 (SLC-1), 28 April  2003 (SLC-2) and January  25, 2011, (SLC-3) of  
Wide Swath Mode (WSM) (Fig.2). They are acquired from ascending (Track: 226, 
orbit: 5290), descending (Track:490, Orbit: 6055) and descending (Track 420,Orbit 
4655), respectively. 

 
(a)                                 (b)                                          (c) 

 

Fig. 2. ENVISAT ASAR data used in this study (a) 5 March 2003; (b) 28 April  2003; and (c ) 
January  25  2011 

These data are C-band and had the lower signal-to-noise ratio owing to their VV 
polarization with a wavelength range of 3.7 to 7.5 cm and a frequency of 5.331  GHz. 
ASAR can achieve a spatial resolution generally around 30 m. The ASAR is intended 
for applications which require the spatial resolution  of spatial resolution of 150 m. 
This means that it is not effective at imaging areas in depth, unlike stripmap SAR. 
The azimuth resolution is 4 m, and  range resolution ranges between 8 m. 

Fig3a and F.g.3b present the reference DEM which has been generated from 
topographical  1:50000, and in situ measurements, respectively while Fig.3c  shows 
the ENVISAT coherence data. It is clear that the maximum elevation of 50 m found 
in land. The maximum elevation of 10 m is shown along the coastline.  The high 
coherence rates are existed in urban zone and along infrastructures with 0.9 while low 
coherence of 0.2 is found in a vegetation zone along the coastline. Since three ASAR 
data  acquired in the wet northeast monsoon period, there has been an impact of wet 
sand on  a radar signal penetration which causing weak penetration of radar signal 
because of dielectric. Indeed, the total topographic decorrelation effects along the 
radar-facing slopes are dominant and highlighted as lowest choherence value of  0.2. 
According to Marghany [27] the micro-scale movement of the sand particles driven 
by the coastal hydrodynamic, and wind speed of 12 m/s during northeast monsoon 
period [30] could change the distribution of scatters resulting in rapid temporal 
decorrelation which has contributed to lowest coherence along coastline. This result 
agreed with Marghany [27][31]. 

Cleary, there is huge differences between InSAR DEM and DEM generated from 
in situ measurements with 9 m differences while in situ measurements are concurred   
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Fig. 3. DEM generated from (a) topographic map; (b) in situ measurements; and (c ) coherence 
ENVISAT ASAR    

 

Fig. 4. Height differences between DEM generated from InSAR, topographic map and in situ 
measurements 

with DEM produced from topographic map within 1.3 m differences (Fig.4). This is  
because the impact of  decorrelation. This result confirms the work done by 
Marghany [27] [29]. The overall scene is highly incoherent (Fig.3) which extremely 
effected the accuracy of InSAR DEM. This decorelation caused poor detection of 
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InSAR DEM which induce large ambiguities because of poor coherence and 
scattering phenomenology. Indeed, the signatures of the interferometric coherence 
and phase of vegetation are extremely impacted by temporal decorrelation in ASAR 
c-band data.  

According to Marghany [27], the ground ambiguity and ideal assumption that 
volume-only coherence can be acquired in at least one polarization. This assumption 
may fail when vegetation is thick, dense, or the penetration of an electromagnetic 
wave is weak. This is agreed with the studies of Lee [9]; Marghany [14]; and 
Marghany [28][29]. This can be seen clearly in InSAR interfeogram has been made 
from ASAR data (Fig.5).  
 

 

Fig. 5. Interferogram generated from InSAR data  

Fig. 6 shows the interferogram created using three-dimensional sorting reliabilities 
algorithm 3-DSR. The full color cycle represents a phase cycle, covering range 
between –π to π.  In this context, the phase difference given module 2 π; is color  
encoded in the fringes.  Seemingly,  the color bands change in the  reverse order, 
indicating that the center has  a critical coastline erosion of -3.5 m/year. This shift 
corresponds to 2 of  coastal deformation over the distance of  10000 m.   

 
Fig. 6. Fringe interferometry generated by a three-dimensional sorting reliabilities algorithm 
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Table 2 shows the statistical comparison between the simulated DEM from the 
InSAR, real ground measurements and with using three-dimensional sorting 
reliabilities algorithm. This table represents the bias (averages mean the standard 
error, 90 and 95% confidence intervals, respectively.  Evidently, the InSAR using 
three-dimensional sorting reliabilities algorithm has bias of -0.08 m, lower than 
ground measurements and the InSAR method. Therefore, three-dimensional sorting 
reliabilities algorithm has a standard error of mean of ± 0.05 m, lower than ground 
measurements and the InSAR method. Overall performances of InSAR method using 
three-dimensional sorting reliabilities algorithm is better than conventional InSAR 
technique which is validated by a lower range of error (0.06±0.32 m) with 90% 
confidence intervals.   

Table 2. Statistical Comparison between InSAR and InSAR- three-dimensional sorting 
reliabilities algorithm 

 
Statistical 
parameters 

InSAR techniques 

InSAR  Three-dimensional sorting 
reliabilities algorithm 

Bias 
Standard error of 

the mean 

3.3 
2.2 

-0.08 
0.05 

90% 
(90% confidence 

interval 

Lower Upper Lower Upper 

2.3 3.8 0.06 0.24 

 1.3 3.2 0.04 0.32 

 
This study confirms the work have been done by  Abdul-Rahman et al., [25] [26]. 

The three-dimensional sorting reliabilities algorithm provides an excellent 3-D phase 
unwrapping which leads to high quality of 3-D coastline reconstruction. This could be 
contributed to  quality map. Indeed, the 3-DSR algorithm is guided by including the   
maximum gradient quality maps. Therefore, quality maps guide the unwrapping path 
through a noisy region so that the interferogram patterns are in completing cycle as 
compared to InSAR interferogram. Moreover, as stated by Hussien et al., [26], 
changing the cube size has a great effect to reduce the effect of noise and improve the 
calculated quality. Additionally, the 3-DSR algorithm follows discrete unwrapping 
paths to ensure the processing of the highest quality regions even if they are separated 
from each other. In other words, within the 3-DSR algorithm, the edges are stored in 
an array which is based on the terms of the terms of their edge quality values. This 
means it relies on edge quality to guide the unwrapping path that produces accurate  
3-D coastline reconstruction as compared to InSAR techniques.  Generally, the 3-
DSR algorithm can be excellent solution for decorrelation problems in such tropical 
area as Malaysia. 
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4 Conclusions 

The paper has demonstrated InSAR phase unwrapping using the three-dimensional 
sorting reliabilities algorithm (3-DSR). The main purpose of this technique is to solve 
the decoration problem that is a critical issue with InSAR techniques. In addition, 
three-dimensional (3-D) coastline deformation from interferometry synthetic aperture 
radar (InSAR) is estimated.  The study shows that InSAR produces discontinues 
interferogram pattern because of the high decorelation. On the contrary, the three-
dimensional sorting reliabilities algorithm generated 3-D coastline deformation with 
bias of -0.08 m, lower than ground measurements and the InSAR method. Therefore, 
the three-dimensional sorting reliabilities algorithm has a standard error of mean of ± 
0.05 m, lower than ground measurements and the InSAR method. In conclusion, the 
3-DSR algorithm can be used to solve the problem of decorrelation and produced 
accurate 3-D coastline deformation using ENVISAT ASAR data.  
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Abstract. Mangrove forests are an important ecosystem which provides 
socioeconomic value to humankind. Despite their great value, mangroves have 
one of the highest rates of degradation of any global habitat, which is about 1% 
of the existing area per year. In fact, the socioeconomic value and ecosystem 
services of mangroves as a natural product are underestimated. The ecosystem 
services provided by mangroves are often ignored by the ongoing process of 
mangrove conversion. This is a major reason why conservation of this 
ecosystem is not a popular alternative. Thus, the main objective of this study is 
to evaluate the changes in mangrove forests and valuation of their ecosystem 
services. SPOT 5 imageries of years 2000 and 2010 have been used for change 
detection analysis. The vegetation index such as NDVI and AVI and 
unsupervised classification technique were employed in image processing. In 
order to obtain the value of socioeconomic impact from the mangrove changes 
and biodiversity disturbances, the ecosystem service valuation (ESV) model 
was applied. Results show that the total value of the existing mangrove forest 
ecosystem service was RM1,901,859.84.  The value per unit area is about RM 
1,650.92 /ha. The total values of others were RM161, 33.2 (crop land) and 
RM3,107,500 (water bodies), respectively. It is evident that Sungai Merbok’s 
Mangrove Forest Reserve is very important for coastal ecology, where the 
orientation of mangrove ecosystem is huge and serves to provide essential 
services for the community. It also plays a crucial role in providing ecological 
balance to the coastal environment. 

Keywords: Mangrove, ecosystem service valuation, changes detection, remote 
sensing. 

1 Introduction 

Ecosystems around the globe create and preserve an environment suitable for 
human survival. Today, ecosystem services are increasingly faced with threats 
globally. This trend is partially due to a lack of valuation, because resources are 
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not valued in the market and are hence ignored in management decisions. The 
world’s tropical mangrove forests are disappearing at an alarming rate with the 
rapid growth in human population and conversion to other land uses. Mangrove 
ecosystems represent natural resources which are capable of producing a wide 
range of goods and services for coastal environments and communities. Ecosystem 
services provided by mangroves comprise all goods and services and modified 
ecosystems that benefit human well-being as well as support sustainable resource 
management. These include food production, provision of building materials and 
medicines, regulation of microclimate, disease prevention, generation of 
productive soils and clean water resources as well as landscape opportunities for 
recreational and spiritual benefits (Daily, 1997; Costanza and Folke, 1997; MEA, 
2005; Boyd and Banzhaf, 2007 and Wallace, 2007). The usefulness of mangrove 
forests stems from the diversity of the forests as well as diversity of goods and 
services they provide. 

Despite this need for understanding the components of mangrove ecosystem value, 
it is prohibitively expensive and unrealistic to conduct a detailed empirical non-
market valuation. The need for ecosystem valuation information is especially great for 
public good services of ecosystems that are not popular in the market (Barbier et al., 
1997; Carson, 1998). In particular, it is crucial that the value of mangrove ecosystems 
in developing countries be assessed. According to Katherine et al. (1998), 
understanding the importance and best use of different parts of a forest may help in 
formulating management policies that enable continuous supply of essential goods 
and services. The Economics of Ecosystems and Biodiversity (Sukhdev, 2008), 
increasingly recognise the critical role of ecosystem service valuation for sustainable 
development. 

The key to sustainable resource development and management is regular access to 
updated information. Today, the interdisciplinary research approach has received 
much attention. This is attributed to complex problems in applied science that almost 
always span across various disciplines. The launch of remote sensing satellite with 
high resolution imagery provides resource and environmental planners with data and 
information to meet the sustainable development goal. Recognising the continuous 
degradation of mangrove (or wetland), goods and ecosystem services must be given a 
quantitative value if their conservation is to be appreciated. Therefore, geographical 
information system and remote sensing offer opportunities to facilitate continuous 
monitoring and assessment of ecosystem changes as well as effects taking place in 
mangrove areas. 

Remote sensing data and GIS are used as tools for the following purposes: to 
assess biodiversity and land cover change as well as classification index at the 
mangrove landscape; to identify the relationship between the degree of disturbance 
and the nature of fragmentation processes in the study area; and to develop 
methodology that allows integration of land cover change processes and 
environmental changes into decision-making. All these are carried out together with  
strategies in the context of conservation biology and sustainable forest management at  
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the landscape/within community level. Therefore, the objective of this study is to 
evaluate impact of mangrove changes on the socioeconomic value. This is achieved 
by conducting ecosystem service evaluation in Sungai Merbok’s Mangrove Forest 
Reserve, Peninsular Malaysia. 

2 Materials and Methods 

2.1 Study Area 

This study focuses on the Sungai Merbok Forest Reserve (SMFR) in the district of 
Sungai Petani, Kedah, Peninsular Malaysia (Figure 1). The location of the study area 
is within the following geographic coordinates: latitude of 50 25’ N to 50 39’ N and 
Longitude of 1000 19’ E to 1000 32’ E. The mangrove area covers an area of 4,037 
hectares with 18 compartments. SMFR is the most extensive and most well-managed 
mangrove in the state of Kedah; it has been gazetted as a permanent forest reserve 
since 1951. The average daily temperature varies from 220C to 320C, humidity 
ranges from 80–90%, and annual rainfall ranges between 200 cm and 250 cm. 
Mangrove species that dominate the area are Rhizophora apiculata, Rhizophora 
mucronata, Brguiera parvifolia, Avecennia spp., Brugueria spp and Sonneratia spp. 
(Ong et al., 1991). 

Kuala Lumpur
Kedah

Sungai Merbok Mangrove Forest Reserve 
in Sungai Petani District, Kedah

 

Fig. 1. The location of Sungai Merbok Forest Reserve, State of Kedah, Peninsular Malaysia 
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2.2 Methodology 

Data Collection and Ecosystem Classification 
The land use data of the study area were obtained from Malaysian Remote Sensing 
Agency (MARS) in Kuala Lumpur. The data were extracted from high resolution 2.5 
m SPOT 5 satellite images and SPOT 5 multispectral (10 m) resolutions obtained in 
2000 and 2010. Land use map of the area was obtained from Department of 
Agriculture Malaysia and forest map was from Kedah State’s Forestry Department. 
Based on the characteristics of prevailing land cover and actual condition of SMFR, a 
total of four generic ecosystems were identified, namely Forest, Crop Land, Water 
Bodies and Barren Land. 

Image Processing 
SPOT 5 imageries were geo-rectified to 1:50,000 scale topographical map. After geo-
correction, the next step is to extract information about the greenness of the study 
area. Multitemporal SPOT 5 imageries from the years 2000 and 2010 were analysed 
using vegetation index such as Normalised Difference Vegetation Index (NDVI) =B3-
B2/B3+B2) and Advanced Vegetation Index (AVI) = [(B1+1) x (256-B2) x B5)] ^ 
(1/3) &B5=B1-B2)]). As a result, AVI was applied to the study area, because AVI 
offers more detailed information about all vegetation elements. AVI has proven to be 
more sensitive to forest density and hysiognomic vegetation classes in this area 
(Mohd Hasmadi et al., (2011). The NDVI and AVI results are shown in Figure 2 and 
Figure 3. The unsupervised classification technique (Figure 4) was applied to AVI 
image. Unsupervised classification is based on K-mean algorithms (four classes were 
developed based on ecosystem classification). 

 

Fig. 2. NDVI maps index of SPOT 5 for year 2000(left) and year 2010 (right) 
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Fig. 3. AVI maps index of SPOT 5 for year 2000(left) and year 2010 (right) 

 

Fig. 4. Image maps of ecosystem classification from unsupervised classification 

Mangrove Ecosystem Changes Estimation 
In order to understand how a mangrove ecosystem changes, information is needed on 
what changes occur, where and when they occur as well as the rates at which they 
occur. Despite ongoing research efforts on ecosystem patterns, there is much room for 
research on development of basic land-cover datasets providing quantitative, spatial 
land-cover information (Xavier and Szejwach, 1998). The method applied to estimate 
the mangrove ecosystem changes was by conducting plot sampling on satellite image 
maps to detect changes in forest cover and land use during 2000 and 2010 for the 
study areas; field verification was also carried out to identify causes of the changes. 



616 Z. Khuzaimah, M. Hasmadi Ismail, and S. Mansor 

Then, GIS analysis was used to analyse the land use change and the transition matrix 
between land use types for the above-mentioned period of 10 years. 

Assignment Model of Mangrove Ecosystem Service 
In order to obtain ecosystem service values for each of the four land-cover categories, 
each category was compared with the 17 biomes identified in ecosystem service 
valuation model. The total value of ecosystem service represented by each land-cover 
category was obtained by multiplying the estimated size of each land-cover category 
by the coefficient value of the biome used as the proxy for that category. The 
principal method for assessing ecosystem service value is adopted from Costanza et 
al.(1997); it is shown below: 
 

i. Ecosystem service value 

 ESV = ∑ (Ak * VCk) (1) 

Where ESV is the estimated ecosystem service value, Ak the area and VCk the value 
coefficient (RM/ha/yr) for land use category ‘k’. The change in ecosystem service 
value is estimated by calculating the difference between the estimated values for each 
land- cover category in 2000, 2010 and 2020 (predicted). 
 

ii. Ecosystem service function Value type f (value of services provided by 
individual ecosystem functions) 

 

 ESVf = ∑ (Ak * VCkf) (2) 

Where ESVf is the estimated ecosystem service value of function, Ak = the area (ha), 
VCk = the value of coefficient (RM/ha/yr), k = land-use category and VCkf = the value 
coefficient (RM/ha/yr) for land use category k with ecosystem service function type f. 
 

iii. Value of combined ecosystem service 
 

 ESVc = ∑wf*Ak*VCkf  (3) 

Where, Wf = Equivalent weight factor ecosystem services per hectare, Ak = the area 
(ha), and VCkf = the value coefficient (RM/ha/yr) for land use category k with 
ecosystem service function type f. 

3 Results and Discussion 

3.1 Land Use Changes 

Land use change analysis in 2000 and 2010 were derived from digital image 
processing and classification on SPOT 5 imageries. The land use changes for each of  
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Table 1. Land use change from 2000–2010 (Note: (+) increased, (-) decreased) 

Land use type  
2000 2010 Changes 

(ha) 

Area change since 
2000 (%) Area (ha) Area (%) Area (ha) Area (%) 

Crop land  435 13.3 548 16.8 113 3.5 

Forest  1246 38.1 1152 35.3 -94 -2.9 

Water bodies  1352 41.4 1243 38.0 -109 -3.3 

Barren land  235 7.2 325 9.9 90 2.8 

Total  3268 100.0 3268 100.0  0.0 

Table 2. Prediction of land use change from 2010–2020 (Note: (+) increased, (-) decreased) 

Land use 
type  

2010 2020 Changes 
(ha) 

Area change 
since 2010(%) Area (ha) Area (%) Area (ha) Area (%) 

Crop land  548 16.8 661 20.2 113 3.5 

Forest  1152 35.3 1058 32.4 -94 -2.9 

Water bodies 1243 38.0 1134 34.7 -109 -3.3 

Barren land  325 9.9 415 12.7 90 2.8 

Total  3268 100.0 3268 100.0  0.0 

 
the four generic classes are presented in Table 1. Meanwhile, the values of land use 
change for the next 10 years (2020) have been predicted based on the area change 
percentages in the past 10 years; this prediction assumes that there are no major 
activities or development in the study area (Table 2). 

Based on the image analysis, ground verification and survey, the values of rate of 
change in land use were found to range from -2.9% to 3.5%. The most affected land 
use type was crop land and mangrove forest, which increased from 435 ha in 2000 to 
548 ha in 2010, and decreased from 1246 ha in 2000 to 1152 ha in 2010, respectively. 
The other land use types also experienced changes during the 10-year period. Water 
bodies decreased from 1352 ha to 1243 ha, and barren land increased from 235 ha to 
325 ha. By assuming that the rate of change does not vary significantly for the next 10 
years, the prediction of land use in 2020 for each land use type is as follows: 661 ha 
for crop land, 1058 ha for forest area, 1134 ha for water bodies and 415 ha for barren 
land. Classified land use maps were verified by carrying out accuracy assessment 
exercise. The accuracy assessment for data in 2000 and 2010  recorded results of 
91.55% and 91.56% respectively. Remote sensing products offer many advantages; 
the most important aspect is the provision of data of actual areas on the ground. The 
results obtained through vegetation indexes provide an accurate land use mapping of 
the real situation on the ground. 
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3.2 Estimation of Ecosystem Service Value 

The ecosystem service value (ESV) for each land use type was estimated with the 
ecosystem coefficient value. Ecosystem service value coefficient for different land 
use types are as follows: crop land is RM294.00 per/ha, forest area RM3,100.80 
per/ha and water bodies RM2,500.00 per/ha. Table 3 shows the ecosystem service 
value for each land use type. 

Table 3. Ecosystem service value for each land use type (Note: (+) ESV increased, (-) ESV 
decreased) 

 ESV (RM/yr) Change (2000–2020) 

Land use type 2000 2010 2020 RM % 

Crop land 128,064.00 161,331.20 194,598.40 66,534.40 +51.9 

Forest 3,863,596.80 3,572,121.60 2,049,628.80 1,813,968.00 -46.9 

Water bodies 3,380,000.00 3,107,500.00 2,835,000.00 545,000.00 -16.1 

Barren land - - - - 0.0 

Total 7,371,660.80 6,840,952.80 5,079,227.20 2,292,433.60 31.0 

 
Ecosystem service value for crop land increased from RM128,064.00 in 2000 to 

RM161,331.20 in 2010 and is predicted to increase to RM194,598.40 in 2020. The 
total change in crop land ecosystem service value was about RM66,534.40 (51.9%). 
The value for forest area decreased from RM3,863,596.80 in 2000 to 
RM3,572,121.60 in 2010; its value is predicted to be RM2,049,628.80 in 2020. 
Meanwhile, the value for water bodies also decreased from RM3,380,000.00 in 2000 
to RM3,107,500.00 in 2010; its value is predicted to be RM2,835,000.00 in 2020. The 
decrease in total ESV for forest area and water bodies during 2000 to 2010 was 46% 
and 16.1% respectively. Barren land was not assigned any ESV since this land was 
unproductive; however, its actual ecological value was underestimated. The total ESV 
in the year 2000 was RM 7,371,660.80 and RM 6,840,952.80 in the year 2010; ESV 
is predicted to be RM 5,079,227.20 in 2020. On the whole, the change in ESV from 
2000 to 2020 results in losses of about RM 22,292,433.60 (31%). 

3.3 Ecosystem Service Function for Different Land Use Types 

There are eight different ecosystem service function (ESF) parameters that have been 
assigned to the study area: gas regulation; climate regulation; water supply; soil 
formation and retention; water treatment; biodiversity protection; raw material; and 
recreation and culture. The value for each ecosystem service function for different 
land use type (RM/ha/year) was based on literature review and adapted to suit the 
Malaysian ecosystem for each ecosystem service function. The value of ecosystem 
service function for different land use type is presented in Table 4. Meanwhile, the 
change in the ecosystem service function from 2000 to 2020 for each land use type is 
presented in Table 5. 
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Table 4. Value for each ecosystem service function for different land use types 

Ecosystem service 
function 

Cropland/ha Forest/ha Water bodies/ha Barren land/ha 

Gas regulation RM235.90  RM1,650.92  RM - RM -  

Climate regulation RM419.80  RM1,273.57  RM216.98  RM - 

Water supply RM283.05  RM1,509.41  RM9,613.10  RM14.20  

Soil formation and 
retention 

RM688.67  RM1,839.60  RM4.72  RM9.43  

Waste treatment RM773.58  RM617.90  RM8,575.37  RM4.76  

Total RM3,259.54  RM10,306.44  RM21,683.75  RM198.29  

Table 5. Change in the ecosystem service function (ESF) (Note: (+) ESF increased, (-) ESF 
decreased) 

 
The value of the ecosystem service function for crop land in 2000 was 

RM1,476,571.62, and the value increased to RM1,786,227.92 in 2010; it is predicted 
to be about RM2,154,555.94 in 2020.The change in ESF is valued at RM677, 984.32 
(45%) for the 20-year period covering the years 2000 to 2020.  

For the forest area, the value of the ecosystem service function has decreased from 
RM12,841,824.24 in 2000 to RM11,873,018.88 in 2010; it is predicted to be about 
RM10,904,213.52 in 2020. This amounts to a loss of approximately RM1,937,610.72 
(15%). ESF of water bodies also decreased from RM29, 316,430.00 in 2000 to RM26, 
952,901.25 in 2010 and is predicted at RM24,589,372.50 in 2020. On the other hand, 
the ESF for barren land increased from RM46,598.15 in 2000 to RM64,444.25 in 
2010 and is predicted at RM82, 290.35 in 2020. The total change in the ecosystem 
service function for all land use types decreased from RM43,681,424.01 in 2000 to 
RM40,676,592.30 in 2010 and is predicted to further decrease to RM37,730,432.31 in 
2020. The decrease is expected to be about RM5,950,991.70 or 13% within 20 years. 

3.4 Value of Combined Ecosystem Service Function 

The combination of ecosystem service function in the same land use type with the 
equivalent weight factor is calculated based on the function for each parameter for 
each land use type; the top three or the higher rate of weight factor is then calculated  
 

Land use type 2000 (RM) 2010 (RM) 2020 (RM) Changes from 2000–2020 

    RM % 

Crop land 1,476,571.62 1,786,227.92 2,154,555.94 677,984.32 45.9 

Forest 12,841,824.24 11,873,018.88 10,904,213.52 -1,937,610.72 -15.1 

Water bodies 29,316,430.00 26,952,901.25 24,589,372.50 -4,727,057.50 -16.1 

Barren land 46,598.15 64,444.25 82,290.35 35,692.20 76 

Total 43,681,424.01 40,676,592.30 37,730,432.31 -5,950,991.70 -13.6 
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Table 6. Equivalent weight factor for each land use type for their ecosystem service function 

Ecosystem service function Cropland Forest Water bodies Barren land 

Gas regulation 0.07 0.16 0.00 0.00 

Climate regulation 0.13 0.12 0.01 0.00 

Water supply 0.09 0.15 0.12 0.07 

Soil formation and retention 0.21 0.18 0.00 0.05 

Waste treatment 0.24 0.06 0.07 0.02 

Biodiversity protection 0.10 0.15 0.05 0.81 

Food production 0.14 0.00 0.00 0.02 

Raw material  0.01 0.12 0.00 0.00 

Recreation and culture 0.00 0.06 0.09 0.02 

Total 1.00 1.00 0.35 1.00 

 
for each land use category. The contributions of combined ecosystem service function 
to overall value were ranked based on their estimated ESVf in 2000, 2010 and 2010. 
The equivalent weight factor ecosystem service per hectare is presented in Table 6. 

Table 7 and Table 8 show the combined value of ecosystem service function and 
total change for all the ecosystem services.  

Table 7. Combined ecosystem service function in 2000, 2010 and 2020 

Table 8. Total change in the combined ecosystem service function from 2000–2020 

Land Use 
Type 

Cropland (RM) Forest (RM) Water bodies (RM) Barren land(RM) Total 

Change 89,802.14 -154,578.38 -112,354.87 23,612.97 -153,518.13 

 
The combined ESV for the study area in 2000 is RM172,849.26 for cropland, 

RM1,024,492.88 for forest area, RM696,806.33 for water bodies and RM30,828.04 
for barren land. In terms of ecosystem service function, cropland and barren land 
types show increasing value while the values for forest and water bodies seem to be 
decreasing. Thus, the total change in the combined ESV for each land use type from 
2000 to 2020 have the following values: RM89, 802.14 (increased) for cropland, 
RM154, 578.38(decreased) for forest, RM112, 354.87(decreased) for water bodies 
and RM23, 612.97(increased) for barren land.  

Year Cropland (RM) Forest (RM) Water bodies (RM) Barren land(RM) 

2000 172,849.26 1,024,492.88 696,806.33 30,828.04 

2010 217,750.33 947,203.69 502,799.77 42,634.53 

2020 262,651.40 869,914.50 584,451.47 54,441.01 
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4 Conclusion 

There is a huge and growing interest as well as awareness and need in Malaysia for 
ecosystem service valuation and ecological economics studies. This study showed that 
satellite data are very useful and inexpensive for estimating changes in different 
ecosystem types and for valuing ecosystem services at the local level. In many cases, 
remotely sensed data may be the only economically feasible way to gather regular 
land cover and land use information with high spatial, spectral, and temporal 
resolution over large areas. Results revealed that the potential income from one 
hectare of mangroves over a 20-year period is expected to decreased at a rate of 15%, 
ranging between RM85,374.40 and RM72,492.87 per month. The decrease in the 
economic value of mangroves was largely influenced by the decrease of 2.9% in land 
use change from 2000 to 2010. This study has demonstrated the role of 
interdisciplinary practices in addressing natural resource valuation. In particular, data 
sources from socioeconomic as well as geospatial data were integrated to estimate the 
economic value of the mangroves in the Sungai Merbok’s forest reserve. It is 
recommended that for future studies, ESV should be applied to a large number of sites 
around the country in support of ESV systems, carbon trading and national accounting 
in collaboration with local agencies. This strategy will make ESV a widely used, 
trusted, and evolutionary system for ecosystem service modelling and evaluation. 
Integrated knowledge base and policy formulation towards ecosystem service 
valuation for local condition should be developed in order to obtain more meaningful 
coefficient values that affect land use. 
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Abstract. Remote sensing research focusing on feature selection has long 
attracted the attention of the remote sensing community because feature 
selection is a prerequisite for image processing and various applications. 
Different feature selection methods have been proposed to improve the 
classification accuracy. They vary from basic search techniques to clonal 
selections, and various optimal criteria have been investigated. Recently, 
methods using dependence-based measures have attracted much attention due to 
their ability to deal with very high dimensional datasets. However, these 
methods are based on Cramer's V test, which has performance issues with large 
datasets. In this paper, we propose a parallel approach to improve their 
performance. We evaluate our approach on hyper-spectral and high spatial 
resolution images and compare it to the proposed methods with a centralized 
version as preliminary results. The results are very promising. 

Keywords: feature selection, parallel algorithm, Cramer’s V Test, min-max as-
sociation, image classification. 

1 Introduction 

Remote sensing research that focuses on feature extraction and selection has attracted 
much attention of for quiet long time because feature extraction and selection consti-
tute core prerequisites for various applications (e.g., image processing). Tremendous 
efforts have been dedicated to developing various feature extraction and selection 
methods to improve image processing effectiveness and classification accuracy in the 
last few decades [1][2][3]. Previous research generally suggests that effective extrac-
tion and utilization of potential multiple features of remotely sensed data, such as 
spectral signatures, various induced indices, and textural or contextual information, 
can significantly improve classification accuracy [4][5]. However, not all extracted 
features are equivalent in their contribution to classification tasks; some of them  
perhaps are superfluous and useless because either they are trivial or present high 
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correlations between them. Accordingly, the use of all possible features in a classifi-
cation procedure may add unnecessary information redundancy and significantly de-
crease the classification accuracy [6]. As a consequence, employing feature selection 
techniques to extract the most effective subset from the candidate features is critical to 
classification of remotely sensed data into a thematic map [5]. Given an input data 
with N samples and m features X = {x1, …,xm}, and the target classification variable c, 
the problem is to find a subset S of n features from m (n ≤ m) features that optimally 
characterizes c. 

Conceptually, feature selection in general requires a search strategy and criterion 
functions [7]. The search algorithm generates and compares possible feature selection 
solutions by calculating their criterion function values as a measure of the effective-
ness of each given subset. Sequential search techniques, classical feature selection 
methods, look for the best feature subset with the prefixed number of features by add-
ing to (resp. removing from) the current feature subset one feature at a time. These 
include sequential forward-selection (SFS) and sequential backward selection (SBS) 
[8]. Recently stochastic search algorithms, such as genetic algorithms [9] and clonal 
selection algorithms [10] have also been attempted for feature selection. Besides the 
search strategies, an optimal subset always depends of the evaluation function. Vari-
ous optimal criteria, such as distance-based [11], entropy-based [12] and dependence-
based measures [13], etc., have been widely investigated. In this paper, we focus on 
dependence based techniques. These techniques have some key advantages: 1) they 
can easily handle very high dimensional datasets (scalability), 2) they are computa-
tionally simple and fast, and 3) they are independent of the classification algorithm 
used. However, it has been recognized that a direct combination of individually good 
features in terms of certain criteria do not necessary lead to the best overall perform-
ance. As an alternative, some researchers have studied indirect or direct means to 
reduce redundancy among features and select features with minimal redundancy. [12] 
proposed a heuristic mutual information based max-dependency criterion (mRMR) 
method to minimize redundancy, which uses a series of intuitive measures of rele-
vance to select very good features. The mRMR method was proven to be an effective 
technique for feature selection for remote sensing image classification [14]. Recently, 
we proposed two feature selection indices based on maximal association and minimal 
redundancy derived from Cramer’s V test. We also showed its performance in terms 
of classification accuracy [15]. However, the main drawback of this method is the 
computational time. It is more severe in case of very large number of features. To 
analysis big-data of hundreds of features, we propose a parallel approach for feature 
selection.  In order to evaluate this approach on large scale systems, we firstly show 
its performance with multi-threading paradigm and MPI programming model. 

The rest of the paper is organised as follows. In Section 2 we present the back-
ground of our research where we discuss feature selection, the max-min associated 
indices for feature selection, and parallel/distributed paradigm. Section 3 summarises 
briefly a centralisation-based approach for feature section, then we described in detail 
a parallel/distributed model for max-min associated indices for feature selection in  
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Section 4. In Section 5 we evaluated the results of our model on sensored datasets and 
compared it to our previous approach. In Section 6 we discuss future work and  
conclude. 

2 Background 

In this section, we start by briefly describing an approach of feature selection based 
on two associated indices, we then present models for parallel algorithms. Finally, we 
discuss some related work in the context of our approach 

2.1 Indices for Feature Selection 

Cramer’s V Test. The Chi-square test is one of the widely used measures to define 
dependence of variables and was proven to be effective in feature selection [13]. 
However, it is known that the Chi-square test of dependence is very sensitive to the 
sample size [16]. Cramer’s V is the most popular nominal association that is used to 
measure the strength of the relationship between variables regardless of table size 
[17]. It has the advantage of not being affected by sample size and therefore is very 
useful in situations where one suspects a statistically significant Chi-square was the 
result of a large sample size rather than any substantive relationship between the va-
riables [17]. Therefore, Cramer’s V test is employed to measure the association be-
tween target and variables. Given a r-row × s-column cross-tabulation, Cramer’s V 
can be directly derived from the Chi-square statistic:  
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The value of Cramer’s V varies between 0 and 1. If its value is large, then there is a 
tendency for particular categories of the first variable to be associated with particular 
categories of the second variable. It has been suggested in practice that a Cramer's V 
of 0.1 provides a good minimum threshold for suggesting there is a substantive rela-
tionship between two variables [18]. 

Max-Min Associated Indices. In [15], we explored the possibility that a combination 
of the Cramer’s V coefficients can be further exploited for optimal feature selection. 
Two max-min-associated indices derived from the Cramer’s V test coefficient were 
developed. For convenience, we firstly presented some important notations employed 
in this paper in Table 1. 

Intuitively, selected features must have maximal target class associated ability. 
Therefore, a max-associated criterion is used to search for features satisfying (2) with 
Cramer’s V test measurement between individual features xi and class c (A  
condition): 
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where S is the number of subset features. It is likely that features selected according to 
the max-associated condition (2) will result in rich redundancy, i.e. the dependency 
among these features could be larger.  

Table 1. Notations  

Notation Description Notation Description 

X Feature set C Number of classes 
N Total samples xi The ith feature 
m Number of features Nk Sample number of the kth cross validation 
S Selected subset V(xi,c) Cramer’s V test between xi and target c 

|S| Number of element of set S V(xi,xj) Cramer’s V test between xi and xj 

 
When two features highly depend on each other, the respective class discriminated 

power would not change much if one of them was removed. Therefore, the following 
minimal associated condition (R condition) among selected features could be added to 
select mutually exclusive features: 
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The max-min-associated indices for feature selection are derived directly from the 
above two criteria. Two combined methods, referred to as MMAIQ and MMAIS, are 
designed. These combinations are expressed as equation (4) and (5): 
 

 maxφ(A,R),φ=A/R (4) 

 maxφ(A,R),φ=A - λR (5) 

 
It is apparent that both (4) and (5) simultaneously satisfy the constraints on A and R. 
That is, a good feature should be one with maximal target class associated ability, and 
at the same time with minimal association among the selected features. In equation (5), 
there is a regularization parameter λ, whose function is to balance the functions of the 
two constraints in (2) and (3). 

2.2 Parallel Computing Models 

Dividing the problem into smaller tasks and assigning them to different processors for 
parallel execution are the two key steps in the design of parallel algorithms. Normally, 
there are two parallel models: data-parallel and task-parallel model. The data-parallel 
model is one of the simplest. In this model, the tasks are statically or semi-statically 



 Feature Selection Parallel Technique for Remotely Sensed Imagery Classification 627 

 

mapped onto processors and each task performs similar operations on different data. 
This type of parallelism that is a result of identical operations being applied concur-
rently on different data items is called data parallelism. Since all processors perform 
similar computations, the decomposition of the problem into tasks is usually based on 
data partitioning because a uniform partitioning of data followed by a static mapping 
is sufficient to guarantee load balancing [19]. Data-parallel algorithms can be imple-
mented in both shared-address and message-passing paradigms. A key characteristic 
of data-parallel problems is that for most problems, the degree of data parallelism 
increases with the size of the problem, making it possible to use more processes to 
effectively solve larger problems. 

The computations in any parallel algorithm can be viewed as a task-dependency 
graph. The task-dependency graph may be either trivial, as in the case of matrix mul-
tiplication, or complicated. In the task graph model, the interrelationships among the 
tasks are utilized to promote locality or to reduce interaction costs. This model is typi-
cally employed to solve problems in which the amount of data associated with the 
tasks is large relative to the amount of computation associated with them. This type of 
parallelism that is naturally expressed by independent tasks in a task-dependency 
graph is called task parallelism [19]. 

3 Feature Selection Algorithm 

In [15], we presented a feature selection approach that can be summarised as follows:  
to select the candidate feature set, an incremental method is used to find the sub-
optimal features defined by Eq. (4) or (5). Although this search strategy does not al-
low the features to be reselected once they have been selected, it can usually ensure 
that the selected features with relevance and redundancy constraints are the most 
prominent features not to be removed. In addition, the incremental search method is 
rather fast. Suppose we already have Sp-1, the set with pth features, the task is to select 
the pth feature from set {X  – Sp-1}, such that the feature maximizes Eq. (4) or Eq. (5). 
The incremental algorithm optimizes the following conditions: 
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These optimizations can be computed efficiently in O(|S| ⋅ m) complexity. As a result, 
we can obtain the ranked features rapidly even if the dimension of features is possibly 
very high. 

In [14], two important issues were also solved before the classification process. 
One is how to obtain the cross-tabulation, such that Cramer’s V can be calculated if 
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the concerned features contain continuous variables. In this case, a pre-processing 
step of discretization is required to obtain cross-tabulation. Another critical problem is 
how to optimise the best number of feature subsets. The best number of features is 
usually estimated by the K folds cross-validation of the correct classification rate 
(CCR). ). Let CCRK,cross be K cross-validation repetitions. The CCRK,cross is given by 
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where L(ci,ĉi) denotes the zero-one loss function of the ith sample between the ground 
truth label ci and the predicted label ĉi, and Nk = (K – 1) × N / K is the number of test 
sets during the kth iteration. It is apparent that CCRK,cross is actually the average over K 
CCRs of cross-validation repetitions. Because CCR is not an accurate indicator with 
limited samples [15], the lower CCR limit index with compensatory information is 
thereby adopted to improve CCR. The lower CCR  limit index criterion measures the 
variation between Chi-square and beta to optimize the number of  
selected features associated with the Gaussian maximal likelihood classifier  
(GMLC) [15]: 

 ]/1[),( ,,, CCCRmNLossCCRCCR crossKkcrosscrossK
Lower

crossK −×−=  (9) 

where C is the number of classes, more details on the loss information Loss cross can 
be found in [15]. 

Let the input dataset be DisX that is a matrix of r × c where r is the number of 
samples and c is the number of features. Moreover, let DisXci be the column i of 
DisX, Y be the label set, kk be the number of repetitions, genCT be the function that 
generates a cross tabulation table and CVTest be the function that performs the Cra-
mer's V test. The feature selection algorithm can be resumed as in the Algorithm 1. 

As shown in [15],  this algorithm have been compared in terms of overall accuracy 
and kappa coefficient with the SFS and mRMR methods, which are known for their 
general abilities and good performances. When compared with SFS and mRMR, 
MMAIQ performs the best feature selection, and offers better or comparable classifi-
cation accuracy in two experiments with different types of image. MMAIS also 
achieves satisfactory results in the same experiments. These results testify that 
MMAIQ and MMAIS provide new and effective options for feature selection. 

Despite this approach is efficient in terms of accuracy in the feature selection, its 
running time is still an issues with large datasets. The overall complexity of this ap-
proach is O(c3× r2 × rlog(r)) where r is the number of samples and c is the number of 
features and rlog(r) is the complexity of sorting algorithm used in genCT function that 
creates a relevant cross-table. When the number of samples as well as the number of 
features is increased, the running time is exposed with exponential complexity. There-
fore, we propose a parallel approach for this algorithm in this paper. 
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Algorithm 1 (pseudo code) Optimal Cramer’s V 
Input: DisX, r, c, Y, kk. 
Output: List the feature selected fea 
1: crm ← {0}; 
2: for i ← 1 to c do 
3:  crmi ←  CV Test(getGT (Y, r,DisXci)); 
4: end for  
5:  last ← 1; fea1 ←  crm1; curidx ←  crm2;  
6:  cmi ←  {0}; tmi ←  {0}; 
7:  for i ← 1 to kk do 
8:  fclni ←  DisXcfealast ;  
9:  left ←  c – last; 
10:  for j ← 0 to left do 
11:  tmij ←  crmj; 
12:  tbl ←  genCT(fclni, r, DisXccuridxj ); 
13:  cmicuridxj ←  cmicuridxj + CV Test(tbl); 
14:  endfor 
15:  m ← i × tmi1 / cmicuridx1 ; midx ←  1; 
16:  for k ← 2 to left do 
17:    tmp ← i × tmik / cmicuridxk; 
18:    if  (tmp > m) then 
19:     m ← tmp; 
20:     midx ← k; 
21:    end if 
22:  endfor 
23:  feai ←  curidxmidx; 
24:  curidxmidx ← curidx; 
25:  incr(last); incr(curidx); 
26: endfor 
27: for i ← 1 to kk do 
28:  incr(feai); 
29: end for 

4 Parallel Approach 

As mentioned in Section 2.2, a parallel algorithm can be implemented in either data-
parallelism or task parallelism.  In our approach, we apply the data-parallelism. The 
reason is that the generation of a cross table as well as the calculation of Cramer’s V 
Test require the analysis of whole datasets. Therefore, the overhead of exchanging 
large size of datasets among different sites should be taken into account in a data-
parallel approach. As a consequence, we base on the data-parallel paradigm to design 
our parallel algorithm. We also presume that two function genCT (creating relevant  
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cross-tables) and CVTest (Cramer’s V Test) are atomic i.e. a parallel versions of 
genCT and CVTest are not in the context of this paper. 

In analysing the sequential version of optimal Cramer’s V [15], we notice that the 
cross validation step is an impact on runtime performance. The complexity of this 
algorithm is also based on this step as shown in the previous section. We propose 
hence, a parallel approach for this step. Algorithm 4.1 describes our approach. Let the 
input dataset be DisX that is a matrix of r × c where r is the number of samples and c 
is the number of features. Moreover, let DisXci be the column i of DisX, Y be the label 
set, kk be the number of repetitions, genCT be the function that generates a cross tabu-
lation table and CVTest be the function that performs the Cramer's V test. The feature 
selection algorithm can be resumed as in the Algorithm 2 (pseudo code). 

Moreover, there is a threshold PTHRESHOLD in this algorithm. The purpose of this 
threshold is to handle the granularity of this algorithm. When the number of iterations 
left is under this threshold, a sequential computation will be applied. The function 
incr(x) in this algorithm is equivalent to x ← x + 1. In this algorithm, the function 
ParFold() performs the parallel computation of cross-table different parts DisXk of input 
datasets on in p processors. It can be described as in the algorithm ParFold(). 

Algorithm 2(pseudo code) Parallel Optimal Cramer’s V 
Input: DisX, r, c, Y, kk. 
Output: List the feature selected fea 
1: crm ← {0}; 
2: for i ← 1 to c do 
3:  crmi ←  CV Test(getGT (Y, r,DisXci)); 
4: end for  
5:  last ← 1; fea1 ←  crm1; curidx ←  crm2;  
6: cmi ←  {0}; tmi ←  {0}; 
7:  for i ← 2 to kk do 
8:  fclni ←  DisXcfealast ;  
9:  left ←  c – last; 
10:  if  left > PTHRESHOLD then  
11:   FORK in k process p1,p2,...,pk 
12:    Each process pk do 
13:     tblk ←ParFold(DisXk, curidx,fclnk); 
14:    endo 
15:   JOIN k process: {tbl} = ∪ tblk 
16:   for j ← 0 to left do 
17:    cmicuridxj ←  cmicuridxj + CV Test(tbli); 
18:   endfor 
19:  else 
20:   for j ← 1 to left do 
21:    tmij ←  crmj; 
22:    tbl ←  genCT(fclni, r, DisXccuridxj ); 
23:    cmicuridxj ←  cmicuridxj + CV Test(tbl); 
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24:    endfor 
25:   end if 
26:  m ← i × tmi1 / cmicuridx1 ; midx ←  1; 
27:  for k ← 2 to left do 
28:   tmp ← i × tmik / cmicuridxk; 
29:   if  (tmp > m) then 
30:    m ← tmp; 
31:    midx ← k; 
32:   end if 
33:  endfor 
34:  feai ←  curidxmidx; 
35:  curidxmidx ← curidx; 
36:  incr(last); incr(curidx); 
37: endfor 
38: for i ← 1 to kk do 
39:  incr(feai); 
40: end for 
 

 

ParFold()function 
Input: startPos, endPos,curidx. 
Output: DisXk 
1: for j ← startPos to endPos do 
2:  cln ← GetMatrixColumn(curidx+j); 
3:  DisXkj ←  genCT(cln); 
4: end for 

5 Performance Evaluation 

5.1 Experiments 

In order to exploit efficiently different parallel computing platforms from shared-
memory architecture to distributed architecture such as cluster and grid, we design 
two versions of our parallel approach. The first version is based on the multithreading 
paradigm where we can deploy on the shared-memory systems to exploit the multi-
core architecture. This version is portable as it is based on the PTHREAD library 
[19]. The second version is based on a message-exchange paradigm to exploit the 
distributed architecture such as cluster or grid platforms. Concretely, it uses MPI li-
brary as the communication library because of it is simple and widely used as a stan-
dard of communication by exchanging message [19]. 

Besides, we use different datasets to evaluate our approach. The first one is a  
hyperspectral remote sensing image (PHI) Xiaqiao PHI (xq). The data set used in this 
experiment was collected in September 1999 of the Xiaqiao test site, a mixed agricul-
tural area in Changzhou city, Jiangsu province, China, and is airborne push broom  
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Fig. 1. The experimental hyperspectral image cube of Xiaqiao 

hyperspectral imagery (PHI). A sub-scene (346 × 350 pixels) of the PHI image with 
80 bands was tested, and their spectral ranges were from 417 to 854 nm. 

Fig. 1 shows the experimental PHI image cube. The ground truth spectral data 
were collected in September, 1999 by field spectrometer SE590. The observed image 
was expected to classify into eight representative classes, i.e. corn, vegetables-sweet 
potato, vegetable-cabbage, soil, float grass, road, water and puddle/polluted water. 
This dataset has 80 features. The second dataset is fcl1 that is a historically significant 
data set, is located in the southern part of Tippecanoe County, Indiana. It has more 
than a few spectral bands, contains a significant number of vegetative species or 
ground cover classes, includes many regions (e.g., fields) containing a large numbers 
of contiguous pixels from a given class. This dataset has 12 features. The last one is 
India that is a district boundaries dataset prepared for FAO by Dept. of Energy and 
natural resources, University of Illinois, including Coastlines, national-subnational 
boundaries, lakes, and Islands. This dataset has 185 features. Indeed, we test our ap-
proach on different platforms varied from multi-core (up to quad-core) to cluster 
computing architecture (up to four computational nodes). 

Table 2. Performance of parallel optimal Cramer’s V  

Dataset 
Feature Selection Time (s) of optimal Cramer’s V 

Sequential PThread 
 2 Threads    4 Threads 

MPI 
         2 Nodes   4 Nodes 

xq   25.53    15.77             8.42           22.73      19.92 
flc1    0.37      0.28             0.15             0.39        0.41 
India 293.18  168.73            98.61          243.19    139.81 
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5.2 Analysis 

As described in [15], the sequential optimal Cramer’s V has been shown that it is the 
most efficient algorithm on Xiaqiao PHI dataset (xq) comparing to other selected 
algorithms with an improvement of 10.1% of overall accuracy. However, its computa-
tional time is significant. Table 2 compares the running time of two algorithms: se-
quential optimal Cramer’s V and parallel optimal Cramer’s V on different platforms 
with different datasets. By observing this table, we notice that the speed-up for multi-
threading approach is around 60% i.e. we can improve the running time by 1.6 times. 
Moreover, the speed-up for cluster computing architecture depends on the testing 
dataset. It’s 20% and 12% for the India and xq datasets respectively. However, we do 
not gain the speedup of fcl1 dataset. In this case, the communication time dominates 
the computational time. Analysis on the communication and computational time of 
parallel approaches can be found in [20]. This means our solution gets significant 
performance for big datasets (e.g. India) in terms of computational time. 

Besides, experimental results also show that the running times of two functions 
genCT and CVTest take are insignificant compared to the overall computational time. 
It also proves our presumption at the beginning of Section 4. 

6 Conclusion and Future Work 

In this paper, we present a parallel approach for improving the performance of an 
optimal solution MMAIQ and MMAIS for the feature selection in the classification of 
remotely sensed imagery. We also evaluate our approach with different datasets and 
comparisons of the proposed methods with a centralisation version as preliminary 
results. These experimental results consistently show that the proposed methods can 
provide an effective solution for feature selection in improving significantly the com-
putational time that is a drawback of most feature selection approaches. 

A Hadoop/MapReduce version of this proposed method is implementing and test-
ing to evaluate the robustness of our solution on large scale distributed systems of 
dozen to hundreds of computational nodes in the context of the feature selection for 
big data. On the other hand, a knowledge map [21][22] is being used to improve the 
proposed approach in terms of combining both the data-parallelism and task-
parallelism.. 
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Abstract. A range of global environmental and social problems, such as 
climate change or social transformation processes, are aggravated by diverse 
anthropogenic impacts. To monitor, analyse and combating these processes, 
topical information on the status, development, spatial and temporal dynamics 
of them is an indispensable prerequisite. The growing, frequently rapid demand 
for global and regional data in relevant geographical, geometric, semantic and 
temporal resolution can only be met by remote sensing data the majority of 
which are available on an operational scale. Not only does the availability of 
data present a major obstacle for the above applications, but also rapid 
processing of the acquired remote sensing data is a severe bottleneck for the 
provision of the required data for, e.g. time-critical investigations. These 
problems can be addressed by developing an automated processing chain to 
derive value-added data producing from the remote sensing input data. 
Effective automated data processing necessitates a data quality assessment prior 
to actual processing. This paper deals with a processor for an automated data 
usability assessment that can be integrated into an automated processing chain 
for operative value adding. 

Keywords: Cloud cover, data quality, data usability processor, processing 
chain, remote sensing, Landsat. 

1 Introduction 

Increasing scarcity of environmental resources, such as fresh water or fertile land, 
coupled with constant build-up of man-made pressure on land use, holds 
unforeseeable risks for sustainable development of the environment, forcing careful 
and sustainable use of the limited environmental resources. One major cause of 
environmental risks results from conflicting claims on land/soil utilisation. To be able 
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to address and eventually solve such problems it is vital to strike a fair balance 
between the diverging user requirements to limit, and, if possible, reduce the 
mounting strain on nature and agriculture. The availability of environmental and 
geographic information resources is an important prerequisite if progress is to be 
achieved on this issue. Starting from the 1970s, an ever-growing part of these 
information needs can be met by remote sensing data from space.  

To respond to the global land-use conflict the European Union (EU) and the 
European Space Agency (ESA) have jointly initiated the Global Monitoring for 
Environment and Security (GMES) program. This initiative is aimed at the development 
and provision of substantial, accurate and stable geo-information services based on 
remote sensing data products and ancillary spatial data, e.g. in-situ-information [1]. For 
that purpose, a range of current remote sensing technologies, including radar and multi-
satellite systems, have been employed to establish a geographical database on 
environmental information. Many of the environmental parameters required can, 
however, be detected by optical remote sensing systems only. Regardless of this asset, 
one relevant constraint of optical remote sensing imagery is the high probability of 
clouds and haze during data acquisition limiting data quality. If cloud-obscured optical 
remote sensing data are to be processed the above mentioned limitations require 
mandatory an interactive assessment of each suboptimal dataset by an operator. Such 
operator-based image evaluation and processing to extract geo- and biophysical 
parameters is time-consuming and requires considerable expertise and manpower. As a 
consequence, only cloud-free or marginally clouded optical remote sensing data only 
are processed into usable information.  

When cloud-free data only are processed, the requirements of the GMES initiative 
for information cannot be met. Important reasons for this include:  

• Interactive processing of suboptimal optical time series data will not generate 
usable value-added products conforming to defined quality standards, such as 
GMES. In addition, manpower and time requirements will significantly impact the 
production costs.  

• Interactive processing of optimal data will, in contrast, ensure the generation of 
usable quality products of bio and geophysical information.  

• Provision of full-coverage value-added products for a given time or period can 
only be ensured if optical data for a region are recorded free of cloud cover at a 
given acquisition time. 

As a consequence, cloud-free data only can be used for generation of valued-added 
products. Such an approach does not use the complete available data pool. One 
solution to this problem is the development and application of automatic processors 
and processing chains for operation of sub-optimal data at acceptable time and costs 
which is presented here. 

In automated as well as in interactive data processing data quality is the key 
parameter to decide on the processing strategy to be pursued. This quality parameter 
is, in fact, applied to determine the utilisation of a particular processing strategy of 
optical remote sending data, namely:  

•  Interactive data quality interpretation by an operator.  
• Selection of available remote sensing data from a data pool by the user.  
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• Setup and control of an automatic processing chain by choosing appropriate 
processing modules. 

Controlling automatic processing of remote sensing data requires decision criteria in 
order to facilitate event-driven processing of data by selecting the corresponding 
processing modules. Such criteria can be derived from metadata of the respective 
remote sensing datasets. Relevant control parameters may also include technical 
system parameters, such as gain and offset, as well as data acquisition parameters, 
such as acquisition time, geographical coordinates, sun azimuth angle or sun elevation 
angle. Data quality is a particularly important control parameter when it comes to 
event-driven processing. The data quality parameter can directly be assessed from a 
given remote sensing dataset. It can either be expressed in terms of the cloud cover 
index1 or the data usability index2. 

2 Material and Methods 

2.1 Data Base 

Development of the processing chain presented here is based on a data pool of 2,957 
data-reduced and JEPG-compressed quick-look-data 3  with the corresponding 
metadata4 of Landsat-7 from the period of 2000 to 2003. A short description of the 
preparation of the quick-look-data is given in [2], [3]. First, all bands were converted 
to a common ground resolution of 180 m in a preprocessing step. Second, the quick-
look data were JPEG-compressed to minimize the storage volume. This data 
compression method is, regrettably, accompanied by a loss of data quality and 
information. The data used in this study were compressed with a 10:1 ratio of [2]. 
Notwithstanding the fact that the level of compression depends on the image content of 
a remote sensing scene, this represents a JPEG quality metric Q-factor of 35 [4]. 

2.2 Processing Chain 

The European ground segment of Landsat-7 is a network of the receiving stations at 
Maspalomas (Spain), Kiruna (Sweden), Matera (Italy), and Neustrelitz (Germany). 

The station network guarantees perfect reception and storage of data on behalf of 
the European Space Agency. Processing and data delivery was carried out on behalf 
of EURIMAGE enterprise [6]5. Fig.1 shows a block diagram of the German Landsat 
ground segment (DFD). Data processing starts during the receiving phase. In this step 
data are preprocessed, augmented by metadata generated on-the-fly and stored in a 
database [8]. The interactive processing steps in the automatic processing chain are  
 

                                                           
1 Cloud cover degree: Ratio of cloud pixels to total pixels of an unit (e.g. scene or quadrant). 
2 Data usability: Combination of cloud cover and cloud distribution as well as data errors. 
3 Quick-look data: are preview images derived from original remote sensing data. 
4 Metadata: describes remote sensing data (e.g. satellite mission, orbit, track, frame). 
5 LANDSAT 7/ETM+ data receiving was stopped at the end of 2003 [7]. 
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Fig. 1. Block diagram of the Landsat ground segment. Highlighted in red: interactive data 
usability assessment (adopted and changed from [5]). 

highlighted in red. Here data quality has been assessed visually by (human) 
interpreters. Landsat quick-look data are displayed on the monitor.  

The assessment framework for the imagery interpretation has been provided by 
ESA [9]. Key  criteria to be addressed, are, i.a.:  

• artifact (90 = data not usable),  
• estimate haze, clouds, and cloud shade per quadrant,  
• assessment of cloud distribution, 
• differentiation of clouds covering land or water,  
• estimation of data usability for land applications.  
 
After completion of metadata with the assessment results these were transferred to 
ESA [8]. 

3 Data Usability Processor for a Processing Chain 

Apart from data filtering measures, such as geographical or atmospheric data 
correction (cf. [10], [11]) the data usability processor for optical remote sensing data 
can be integrated in an automated value added processing chain. 

Quick-look data of Landsat 7/ETM+ imagery with accompanying metadata are 
used to train the processor. Metadata are essential to control the processing and 
internal data transfer inside the processor. In a first processing step, the data are 
analysed for data errors, such as scan mirror errors, missing pixels, lines and areas 
[14]. In case errors are identified in the filtering process, processing of data is 
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terminated. Data free from errors are subjected to further processing by the cloud 
cover assessment (CCA) module.  

The CCA module comprises the calibration, referencing to satellite projection and 
classification sub-modules and can be characterised as the core of the processor. 
Metadata of the dataset are, in a second step, evaluated for data calibration using the 
calibration parameter of slope and gain as well as geographical coordinates of the 
scene to calculate the sun elevation angle required to transform the digital number of 
a pixel into a physical standard (reflectance). In a third step, a land-water mask is 
generated using the geographical scene coordinates to provide topographical 
information. The land-water mask is subsequently used to control the sensitivity of 
the ensuing classification modules. Inverse georeferencing to satellite projection is 
necessary to optimise the structure analysis. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Schematic diagram of a processing chain to derive value-added products (left) and of 
data usability processor (right) (adopted and modified from [12], [13]) 

The transformed land-water mask as well as the quick-look constitute the input 
data for cloud and haze classification to generate a cloud-haze-mask. A range of 
classification algorithms is available for Landsat data [15], [16], facilitating the 
selection of an optimal processing module according to target characteristics or 
geographic location. The cloud-haze mask facilitates the computation of cloud cover 
degree. This feature serves as a data input for the subsequent cloud map structure 
analysis (SCMA). This module produces parameters describing cloud distribution in 
an assessment unit (scene or quadrant). Both cloud cover and cloud distribution are 
important quality parameters of optical remote sensing data [17]. 

The different quality parameters discussed above are combined by the data quality 
assessment module (DQA) in order to provide a data use quality metric. It goes  
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without saying that cloud cover degree is the principal factor in this measure. Cloud 
distribution is considered as an additional parameter to refine data usability in an 
assessment unit6.  

3.1 Preprocessing 

Preprocessing of the data is an essential process step in the processor introduced here. 
Preprocessing includes subroutines, such as data error assessment, calibration, and 
transformation of topographic information into satellite projection. A brief description 
of the different sub-processors is given below. 

3.1.1 Data Error Assessment 
In accordance with the requirements of ESA [9] faulty data have to be designated 
unusable and excluded from further processing. This specification necessitates the 
development and application of a reliable method to detect data errors [13]. Key 
features to distinguish faulty from accurate data are:   
• disturbed lines or data sections display smaller correlation to neighboring 

undisturbed lines than undisturbed lines to neighboring undisturbed lines, 
• erroneous image data sections, lines or a number of pixel, are characterised by the 

digital number 0, (DN) in contrast to usable data. 
 
A possible application of the correlation on selected erroneous data, such as Landsat-
7/ETM+ JPEG-compressed quick-look data showed that: 
• missing lines cannot be identified reliably at very low sun angle, 
• artifacts caused by JPEG-compression trigger misinterpretations and incorrect 

conclusions, 
• determination of erroneous datasets requires extensive computing time. 
 
As a consequence, a simplified method has been developed based on the specification 
to characterise erroneous pixels by a digital number of DN = 0. Pixel values of a line 
are examined for this criterion and, at confirmation, are summed up. To minimize 
faulty indications, a threshold value has empirically been derived for the identification 
of erroneous scenes. To detect unusable data, an optimal threshold value of 10 could be 
determined empirically. Eventually, the second criterion (DN=0) has proved to be 
adequate to distinguish disturbed and undisturbed datasets. Following data analysis 
data usable are forwarded to data processing. Faulty data are excluded from further 
treatment. 

3.1.2 Calibration 
Calibration and transformation of Landsat-7/ ETM+ data to top-of-atmosphere 
reflectance ρ and to effective at-sensor brightness temperature T [K] is dealt with in 
substantial detail in the Landsat handbook [14]. Additional aspects to be taken into  
 
                                                           
6 Assessment unit: scene, quadrant. 
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account for the calibration procedure are given by [17] to compute planetary  
top-of-atmosphere reflectance ρp based on the digital number of a pixel (DN) [18], 
[19]. The relation for approximated Earth-Sun-distance d is given by [20]. 
Transformation of digital number of a pixel (DN) into planetary top-of-atmosphere 
reflectance ρp in a specified band k can be calculated by using eq. 1 [18], [19]: 

ρp = (πL(λk) d
2)/(ES(λk) cosΘS)  (1)

with L(λk) spectral radiance at sensor’s aperture [W/(m2sr μm)], ES(λk) denotes exo-
atmospheric solar irradiance [W/(m2μm)], d  Earth-Sun distance [astronomical units], 
and ΘS solar zenith angle [degrees]. 

Transformation (digital number) of thermal band 6 (wavelength: 10.4 µm to 12.5 
µm) into surface temperature T can be calculated by using eq. 2. 

T = K2/ln((K1/L(λk))+1)   (2)

with: L(λk) spectral radiance at the sensor’s aperture [W/(m²
 
sr μm)], K1 calibration 

constant 1 [666,09 W/(m²sr μm)] 7, K2 calibration constant 2 [1282,71 K] 8. 

3.1.3 Calculation of Pixel Coordinates 
Use of solar zenith angle in eq. (1) assumes that geographic coordinates of all pixels 
are available and usable. However, as a rule, only corner coordinates of the scene are 
given. In addition, coordinates can be used to select topographic information to support 
data analysis.  

A satellite orbit in a static (non Earth rotation) satellite system Σ‘ can be 
characterised by a reference track in a system Σ, in which the track can be described by 
length λ only, while the latitude φ is generally 0. This satellite system is rotated by an 
angle δ = (180o-ι) (ι = inclination of the real orbit and reference satellite orbit in Σ‘) 
against the x axis, which cross exactly by (φ=0, λ=0), opposite to the geographical 
system. 

The key advantage of an equatorial orbit in system Σ is that the distance between 
two points can be calculated with a simple relation (eq. 3) for a corresponding 
satellite image: 
 

φ1 = φ0 + i Δφ 

                              λ1 = λ0 + j Δλ                                (3) 

where Δφ and Δλ are pixel size in latitude and longitude, respectively, and i and j are 
the distance both pixels in columns and lines. For example, if an even number of lines 
is given it is of advantage to use for numerical solution of eq. 3 the relation φ0 = Δφ/2 
with (-m/2 ≤ i ≤ m/2-1). Transformation of the coordinates φ and λ of system Σ into 
coordinates φ’ and λ’ of geographical system Σ’ is described by eq. (4), where  
r = r ' [21]: 

                                                           
7 Landsat Handbook: chapter 9.2.4, Table 9.2 ETM+ Thermal Constants. 
8 Landsat Handbook: chapter 9.2.4, Table 9.2 ETM+ Thermal Constants. 
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                      cos φ' cos λ’ = cos φ cos λ 
       cos φ’ sin λ’ = cos δ cos φ sin λ – sin δ sin φ 

               sin φ’ = sin δ cos φ sin λ + cos δ sin φ                    (4) 
 

In each case φ’ can be considered as known since the latitude of reference track is 
identical to the geographical latitude of the real track in the geographical system. 
However, coordinates of the track in Σ, defined by φ=0, sin φ=0, and cos φ=1, are 
not given. In contrast, coordinates for UL, UR, LR, and LL in the system Σ‘ are 
known. Disregarding Earth rotation, UL and LL are on parallel small circle tracks to 
satellite track. Difference to longitude of LL is given by earth rotation and will be 
calculated in one of the next steps. 

The corresponding 4 geographical latitudes define the reference track in 
geographical coordinates of which the corner coordinates on the left side of eq. (4) 
and the angle δ on the right sight are known. Coordinates on the right-hand side will 
have to be determined to use at least eq. (3) for determination of all pixel coordinates 
of the scene in system Σ. Subsequently all coordinates in Σ can be transferred into the 
coordinates of Σ‘. Deviation from the real track in the rotating system will have to be 
determined at least. Knowledge of the respective longitudes λ’ is not mandatory for 
eq. 3 in eq. (4). Transformation of a small circle is sufficient for segmentation of an 
image in constant longitudes and latitudes sections. Transformation of the 2 left 
corner coordinates within eq. (5) φ=φG , however, has to calculated as a prerequisite. 

λk =arcsin [(sin ϕk – cos δ  sin ϕG) / (sin δ  cos ϕG)]     with k=UL, LL (5)

φG as latitude in the satellite system Σ is the spherical distance between a small circle 
and a great circle which represents the reference track. This distance is identical in 
every system Σ‘. It is precisely half the spherical distance of the two upper corner 
pixels located on the great circle. Pass the great circle (orthodrome) on a globe the 
points A(φA,λA) and B(φB,λB) the spherical distance α can be calculated to: 

α = arcos [sinϕA – sinϕB + cosϕA cosϕB cos(λB – λA)]     A=UL, LL and B=UR, LR (6)

For both pairs A, B the result is same with: ϕG = α / 2 (7)

Using the difference of both longitudes of eq. 5 and the corresponding line number n 
the line spacing Δλ in eq. (3) can be computed for the scene by eq. (8). 

Δλ = [(λUL – λLL ) / n]           with n = line number (8)

The distance Δφ (eq. 3) between image elements of a line can be calculated using the 
pre-calculated spherical distance α of line limits and the number of m image elements 
(columns) using eq. (9):  

Δφ = α / m         with m = number of column  (9)

Use of m and n assumes that the coordinates of the UL corner possibly correspond to 
the upper left corner of the UL pixel. If the center of the UL pixel is given as upper 
left corner of scene (n-1) and (m-1) have to be used. A scanning geometry with 
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constant distance between line elements is a prerequisite for applying eq. (9). In other 
cases, the respective distance between image elements will have to be determined. 
Subsequently it is possible to estimate the geometric assignment (φ, λ) for each image 
element of the appropriate reference track in the satellite system using eq. 3. Eq. (4) is 
used to transform the coordinates (φ, λ) into the satellite system Σ‘ with coordinates 
(φ’, λ’) the. The third eq. in (4) can be solved for φ’. 

ϕ’= arcsin (sin δ cos ϕ sin λ + cos δ sin ϕ) (10)

Working with geographical longitude requires that the definition interval is given 
with -180°< λ ≤180°. Using eq. 11 a value of λ or  λ’  outside this interval can reset 
into it: 

λred  = 2arctan(tan(λ / 2) (11)

Derivation of λ’ the first eq. necessitates to divide by the second eq. in (4). 

((cos ϕ‘ sin λ’)(cos ϕ‘ cos λ’)) = ((cosδ cosϕ sinλ - sinδ sinϕ)/(cosϕ cosλ)) (12)

Following reduction and introduction of the tangency function 

tan λ’= (cos δ tan λ) - ((sin δ tan ϕ )/cos λ) (13)

eq. (12) can be solved for λ’: 

λ’= arctan(cos δ tan λ  − (sin δ tan ϕ )/cos λ)  (14)

ϕ’ and λ’ are the coordinates of a scene for an orbit trough the geographic coordinates 
[ϕ=0, λ=0]. Subsequently, image coordinates for the reference track in the 
geographical system Σ’ relating to real coordinates in the rotating geographical 
system Σ’ can be calculated. Rotating around the z axis (north-south axis of the earth) 
with 

Δλ0 = ABS(λ0
UL-λ’

UL)  (15)

the reference image can be positioned in a way that the first line covers the first line 
in the original image, when placed in the system Σ’. λ0

UL is the longitude of the 
available UL corner coordinate and λ’

UL is the corresponding longitude of UL 
following transformation. All additional lines of the two images which correspond to 
each other are moved because of the earth rotation. The additional shift caused by  
the earth rotation Δλ0

j of each single image line can be computed with the help of the 
differences in the length of the two left real corner coordinates (λ0

UL, λ0
LL) to the 

respective corresponding length (λ’
UL, λ0

LL) in the reference picture: 
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Δλ0
j  = j*ABS((λ0

UL-λ’
UL) - (λ0

LL-λ’
LL))/n        n = number of lines (16)

The geographical latitude remains constant despite of earth rotation. The 
coordinates of the scene are completely available for all pixels after execution of the 
corrections of longitude λ’: 

λ”i,j = λ’ i,j + Δλ0  + Δλ0
j            for all i, j  (17)

3.1.4 Calculation of Local Time for Pixels 
The following task includes the calculation of local time for each pixel of the scene. 
For a satellite with a sun synchronous orbit it can be shown (e.g. [22]) that local 
crossing time tLC for the respective nadir point of the satellite orbit in dependence of 
its geographical latitude ϕN and a constant equator crossing time tLEC on basis of the 
previously known parameters. 

tLC = tLEC - arcsin(tan(ϕN) cot(ι))/15 ι = Inclination of track  (18) 

This minus '-' in eq. (18) refers to the descending node of the track. A problem with 
equator crossing time is that it only can be restricted as assumed constantly [22], [23], 
[24]. However, a well-known difference exists between true and mean sun. This 
means that local noon, e.g., will change between -14 and +16 minutes in one year. 
This is obvious as part of diurnal drift in [25]. Disregarding orbit drift the time of 
equator crossing will change in the same order within one year. This is caused by the 
characteristics of an earth orbit around the sun. This relation is described by the eq. of 
time (tE) can be found in [26]. 

The STK orbit determination software9 [27] is used to calculate equator crossing 
of a satellite in UTC (Coordinated Universal Time). Seasonal variation of the equator 
crossing of the Landsat-7 platform has been simulated for this presentation with 
corresponding real measured orbit parameters at Neustrelitz for each 21st of all twelve 
months over year 2000. The values simulated for the descending node are marked 
with asterisks in fig. 3. Considering these 12 points only it will become obvious that 
the variation of LECT is very similar to that of Equation of Time (tE). The nearest 
value to the 10:06 a.m. mean of these 12 values is given for the 21st of June. Using the 
tLEC and tE for this date as basis (index 2106) makes it possible to describe the 
seasonal variation of tLEC with eq. (19):  
 

tLEC = tLEC 2106 + (tE – tE 2106) / 60  (19)

 
In addition, possible disturbances as orbital drift have to be included into eq. (19). 
Inclusion of tLEC of eq. (19) into eq. (18) results in eq. (20). 
 

                                                           
9 STK software: software of company AGI  to model, analyse and visualise space systems 

(2004) http://www.agi.com/default.aspx 
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tLC = tLEC 2106 + (tE – tE 2106) / 60 - arcsin(tan(ϕN) cot(ι)) / 15 (20)

Eq. (15) applies to the nadir point of the satellite orbit only. As a consequence, local 
time for all pixels of an image line (eq. 20) will have to be corrected by using their 
respective length difference  Δλ”=λ”-λ”

N to the nadir point of this line by an 
additional term. 

tLC = tLEC 2106 + (tE – tE 2106) / 60 - arcsin(tan(λ'
N) cot(ι)) / 15  + Δλ”/15 (21)

 

Fig. 3.  Variation of tLEC determined for each 21st day of a month by help of acquisition 
facility (dashed line) of descending node of Landsat 7 for year 2000 and connecting the 21st of 
March with the variation of Equation of Time by eq. (19). 

 
Hence the geographical latitude and longitude as well as the corresponding local 

time for each pixel are available it is possible to calculate the solar zenith angle ΘS. It 
depends on season and local time and can be calculated as 

ΘS = arccos(sin(δS) sin(ϕ‘)+ cos(δS) cos(τ) cos(ϕ‘)) (22)

where ϕ‘ is the geographic latitude (eq. 10), δS is the solar declination  [26], and τ is 
the local time tLC  (eq. 21) as angle. 

3.1.5 Transformation of Topographic Information into Satellite Projection 
Generally speaking, satellite data are corrected on a topographical basis to facilitate 
further processing of the data (e.g. atmospheric correction or thematic classification 
and value adding). To allow for fast processing, the preparatory “Transformation of 
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5 Conclusion 

The current status of remote sensing and ICT offer a wealth of new opportunities to 
produce value adding remote sensing data for diverse applications. Basically this is the 
result of the following developments:  
• permanently increasing number of remote sensing missions, sensors, and data  
• considerably improved computing power and storage performance, 
• permanent improvement of automated remote sensing data interpretation. 

Compared against the requirements of ESA relevant to the functionality of the 
processor introduced here it can summarised: 

1. Automation of remote sensing data interpretation for provision of real-time 
appropriation of data information products for time-critical applications is a 
service to be released urgently.  

2. However, even if the respective interpretation processor serve only the generation 
of some pre-information it has to be made sure that a greatest measure in 
accuracy has to be guaranteed at the data processing. 

3. The processor in this respect shows all essential features of a processing chain; 
these more highly are required for the generation for value added information 
products of reduced spatial resolution.  
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Abstract. In this paper we present the preliminary results obtained from our 
investigations addressed to the estimation of landslide susceptibility after fire 
conducted using both satellite time series and in situ analysis.  

The investigations were carried on  in a test area in south of Italy, 
municipality of Pisticci, which is characterized by a high  hydrogeological risk 
and affected by a severe forest fire between 26 and 28 August 2012 The total 
area burned amounted to 1100-1300 hectares, one of the largest areas burned in 
Basilicata in the last 15 years. Form the geological point the investigated site is 
quite fragile and the fire could affect and  increase the land slide susceptibility 
of the area. Satellite data were analyzed in order to evaluate fire severity for the 
whole surface affected by fire  using MODIS data available free of charge from 
the NASA web site. Satellite investigations were completed with in situ 
analysis and measurements.  

Field measurements and laboratory mineralogical analysis, made on several 
sample sites selected in area characterized by different levels of fire severity, 
well fit together confirming the  increase in landslide susceptibility after the fire 
event. 

Keywords: satellite based analysis, MODIS, Fire Severity, clay minerals, XRD 
analyses. 

1 Introduction 

Many literature data describe the effects of fire on soil properties and how these 
effects depend upon fire severity [9]. Fire events generally modify physical, chemical 
and biological soil properties [9], [18] and alter soil minerals [11], [13]) sometimes 
irreversibly according to the heating process during the fire event.  The combination 
of combustion and heat transfer produces steep temperature gradients in soil. In moist 
soil the latent heat of vaporization prevents temperature from exceeding 95 °C  
until water completely vapourises [2], [3] and the temperature then typically rises to 
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200-300 °C [9]. In presence of heavy fuel, the temperature of  soil surface is  
500-700 °C [6] and instantaneous values up to 850 °C occasionally [5]. Soil structure 
degradation and organic matter loss occur at 300 °C and from 100 °C until 450 °C, 
respectively whereas dehydroxylation and structural breakdown of clay minerals take 
place between 460 °C and 980 °C [6]. 

In this study, the mineralogical composition of samples involved by different level 
of fire severity was investigated analyzing the effects of the heating process on the 
changes in minerals. 

Fire severity [15], [16] is a qualitative indicator of the effects of fire on 
ecosystems, since it affects soil, forest floor, canopy, etc. Assessing and mapping fire 
severity is important to monitor fire effects, to model and evaluate post-fire dynamics 
and to estimate the ability of vegetation to recover after fire (generally indicated as 
fire-resilience). In an operational context, fire severity estimation is critical for short-
term mitigation and rehabilitation treatments. 

After a fire, the spectral behaviour of vegetation changes due to consumption of 
fuel, presence of ash, reduced transpiration of vegetation and increased surface 
temperature. All these effects increase reflectance in mid-infrared and reduce surface 
reflectance in near-infrared. This is the reason because NBR index is computed on the 
basis of the two burn sensitive bands, infrared (NIR) and shortwave infrared (SWIR). 
For this reason, it may be one of the best indexes to detect a burn area.  

2 Data set and Study Area 

2.1 Study Area 

The fire that covered the territory of the municipality of Pisticci between 26 and 28 
August 2012 had its ignition point near the Basentana  highway at a height of around 
50 meters above sea level, where, aided by the strong wind and conditions of 
particular dryness of vegetation,  spread quickly to the south direction going up the 
slope leading from the highway to about 350 meters of Pisticci town. The fire was 
later extended also on the south and east of Pisticci. The total area burned amounted 
to 1100-1300 hectares, one of the largest areas burned in Basilicata in the last 15 
years (Fig 1). 

The fire particularly struck the areas occupied by reforestation with conifers 
implanted a few decades ago to counter the instability phenomena which are very 
pronounced in this area (Fig. 2 and Fig. 4). 

The vegetative state of these stands often with the presence of dead biomass in 
excess, combined with their high fire potential and climatic conditions of extreme 
dryness, favored a very vigorous fire spread. 

In addition to reforested conifer plantations, the fire also hit areas occupied by 
xerophytic grasslands, mediterranean maquis and cultivated areas, in particular olive 
groves (Fig. 3). 

The fire took also the form of wildland-urban interface fire, since several isolated 
houses were threatened by the flames that have also lapped the town of Pisticci. 
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Fig. 1. Study area 

 
Fig. 2. Burned areas in forest pine on slopes of clay   
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Fig. 3. Fire affected mediterranean shrubs, xerophytic grasslands and cultivated  areas (here  
olive groves) 

 

Fig. 4.   Burnt area with surface instability phenomena 
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2.2 MODIS Data 

MODIS is a key instrument aboard Terra (EOS AM) and Aqua (EOS PM) satellites.  
These data will improve our understanding of global dynamics and processes 

occurring on land, in oceans, and in lower atmosphere. MODIS is playing a vital role 
in the development of validated, global, interactive Earth system models able to 
predict global change accurately enough, to assist policy makers in making sound 
decisions concerning the protection of our environment. 

Terra's orbit around the Earth is timed so that it passes from north to south across 
the equator in the morning, while Aqua passes south to north over the equator in the 
afternoon. Terra MODIS, launched on December 18, 1999 and Aqua MODIS, 
launched on May 4, 2002, are viewing the entire Earth's surface, acquiring data in 36 
spectral bands ranging in wavelength from 0.4 µm to 14.4 µm, with a high 
radiometric sensitivity (12 bit).  

Two bands are imaged at a nominal resolution of 250 m at nadir, five bands at 500 
m, and the remaining 29 bands at 1 km. A ±55-degree scanning pattern at the EOS 
orbit of 705 km achieves a 2,330-km swath and provides global coverage every one to 
two days. 

MODIS bands used in this work are the first seven ones, corresponding to a spatial 
resolution of 250 and 500 m (Fig. 5). These spectral bands are suitable for the study 
of vegetation characteristics. 
 

 

Fig. 5. MODIS image (band 2 – NIR) - August 28, 2012 (red arrow indicates burned area) 

3 Method 

3.1 Mineralogical Analysis 

23 samples were collected in an area close to Pisticci village (Basilicata, Southern 
Italy) affected by a large forest fire in August 2012. In particular, soil layers with a  
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thickness of 2-4 cm were sampled in the pine forest designing area with different 
levels of fire severity: low (the plants have remained free), moderate (involving stem 
and leaves) and high (affecting the entire root system). 

The mineralogy of the whole rock and fine fraction was determined by X-ray 
diffraction (XRD) using a Rigaku/Rint 2200 powder diffractometer with Cu-Kα 
radiation; graphite secondary monochromator; sample spinner and 40 kV x 30 mA.  

The samples were analysed for bulk mineralogy on randomly oriented powders of 
whole rocks [22]. The <2 µm grain-size fraction was separated by gravimetric-settling 
in distilled water [1] and the mineralogy was investigated on oriented specimen after 
Mg++ saturation, by evaporation of clay-water suspension in order to obtain a 
concentration of 6 mg/cm2 [18]. XRD analysis on oriented amounts was carried out 
on air-dried specimens, glycolated at 60° for 8 hours and heated at 375 °C for 1  
hour [20].  

Quantitative mineralogical analysis of the bulk rock was carried out measuring 
peak area on random powder using WINFIT computer program [17]. Percentage of 
clay minerals in the < 2 µm fraction was estimated by measuring the peak areas on 
both glycolated and heated oriented amounts.  

3.2 MODIS Data Processing 

Remote sensing can be potentially a sound choice to map burn severity, since vegetati
on removal,  soil  exposure,  changes  in  soil  and  vegetation  moisture  content  
imply  changes  in reflectance  [14].  Indeed,  fire--related  decreases  in  chlorophyll  
content and  vegetation  moisture  lead  to  decreases  in  the  visible  and  near-
infrared (NIR)  reflectance and increases in the mid-infrared (SWIR) reflectance [24].  

Since the amount of green biomass destroyed by fires depends upon the burn sever
ity, several authors have found good correlations between vegetation indices, compute
d from post-fire remotely sensed data, and  burn  severity  [7], [8], [10], [12], [21], 
[23]. 

The most effective NIR/SWIR index for burn severity available in the literature is t
he Normalized Burn Ratio (NBR) [16]. 

MODIS data were used to compute the following index, by using MODIS spectral 
bands 2 (841-876 nm) and 7 (2105-2155 nm) with a spatial resolution of 500m. 

 
NBRModis = (MODIS2 – MODIS7)/ (MODIS2+ MODIS7)  (1) 

 
Using these two bands we obtained a NBR map which is particularly sensitive to 
changes occurring in vegetation cover affected by fire, such as amount of live green 
vegetation, moisture content, etc. NBR values generally range between 1 and −1 as 
well as NDVI. Strongly negative NBR values would indicate a larger reflectance in 
SWIR than NIR band, and this only occurs over not vegetated areas where fire cannot 
occur.  
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Multidate (pre and post fire) of the relative version of the delta Normalized Burn 
Ratio (dNBR) were investigated to measure and quantify the ecological effects of fire 
using pre-fire and post-fire MODIS satellite images. 

4 Results and Discussion 

4.1 Mineralogy 

The mineralogical assemblages of bulk samples showed the presence of quartz, 
phyllosilicates, carbonate (calcite and dolomite, subordinately) and feldspar.  

The < 2 µm grain-size fraction was mainly composed of illite and illite/smectite 
(I/S) mixed layers (about 50-90% in weight); kaolinite and chlorite were also present.  

The relative amount of clay minerals showed a variation according to the severity 
of fire. In particular, the samples collected in areas less affected by the fire showed a 
progressive decrease of illite/smectite mixed layers from the deeper samples (less 
subjected to heat) to the surface samples (mostly subjected to higher temperatures) 
(Fig. 6).  

 

 
 

Fig. 6. Samples collected in the area characterized by low levels of fire severity. XRD patterns 
of the < 2 µm grain-size fraction [a] air dried; [b] glicolated 

A progressive reduction of kaolinite and chlorite characterized instead the 
sediments of soil collected in the area where the fire was more persistent. These two 
mineralogical phases in fact, appeared to be more abundant in the upper levels, while 
their quantity decreased progressively from the top downwards until disappearing 
near the root completely burned (Fig. 7). 
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Fig. 7. Samples collected in the area characterized by high levels of fire severity. XRD patterns 
of the < 2 µm grain-size fraction [a] air dried; [b] glicolated 

The mineralogical data clearly indicated the effect of fire on clay minerals with 
probably consequence on properties of soil and following increase in landslide 
susceptibility of the area after the fire event. 

4.2 Fire Severity Assessment 

In order to well characterize and identify burned area, we computed and used delta 
NBR (dNBR) expected to perform better than other methods in capturing the spatial 
complexity of severity within fire perimeters. Positive dNBR values represent a 
decrease in vegetation while negative values represent increased vegetation cover. 

Maps obtained by the difference between pre- and post-fire indexes provide a 
measure of change which then can be used to estimate biomass loss, carbon release, 
aerosols production, etc.. Moreover, the difference in pre/post-burn NBR index could 
reflect surface change and characterize burn severity degree.  

 
dNBR= NBRprefire- NBRpostfire   (2)                     

 
In this study, to compute dNBR we used two MODIS images (Fig.8a): the first image 
is of August 15, 2012 (pre-fire) and the second image is of August 31, 2012 (post-
fire).  

Fire severity was classified into four levels as low, moderate-low, moderate-high, 
and high. The severity class of high indicates fire-damaged stands in which all the 
vegetation are totally burned and killed and even the ground is heavily modified. The 
moderate severity class means the area was damaged by fire but part of vegetation 
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was still alive after fire and the effects on the soil are more limited . The low severity 
class is the area burned with little damage to vegetation and soil.  

The fire severity map (Fig.8b) yields a gradient of detected change in relation to 
the characteristics of fire propagation: greater severity (red/marron) near and around 
the ignition point, moderate severity (cyan) in the central part of the fire, low severity 
(yellow) at the end. 
 

 
   a)                                             b) 

Fig. 8. .a) dNBR (August 15-August 31, 2012); b) Fire Severity Map 

5 Final Remarks 

Moderate Resolution Imaging Spectroradiometer (MODIS), time series and in situ 
data analysis have been conducted  to assess landslide susceptibility after the large  
forest fire which affected the Pisticci Municipality (Basilicata, Southern Italy) in 
August 2012. Field measurements and laboratory mineralogical analysis, made on 
several sample sites selected in area characterized by different levels of fire severity, 
well fit together confirming the  increase in landslide susceptibility after the  
fire event. 

The preliminary results presented here show that a detailed study of changes in the 
mineral soil component after the passage of a fire can be a great tool to improve the 
interpretation of post-fire signals using spaceborne remote sensing data.  

These results need to be confirmed after a careful analysis of correlated data and 
after using remote sensing data at higher spatial resolution. 
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Abstract. Airborne laser scanning (ALS) is an optical measurement technique 
for obtaining high-precision information about the Earth’s surface including 
basic terrain mapping (Digital terrain model, bathymetry, corridor mapping), 
vegetation cover (forest assessment and inventory), coastal and urban areas. 
Recent studies examined the possibility of using ALS in archaeological 
investigations to identify features of cultural interest, although the ability of this 
technology in this context has not yet been studied in detail. In this paper we 
provide an overview of past and present applications of ALS, as tool for 
detecting archaeological and palaeo-environmental features on bare surface as 
well as on vegetated and wooded areas. Moreover, a case study, related to an 
Etruscan site in Northern Latium, is showed. The LiDAR data were used for the 
first time, to our best knowledge, to identify looted tombs covered by 
vegetation.  

Keywords: Overview, LiDAR, archaeology, looting, full-waveform, hill 
shading. 

1 Introduction 

The identification of archaeological features (from earthworks to surface structures), 
for both bare and densely vegetated areas, needs a DTM with a high accuracy. This 
can be obtained using ALS. It is an active remote sensing technique that provides 
direct measurements of earth’s topography, mapped into 3D point clouds. 
The laser scanner, mounted to an aeroplane or helicopter, emits in the near infrared 
range (for land applications), at a frequency rate of 30.000 to 100.000 pulses per 
second, into different directions along the flight path towards the terrain surface (see 
figure 1).  

Each pulse could be reflected one or more times from objects (ground surface, 
vegetation, buildings, etc.), whose position is determined by computing the time delay 
between emission and each received echo,  the angle of the emitted laser beam,  the 
position of the scanner (determined using differential global positioning system and 
an inertial measurement unit). 
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There are two different types of ALS: (i) conventional scanners based on discrete 
echo and (ii) FW scanners. The first detect a representative trigger signal for each 
laser beam. The second digitize the complete waveform of each backscattered 
pulse; thus allowing us to improve the classification of terrain and off terrain 
objects, such as low vegetation, buildings, and other man-made structures lying on 
the terrain surface [1].  This enables to obtain DTMs with accuracy less than 0.1m 
and to detect archaeological structures and earthworks even under dense vegetation 
cover. 
 
 

 

Fig. 1. Figurative examples of the main difference between the two types of ALS: (i) 
conventional scanners based on discrete echo and (ii) Full Wave scanners which digitize the 
complete waveform of each backscattered pulse. 

For this aim, it is crucial to carry out accurate pre-processing namely classification 
of terrain and off terrain objects and post-processing to facilitate the detection of 
emerging archaeological remains.  

This paper provides an overview on Lidar applications in archaeology (section 2) 
in Europe and in America since 2002. A state-of-the-Art of data processing methods 
follows in section 3. In section 4 a case study focused on the detection of looted 
tombs in an Etruscan site in Northern Latium will be showed and discussed; finally, 
conclusions follow. 
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2 The Use of Aerial LiDAR in Archaeology: An Overview on 
Applications 

Since 2002, LiDAR dataset has been used for archaeological prospection. One of the 
first applications was done in UK for the identification and recording of earthwork 
traces of a Roman Fort in West Yorkshire [2]. The investigated site was characterized 
by earthworks, less than 1 m in height, and, for that, it had been missed by previous 
traditional aerial surveys. 

In 2003 in Netherlands, LiDAR data were used for predictive modelling in the 
Holocene parts of the site of Eigenblok, to integrate conventional data source such as, 
soil, geomorphologic, geologic with palaeo-geographic maps [3].  
In 2004 an accurate DEM for the entire Germany, in the framework of the project 
"Land and Survey bureau of the Baden-Wurttemberg State" was obtained by Sittler 
[4]. In Southern England, in the heart of Wiltshire Barnes, extensive remains and 
earthworks dating back from the Neolithic (ca. 4000–2400 BC) to the late Roman 
period (5th century AD) were investigated by using LiDAR [5]. Limits of 
conventional ALS in discriminating the low vegetation and underlying terrain have 
been dealt with by Pfeifer et al. [6]. 

One of the application on very famous sites was that performed on Stonehenge and 
its surrounding by  Bewley et al. in 2005 who detected unknown sites hidden by 
vegetation and analyzed the "inter-visibility" of the monumental area as well as their 
spatial relationships [7]. In the same year Devereux et al. published the results of a 
study in a prehistoric hill-fort at Welshbury Hill, in the Forest of Dean, 
Gloucestershire [8] and, in Italy, Coren et al. used LiDAR data along with 
hyperspectral images to improve information on the archaeological area of Aquileia 
(North-East of Italy) [9] 

In 2006 Humme et al. proposed a method based on a kriging interpolation to enhance 
the micro-relief like road beds, foot-paths and the earth walls surrounding the Celtic 
field system and filter the large scale topography component out. The application was 
performed on a Bronze Age village and 2500-year-old Celtic field system, near 
Doorwerth (East of the Netherlands) [10]. Harmon et al. [11] assessed the utility of 1 m 
resolution LiDAR for studying historic landscapes in two eighteenth-century plantation 
sites located near the Chesapeake Bay, in the state of Maryland. DSM LiDAR used in 
this study was obtained from the first return, whilst DTM from the last return. Relief 
detection was carried out by a visual analysis and also using enhancement of DEM 
based on hillshade surface models and contours maps. 

In Ireland, in the framework of the Discovery Programme, LiDAR data were 
acquired in 2007 using FLI-MAP 400 system. Some studies were carried out on the 
basis of this dataset to map and identify archaeological features. LiDAR data were 
acquired for two different sites: (i) abandoned medieval settlements in Newtown 
Jerpoint (Kilkenny) and (ii) a prehistoric hillfort in Dún Ailinne (Kildare) [12]. In 
Greece, Rowland and Sarris in 2007 [13] used LiDAR combined with multi-sensor 
airborne remote sensing data from CASI and Airborne Thematic Mapper in order to 
locate the presence of exposed and known buried archaeological remains in Itanos 
(Eastern Crete). 
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In 2008 Doneus et al. [1] investigated the potential of full-waveform airborne laser 
scanning (RIEGL  Airborne Laser Scanner LMS-Q560), to investigate an Iron Age 
hillfort located in a forested area called Purbach, in Austria. In the same year, 
Gallagher and Josephs [14] used LiDAR data to detect pre and post-European sites in 
the heavy woodland of Isle Royale National Park ( Michigan, USA); whereas Challis 
et al. assessed the potential of LiDAR to enhance existing records of the historic 
environment of the River Dove valley [15] 

In 2009, the State Office for Cultural Heritage Management of Baden-
Wurttemberg, launched a three-year project aimed at obtaining the archaeological 
mapping of Baden-Wurttemberg using high resolution ALS data, covering an area of 
35.751 km2. Within this project, Hesse developed and implemented a new tool for 
archaeological prospection: the Local Relief Model (LRM), based on the removal of 
large-scale landscape forms from the data [16]. In the same year, Danese et al. 
focused on the processing of DTM obtained from LiDAR using the Viewshed 
Analysis to obtain information about the extension of the area under the "visual 
control" of a medieval castle clinging on the top of hill [17]. 

In 2010 Chase et al. applied LiDAR-derived images in a tropical region, the jungle 
in Caracol, Belize, to study a very important ancient Maya site [18].  Stal et al. 
focused on investigating remains of trenches of the First World War around Mount 
Kemmel, in Flanders in Belgium [19]. 

In the last years Lasaponara and Masini focused on the potentiality of the latest 
generation of Airborne Laser Scanning (ALS), assessing its capability to detect and 
discriminate micro-topographic relief linked to archaeological remains from natural 
geomorphological features. The investigations were carried for medieval abandoned 
villages and an Etruscan site, exploiting also other remotely sensed date, including 
aerial infrared thermography and satellite multispectral imagery [20-22]. 
Finally, Chase et al [23] suggested that “the magnitude of change enabled by the use 
of LiDAR technology is particularly apparent in the archaeology of Mesoamerica” as 
also for other remote sensing technologies, as satellite (Lasaponara and Masini, 
2012), which enabled investigations in remote areas, providing reliable data to 
optimize all efforts addressed from the discovery, to documentation and preservation 
of archaeological sites. 

3 The Use of Aerial LiDAR in Archaeology: Brief Overview on 
Data Processing 

3.1 Processing 

The identification of archaeological features (from earthworks to surface structures), 
for both bare and densely vegetated areas, requires a very accurate DTM. To this aim, 
it is crucial to carry out the classification of terrain and off terrain objects by applying 
adequate filtering methods, which discriminate terrain and off-terrain points and 
eliminate outlier, such as, low points and aerial points. 
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Many different algorithms have been published for filtering ALS data. A list of the 
most commonly used filters is reported below: (i) Morphological filtering, (ii) 
Progressive densification, (iii) Surface based filtering, (iv) Segment based filtering, 
(v) Spline interpolation filtering. 

(i) Morphological filtering: this group is based on the concept of mathematical 
morphology, a set of theoretical method of image analysis which provides a 
quantitative description of geometrical structures based on a set of operators 
Morphological filtering was published by Vosselmann, Sithole, Roggero, Lohmann et 
al. [24, 25, 26, 27]. Some of them are applied to point clouds [24, 25, 26], other are 
applied to raster data [27]. 
(ii) Progressive densification: this group is based the classification of the whole data 
set starting with a small given point cloud and increasing them iteratively. The most 
popular progressive densification method is the progressive triangular irregular 
network (TIN) densification created by Axelsson [28].  
(iii) Surface based filtering: this group is based on the assumption that the whole point 
cloud belongs to terrain surface and then, iteratively, points are removed according a 
step-by-step refinement of the surface description. Surface based filtering methods 
were proposed by Kraus and Pfeifer and Elmqvist et al.  [29, 30] 
 (iv) Segment based filtering: this group is based on the concept that classification is 
not based on single points but on segments, a set of neighbouring points with similar 
properties. In general, the point cloud segmentation is performed in object space or 
features space. In a step to step process, neighbouring points are merged to form a 
segment as long as their properties are similar with respect to some thresholds [31, 
32].  
(v) Spline interpolation filtering: to classify point cloud, first a bilinear spline 
interpolation and later a bicubic spline interpolation are performed, both of them with 
Tychonov regularization [31, 33] 

3.2 Post-processing 

In order to emphasize archaeological features with particular reference to micro-relief 
a shading procedures could be used. Several routines embedded in commercial 
softwares allow different solutions, such as the visualization of the elevations by 
using color graduations  and the slope of the terrain, in order to identify the portions 
of the terrain that are relatively flat vs those that are relatively steep [33]. Shaded 
relief is obtained lighting the DTM by a hypothetical light source. The selection of the 
direction parameters (zenith angle z and azimuth angle) depends on the difference in 
height and orientation of the micro-relief of potential archaeological interest. Single 
shading is not the most effective method to visualize and detect micro-relief. If 
features and/or objects are parallel to the azimuth angle, they will not rise a shade. As 
a result, it would not be possible to distinguish them [33]. 

The problem could be solved by observing and comparing DTM scenes shaded by 
using different angles of lighting, as done for the case study showed in the following 
section. 
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In addition, because the different shaded DTM scenes are highly correlated 
Principal Components Analysis (PCA) could be used to reduce the redundancy of 
information [34]. PCA is a linear transformation which decorrelates multivariate data 
by translating and/ or rotating the axes of the original feature space, so that the data 
can be represented without correlation in a new component space [35]. For our 
application, the PCA transformed the input shaded DTMs in new components in order 
to make the identification of distinct features and surface types easier.  The major 
portion of the variance is associated with homogeneous areas, whereas localized 
surface anomalies will be enhanced in later components, which contain less of the 
total dataset variance. This is the reason why they may represent information variance 
for a small area or essentially noise and, in this case, it must be disregarded.  

4 LiDAR Application in an Etruscan Site in Blera 

4.1 Study Area and State-of-the Art of Archaeological Investigations 

The study area is located in the territory of Blera, province of Viterbo, about 60 km 
NW of Rome. It is characterized by two tufa plateaus (San Giovenale and Vignale), 
result of a pyroclastic flow of ignimbrite. They raise 210-230 m above sea level, and 
are delimited to the north by the brook Fosso del Pietrisco and to the south by the 
river Vesca (fig. 2). 

The archaeological record certifies a long human occupation from 13th century BC 
to Medieval age. In particular, the excavations and surveys, started in 1870s and 
continued in the 1950s, revealed a centre of immense importance for the 
understanding of the Etruscan culture. Its development from later Bronze Age 
communities to Late Etruscan period is well attested [36-39].  
In the San Giovenale plateau the archaeological remains show evidence of human 
occupation from the proto-Villanovan culture up to medieval period. In particular the 
main acropolis is characterized by habitation settlements, from 13th to 3rd centuries 
BC, in various parts of the site. San Giovenale is surrounded by several necropoleis 
such as Porzarago and Casale Vignale (Fig. 2), which indicate the periods represented 
in the habitation remains.   

In the plateau of Vignale, surveys and excavations unearthed the foundations of 
Hellenistic houses and cellars and some archaic wells [36]. On the northern slope of 
the same plateau in 1959-60, the Swedish mission discovered some remains of an 
Etruscan bridge, which has been thought to have a connecting function between San 
Giovenale and Vignale. This hypothesis was recently confirmed by investigations 
conducted by using LiDAR [40]. These investigations allowed us to detect traces of a 
road on the northern slope which connected the plateau with bridge [40]. 

In the 70s-90s, the interest and the investigations in this area decreased. This 
encouraged the devastating activity of plunderers who pillaged tombs and tumulus to find 
artefacts, in spite of the efforts of the regional superintendence to prevent the looting. 

A renewed interest in investigating this area started in 2007 thanks to the 
cooperation between Vignale Archaeological Project and two institutes (IMAA and 
IBAM) of the Italian CNR [41]. 
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Fig. 2. Upper left: study area located in the territory of Blera, province of Viterbo (60 km NW 
of Rome). Main scene: the investigated area, denoted by a white rectangular box, nearby San 
Giovenale and Vignale plateau and the confluence between Vesca river and Pietrisco brook 

The integrated use of different airborne and space remote sensing methods, along 
with GPS measurements, ultralight aerial photography and archaeological recognition 
allowed us to provide more information on the Vignale plateau and its surrounding. 

In particular, as above-mentioned, the Full waveform laser scanning allowed us to 
detect and map a connecting road, covered by woodland, between the Vignale plateau 
and the main acropolis of San Giovenale. Moreover, satellite data processing, LiDAR 
and aerial infrared thermography provided new data on the presence of a habitation 
site on the westernmost part of the plateau and some necropoleis on the eastern part of 
the Vignale hill [40]. 

4.2 Investigation Aims, Data Processing and Discussion of Results 

The Etruscan archaeological heritage is sorrowfully famous to have been and still be 
affected by illegal diggings that are strongly connected with the illicit trade of 
antiquities [42, 43].  

Presently a rich remote sensing dataset is available for this area [40] and already 
used   to analyze landscape as well as to detect and map bare soil and vegetated areas 
damaged by anthropic activities, including the plundering of tombs. 
Therefore, the processing and the interpretation of LiDAR data has been herein 
oriented to the identification of areas affected by looting. The work is in progress,  
and, unfortunately for the archaeological heritage (!), the LiDAR is unearthing wide 
areas damaged by old and recent illegal diggings. 

In this paper, we show and discuss the results obtained on a little plateau covered 
by dense woodland, named Montevangone, where, in the 50s, some tombs were  
excavated. It is located at south of Vesca river and at 0,5 km South-East of San 
Giovenale (see Figure 2 and 3). 
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Fig. 3. The investigated area: Montevangone plateau. The DSM evidences the dense woodland 
cover. 

 

Fig. 4. 3d DTM visualization of Montevangone plateau. The removal of vegetation put in 
evidence some circular features referable to looted tombs. 



 Airborne Lidar in Archaeology: Overview and a Case Study 671 

 

 

Fig. 5. Subset of Montevangone plateau DTM. Hill shading procedure has been performed in 
order to improve the visibility of the circular features. 

The area has been surveyed by GEOCART on September 2010, by using a FW 
scanner, RIEGL LMS-Q560 on board a helicopter. The scanner acquired data in 
South-North and East-West directions, adopting a pulse repetition rate of 180.000Hz, 
with a divergence of the radius 0.5mrad. The average point density value has been 
about 20 points/m2 with an accuracy of 25 cm in xy and 10 cm in z (altitude). 

The processing of point clouds aimed at classifying terrain and off terrain objects 
has been performed using a strategy based on a set of “filtrations of the filtrate”. 
Appropriate criteria and threshold for the classification and filtering were set to 
gradually refine the intermediate results in order to discriminate and classify low, 
isolated and air points. Then, classification of ground points and points by class 
(building, different height vegetation) followed. 
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Fig. 6. Upper: PCA of shaded DTMs of Montevangone plateau; lower: profiles of two circular 
features indicated in the PC2 scene. 

Finally the extraction of DTM has been obtained by using the progressive 
Triangulation Irregular Network (TIN) densification method (see section 3.1) by 
Axelsson [28] embedded in Terrasolid’s Terrascan commercial software. The 
procedure starts from a coarse TIN surface. Then new points are added, though an 
iterative way, if they meet criteria based on distances to TIN facets and angles to the 
vertices of the triangle. 
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The accuracy of DTM made possible the identification of a large number of circular 
‘craters’, clearly referable to looted tombs or attempts to find and plunder tombs.  

In order to emphasize the visibility of these circular microrelief we used shading 
procedures (see section 3.2), employing routines embedded in ENVI and Global 
Mapper to visualize elevations and slopes by using colour graduations.  

Hill shading has been performed by using different lighting azimuth (0-90-180-
279°) and zenit angles (30°, 45°).  

In addition, the different shaded DTM scenes have been processed by using the 
Principal Components Analysis (PCA) [33] to represent them in a new component 
space, emphasizing the less correlation and identifying better the borders of circular 
features. As a whole the results of PCA, in particular the second component improve the 
visibility of microrelief (compare Figure 6 upper, with Figure 5). This made possible to 
carefully identify and map the features linked to looting activity. In the area object of 
investigation (1.12 Ha) about 45 circular ‘craters’ have been identified and surveyed. 
Their measuring show diameters of the edges ranging 4 to 6.5 m and depth which vary 
from 0.20 to 1.40 mt. The measure of depths (Figure 6, lower) allowed us to distinguish 
two groups: 1) one with depths ranging 0.20 to 0.50 m, 2) another one with depths 
which vary from 0.70 to 1.40mt. The first is mostly located in the central part of the 
plateau, the second nearby the south-western slope. The different depth could be 
explained by different time of plundering, the deeper craters should be more recent, 
vivecersa the shallower craters should indicate an older looting. 

5 Conclusions  

In this paper, we provided on overlook on the use of Airborne Laser Scanning for 
archaeological purposes. The overview on the State of Art of ALS in Archaeology is 
also enriched with a focus on details and rational basis of LiDAR data processing 
(from data filtering to classification). Finally, we also showed the potential of using 
point clouds obtained by an aerial full-waveform laser scanner for an archaeological 
area in Middle of Italy. For the study area, the vegetation cover strongly limited the 
effectiveness of remotely sensed optical data, and, therefore, the use of LiDAR data 
enabled to overcome this limit. 

From the methodological point of view, we set up a data-processing chain based on 
two main steps: 1) the classification of terrain and off terrain objects performed using 
local thresholds values to discriminate terrain and off terrain points; and 2) the post 
processing based on both illumination manipulations (DTM shaded by using different 
angles of lighting) and statistical analyses, such as, PCA and geospatial tools. 

Such approach allowed us to to detect traces of looting under densely wooded area. 
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Abstract. South Africa is one of the most unequal countries in the World.  
Social grant in South Africa is supported by the Social development macro 
policy framework since 1994. It was aimed at poverty alleviation that combines 
social and economic goals. Government over the years has been faced with a 
number of challenges in social grants and benefits administration such as 
fragmented institutional arrangements and a lack of uniformity, fraud and 
corruption. Despite the fact that the government took steps in minimizing fraud 
and corruption associated with the social grants administration, the challenges 
of utilization of funds disbursed still exist. This research seeks to design and 
implement a system that controls utilization of social grants using Near Field 
Communication technology. In this paper, we present the system design and 
architecture of the system to be implemented. We present the findings of a 
preliminary study of the utilization of social grants by recipients. We collected 
data by interviewing social grant recipients in South Africa. The results of this 
preliminary study shows that 62% of social grant recipients use their funds 
within a week, 82% within two weeks, and 92% within three weeks. Only 8% 
use the funds until the fourth week. 

Keywords: Social Grant Utilization, Mobile Phone, Contactless card, Near 
Field Communication (NFC), Short-range Communication, interviews. 

1 Introduction 

Social grants are monies paid to the needy of the society. South Africa is one of the 
unequal societies in the World. Despite high economic growth witnessed since 2000, 
it has not trickled down to the large population of the country. An official 
unemployment rate of 26%, for poverty rate estimated at approximately 50% are the 
most severe measures of inequality in the world [1]. South Africa faces substantial 
challenges in addressing poverty, inequality and unemployment [5, 8]. While South 
Africa ranks as an upper-middle income country based on average income, some of 
the national social indicators are similar to those of the poorest countries of the world 
[2]. South African social security system is the government chief initiative in tackling 
these challenges. South African social security system expands coverage of grants and 
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limit increase in inequality. The South African Social Security Agency (SASSA) is 
responsible for the management, administration and payment of the social assistance 
grants. Social assistance is an income transfer in a form of grants provided by 
government [17]. Over the years, there has been endemic corruption in the department 
administering the funds. There were fraudulent claims, impersonation of recipients, 
dead claimants, etc. awash in the system [14, 17]. In 2012, the department developed 
and implemented a biometric-based system, which weeded a lot of fraudulent 
beneficiaries [14, 15, and 16]. The system has greatly minimized fraud and corruption 
related to the administration of the funds. However, there still remains a big challenge 
of utilization of the funds disbursed. Most of the recipients find themselves without 
cash to sustain themselves before the next payment. 

There has been alleged misuse of funds by the recipients. Many social grant 
recipients purchase impulsively and nonessential items (i.e., alcohol, designer clothes, 
drugs, etc.). Some recipients lack vital skills of money management. Therefore, in this 
paper, we propose a model for controlling the utilization of social grants using Near 
Field Communication (NFC) technology that seeks to spread the spending of the monies 
received over the month. In this paper, we present the design, architecture and findings 
of a preliminary study of how social grant recipients spend their monies. Interviewing 
the recipients at the pay points (oral), at their places of work (web based and 
questionnaire); we collected data, compiled and analyzed it. The design, architecture 
and implementation of the proposed system have been based on the findings of the 
preliminary study, which provides solution to the utilization of social grant funds.  

The rest of this paper is organized as follows: In Section 2, we provide the 
evolution of social grants in South Africa. In Section 3, we present different types of 
social grants in South Africa. In Section 4, we present the spatial distribution of social 
grants in South Africa. In Section 5, we present Near Field Communication and 
discuss reasons why we chose it. In Section 6, we present related work. The system 
design and architecture are presented in Section 7. In Section 8, we present the 
methodology. In Section 9, we present data analysis and results, and then conclude in 
Section 10. 

2 Evolution of Social Grants in South Africa 

The South African Constitution of 1996 confirms the country rejection of the cultural 
politics of exclusion, which characterized South Africa under apartheid [5]. The 
Constitution states that, within its available resources the state is appreciative to take 
reasonable legislative and other measures to progressively realize the right to social 
security to assist those who are unable to support themselves and their dependents [5]. 
With regards to children, the Constitution is even stronger as it does not include any 
limitation to this right in terms of the availability of resources [6].  

To begin to give effect to these rights, a white paper for social welfare was drawn 
up in 1997 that sought to move away from healing services towards preventative 
programs [7]. In December 1995, the South African government established the Lund 
Committee [22] to evaluate the current social protection system and provide advice on 
ways to improve it. The committee recommended an Old Age Person grant (OAG), 
Disability grant, War Veterans grant, Grant-in-Aid grant, Care Dependency grant, and 
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Child Support Grant (CSG) that reaches a greater number of children and families. 
The aim was to target and provide the benefit for families in the poorer 30% of 
households [22]. Previously, the government provided a limited State Maintenance 
Grant (SMG) that did not target the poorest children and families equitably, as it went 
largely to poor colored and Indian women and their children at the cost of poor 
“black” women and their children [8]. In an effort to address this difference, the Lund 
Committee had to develop a grant that would reach significantly more poor families 
than the existing SMG.  

However, it was instructed by the government to do so within the existing child 
grant budget and the other grants like Old Age pension grant, which ruled out simply 
expanding the reach of the SMG [7]. To meet these specific requirements, the 
committee proposed that the current SMG, which was then at a monthly rate of R127 
per child (up to the age of 18) and R410 for a parent, should be phased out and 
replaced by a new Child Support Grant (CSG) at a monthly rate of R70 for children 
up to the age of nine. In March 1997 the South African Cabinet agreed to the phasing 
out of the SMG in favor of the CSG but changed the amount to R75 a month, and the 
suitability to children only up to the age of seven. The modification made the grant 
more accessible to caregivers and children when enabled the program to substantially 
increase the participation rate. Recipients of the grant were required to pass a mean 
test which was based on household income. Families living in rural areas earning a 
household income below R800 per month and families in urban areas earning a 
household income below R1100 were eligible to receive the grant. This was extended 
in 2004 and 2005 to include children up to the age of eleven and fourteen 
respectively. In 2008 children under the age of fifteen became eligible to receive the 
grant. Currently a child is eligible until their eighteenth birthday [9].  

In 2012 the government implemented a Biometric-based registration system, which 
reduced fraud and corruption in social grants disbursement [14]. The Biometric-Based 
system is also able to identify the right beneficiaries. However, the spending period of 
social grant by beneficiaries is still a challenge and needs to be addressed so as to 
reduce crime and poverty in South Africa. 

3 Types of Social Grants 

South Africa classified social grants into eight. These include: Old Age Grant, War 
Veteran’s Grant, Disability Grant, and Grant in Aid, Care Dependency Grant, Foster 
Child Grant, Child Support Grant and Social Relief of Distress [17, 20]. 

3.1 Old Age Grant 

An old age grant is a monthly income provided by SASSA to older males and females 
who are 60 years old and above. The spouse must comply with the means test, must 
not be maintained or cared for in a state institution and must not be in receipt of 
another social grant for him or herself to qualify. Since April 2011, SASSA pays an 
amount of R1, 140.00 per month and R1, 160.00 per month for beneficiaries older 
than 75 years is granted. A total of 2, 862,570 people are receiving this type of grant 
by February 2013. 
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3.2 War Veteran’s Grant 

War Veteran’s Grant is a monthly income provided by SASSA to former soldiers who 
fought in the First World War (1904-1918), Second World War (1939-1945), the Zulu 
uprising (1906) or the Korean War and who are unable to support themselves.  

In addition to the above requirement, one has to be 60 years old and above or must 
be disabled, the spouse must meet the requirements of the means test, must not be 
maintained in a state institution, and must not be in receipt of another social grant in 
respect of himself or herself to qualify. As from April 2011 an amount of R1, 160.00 
per month is granted. By February 2013 there were 589 recipients of this grant. 

3.3 Disability Grant 

Disability Grant is a monthly income provided by SASSA to people who have a 
physical or mental disability which makes them unfit to work, for a period of longer 
than six months. Permanent disability grant is granted to people whose disability 
continues for more than a year and a temporary disability grant if the disability 
continues for a continuous period of not less than six months and not more than 
twelve months. A permanent disability grant does not mean that a person will receive 
the grant for life, but just that it will continue for longer than 12 months.  

An individual must be 18 to 59 years old of age, submit a medical report (not older 
than three months) confirming disability, spouse meets the requirements of the means 
test, must not be maintained in a state institution and must not be in receipt of another 
grant in respect of him or herself to qualify for this type of grant. An amount of R1, 
140.00 is granted for this type of grant per month as from April 2011. A total of 
1,168,464 recipients are on this grant by February 2013. 

3.4 Grant in Aid 

Grant in Aid is a monthly income provided by SASSA to people living on a social 
grant i.e., either disability grant, war veteran’s grant or grant for older persons but 
cannot look after themselves owing to physical or mental disabilities, and therefore 
need full-time care from someone else. It is an additional grant to pay the person who 
takes full-time care of such a person.  

The recipient must not be cared for in an institution that receives subsidy by state 
for housing of such beneficiary. An amount of R260.00 is granted per month as from 
April 2011. By February 2013, there were 72,767 recipients of this grant. 

3.5 Foster Child Grant 

Foster Child Grant is a monthly income provided by SASSA to a care giver of a 
fostered child. A foster child is a child who has been placed in the custody of a care 
giver by a court as a result of being either orphaned, abandoned, at risk, abused or 
neglected. An amount of R740.00 is granted per month as from April 2011. A total of 
522,181 recipients were on this type of grant by February 2013. 
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3.6 Care Dependency Grant 

Care Dependency Grant is a monthly income provided by SASSA to a care giver who 
takes care of a child who has a severe disability and is in need of full-time and special 
care. A child must be under the age of 18 years old, must submit a medical report 
confirming permanent or severe disability, applicant and spouse must meet the 
requirements of the means test (except for foster parents), the care dependant child or 
children must not be permanently cared for in a state institution to qualify. An amount 
of R1, 140.00 is granted per month as from April 2011. A total of 119,384 recipients 
were on this grant by February 2013. 

3.7 Child Support Grant 

Child Support Grant is a monthly income provided by SASSA to needy child’s 
primary caregiver e.g., parent, grandparent or a child over 16 years heading a family. 
The child and applicant must reside in South Africa, must be the primary care giver of 
the child or children concerned, the applicant and spouse must meet the requirements 
of the means test, the applicant cannot apply for more than six non biological children 
and child cannot be cared for in state institution to qualify for this type of grant. An 
amount of R260.00 is granted per month as from April 2011. A total of 11,314,128 
recipients were on this type of grant by February 2013. 

3.8 Social Relief of Distress Grant 

This is a monthly income provided by SASSA to persons in such dire need that they are 
unable to meet their and or families’ most basic needs for a maximum period of 3 
months. An extension for further 3 months may be granted in exceptional cases. The 
applicant must be awaiting payment of an approved social grant, applicant has been 
found medically unfit to undertake remunerative work for a period of less than 6 
months, no maintenance is received form a spouse, parent or child obliged in law to pay 
maintenance and proof is furnished that efforts made to obtain maintenance have been 
unsuccessful, the bread winner is deceased, the bread winner of that person’s family has 
been admitted to an institution funded by the state (i.e., prison, psychiatric hospital, state 
home for older persons, treatment centre for substance abuse or child and youth care 
centre, applicant has been affected by a disaster as defined in the Disaster Management 
Act or the Fund Raising Act, 1978 [23], and the person is not receiving assistance form 
any other organization as requirements to qualify for this type of grant. 

4 Spatial Distribution of Social Grants 

South Africa consists of 9 provinces governed by provincial governments headed by 
Premier. These provinces include: Eastern Cape (EC), Free State (FS), Gauteng 
Province (GP), KwaZulu Natal (KZN), Limpopo Province (LP), Mpumalanga 
Province (MP), North West (NW), Northern Cape (NC), and Western Cape (WC). 
The most common grant is Child Support Grant (CSG) followed by Old Age Grant 
(OAG), etc. This spatial distribution of social grants in South Africa is shown in 
Table 1 and Figure 1.  
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Table 1. Number of Grant Recipients by Grant Type and Region as at Feb. 2013 [17] 

Region Grant Type 
OAG WVG DG GIA CDG FCG CSG Total 

EC 507,573 75 185,459 9,261 18,264 115,133 1,841,399 2,677,164 
FS 171,320 8 86,522 1,185 5,825 40,118 633,776 938,754 
GP 422,265 148 123,880 1,609 15,630 57,826 1,573,790 2,195,148 
KZN 589,547 86 313,946 29,079 35,875 134,024 2,751,183 3,853,740 
LP 394,150 47 88,784 11,044 11,782 56,909 1,581,874 2,144,590 
MP 226,558 28 81,211 2,832 8,566 34,594 1,048,041 1,401,830 
NW 216,524 19 86,296 4,043 8,278 41,382 748,365 1,104,907 
NC 74,604 17 49,319 4,180 4,435 13,885 275,935 422,375 
WC 260,029 161 153,047 9,534 10,729 28,310 859,765 1,321,575 
Total 2,862,570 589 1,168,464 72,767 119,384 522,181 11,314,128 16,060,083 

 

Fig. 1. Spatial Distribution of Social Grants in South Africa 

5 Near Field Communication 

This is a type of communication technology that wirelessly communicates with 
another at a maximum distance of around 20 centimeters [4]. NFC was invented by 
Nokia, Philips and Sony. It is defined by ISO/IEC 14443 as a standard that uses 
magnetic fields induction to enable communication between devices when they are 
touched together or closer [19]. NFC can be used in 3 ways: 

• Taking pictures with mobile phone with a built in camera, and touch an enabled 
computer or television set to transmit the images for display. 
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• Downloading applications or games to a handheld device by touching the 
computer. 

• Works in conjunction with another wireless technology, you could transfer large 
files between two devices, such as a laptop and a desktop, simply by touching the 
two together. 

NFC operates at 13.56 MHz and rates ranging from 106 Kbit/s to 848 Kbit/s. NFC 
always involve an initiator (battery powered) and a target (radio energy powered). 
The initiator actively generates a Radio Frequency (RF) field that can power a passive 
target. There are three main ways of using NFC: 

• Card Emulator: the NFC device behaves exactly like a contactless card and can 
be used in transport fare payment systems based on Felica as well as open 
banking payment systems based on Visa, MasterCard or SASSA card. 

• Reader Mode: the NFC device is active and reads a passive Radio Frequency 
Identification (RFID) tag; for example reading and storing a Web address or 
voucher from the poster from interactive advertisement. 

• Person-to-Person (P2P) mode: two NFC devices communicate with each other 
exchanging information. 

5.1 Why Near Field Communication? 

The reasons why we decided on NFC technology over other available technologies 
include [4, 18, 19]: 

• NFC is simple. It is a short-range, low power wireless link developed from radio-
frequency identification (RFID) tech that can transfer small amounts of data 
between two devices held a few centimeters from each other. 

• Ease of use – with NFC there is no need to carry multiple credit cards; reward 
cards from different stores, etc. instead load them on your phone. 

• Security – it creates secure channel for communication and uses data encryption 
when sending sensitive messages between your phone and another device. If your 
wallet containing all your debit cards, credit cards, etc. is stolen that person will 
have instant access to them while you can password protect your Smartphone. 

• Versatility – it covers a variety of uses including checking out a store, purchase 
and load concert tickets to their Smart phones, read information from smart 
poster, etc. from a single device. NFC strives to embrace both work and play. 

• NFC technology does not need any pairing code, and because it is very low 
power, no battery in the device being read. 

• It is affordable – it costs less to install and operate as most people already own 
smart phones. 

6 Related Work 

Achieving social grant utilization control is not a recent problem. There are many 
proposed solutions with very little practicability. Some of the related works include: 
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6.1 Cash Payment Programs 

In traditional cash transfer programs, cash is physically delivered to a set of pay 
points like post offices or government offices [11]. Program recipients travel to these 
pay points to collect cash payments at a set time. Physically delivering cash incurs 
high transport costs and security risks for the program provider. In addition, these pay 
points are often infrequent, especially in rural or remote areas, so recipients often 
have to travel long distances to get to the pay points. This can also involve costs that 
eat into the value of the cash transfer if recipients have to pay for transport or spend 
hours travelling and queuing to collect the cash. This has proven to be a considerable 
barrier for the most vulnerable recipients, especially older people, people with 
disabilities, or those who are unable to travel due to ill-health. While Cash Payment 
System concerns was with the disbursement of cash to the social grant recipients, our 
system goes further to help the recipient in utilizing the funds available to him/her by 
restricting the amount of money he/she can use in a week and the type of items he/she 
can buy depending on the type of social grant. 

6.2 SASSA Biometric-Based Payment Card System 

South Africa began rolling out a new biometric based payment system for social grant 
beneficiaries that is aimed at cut down on fraud and corruption in social grant 
administration system [17]. The SASSA Biometric based payment card system can be 
used to access social grant anywhere in the country and at any time using multiple 
payment channels, such as ATMs, cash pay-points, and selected merchant stores. The 
card may also be used to purchase goods at a participating payment vendor (such as 
Boxer, Pick & Pay, Checkers, Shoprite, Spar) having a point of-sale (POS) device, 
purchase airtime, pay water and electricity accounts, or open accounts. You need not 
withdraw all your money at once and can save money for a rainy day. However, the 
Biometric-Based Payment card system is different to the proposed research, because 
we propose to control the utilization of the social grant money. The Biometric Based 
System does not monitor the utilization of the funds by the beneficiaries. Biometric 
Based System is helping in reducing fraud and corruption, but remaining challenge is 
how the beneficiaries spending their monies. 

6.3 Mobile Device Based e-Payment System 

Mobile Device Based e-payment System was proposed to use a mobile device for 
ticketing. The idea was to us Bluetooth for Personal Area Network (PAN) 
communications. Bluetooth was used, because it is a good solution for PAN 
applications with less time-critical transactions, transfer of large amount of data or 
transfer of the transition process to the mobile device. Ticketing and payment usually 
have different requirements: the amount of data is usually small, but the transaction 
needs to be performed fast (less than a second) [10]. Bluetooth is quite popular for 
PAN transaction as it is already integrated into lots of mobile devices. The Mobile 
Device Based e-payment System differs from the proposed system because it focuses 
on less time critical transactions; while the proposed system focuses on controlling 
utilization of grant monies. The proposed system uses NFC technology to secure 
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transactions, whereas Mobile Devise Based e-payment System is using Bluetooth for 
PAN transactions. 

7 System Design and Architecture 

The system is designed to monitor the classical architectural design of social grant 
payments to control the utilization of the social grant money used by social grant 
beneficiaries. The details of all the social grant beneficiaries are stored and accessible 
from the SASSA database. Social grant beneficiaries, service providers (i.e., retail 
outlets) can request for information from SASSA database, which requires authorization 
for either completion of a transaction or confirmation of payment. The transaction can 
only be completed if there are enough funds; items to be purchased are in the list of the 
social grant beneficiary to purchase, among other conditions. The service can also be 
declined depending on the details (insufficient funds, type of product to purchase or 
beneficiary not registered) of the beneficiary. Beneficiaries have two options; it is either 
the beneficiary use NFC card or use mobile phone as shown in Figure 2.  

The beneficiaries using NFC mobile phone, which fall under Peer-To-Peer (P2P) 
mode, uses a phone as a buying tool, sends the grant details to retailer. The retailer 
has an NFC adapter, and then gets beneficiary details (Account, grocery items) to 
make a request from SASSA. SASSA gets purchase request from the retailer for grant 
holder, and then checks if the beneficiary has money and buying allowed items. 
SASSA denies if the beneficiary do not qualifies or allow if qualifies. The Proposed 
Social Grant Architecture is not limited with other services like security and 
management is being addressed in every service. 

The functions performed by beneficiary, SASSA and retailers are shown in Use Case 
form in Figure 3. The designs of the classes used in this system are shown in Figure 4. 
 

 

Fig. 2. Proposed Social Grant Architecture 

The system operates following some business rules. These rules include: 

 The system is requiring allowing the Beneficiaries to register account, to view 
their accounts, to make payments to different retail shops. Beneficiaries can also 
change their passwords, and make request for their account balance. 
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 It must also allow the Retailers to confirm if the beneficiary has got enough 
money to make payment, has to get approval from the SASSA database.   

 The SASSA will manage all the accounts of the beneficiaries, register and delete 
beneficiaries, approve decline of payments. SASSA will also do the update of 
beneficiaries every year. 

 

Fig. 3. Social Grant system USE CASE diagram 

 

Fig. 4. Social Grant System Class Diagram 
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8 Methodology 

In order to ascertain how social grant beneficiaries utilize their funds we have chosen 
interview as our research methodology. We created web based questionnaire, paper 
based questionnaire and interviewed some recipients orally. The sampling was based 
on three different types of interviews, which are: (1) Oral interview, (2) Paper-based 
interviews and (3) Web based interviews. This survey covered eight provinces of 
South Africa and used three-stage sampling procedure. 

8.1 How Did We Design Our Research? 

Research designs are the plans, structures and strategies of investigations which seek 
to obtain answers to various research questions. We followed three steps in designing 
the research which include: 

• Selection of a sample of interest to study 
• Collecting data 
• Analyzing the Data 

8.2 Sampling Strategy 

We were unable to cover the whole of South Africa to collect data due to lack of 
resources (i.e., money, time, etc.). We collected data in the following provinces: 
Gauteng, Free State, North West, Kwa-Zulu Natal, Limpopo, Mpumalanga, Western 
Cape, and Eastern Cape. 

8.2.1 Oral Interview 
We conducted this type of interview using a tape recorder hidden from the social 
grant recipients for them to be free to give information. The reason we conducted this 
type of interview is because some of the beneficiaries were unable to read and write. 
The oral interview was taken from two different pay point areas but both from 
Gauteng province. We conducted the first oral interview in Soshanguve area called 
Zone M pay point, which is where most Soshanguve and the surrounding 
beneficiaries and caregivers collect their monies. The second oral interviews were 
conducted at SASSA in Pretoria where most beneficiaries and caregivers from around 
Pretoria and surroundings register their grants. We have experienced some difficulties 
during this interview because of the language and suspicion. Most people from 
Gauteng province are Sesotho, Tsonga and Venda, etc. speaking people. The language 
problem limited us in interviewing many social grant beneficiaries. 

8.2.2 Written Interview 
This interview was the most successful interview as we managed to conduct about 
75% interviews. We designed some questioners and distributed to beneficiaries who 
were able to read and write. The questionnaires were designed using a Sogosurvey 
web-site 
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Table 2. Number of social security grant beneficiaries by province and grant spent period 

Province  
Grant spent in weeks 

  
Total  

         <1    <2     <3        <4  
Eastern Cape 102 41 18 15 176 
Free State 6 4 2 1 13 
Gauteng 83 19 12 9 123 
KwaZulu-Natal 37 6 6 2 51 
Limpopo 12 7 2 4 25 
Mpumalanga 32 4 7 1 44 
North West 1 2 3 1 7 
Western Cape 59 15 10 10 94 
 Total  332 98 60 43 533 

 
Eastern Cape Province had the highest social grant beneficiaries interviewed at 

102, who spent their grant monies in less than a week, followed by Gauteng Province 
with 83 social grant recipients and then Western Cape Province with 59 social grant 
recipients, while North West Province reported the lower of one social grant recipient, 
as shown in Table 2. We interviewed a total of 533 social grant recipients across the 
country with the distribution on how long they took with the monies received before 
the next payment by SASSA.  

8.2.3 Web-Based Interview 
To organize the web-based interview, we created questionnaire using Sogosurvey web-
site. We then used the email to send the questionnaires to the social grant beneficiaries 
that have access to internet. There was no much response from the social grant 
beneficiaries and caregivers. The reasons for this dismal response include: most 
beneficiaries and caregivers do not use internet especially from deep rural areas and old 
people like Old Age Pension (OAP) grant beneficiaries who are not familiar with 
internet; some social grant recipients were afraid of giving information over the internet 
even though we explained what the interview was all about; illiteracy and lack internet 
access, etc. The interview had about 18% of the total social grant recipients interviewed. 
In summary we interviewed 533, out of which 16 responded through the web, 420 
through the written questionnaire and the rest being oral as shown in Figure 5. 

9 Data Analysis and Results 

This data analyses involve the use of some technical tools for weighing evidence and 
they also provide easily under stable and precise answers to questions of the study. To 
conclude our study properly it was necessary to analyze the data that we can correctly 
test our suggestions as well as to answer our research questions and we present the 
results of the study to our readers in an understandable and convincing form. 
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Fig. 5. Grant beneficiaries per Interview type 

9.1 Characteristics of the Sample 

Data on gender, age, provinces, salaries, educational qualifications, marital status, and 
exhausting period by spend period were collected. The data processed from the 
background question were represented graphically. 

9.1.1 Age Group of the Beneficiaries 
Table 1 provides a summary of social grant spent period by age group. We noted 
that there was a highest grant beneficiary of 332 who spent all their grants money 
before they finish seven days (within a week), followed by 98 grant beneficiaries 
who finished their monies before 14 days and 60 grant beneficiaries who spent all 
their monies before 21 days while 43 beneficiaries who spent their monies before 
28 days were recorded as the lowest. We also observed that in age group 26-35, 
there were 92 social grant beneficiaries who spent their monies before seven days 
(within a week), followed by 72 social grant beneficiaries from age group 36-45, 
and 55 social grant beneficiaries from age group 16-25, while two social grant 
beneficiaries were the lowest from age group 0-15. According to this research 
analysis teenagers or say youth are the ones facing problems in terms of grant 
spending; the reason could be their level of education, demands and their maturity 
status, etc. 

9.1.2 Marital Status 
There were 117 single social grant beneficiaries who spent and finish theirs monies 
before seven days (within a week), followed by married social grant beneficiaries 
with 108, widowed social grant beneficiaries with 68 and lastly divorced social grant 
beneficiaries with 39 spending their monies within a week. Table 3 depicts social 
security grant beneficiaries by marital status and grant spent period. 
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Table 3. Number of social security grant beneficiaries by marital status and grant spent period 

Marital 
status 

 
Grant spent in weeks 

 
Total 

<1 <2 <3 <4 
Divorced 39 12 8 3 62 
Married 108 37 19 23 187 
Single 117 28 22 11 178 

Widow 68 21 11 6 106 
Total 332 98 60 43 533 

9.1.3 Ways of Surviving after Beneficiaries Exhausts Grant 
This study has exposed the cracks in social security system in South Africa. Since 
most social grant beneficiaries exhaust their monies within a week, we sought their 
ways of survival thereafter. Figure 6 shows a total of 164 out of 533 of social grant 
beneficiaries interviewed borrow from friends and relatives, followed by 145 out of 
533 of social grant beneficiaries who receive money from relatives and 121 out of 533 
of social grant beneficiaries who use their salary to supplement the social grant 
monies. The remaining 133 social grant recipients may be engaging in other activities 
to supplement their income from department of social development. Some of these 
activities can be invested further and may include crime, etc. 

 

Fig. 6. Grant beneficiaries by way of surviving after exhausting the social security grant money 

9.1.4 Gender and Level of Education versus Spent Period 
Figure 7 and Figure 8, shows the number of social security grant beneficiaries by 
level of education and grant spend in weeks. It is noted that there were highest 
number of 143 social grant beneficiaries do not have matric level of education and 
spend all grant monies before seven days (within a week), followed by 124 social 
grant beneficiaries who have senior Certificate but spent all grant monies during the 
same period. And it is observed that there were 210 female social grant beneficiaries 
spend grant monies before seven days (within a week), while 36 social grant 
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beneficiaries of the same gender spent money within 4 weeks. There were also 122 
male social grant beneficiaries who exhausted their grant monies within a week, while 
in less than 4 weeks there were only seven male social grant beneficiaries. 

 

Fig. 7. Number of social security grant beneficiaries by level of education 

 

Fig. 8. Grant beneficiaries by gender 

10 Conclusion and Future Work 

In this research, we identify the positive developmental impact of the social grant in 
communities. We also have identified the problem of utilization of social grants by 
recipients and highlighted the need to provide applicable mechanisms. Social grant is 
an ongoing program that needs more and more monitoring not only to beneficiaries 
and caregivers but also to the staff tasked its administration. In this paper, based on 
gender, level of education and marital status significantly determined the number of 
weeks social grant recipients took with their monies. We propose a weekly limit as we 
identified that 62% of social grant beneficiaries are not able to keep their grant 
monies for more than a week and 92% of social grant recipients are not able to reach 
the next grant payment date. In future we will implement and test the system. 
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Abstract. RADARSAT-1 data stacks processed by means of Persistent 
Scatterer Interferometry (PSI) over the central archaeological area of Rome, 
Italy, and radar-interpreted according to the procedure of radar mapping by 
Tapete and Cigna (2012), were re-analyzed by applying the Deviation Index 
DI1 defined by Cigna et al. (2012). Our tests aimed to assess how an early 
computational identification of deformation trends within the displacement time 
series can support strategies of preventive conservation. The suitability of such 
semi-automated method for trend recognition is discussed with regard to a 
traditional approach of manual check of PSI time series, at the scale of single 
measurement point. Results from the case studies of Palatine and Oppian Hills 
are presented in this paper, examining both advantages and drawbacks offered 
by the implementation of such type of computational approach.  

Keywords: Synthetic Aperture Radar, Persistent Scatterer Interferometry, 
Deformation Analysis, Deformation Trend, Archaeological Remote Sensing, 
Conservation. 

1 Introduction 

In the last years Persistent Scatterer Interferometry (PSI) became one of the new 
diagnostic techniques to assess the structural stability of archaeological 
monuments and historical buildings, thanks to its capabilities to couple 
information about past displacements back to 1992 with millimeter indication of 
ongoing movements [1-7]. 

The detected deformation is often evaluated based on the yearly rate of motion 
(expressed in mm yr−1) of its time series. Nevertheless, this velocity value can be a 
misleading parameter whenever it is the average of different phases of displacement and 
does not mirror a constant deformation trend. So that it is not infrequent that an 
apparently stable point-wise (‘Persistent Scatterer’ – PS) or distributed (‘Distributed 
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Scatterer’ – DS) target on the ground (hereinafter called more generally ‘Measurement 
Point’ – MP) actually hides a non-linear displacement history throughout the monitoring 
period. If on one hand this aspect can be of minor concern in environmental applications 
(the analysis usually looks more at deformation patterns of larger MP clusters rather than 
single MPs), on the other side it is crucial for investigations which reach the scale of 
single building and manmade object, such as heritage conservation studies. Full 
characterization of the deformation behavior of each MP is required.  

Furthermore, the increasing availability of High Resolution (HR) to Very High 
Resolution (VHR) Synthetic Aperture Radar (SAR) imagery (e.g., TerraSAR-X and 
COSMO-SkyMed scenes with spatial resolution of a few meters) providing 
unprecedented MP density than the Medium Resolution (MR) SAR one over the same 
area [8-9] requires the development of methods to ease the handling and management 
of such huge reservoirs of information, as well as their radar-interpretation. With this 
regard, the European Space Agency [10] has recently highlighted the usefulness of 
descriptors which might speed up the identification of trend variations within the MP 
time series (e.g., accelerations/decelerations and inversions of the trend). 

Towards this direction, Cigna et al. [11] have recently proposed a computational 
method of semi-automated extraction of Deviation Indexes (DI) enabling the 
operators to describe the patterns recorded within the MP time series, thereby 
simulating the process of trend identification usually performed by visual inspection. 

To verify the applicability of this method (and more generally of such 
computational approaches) also on cultural heritage exposed to structural and ground 
instability, by following the method of radar mapping defined by Tapete and Cigna 
[1] we performed some tests on RADARSAT-1 PSI time series from radar monitoring 
campaigns carried out over the central archaeological area of Rome, Italy, previously 
analyzed and discussed by Tapete et al. [3]. 

2 Input Data and Computation for Trend Detection  

81 RADARSAT-1 images (λ = 5.6 cm), acquired along ascending orbits in Fine Beam 
Mode 3 (F3), with nominal ground resolution of 8 m, repeat cycle of 24 days, look 
angle θ of 41.3° and orbit inclination α of -8.1° at the latitude of central Rome, were 
processed by Tele-Rilevamento Europa (TRE) by means of PSInSAR (Permanent 
Scatterers InSAR) technique [12], to back-monitor the deformation field over the 
archaeological site of Palatine Hill in the period 07/03/2003 - 01/10/2009. 

Whereas one RADARSAT-1 F3 ascending data stack (θ = 41.8°) consisting of 87 
images with last date of acquisition 22/02/2010 was processed by TRE with 
SqueeSAR algorithm [13], to image recent deformation over the Nero’s Golden 
House and Oppian Hill. PSI processing also included 84 RADARSAT-1 descending 
scenes (θ = 35.2°; α = +12.3°) acquired in Standard Beam Mode 3 (S3) in the period 
15/03/2003 - 22/08/2009, with nominal ground resolution of 30 m. 

The Deviation Index (DI) was computed for the MPs by following the semi-
automated method developed by Cigna et al. [11] (to which the reader should refer for 
full details). 
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In particular we tested the approach no.1 to calculate the Deviation Index DI1: 
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where: 

• NH: number of scenes constituting the historical interval (H), i.e. the sub-interval of 
the MP time series preceding a certain time of reference (the so-called ‘breaking 
time’, tb) which is selected according to the specific scope of the temporal analysis 
to detect a change of the deformation trend; 

• NU: the corresponding number of acquisitions of the updated interval (U) which 
follows tb; 

• Δi: the difference between each displacement estimate i retrieved along the Line Of 
Sight (LOS) of the satellite and the corresponding value which would be obtained 
if the deformation trend which is recorded during H did not change during U; 

• s: standard error of the regression as an estimate of the variability of the MP time 
series during H. 

 
DI1 is therefore used to quantify the deviation of the new deformation trend in U from 
the previous linear one in H, with regard to the selected tb.  

While in environmental and hazard studies DI1 is useful to identify precursor 
movements which can anticipate the occurrence of major natural hazards (e.g., 
landslides, earthquakes, volcanic phenomena), in heritage conservation applications 
calculation of DI1 can support the preventive identification of deformation trends 
which may evolve into severer structural instability, up to the collapse of the 
monitored building or archaeological ruin (cf. the concept of ‘early-stage warning’; 
[3-4]). 

Concerning the estimation of the phase components (which are related to the 
detected deformation), a simple linear model of phase variation was applied to the 
PSInSAR processing of RADARSAT-1 scenes. Seasonal variations were instead 
added within the deformation model imposed in the SqueeSAR processing. Such 
difference in terms of deformation model applied during the PSI processing was 
purposely chosen to obtain a wider spectrum of deformation patterns on which DI1 
could be tested. Fig. 1 shows MP displacement trends commonly found during 
monitoring campaigns of historical buildings. While DI1 is expected to assume low 
values (close to 0) for MPs characterized by constant linear deformation trends 
throughout the time series (Fig. 1A-D), sensible changes or inversions of the 
deformation trend (Fig. 1E-F) should be highlighted by higher DI1 (only positive 
values, at least > 1). 

The results from the implementation of this semi-automated method to the MPs 
identified over the archaeological area of Rome were compared with the 
corresponding evidence retrieved by manual check, undertaken time series by time 
series from a global view to the scale of single building according to the procedure of 
Tapete and Cigna [1].  
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Fig. 1. Types of MP time series commonly retrieved from PSI processing over urban areas and 
historical buildings: A) stability and absence of LOS displacements; B) seasonal oscillations 
without displacement trend; C) seasonal oscillations defining a clear trend (away from the 
satellite); D) constant displacement trend (towards the satellite); E) change of the deformation 
trend; F) sequence of stability and acceleration phases 

3 Case Studies in Rome, Italy 

The central archaeological area of Rome is dominated by two hilltop sites called 
Palatine and Oppian Hills, located north-east and south-west of the Colosseum, 
respectively (Fig. 2). The geological context, as well as the anthropogenic factors 
which modified the landscape through centuries, nowadays create hazard conditions 
for the preservation of archaeological structures, in addition to the expectable 
deterioration processes which commonly affect heritage within urban environment. 
For this reason a site-specific PSI analysis was performed by Tapete et al. [3] to 
discover which sectors were actually critical for the conservation. 

3.1 Palatine Hill 

Palatine Hill still preserves several ruins of the ancient Roman palaces and temples 
from the monarchic period (7th century BC) to the imperial age (1st-4th century AD), 
such as the Temple of Magna Mater (‘Great Mother’), together with additions in 
modern times (Fig. 2). Tuff strata, mainly competent tuffs and layers of pozzolana,  
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produced after various eruptions from Sabatini and Laziale volcanic districts, 
represent the geological substrate of the hilltop ruins. They contain some horizons 
(e.g., the Lionato Tuff – VSN1), which tend to fracture severely when they outcrop 
and are exposed to weathering. Further factor of instability is due to historical 
anthropogenic factors, above all the superimposition of construction phases over 
natural caves, as well as galleries dug within the tuff strata for provision of building 
materials. 

One of the main critical sectors was indeed recognized at the south-western corner 
of the hill, close to the Temple of Magna Mater, where the above mentioned hazard 
factors are clearly observable (Fig. 3A-C). The visual inspection of the time series of 
downwards moving PSs had showed an average value of yearly LOS displacement 
rate up to –3.3 mm yr−1 away from the satellite, with a LOS acceleration to –20.2 mm 
yr−1 recorded in the last year of monitoring, i.e. 2009 [3]. Such satellite evidence had 
confirmed the criticality hypothesized by the site conservators for this sector, also 
highlighting a worsening in recent times. 

Based on these results, we calculated DI1 of these PS time series, selecting two 
different tb, i.e. 02/01/2006 and 03/02/2009. These tb (hereinafter indicated as tb2006 
and tb2009) correspond with the dates of the first RADARSAT-1 acquisition for the 
years 2006 and 2009, i.e. the year when the technical report by archaeologists [14] 
warned about the critical condition of the Temple of Magna Mater and the year when 
the Italian Government declared the state of emergency for the Palatine Hill, 
respectively.  
 

 

Fig. 2. Aerial view of the central archaeological area of Rome (Bing Maps © 2013 Microsoft 
Corporation) with indication of the Palatine and Oppian Hills and the archaeological ruins of 1) 
the Temple of Magna Mater and 2) the Neronian rooms, the latter sited at the north-western 
corner of the Nero’s Golden House 
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Fig. 3. Temple of Magna Mater: (A) aerial view (Bing Maps © 2013 Microsoft Corporation), 
(B) fractured outcrop of Lionato tuff, and (C) superimposition of archaeological ruins over 
caves and galleries. (D) LOS velocity of the identified RADARSAT-1 ascending (2003-2009) 
PSs and (E) the corresponding DI1 distribution with tb fixed on 02/01/2006 (tb2006), with 
indication of PS BGM42 and PS BGNCJ, the time series of which are reported in Fig. 4. 

As already highlighted by the spatial distribution of LOS velocity values based on 
the yearly rate of motion (Fig. 3D), the distribution of DI1 marks these two 
downwards moving PSs (BGM42 and BGNCJ) with regard to the surrounding MPs 
(Fig. 3E), and confirms the occurrence of superficial deformation over the 
archaeological structures located along the hill scarp due to instability of the local 
rock substrate. The high values of DI1 retrieved with tb2006 (2.74 and 5.56, 
respectively) clearly suggest a trend deviation (Fig. 4A-B), which was not particularly 
appreciable at the visual inspection, which had instead allowed the detection of the 
above cited acceleration in 2009. With this regard, the calculation of DI1 with tb2009 
still distinguishes the two PSs from the surrounding ones. Nevertheless, it is worth 
noting that the higher value of DI1 is found for the PS BGNCJ (1.04 rather than 0.78), 
the U pattern of which, at the visual inspection, seems to be less linear and clear than 
that of PS BGM42 (Fig. 4C-D). 

As previously mentioned, the choice of breaking the time series in January 2006 
and February 2009 was justified in light of the background information about the 
recent conservation history of the monitored monuments. If on one hand this approach 
answers to specific needs of analysis, on the other side it does not guarantee that 
major trend deviation occurred at those dates. 
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Fig. 4. Time series of PS BGM42 and PS BGNCJ (cf. Fig. 3D-E for location) with regard to tb 
on 02/01/2006 (A and B) and 03/02/2009 (C and D), respectively 
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To verify the appropriateness of this choice, DI1 of the PS time series was 
calculated over the entire monitoring period and its values were plotted versus tb, 
thereby observing how DI1 changes while tb shifts. Unexpectedly the curve of DI1 vs. 
tb for the PS BGM42 (Fig. 5A) highlights two peak values at 3.16 on 15/03/2006 and 
2.12 on 14/06/2007, which suggest splitting the time series into three intervals 
representing three different deformation trends (Fig. 5B). Conversely, no peak value 
is found for the LOS estimates in 2009, where the visual inspection and calculation of 
DI1 with tb2009 highlighted a change of the deformation trend. Nevertheless, the slight 
increase of the DI1 visible at the end of the curve might be correlated to an upcoming 
trend change in 2010. 

As a general remark, the hump-shape of the DI1 curve in June 2006, i.e. few 
acquisitions after the peak value in March 2006 (Fig. 5A), offers a good example of 
the effects on the calculated value of DI1 due to sudden and high variations of LOS 
displacement estimates. A high difference between the values of LOS displacement 
estimates and those of the immediately previous records (Fig. 5B) can be perceived 
by the computational method as the beginning of a new deformation trend and 
consequently the corresponding DI1 increases. 

The DI1 curve retrieved for the PS BGNCJ (Fig. 6A) seems instead to confirm that 
the major change of deformation trend within the PS time series occurred at the end of 
the year 2005 (Fig. 6B).  
 

 

Fig. 5. A) Graph of DI1 vs. tb for the time series of PS BGM42 (cf. Fig. 3D-E for location). B) 
Tri-partition of the PS time series based on the peak values of DI1 retrieved from the 
computational method. 
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Fig. 6. A) Graph of DI1 vs. tb for the time series of PS BGNCJ (cf. Fig. 3D). B) Bi-partition of 
the PS time series based on the peak values of DI1 retrieved from the computational method 

The peak values reach 5.58 and 5.56 on 09/12/2005 and 02/01/2006, respectively, 
which are not so different from the value 5.56 previously calculated by breaking the 
PS time series at tb2006. In this case we can conclude that the two methods are 
equivalent and the arbitrary choice of breaking the time series at the beginning of the 
year 2006 was correct. 

3.2  Oppian Hill and Nero’s Golden House  

The archaeological park of the Oppian Hill is renowned for the artificially buried 
remains of the Domus Aurea (ÂGolden HouseÊ), the luxurious suburban-type villa 
built by the Emperor Nero in 64 AD. After the landscape interventions carried out in 
1930s which transformed the hill into a densely vegetated garden, the archaeological 
structures were definitely exposed to hazards related to water seepage and mechanic 
damage of tree roots. The impacts that this superimposition of buried structures and 
coverage terrain can have on heritage preservation, as well as on public safety, have 
been recently revealed by the collapse occurred on 30 March 2010. About 60-80 m2 
of the vault ceiling of a Trajan gallery neighboring the NeroÊs Golden House 
collapsed, opening a huge chasm in the overlying garden. 

Referring to [3] for full details about the back-monitoring of the collapse event, we 
discuss the results of DI1 calculation performed on two clusters of MPs identified 
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over the Neronian rooms at the north-western corner of the NeroÊs Golden House 
(Fig. 2). These archaeological structures are typologically similar to the gallery 
collapsed in 2010. Hence, the early detection of trend deviations within MP time 
series can inform about ongoing instability and support a strategy of early-stage 
warning. 

Over this sector of the NeroÊs Golden House, the manual check had highlighted a 
roughly common acceleration phase at the end of the monitoring period within the 
time series of some RADARSAT-1 descending MPs [3]. In particular, LOS yearly 
rates of about –5.1 mm yr-1 and –7.5 mm yr-1 away from the satellite were estimated 
for the DS A5X8K and DS A5X8X, respectively. The distribution of LOS 
displacement records throughout the year 2009 also suggested that ground motions 
and structural movements were still progressing at that time towards a significant 
deformation. 

Based on these results of the time series analysis performed manually and taking 
into account the date of occurrence of the 2010 collapse, we can assume that the 
deformation recorded by RADARSAT-1 satellite throughout 2009 are crucial to 
assess the stability condition of the NeroÊs Golden House.  

DI1 calculation with tb2009 fixed on 18/01/2009, i.e. the date of the first 
RADARSAT-1 descending acquisition for the year 2009, clearly distinguishes the 
MPs identified over the Neronian rooms from PS A5X9L which is located over the 
sector of the archaeological park damaged in March 2010 (see yellow square and light 
blue star in Fig. 7A, respectively). As expected, this PS has a DI1 value of 0.44, i.e. 
close to 0, since any deviation and/or acceleration/deceleration with regard to the 
previous trend can be found in its time series throughout the year 2009. Therefore DI1 
provides the same results of the manual check. 

Conversely, the results obtained for the MPs over the Neronian rooms are only 
partially satisfactory. The DI1 values span from 1.01 to 1.48 and highlight that most of 
these MPs were affected by trend deviation in 2009. Nevertheless, the spatial 
distribution of DI1 over the entire terrain covering the Nero’s Golden House and the 
relatively narrow field of DI1 variability (from 0.24 to 2.90 as minimum and 
maximum values, respectively) do not sufficiently enhance the potential criticality of 
this sector (Fig. 7A-B). So that, from DI1 we can only partially retrieve an immediate 
impression of potential instability for this sector.  

Looking carefully at the corresponding time series broken at tb2009, the highest 
values of DI1 are actually found for those MPs which show an acceleration phase 
and/or a deviation trend highly perceivable even at the visual inspection. Hence, at the 
scale of single MP cluster located over a same monument or sector, the method is 
suitable to distinguish time series with trend deviation from those without. 

Notwithstanding, similar values of DI1 can be the result of different type of 
deformation trend, as exemplified by the time series of PS A5X8G and DS A5X8K 
(Fig. 7C). Although the two MPs show almost identical DI1 (1.28 and 1.30, 
respectively), the deformation trend identified within the time series of DS A5X8K is 
more classifiable as an inversion of the trend, from a relatively stable condition to 
relevant LOS motions away from the satellite (LOS velocity changes from 0.4 mm yr-

1 in H to –15.6 mm yr-1 in U).  
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Fig. 7. Neronian rooms: A) Aerial view of the Nero’s Golden House (Bing Maps © 2013 
Microsoft Corporation) with DI1 distribution of RADARSAT-1 descending (2003-2009) MPs 
with tb on 18/01/2009, and B) a zoomed view over the archaeological structures at the north-
western corner (cf. yellow square). Light blue star indicates the location of the 2010 collapse 
and PS A5X9L. C) Time series of PS A5X8G and DS A5X8K (cf. labels in picture B for 
location).  
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Fig. 8. Comparison of DI1 calculation and trend identification for the time series of DS A5X8X 
(cf. Fig. 7B for location) with tb fixed on: A) 18/01/2009 and B) 16/07/2007 

Conversely, the deformation trend in 2009 for PS A5X8G is more properly a phase 
of acceleration without change of LOS displacement direction (from +0.2 mm yr-1 in 
H to +2.6 mm yr-1 in U towards the satellite; Fig. 7C). Similarly to the case of the 
Temple of Magna Mater, DI1 were also calculated with different tb, to verify when the 
major trend deviations occurred in the time series. 

Fig. 8 shows the comparison between breaking the time series of DS A5XBX (see 
its location in Fig. 7B) at tb2009 and on 16/07/2007 (i.e. tb2007) as an example of the 
effects of tb on the final value of DI1. In this case, tb2007 is a more appropriate 
breaking time with regard to which we can analyze the MP time series, since it 
distinguishes between a relatively stable period in 2004-2007 (average LOS rate of 
motion of about +0.3 mm yr-1) from a sequence of linear deformation trends starting 
from July 2007 (average LOS velocity of –2.3 mm yr-1; Fig. 8B). 

4 Discussion and Conclusions 

The tests performed on both exposed and partially/totally buried ruins of the central 
archaeological area of Rome demonstrate that the computational method of DI1 (and 
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more generally the DI approach) is highly suitable for site-specific analyses of PSI 
time series, where the main aim is not only the assessment of deformation macro-
patterns, but also the identification of displacement trends related to localized 
deformation of single MPs. Such information is crucial to understand the structural 
condition of historical buildings and archaeological ruins. 

The implementation of the DI approach can be event-driven, i.e. any deformation 
trend can be evaluated directly with regard to a specific event of instability or a 
certain period of time. This feature evidently makes the computational method 
strongly adherent to the background retrieved from the conservation history of the 
monument. It is therefore possible to confirm or modify a hypothesis formulated 
based on visual inspections and/or other-source data (e.g., archaeological prospection, 
surface monitoring surveys). 

Nevertheless, DI1 can be evaluated at various tb throughout the monitoring period. 
Consequently further deformation trends can be recognized, in addition to those 
expected or supposed to have occurred. 

DI extraction for the PS identified over the Temple of Magna Mater provided 
interesting results with regard to the manual checks of the time series, and 
significantly improved the capability to identify deformation trends. The acceleration 
occurred since 2006 was indeed clearly recognized, especially for the PS BGNCJ, 
while a tri-partition for the time series of PS BGM42 was proved. 

No less useful was the experimental implementation on the Nero’s Golden House. 
With specific regard to the 2010 collapse, this case study of course confirms that 
neither manual nor computational methods of trend identification can provide a timely 
warning at an early stage of an instability process if any precursor occurs within the 
time series. In such contexts, we face phenomena which likely are not necessarily 
predictable using a PSI approach with such temporal sampling and spatial resolution. 

On the other hand, the DI1 calculations for the MPs over the Neronian rooms show 
the advantages and limits of this approach to give an immediate impression of the 
potentially critical sectors to which a particular attention should be paid, thereby 
assigning a higher level of priority. This is certainly dependent on the selected tb, the 
length of U, and the variability and noise of the LOS displacement records, both in H 
and U. Further factor is the type of PSI processing performed on the satellite radar 
data. In the case of the Nero’s Golden House, the deformation model imposed also 
included a seasonal component of the deformation, and the DI1 method is based on 
comparison between two linear trends of deformation, respectively before and  
after tb. 

As a general remark, it is worth noting that the length of H has a relevant impact on 
the final value of DI1. The possibility of assessing the occurrence of a deformation 
trend in U with regard to the previous trend persistent over a long H allows us to 
overcome one of the major limits of the visual inspection of the time series, i.e. the 
evaluation of a deformation trend in U by comparison only with the immediately 
preceding LOS displacement records. Such type of optical approach can therefore 
lead us to emphasize a trend which is not real. On the contrary, the visual inspection 
can sometimes better intercept a real deformation trend rather than a computational 
approach. This is due to the fact that a computational method compares with a longer 
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H, during which temporary variations of the displacement records can generate 
apparent trend changes. Therefore the reliability of the calculated DI1 can be affected. 

With this regard, a standardized implementation of DI approaches would reduce 
the risk to evaluate deformation trends over too short periods of time. In such a case, 
the selection of a default length of H should always take into account the temporal 
coverage of the PSI dataset, its temporal sampling frequency and, not least, the 
specific conservation history of the studied cultural heritage. In the case of 
RADARSAT-1, a default length of H of 2 years would correspond to about 12 scenes, 
which are a sufficiently long period over which a deformation trend can be reliably 
defined and with regard to which a deviation trend or acceleration/deceleration can be 
assessed with a good degree of certainty. 

The results obtained in these first experiments encourage further tests. Indeed the 
topic of an automatic examination and analysis of PSI time series is currently of high 
interest in the scientific community, as demonstrated for instance by the recent paper 
[15] which proposes an automatic classification to be used for studies of ground 
motions, based on a conditional sequence of statistical tests and using pre-defined 
deformation trends. Testing and adjusting these methods formerly set up for 
environmental applications can provide useful tools for archaeological remote sensing 
and conservation science. Nevertheless, ground truth and cross-validation with 
terrestrial surveys still remain an essential step during the MP interpretation, in reason 
of the high detail required by applications at the scale of single manmade object.  
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Häfele, Karl-Heinz III-466
Hanke, Timothy II-86
Haque, Antora Mohsena III-394
Harland, Kirk IV-179
Hasan, Md. Mehedi III-408



712 Author Index

Hasan, Osman I-358
Hassani, Marwan V-181
Hill, David R.C. I-253
Hiraishi, Kunihiko III-17
Hisazumi, Kenji III-114
Hossain, Md. Rifat III-394, III-408
Hsu, Bi-Min V-380
Hu, Szu-Ying V-270
Hu, William V-364
Huang, Henry H.M. II-140
Huang, Ying-Fang V-380
Huth, Frank V-17, V-91
Huyen, Phan Thi Thanh III-17
Hwang, Boram I-347
Hwang, Sungsoon II-86

Ialongo, Roberta IV-136
Iannaccone, Giuliana IV-358
Imtiaz, Sahar I-396
Inglese, Pasquale IV-572
Inoguchi, Yasushi V-197
Iqbal, Wafa I-396
Ismail, Mohd Hasmadi II-611
Itamiya, Yoshihiro V-348
Izzi, Francesco III-622

Jackson, Kenneth R. V-107
Jaiswal, Shruti III-187
Jamal, Amna I-396
Janda, Florian II-99
Jayaputera, Glenn V-364
Jemni, Mohamed I-683
Jin, Shichao V-166, V-574
Jung, Jun-Kwon I-372
Jung, Sung-Min I-372

Kah-Phooi, Jasmine Seng I-464
Kang, Myoung-Ah IV-253
Kao, Shang-Juh V-259, V-270
Karathanasis, Charalampos IV-268
Kechadi, M-Tahar II-623
Kechid, Samir II-487, II-574
Khan, Abdullah I-413, I-438
Khuzaimah, Zailani II-611
Kim, Dongho I-697
Kim, Dong-Hyun I-120, V-127
Kim, Dongsoo S. I-347
Kim, Jeehong I-173
Kim, Keonwoo I-173
Kim, Mihui I-142, I-347
Kim, Okhee V-166, V-574

Kim, Tae-Kyung I-372
Klimova, Anastasia IV-489
Kogeda, Okuthe P. II-677
Kong, Weiqiang III-114
Kwak, KyungHun III-287
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