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Preface

These multiple volumes (LNCS volumes 7971, 7972, 7973, 7974, and 7975) consist
of the peer-reviewed papers from the 2013 International Conference on Compu-
tational Science and Its Applications (ICCSA2013) held in Ho Chi Minh City,
Vietnam, during June 24-27, 2013.

ICCSA 2013 was a successful event in the International Conferences on Com-
putational Science and Its Applications (ICCSA) conference series, previously
held in Salvador, Brazil (2012), Santander, Spain (2011), Fukuoka, Japan (2010),
Suwon, South Korea (2009), Perugia, Italy (2008), Kuala Lumpur, Malaysia
(2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy (2004), Montreal,
Canada (2003), (as ICCS) Amsterdam, The Netherlands (2002), and San Fran-
cisco, USA (2001).

Computational science is a main pillar of most of the present research, in-
dustrial, and commercial activities and plays a unique role in exploiting ICT in-
novative technologies; the ICCSA conference series have been providing a venue
to researchers and industry practitioners to discuss new ideas, to share complex
problems and their solutions, and to shape new trends in computational science.

Apart from the general track, ICCSA 2013 also included 33 special sessions
and workshops, in various areas of computational sciences, ranging from com-
putational science technologies, to specific areas of computational sciences, such
as computer graphics and virtual reality. We accepted 46 papers for the general
track, and 202 in special sessions and workshops, with an acceptance rate of
29.8%. We would like to express our appreciation to the Workshops and Special
Sessions Chairs and Co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2013,
in particular, is due to the support of many people: authors, presenters, par-
ticipants, keynote speakers, Workshop Chairs, Organizing Committee members,
student volunteers, Program Committee members, International Liaison Chairs,
and people in other various roles. We would like to thank them all. We would
also like to thank Springer for their continuous support in publishing ICCSA
conference proceedings.

May 2013 David Taniar
Beniamino Murgante
Hong-Quang Nguyen



Message from the General Chairs

On behalf of the ICCSA Organizing Committee it is our great pleasure to wel-
come you to the proceedings of the 13th International Conference on Computa-
tional Science and Its Applications (ICCSA 2013), held June 24-27, 2013, in Ho
Chi Minh City, Vietnam.

ICCSA is one of the most successful international conferences in the field
of computational sciences, and ICCSA 2013 was the 13th conference of this se-
ries previously held in Salvador da Bahia, Brazil (2012), in Santander, Spain
(2011), Fukuoka, Japan (2010), Suwon, Korea (2009), Perugia, Italy (2008),
Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi,
Ttaly (2004), Montreal, Canada (2003), (as ICCS) Amsterdam, The Netherlands
(2002), and San Francisco, USA (2001).

The computational science community has enthusiastically embraced the suc-
cessive editions of ICCSA, thus contributing to making ICCSA a focal meeting
point for those interested in innovative, cutting-edge research about the latest
and most exciting developments in the field. It provides a major forum for re-
searchers and scientists from academia, industry and government to share their
views on many challenging research problems, and to present and discuss their
novel ideas, research results, new applications and experience on all aspects of
computational science and its applications. We are grateful to all those who have
contributed to the ICCSA conference series.

For the successful organization of ICCSA 2013, an international conference
of this size and diversity, we counted on the great support of many people and
organizations.

We would like to thank all the workshop organizers for their diligent work,
which further enhanced the conference level and all reviewers for their expertise
and generous effort, which led to a very high quality event with excellent papers
and presentations.

We especially recognize the contribution of the Program Committee and lo-
cal Organizing Committee members for their tremendous support, the faculty
members of the School of Computer Science and Engineering and authorities of
the International University (HCM-VNU), Vietnam, for allowing us to use the
venue and facilities to realize this highly successful event. Further, we would like
to express our gratitude to the Office of the Naval Research, US Navy, and other
institutions/organizations that supported our efforts to bring the conference to
fruition.

We would like to sincerely thank our keynote speakers who willingly accepted
our invitation and shared their expertise.

We also thank our publisher, Springer-Verlag, for accepting to publish the
proceedings and for their kind assistance and cooperation during the editing
process.



VIII Message from the General Chairs

Finally, we thank all authors for their submissions and all conference atten-
dees for making ICCSA 2013 truly an excellent forum on computational science,
facilitating an exchange of ideas, fostering new collaborations and shaping the
future of this exciting field.

We thank you all for participating in ICCSA 2013, and hope that you find
the proceedings stimulating and interesting for your research and professional
activities.

Osvaldo Gervasi
Bernady O. Apduhan
Duc Cuong Nguyen



Organization

ICCSA 2013 was organized by The Ho Chi Minh City International University
(Vietnam), University of Perugia (Italy), University of Basilicata (Italy), Monash
University (Australia), and Kyushu Sangyo University (Japan).

Honorary General Chairs

Phong Thanh Ho International University (VNU-HCM),
Vietnam

Antonio Lagana University of Perugia, Italy

Norio Shiratori Tohoku University, Japan

Kenneth C.J. Tan Qontix, UK

General Chairs

Osvaldo Gervasi University of Perugia, Italy

Bernady O. Apduhan Kyushu Sangyo University, Japan

Duc Cuong Nguyen International University (VNU-HCM),
Vietnam

Program Committee Chairs

David Taniar Monash University, Australia

Beniamino Murgante University of Basilicata, Italy

Hong-Quang Nguyen International University (VNU-HCM),
Vietnam

Workshop and Session Organizing Chair

Beniamino Murgante University of Basilicata, Italy

Local Organizing Committee

Hong Quang Nguyen International University (VNU-HCM),
Vietnam (Chair)
Bao Ngoc Phan International University (VNU-HCM),

Vietnam



X Organization

Van Hoang International University (VNU-HCM),
Vietnam

Ly Le International University (VNU-HCM),
Vietnam

International Liaison Chairs

Jemal Abawajy Deakin University, Australia

Ana Carla P. Bitencourt Universidade Federal do Reconcavo da Bahia,
Brazil

Claudia Bauzer Medeiros University of Campinas, Brazil

Alfredo Cuzzocrea ICAR-CNR and University of Calabria, Italy

Marina L. Gavrilova University of Calgary, Canada

Robert C.H. Hsu Chung Hua University, Taiwan

Andrés Iglesias University of Cantabria, Spain

Tai-Hoon Kim Hannam University, Korea

Sanjay Misra University of Minna, Nigeria

Takashi Naka Kyushu Sangyo University, Japan

Ana Maria A.C. Rocha University of Minho, Portugal

Rafael D.C. Santos National Institute for Space Research, Brazil

Workshop Organizers

Advances in Web-Based Learning (AWBL 2013)
Mustafa Murat Inceoglu Ege University, Turkey

Big Data: Management, Analysis, and Applications (Big-Data 2013)
Wenny Rahayu La Trobe University, Australia

Bio-inspired Computing and Applications (BIOCA 2013)

Nadia Nedjah State University of Rio de Janeiro, Brazil
Luiza de Macedo Mourell State University of Rio de Janeiro, Brazil

Computational and Applied Mathematics (CAM 2013)

Ana Maria Rocha University of Minho, Portugal
Maria Irene Falcao University of Minho, Portugal

Computer-Aided Modeling, Simulation, and Analysis
(CAMSA 2013)

Jie Shen University of Michigan, USA
Yanhui Wang Beijing Jiaotong University, China
Hao Chen Shanghai University of Engineering Science,

China



Organization XI

Computer Algebra Systems and Their Applications (CASA 2013)

Andres Iglesias University of Cantabria, Spain
Akemi Galvez University of Cantabria, Spain

Computational Geometry and Applications (CGA 2013)

Marina L. Gavrilova University of Calgary, Canada
Han Ming Huang Guangxi Normal University, China

Chemistry and Materials Sciences and Technologies (CMST 2013)

Antonio Lagana University of Perugia, Italy

Cities, Technologies and Planning (CTP 2013)

Giuseppe Borruso University of Trieste, Italy
Beniamino Murgante University of Basilicata, Italy

Computational Tools and Techniques for Citizen Science and
Scientific Outreach (CTTCS 2013)

Rafael Santos National Institute for Space Research, Brazil
Jordan Raddickand Johns Hopkins University, USA
Ani Thakar Johns Hopkins University, USA

Econometrics and Multidimensional Evaluation in the Urban
Environment (EMEUE 2013)

Carmelo M. Torre Polytechnic of Bari, Italy
Maria Cerreta Universita Federico IT of Naples, Italy
Paola Perchinunno University of Bari, Italy

Energy and Environment - Scientific, Engineering and Computational
Aspects of Renewable Energy Sources, Energy Saving and Recycling
of Waste Materials (ENEENYV 2013)

Maurizio Carlini University of Viterbo, Italy
Carlo Cattani University of Salerno, Italy

Future Computing Systems, Technologies, and Applications
(FISTA 2013)

Bernady O. Apduhan Kyushu Sangyo University, Japan
Rafael Santos National Institute for Space Research, Brazil
Jianhua Ma Hosei University, Japan

Qun Jin Waseda University, Japan



XII Organization

Geographical Analysis, Urban Modeling, Spatial Statistics
(GEOG-AN-MOD 2013)

Giuseppe Borruso University of Trieste, Italy
Beniamino Murgante University of Basilicata, Italy
Hartmut Asche University of Potsdam, Germany

International Workshop on Biomathematics, Bioinformatics and
Biostatistics (IBBB 2013)

Unal Ufuktepe Izmir University of Economics, Turkey
Andres Iglesias University of Cantabria, Spain

International Workshop on Agricultural and Environmental
Information and Decision Support Systems (IAEIDSS 2013)

Sandro Bimonte IRSTEA, France
Andr Miralles IRSTEA, France
Franois Pinet IRSTEA, France
Frederic Flouvat University of New Caledonia, New Caledonia

International Workshop on Collective Evolutionary Systems
(IWCES 2013)

Alfredo Milani University of Perugia, Italy
Clement Leung Hong Kong Baptist University, Hong Kong

Mobile Communications (MC 2013)

Hyunseung Choo Sungkyunkwan University, Korea

Mobile Computing, Sensing, and Actuation for Cyber Physical
Systems (MSA4CPS 2013)

Moonseong Kim Korean Intellectual Property Office, Korea
Saad Qaisar NUST School of Electrical Engineering and
Computer Science, Pakistan

Mining Social Media (MSM 2013)

Robert M. Patton Oak Ridge National Laboratory, USA
Chad A. Steed Oak Ridge National Laboratory, USA
David R. Resseguie Oak Ridge National Laboratory, USA

Robert M. Patton Oak Ridge National Laboratory, USA



Organization XIII

Parallel and Mobile Computing in Future Networks
(PMCFUN 2013)

Al-Sakib Khan Pathan International Islamic University Malaysia,
Malaysia

Quantum Mechanics: Computational Strategies and Applications
(QMCSA 2013)

Mirco Ragni Universidad Federal de Bahia, Brazil
Vincenzo Aquilanti University of Perugia, Italy
Ana Carla Peixoto Bitencourt Universidade Federal do Reconcavo da Bahia,
Brazil
Roger Anderson University of California, USA
Frederico Vasconcellos
Prudente Universidad Federal de Bahia, Brazil

Remote Sensing Data Analysis, Modeling, Interpretation and
Applications: From a Global View to a Local Analysis (RS 2013)

Rosa Lasaponara Institute of Methodologies for Environmental
Analysis - National Research Council, Italy
Nicola Masini Archaeological and Monumental Heritage

Institute - National Research Council, Italy

Soft Computing for Knowledge Discovery in Databases
(SCKDD 2013)

Tutut Herawan Universitas Ahmad Dahlan, Indonesia

Software Engineering Processes and Applications (SEPA 2013)

Sanjay Misra Covenant University, Nigeria

Spatial Data Structures and Algorithms for Geoinformatics
(SDSAG 2013)

Farid Karimipour University of Tehran, Iran and
Vienna University of Technology, Austria

Software Quality (SQ 2013)

Sanjay Misra Covenant University, Nigeria

Security and Privacy in Computational Sciences (SPCS 2013)
Arijit Ukil Tata Consultancy Services, India



X1V Organization

Technical Session on Computer Graphics and Geometric Modeling

(TSCG 2013)

Andres Iglesias

University of Cantabria, Spain

Tools and Techniques in Software Development Processes

(TTSDP 2013)
Sanjay Misra

Covenant University, Nigeria

Virtual Reality and Its Applications (VRA 2013)

Osvaldo Gervasi
Lucio Depaolis

University of Perugia, Italy
University of Salento, Italy

Wireless and Ad-Hoc Networking (WADNet 2013)

Jongchan Lee
Sangjoon Park

Kunsan National University, Korea
Kunsan National University, Korea

Warehousing and OLAPing Complex, Spatial and Spatio-Temporal

Data (WOCD 2013)

Alfredo Cuzzocrea

Program Committee

Jemal Abawajy

Kenny Adamson
Filipe Alvelos
Hartmut Asche

Md. Abul Kalam Azad
Assis Azevedo

Michela Bertolotto
Sandro Bimonte

Rod Blais

Ivan Blecic

Giuseppe Borruso
Yves Caniou

José A. Cardoso e Cunha
Carlo Cattani

Mete Celik

Alexander Chemeris

Min Young Chung
Gilberto Corso Pereira
M. Fernanda Costa

Istituto di Calcolo e Reti ad Alte Prestazioni -
National Research Council, Italy and
University of Calabria, Italy

Deakin University, Australia

University of Ulster, UK

University of Minho, Portugal

University of Potsdam, Germany

University of Minho, Portugal

University of Minho, Portugal

University College Dublin, Ireland

CEMAGREF, TSCF, France

University of Calgary, Canada

University of Sassari, Italy

University of Trieste, Italy

Lyon University, France

Universidade Nova de Lisboa, Portugal

University of Salerno, Italy

Erciyes University, Turkey

National Technical University of Ukraine
“KPI”, Ukraine

Sungkyunkwan University, Korea

Federal University of Bahia, Brazil

University of Minho, Portugal



Frank Devai
Rodolphe Devillers
Prabu Dorairaj

M. Irene Falcao
Cherry Liu Fang

Edite M.G.P. Fernandes

Jose-Jesus Fernandez
Rosario Fernandes

Maria Celia Furtado Rocha

Akemi Galvez
Marina Gavrilova
Jerome Gensel
Maria Giaoutzi
Alex Hagen-Zanker
Malgorzata Hanzl
Shanmugasundaram
Hariharan
Fermin Huarte
Andres Iglesias
Farid Karimipour
Antonio Lagana
Rosa Lasaponara
Jongchan Lee
Gang Li
Fang Liu
Xin Liu
Savino Longo
Helmuth Malonek
Ernesto Marcheggiani
Antonino Marvuglia
Nicola Masini
Alfredo Milani
Fernando Miranda
Sanjay Misra

Giuseppe Modica
José Luis Montana
Belen Palop

Eric Pardede
Kwangjin Park
Ana Isabel Pereira
Maurizio Pollino

Alenka Poplin
David C. Prosperi

Organization XV

London South Bank University, UK

Memorial University of Newfoundland, Canada
NetApp, India/USA

University of Minho, Portugal

U.S. DOE Ames Laboratory, USA

University of Minho, Portugal

National Centre for Biotechnology, CSIS, Spain
University of Minho, Portugal
PRODEBP6sCultura/UFBA, Brazil
University of Cantabria, Spain

University of Calgary, Canada

LSR-IMAG, France

National Technical University, Athens, Greece
University of Cambridge, UK

Technical University of Lodz, Poland

B.S. Abdur Rahman University, India

University of Barcelona, Spain

University of Cantabria, Spain

Vienna University of Technology, Austria

University of Perugia, Italy

National Research Council, Italy

Kunsan National University, Korea

Deakin University, Australia

AMES Laboratories, USA

University of Calgary, Canada

University of Bari, Ttaly

University of Aveiro, Portugal

Katholieke Universiteit Leuven, Belgium

Research Centre Henri Tudor, Luxembourg

National Research Council, Italy

University of Perugia, Italy

University of Minho, Portugal

Federal University of Technology Minna,
Nigeria

University of Reggio Calabria, Italy

University of Cantabria, Spain

Universidad de Valladolid, Spain

La Trobe University, Australia

Wonkwang University, Korea

Polytechnic Institute of Braganca, Portugal

Italian National Agency for New
Technologies, Energy and Sustainable
Economic Development, Italy

University of Hamburg, Germany

Florida Atlantic University, USA



XVI Organization

Wenny Rahayu

Jerzy Respondek

Ana Maria A.C. Rocha
Humberto Rocha
Alexey Rodionov

Cristina S. Rodrigues
Haiduke Sarafian
Ricardo Severino

Jie Shen

Qi Shi

Dale Shires

Ana Paula Teixeira

Senhorinha Teixeira
Graga Tomaz

Carmelo Torre

Javier Martinez Torres

Giuseppe A. Trunfio
Unal Ufuktepe
Mario Valle

Pablo Vanegas

Paulo Vasconcelos
Piero Giorgio Verdini
Marco Vizzari
Krzysztof Walkowiak
Robert Weibel
Roland Wismiiller
Xin-She Yang
Haifeng Zhao

Kewen Zhao

Additional Reviewers

Antonio Aguilar

José Alfonso Aguilar Caldern

Vladimir Alarcon
Margarita Alberti
Vincenzo Aquilanti

Takefusa Atsuko

Raffaele Attardi

La Trobe University, Australia

Silesian University of Technology, Poland

University of Minho, Portugal

INESC-Coimbra, Portugal

Institute of Computational Mathematics and
Mathematical Geophysics, Russia

University of Minho, Portugal

The Pennsylvania State University, USA

University of Minho, Portugal

University of Michigan, USA

Liverpool John Moores University, UK

U.S. Army Research Laboratory, USA

University of Tras-os-Montes and Alto Douro,
Portugal

University of Minho, Portugal

University of Aveiro, Portugal

Polytechnic of Bari, Italy

Centro Universitario de la Defensa Zaragoza,
Spain

University of Sassari, Italy

Izmir University of Economics, Turkey

Swiss National Supercomputing Centre,
Switzerland

University of Cuenca, Equador

University of Porto, Portugal

INFN Pisa and CERN, Italy

University of Perugia, Italy

Wroclaw University of Technology, Poland

University of Zurich, Switzerland

Universitat Siegen, Germany

National Physical Laboratory, UK

University of California, Davis, USA

University of Qiongzhou, China

Universitat de Barcelona, Spain

Universidad Autnoma de Sinaloa, Mexico

Geosystems Research Institute, Mississippi
State University, USA

Universitat de Barcelona, Spain

University of Perugia, Italy

National Institute of Advanced Industrial
Science and Technology, Japan

University of Napoli Federico II, Italy



Sansanee Auephanwiriyakul

Assis Azevedo

Thierry Badard

Marco Baioletti

Daniele Bartoli

Paola Belanzoni
Massimiliano Bencardino
Priyadarshi Bhattacharya
Massimo Bilancia,
Gabriele Bitelli

Letizia Bollini
Alessandro Bonifazi
Atila Bostam

Maria Bostenaru Dan
Thang H. Bui

Michele Campagna
Francesco Campobasso
Maurizio Carlini
Simone Caschili

Sonia Castellucci
Filippo Celata
Claudia Ceppi

Ivan Cernusak

Maria Cerreta

Aline Chiabai

Andrea Chiancone
Eliseo Clementini
Anibal Zaldivar Colado
Marco Crasso

Ezio Crestaz

Maria Danese
Olawande Daramola
Marcelo de Alemida Maia
Roberto De Lotto
Lucio T. De Paolis
Pasquale De Toro
Hendrik Decker
Margherita Di Leo
Andrea Di Carlo
Arta Dilo

Alberto Dimeglio
Young Ik Eom
Rogelio Estrada
Stavros C. Farantos

Organization XVII

Chiang Mai University, Thailand

University of Minho, Portugal

Université Laval, Canada

University of Perugia, Italy

University of Perugia, Italy

University of Perugia, Italy

University of Salerno, Italy

University of Calgari, Canada

University of Bari, Italy

University of Bologna, Italy

University of Milano Bicocca, Italy

University of Bari, Italy

Atilim University, Turkey

University of Bucharest, Romania

Ho Chi Minh City University of Technology,
Vietnam

University of Cagliari, Italy

University of Bari, Italy

University of Tuscia, Italy

University College of London, UK

University of Tuscia, Italy

University of Rome La Sapienza, Italy

Polytechnic of Bari, Italy

Comenius University of Bratislava, Slovakia

University of Naples Federico II, Italy

Basque Centre for Climate Change, Spain

University of Perugia, Italy

University of L’Aquila, Italy

Universidad Autonoma de Sinaloa, Mexico

Universidad Nacional del Centro de la provincia

de Buenos Aires, Argentina
Saipem, Italy
IBAM National Research Council, Italy
Covenant University, Nigeria
Universidade Federal de Uberlandia, Brazil
University of Pavia, Italy
University of Salento, Italy
University of Naples Federico II, Italy
Universidad Politécnica de Valencia, Spain
Joint Research Centre, Belgium
University of Rome La Sapienza, Italy
University of Twente, The Netherlands
CERN, Switzerland
Sungkyunkwan University, South Korea
Universidad Autonoma de Sinaloa, Mexico
University of Crete, Greece



XVIII Organization

Rosario Fernandes
Saviour Formosa
Ernesto Garcia
Nicoletta Gazzea,

Rozaida Ghazali

Artur Gil

Radha Guha

Fajriya Hakim
Mohammad Abu Hanif
Syed Faraz Hasan

Tutut Herawan

Chieng Hsien Hsu
Nicholas Ikhu-Omoregbe
Amna Irum

Jongpil Jeong
Stéphane Julia
Spiros Kaloudis
MyoungAh Kang

Moonseong Kim

Mihui Kim

loannis Kozaris

Anastasia Kurdia

Dmitry Kurtener

Nicolas Lachance-Bernard
Dipak Laha

Antonio Lanorte

Viviana Lanza

Duc Tai Le
Thang Le Duc
Junghoon Lee
Hong-Seok Lee
Helmuth Malonek
Salvatore Manfreda
Nikos Manouselis
Maria-Lluisa
Marsal-Llacuna
Federico Martellozzo
Marco Mastronunzio

University of Minho, Portugal
University of Malta, Malta
Universidad del Pais Vasco, Spain
Istituto Superiore per la Protezione e la Ricerca
Ambientale, Ttaly
Universiti Tun Hussein Onn Malaysia, Malaysia
University of the Azores, Portugal
Amrita University, India
Islamic University of Indonesia, Indonesia
Chonbuk National University, South Korea
Sungkyunkwan University, South Korea
Universitas Ahmad Dahlan, Indonesia
Chung Hua University, Taiwan
Covenant University, Nigeria
National University of Sciences and Technology
(NUST), Pakistan
Sungkyunkwan University, South Korea
Universidade Federal de Uberlandia, Brazil
Agricultural University of Athens, Greece
Institut Supérieur d’Informatique de
Modélisation et de leurs Applications,
France
Korean Intellectual Property Office,
South Korea
Hankyong National University, South Korea
University of Thessaloniki, Greece
Smith College, USA
Agrophysical Research Institute, Russia
Institute of Technology Lausanne, Switzerland
Jadavpur University, India
IMAA National Research Council, Italy
Regional Institute for Research, Statistics
and Training, Italy
Sungkyunkwan University, South Korea
Sungkyunkwan University, South Korea
Cheju National University, South Korea
Sungkyunkwan University, South Korea
Universidade de Aveiro, Portugal
University of Basilicata, Italy
Agro-Know Technologies Institute, Greece

University of Girona, Spain
Ecole des Ponts ParisTech, France
University of Trento, Italy



Cristian Mateos

Giovanni Mauro
Giovanni Millo
Fernando Miranda
Nazri MohdNawi
Danilo Monarca
Antonio Monari
Rogerio Moraes

Luiza Mourelle

Andrew Nash
Ignacio Nebot
Nadia Nedjah
Alexandre Nery
Van Duc Nguyen

José Luis Ordiales Coscia

Michele Ottomanelli
Padma Polash Paul
Francesca Pagliara
Marco Painho
Dimos Pantazis

Enrica Papa

Jason Papathanasiou
Maria Paradiso
Sooyeon Park

Juan Francisco Peraza
Massimiliano Petri
Cassio Pigozzo
Francois Pinet

Stefan Porschen
Tolga Pusatli
Md. Obaidur Rahman

Syed Muhammad Raza
Isabel Ribeiro

Eduard Roccatello
Cristina Rodrigues
Daniel Rodriguez

Organization XIX

National University of the Center
of the Buenos Aires Province, Argentina
University of Trieste, Italy
Generali Group, Italy
University of Minho, Portugal

Universiti Tun Hussein Onn Malaysia, Malaysia

University of Tuscia, Italy

University of Bologna, Italy

Department of Communication and
Information Technology of Brazilian Navy,
Brazil

Universidade do Estado do Rio de Janeiro,
Brazil

Vienna Transport Strategies, Austria

University of Valencia, Spain

University of Rio de Janeiro, Brazil

State University of Rio de Janeiro, Brazil

Hanoi University of Science and Technology,
Vietnam

Universidad Nacional del Centro de la
Provincia de Buenos Aires, Argentina

Polytechnic of Bari, Italy

University of Calgary, Canada

University of Naples Federico II, Italy

Universidade Nova de Lisboa, Portugal

Technological Educational Institution
of Athens, Greece

University of Naples Federico II, Italy

University of Macedonia, Greece

University of Sannio, Italy

Korea Polytechnic University, South Korea

Universidad Autonoma de Sinaloa, Mexico

University of Pisa, Italy

Universidade Federal da Bahia, Brazil

National Research Institute of Science and
Technology for Environment and
Agriculture, France

University of Cologne, Germany

Cankaya University, Turkey

Dhaka University of Engineering and
Technology (DUET), Bangladesh

COMSATS University, Pakistan

University of Porto, Portugal

3DGIS srl, Ttaly

University of Minho, Portugal

University of Alcald, Spain



XX Organization
Yong-Wan Roh

Luiz Roncaratti
Marzio Rosi
Francesco Rotondo
Catherine Roussey

Rafael Oliva Santos
Valentino Santucci
Dario Schirone
Michel Schneider

Gabriella Schoier
Francesco Scorza
Nazha Selmaoui

Ricardo Severino
Vladimir V. Shakhov

Sungyun Shin
Minhan Shon

Ruchi Shukla
Luneque Silva Jr.
V.B. Singh

Michel Soares
Changhwan Son
Henning Sten Hansen
Emanuele Strano

Madeena Sultana,
Setsuo Takato
Kazuaki Tanaka
Xueyan Tang
Sergio Tasso
Luciano Telesca
Lucia Tilio
Graga Tomaz
Melanie Tomintz

Javier Torres
Csaba Toth
Hai Tran

Jim Treadwell

Korean Intellectual Property Office,
South Korea
Universidade de Brasilia, Brazil
University of Perugia, Italy
Polytechnic of Bari, Italy
National Research Institute of Science and
Technology for Environment and
Agriculture, France
Universidad de La Habana, Cuba
University of Perugia, Italy
University of Bari, Ttaly
Institut Supérieur d’Informatique de
Modélisation et de leurs Applications,
France
University of Trieste, Italy
University of Basilicata, Italy
Université de la Nouvelle-Calédonie,
New Caledonia
University of Minho, Portugal
Institute of Computational Mathematics and
Mathematical Geophysics SB RAS, Russia
National University Kunsan, South Korea
Sungkyunkwan University, South Korea
University of Johannesburg, South Africa
State University of Rio de Janeiro, Brazil
University of Delhi, India
Federal University of Uberlandia, Brazil
Sungkyunkwan University, South Korea
Aalborg University, Denmark
University of the West of England,
UK
Jahangirnagar University, Bangladesh
Toho University, Japan
Kyushu Institute of Technology, Japan
Nanyang Technological University, Singapore
University of Perugia, Italy
IMAA National Research Council, Italy
University of Basilicata, Italy
Instituto Politécnico da Guarda, Portugal
Carinthia University of Applied Sciences,
Austria
Universidad de Zaragoza, Spain
University of Calgari, Canada
U.S. Government Accountability Office, USA
Oak Ridge National Laboratory, USA



Chih-Hsiao Tsai
Devis Tuia

Arijit Ukil

Paulo Vasconcelos
Flavio Vella

Mauro Villarini
Christine Voiron-Canicio
Kira Vyatkina

Jian-Da Wu

Toshihiro Yamauchi
Iwan Tri Riyadi Yanto
Syed Shan-e-Hyder Zaidi
Vyacheslav Zalyubouskiy
Alejandro Zunino

Organization XXI

Takming University of Science and Technology,
Taiwan

Laboratory of Geographic Information
Systems, Switzerland

Tata Consultancy Services, India

University of Porto, Portugal

University of Perugia, Italy

University of Tuscia, Italy

Université Nice Sophia Antipolis, France

Saint Petersburg State University, Russia

National Changhua University of Education,
Taiwan

Okayama University, Japan

Universitas Ahmad Dahlan, Indonesia

Sungkyunkwan University, South Korea

Sungkyunkwan University, South Korea

National University of the Center of the Buenos
Aires Province, Argentina

Sponsoring Organizations

ICCSA 2013 would not have been possible without tremendous support of many
organizations and institutions, for which all organizers and participants of ICCSA
2013 express their sincere gratitude:

@MONASH University

KSU
(5 NNEEAS
. — 4

KYUSHU SANGYO UNIVERSITY

P

T LRy
AR )
é; 1.1.1IIII;& o
) \':‘\\' ey

. %l
LA ¢ e
= ¢
C A 3

oA

R
ctﬁm""mﬁ}
fe 982"

Ho CHi Minh City International University, Vietnam
(http://www.hcmiu.edu.vn/HomePage . aspx)

University of Perugia, Italy
(http://www.unipg.it)

Monash University, Australia
(http://monash.edu)

Kyushu Sangyo University, Japan
(www.kyusan—u.ac.jp)

University of Basilicata, Italy (http://www.unibas.it)

The Office of Naval Research, USA
http://www.onr.navy.mil/Science-technology/onr-global.aspx
P y gy g p



ICCSA 2013 Invited Speakers

Dharma Agrawal
University of Cincinnati, USA

Manfred M. Fisher
Vienna University of Economics and Business, Austria

Wenny Rahayu
La Trobe University, Australia



Selecting LTE and Wireless Mesh Networks
for Indoor/Outdoor Applications

Dharma Agrawal*

School of Computing Sciences and Informatics, University of Cincinnati, USA
dharmaagrawal@gmail.com

Abstract. The smart phone usage and multimedia devices have been
increasing yearly and predictions indicate drastic increase in the upcom-
ing years. Recently, various wireless technologies have been introduced to
add flexibility to these gadgets. As data plans offered by the network ser-
vice providers are expensive, users are inclined to utilize freely accessible
and commonly available Wi-Fi networks indoors.

LTE (Long Term Evolution) has been a topic of discussion in providing
high data rates outdoors and various service providers are planning to roll
out LTE networks all over the world. The objective of this presentation is
to compare usefulness of these two leading wireless schemes based on LTE
and Wireless Mesh Networks (WMN) and bring forward their advantages
for indoor and outdoor environments. We also investigate to see if a
hybrid LTE-WMN network may be feasible. Both these networks are
heterogeneous in nature, employ cognitive approach and support multi
hop communication. The main motivation behind this work is to utilize
similarities in these networks, explore their capability of offering high
data rates and generally have large coverage areas.

In this work, we compare both these networks in terms of their data
rates, range, cost, throughput, and power consumption. We also compare
802.11n based WMN with Femto cell in an indoor coverage scenario,
while for outdoors; 802.16 based WMN is compared with LTE. The main
objective is to help users select a network that could provide enhanced
performance in a cost effective manner.

* More information can be found at http://www.iccsa.org/invited-speakers



Neoclassical Growth Theory, Regions
and Spatial Externalities

Manfred M. Fisher*

Vienna University of Economics and Business, Austria
manfred.fischer@wu.ac.at

Abstract. The presentation considers the standard neoclassical growth
model in a Mankiw-Romer-Weil world with externalities across regions.

The reduced form of this theoretical model and its associated em-
pirical model lead to a spatial Durbin model, and this model provides
very rich own- and cross-partial derivatives that quantify the magnitude
of direct and indirect (spillover or externalities) effects that arise from
changes in regions characteristics (human and physical capital invest-
ment or population growth rates) at the outset in the theoretical model.

A logical consequence of the simple dependence on a small number
of nearby regions in the initial theoretical specification leads to a final-
form model outcome where changes in a single region can potentially
impact all other regions. This is perhaps surprising, but of course we
must temper this result by noting that there is a decay of influence as
we move to more distant or less connected regions.

Using the scalar summary impact measures introduced by LeSage and
Pace (2009) we can quantify and summarize the complicated set of non-
linear impacts that fall on all regions as a result of changes in the physical
and human capital in any region. We can decompose these impacts into
direct and indirect (or externality) effects. Data for a system of 198
regions across 22 European countries over the period 1995 to 2004 are
used to test the predictions of the model and to draw inferences regarding
the magnitude of regional output responses to changes in physical and
human capital endowments.

The results reveal that technological interdependence among regions
works through physical capital externalities crossing regional borders.

* More information can be found at http://www.iccsa.org/invited-speakers



Global Spatial-Temporal Data Integration
to Support Collaborative Decision Making

Wenny Rahayu*

La Trobe University, Australia
W.Rahayu@latrobe.edu.au

Abstract. There has been a huge effort in the recent years to estab-
lish a standard vocabulary and data representation for the areas where
a collaborative decision support is required. The development of global
standards for data interchange in time critical domains such as air traffic
control, transportation systems, and medical informatics, have enabled
the general industry in these areas to move into a more data-centric
operations and services. The main aim of the standards is to support
integration and collaborative decision support systems that are opera-
tionally driven by the underlying data.

The problem that impedes rapid and correct decision-making is that
information is often segregated in many different formats and domains,
and integrating them has been recognised as one of the major prob-
lems. For example, in the aviation industry, weather data given to flight
en-route has different formats and standards from those of the airport
notification messages. The fact that messages are exchanged using differ-
ent standards has been an inherent problem in data integration in many
spatial-temporal domains. The solution is to provide seamless data inte-
gration so that a sequence of information can be analysed on the fly.

Our aim is to develop an integration method for data that comes
from different domains that operationally need to interact together. We
especially focus on those domains that have temporal and spatial char-
acteristics as their main properties. For example, in a flight plan from
Melbourne to Ho Chi Minh City which comprises of multiple interna-
tional airspace segments, a pilot can get an integrated view of the flight
route with the weather forecast and airport notifications at each segment.
This is only achievable if flight route, airport notifications, and weather
forecast at each segment are integrated in a spatial temporal system.

In this talk, our recent efforts in large data integration, filtering, and
visualisation will be presented. These integration efforts are often re-
quired to support real-time decision making processes in emergency sit-
uations, flight delays, and severe weather conditions.

* More information can be found at http://www.iccsa.org/invited-speakers
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Water (H20),, or Benzene (CgHg),, Aggregates
to Solvate the K7

Noelia Faginas Lago®*, Margarita Alberti?, Antonio Lagana',
and Andrea Lombardi'

! Dipartimento di Chimica, Universita di Perugia, Italy
noelia@dyn.unipg.it
2 IQTCUB, Departament de Quimica Fisica, Universitat de Barcelona,
Barcelona, Spain

Abstract. The main goal of this research is the rationalization of the
structure and the energetics of K™-(CgHg)n-(H20).m (n=1-4; m=1-6)
aggregates for which the full intermolecular potential, V, is given as
a combination of few leading effective interaction components. Despite
the fact that the K*-(CgHg)n-(H20)m systems are better considered as
aggregates rather than solvated species, we find that the dynamics of
the molecules surrounding the ion can be rationalized in terms of ”a first
and a second solvation shell” centered on K*. The substitution of one
CeHg by two or more molecules of HoO in the first solvation shell, has
also been investigated in order to understand the role played by them
in stabilizing certain structures. The interplay between molecules of the
first and the second solvation shell has also been analyzed.

Keywords: Molecular Dynamics, Empirical potential energy surface,
benzene-water aggregates, DLPOLY software.

1 Introduction

The rationalization of a number of important chemical and biochemical processes
involve the recognition and selection of specific molecules [I]. A typical example
of this is the rationalization of several enzyme and other proteins processes which
use properties such as size, charge, shape, or polarity as the basis for molecular
recognition. As these interactions typically involve electrostatic, hydrogen-bond,
van der Waals, or dispersion interactions, they are arguably weaker than con-
ventional chemical bonds and, therefore, are more difficult to quantify using
either experimental or theoretical investigations. However, these forces play an
important role in determining reaction rates [2-4], transport properties, adsorp-
tion mechanisms of ion channels size-selectivity, enzyme-substrate binding and
protein structures in biological systems making of paramount importance the
characterization of the different types of interactions [5,[6]. For this reason the
study of weak intermolecular interactions is an ubiquitous subject and a key

* Corresponding author.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 1-{[5] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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issue in many fields, from alignment and orientation effects in molecular colli-
sions, to the stereodynamics of chiral molecules (see e.g. [THI3]). Recently, there
has been growing interest in investigating a specific noncovalent interaction, the
cation—m one, and its contribution to molecular recognition in biological sys-
tems. The cation—7 interaction describes the interplay between the m—electron
cloud of an aromatic 7 (or any 7 electron system such as alkenes 7) and an ion.
The extraction of alkali metal ions from aqueous solutions is fundamental to
countless molecular processes throughout chemistry and biology. Numerous ion
channels and other proteins in cellular membranes extract and transport Nat
and Kt from the surrounding aqueous medium. In order to be extracted out of
these systems the ion must be at least partially desolvated. At the molecular
level, this means that the ionophore (or other macromolecules) must compete
with and overcome the ion-water interaction and disrupt the hydrogen bond
network surrounding the ion. It is, therefore, important to understand how the
competition between different noncovalent interactions involving the ion, the
ionophore (or the macromolecule) and the water molecules takes place. In gen-
eral, the competitive solvation of ions by different partners [I4H16] (other basic
phenomena characterising organic aggregates, such as the formation of weak hy-
drogen bonds [14,[I7], molecular recognition and selection processes [IL18[19])
are controlled by noncovalent interactions [20H26]. They stem from a delicate
balance between weak competing and cooperative effects of either attractive or
repulsive nature. An accurate modelling of such interactions is key to the study
of the aggregates from a theoretical point of view.

Indeed, the K*-(Bz),-(H20),, (with Bz= CgHg) study presented here was
motivated by the importance that the alkali metal ions extraction from aque-
ous solutions plays among molecular processes of relevance for chemistry and
biology [27]. As the interplay of ion-molecule and molecule-molecule interactions
can be investigated by modelling the microscopic environment of the ion [28§],
the competitive solvation of K* by benzene and water was studied using Molec-
ular Dynamics (MD) simulations by considering a maximum of 4 and 6 rigid
molecules of CgHg and HyO, respectively.

The involved intermolecular interaction has been formulated by decomposing
the molecular polarizability [29] in effective components associated with atoms,
bonds (or groups of atoms) of the molecule [2/[3]. Such modelling of the in-
termolecular energy was applied in the past to investigate several neutral [30]
and ionic [31,[32] systems often involving weak interactions [30,33] difficult to
calculate. The adequacy of a potential function to describe several intermolecu-
lar systems was proved by comparing ab initio energy and geometry estimates
for several configurations. In particular, the study of the alkali ion-CgHg sys-
tems [34L[35] showed that chemical bonding plays a small or negligible role in
determining the formation of aggregates. Moreover, the halide-CgHg calcula-
tions, pointed out that the current model is able to reproduce remarkably well
the main features of the potential energy surface for the heavier systems [36L[37].
The paper is organized as follows: in section 2, we outline the construction of
the potential energy function. The details of the MD simulations are given in
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section 3. Results are presented in section 4 and concluding remarks are given
in section 5.

2 Potential Energy Surfaces

The potential model used in the calculations combines the contributions of some
leading effective interaction components, i.e. includes the effect of other less im-
portant terms (see below), which are formulated as suitable potential functions
(like those of ref. [38]). The model assumes separability of electrostatic (V;;) and
non electrostatic (V) interactions. Accordingly, in the global intermolecular
potential V', that is represented as V = V,; 4+ V,,¢;, the electrostatic contribu-
tion, Vg, is described as a sum of coulombic terms calculated from the charge
distributions on the molecular frames. In particular, as K™ and HoO have low
polarizability («) values with respect to those of C¢Hg, ax+ and apy,o the po-
larizability was not decomposed. This means that K+ and HyO are considered as
single interaction centers (placed on Kt and on O, respectively), with assigned
values of the polarizability equal to ax+ and apg,o. On the contrary, the po-
larizability of C¢Hg was decomposed in 12 bond contributions (acc and acy)
assigned to 12 interaction centers placed on the midpoint of the CC and CH
bonds [39]. Accordingly, the KT-CgHg non electrostatic interaction [31] is de-
scribed through 12 ion-bond contributions. Such representation, while allowing
an additive formulation of the intermolecular potential V', includes, in a natural
way, higher-order effects [39]. By bearing in mind that the interaction can be
decompose and that a given atom of the molecule can take part in more than one
bond, the CC and CH bond polarizabilities were further decomposed in atomic
effective polarizabilities (different from those of the individual atoms). The use
of effective atomic polarizabilities allows an indirect account of many body ef-
fects. In particular, the value assigned to each atom in the molecule is different
(often smaller than that of the isolated gas phase atom) due to the many body
effects arising from the formation of chemical bonds.

More in detail, the intermolecular interaction energy, V', is formulated as,

Vo= Vit —(Cote)s T Donet VE+—(H0)s (1)
+ 20101 2kt ViCoHo)i—(1120), +
22:11 Z;L>z ViCsHe)i~(CoHs),
+ 0 Xk Vit 00— (1:0),

with all the intermolecular terms of Eq. [lincluding both electrostatic and non
electrostatic contributions.

Interactions between any pair of centers placed on different molecules (inde-
pendently of the molecular polarizability decomposition) are described by means
of the Improved Lennard Jones function Vi [39,40] as follows
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Vg, — < { m (r0>n(r) B n(n(r) (ro)m] @)

n(r)—m \r r)—m\r

where r is the distance between the two interaction centers and € and ry represent
the minimum of the interaction and the associated value of r (as in the Lennard
Jones (LJ) potential). In Eq. 2 the positive term defines the contribution to the
repulsion while the negative term defines the attraction of each interaction pair

2
and n(r) = 5+4.0 <T’;) . This expression in Eq.(2) greatly improves bothe the

sizxe repulsion and the long range dispersion attraction, over the usual Lennard-
Jones representation [41]. When effective quantities are considered, ¢ and rg
are calculated directly from the characteristics of the interaction centers (for
instance, for the K*-HyO interaction, with the interaction centers placed on
the cation and on the oxigen atom, € and rg are calculated from the average
polarizability of the water molecule and both the polarizability and charge of
the potassium ion) [42]. On the contrary, when the interaction is described by
means of ion-bond terms, € and rg are calculated from their perpendicular and
parallel components (¢, €|, 7oL and 7o derived from the polarizability and the
charge of the ion) and the corresponding components of the bond polarizability
(see for instance, Ref. [43]). It is worth to mention that, when groups or bonds are
involved, The ILJ formula can be given additional flexibility by introducing in e
and r( the dependence on the set of angles that defines the relative orientation of
the two interacting centers. One can then expand € and r( in terms of appropriate
angula functions, whose coefficient in the expansion can be estimated by selecting
a small number of leading configurations of the two centers. These procedure has
been previously adopted in a number of cases [7,44H47].

The parameter 3, though being not a directly transferable parameter, due
to its modulation when passing from an environment to another, can indirectly
account for the selectivity and the strength of additional interaction compo-
nents, as, for instance, perturbations due to induction and charge transfer in the
formation of hydrogen bonds.

In our model, the parameters of the ILJ function derived from the involved
effective polarizabilities are shown in Table 1. In particular they have been de-
termined following the guidelines given in refs. [29,43,48], using the effective
polarizabilities of C and H atoms in Bz (in agreement with data reported in
refs. [491[50]) and the polarizability of HoO [42L/51].

For the HoO monomer [52], the OH bond length was set at 0.9578 A and the
amplitude of the HOH angle was set at 104.4 degrees. On that geometry, charges
of -0.65848 a.u and 0.32924 a.u were located respectively on the O and the H
atoms in order to reproduce the dipole moment of the molecule. For C4Hg, the
CC and CH distances have been taken equal to 1.397 A and 1.084 A, respec-
tively, and the CCC and CCH angles have been set equal to 120 degrees [52]. As
in our previous studies of systems containing benzene, two negative charges of
-0.04623 a.u have been placed on each C atom (above and below the aromatic
plane with a separation of 1.905 A) and one positive charge of 0.09246 a.u has
been placed on each H atom [53[54].
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Table 1. Perpendicular and parallel components of the well depth (e , €) and of
the equilibrium distances (ro., 7o) ) for the KT-CgHg. Well depth (¢ ) and equilibrium
distance (7”0) defined from K+—H20, CGHG—HQO, CGHG—CGHG and HQO—HQO and ﬁ
parameter for all the non electrostatic energy contributions.

ion-bond eL /meVey/ meVro/ Arg /A B

K*-CC 22.95 75.77  3.266 3.547 8.5

K*-CH 39.97 4270 3.044 3.240 85
atom-molecule e/meVro /A B
K*-(H20) 102.1  3.161 7.0
C-(H20) 5.312  3.920 8.5
H-(H0) 3.306  3.482 85
atom-atom e/meVro /A B
C-C 3.400 4.073 9.0
H-H 1.610 3.099 9.0
C-H 1.720 3.733 9.0
molecule-molecule e/meV o /A B
(H20)-(H,0) 9.060 3730 6.6

3  Molecular Dynamics Calculations

In our MD calculations the molecules were, as already mentioned, treated as
rigid and all simulations were carried out using a time step of 1 fs that is short
enough to ensure a relative fluctuation of the total energy smaller than 107°.
The dynamical evolution of the K*-(CgHg);_4-(H20)1_6 system was followed
for 15 ns. This time is sufficient to observe isomerization processes and their frag-
mentation to release either HoO or CgHg. A microcanonical ensemble (NVE) of
particles, where the number of particles, N, the volume, V, and the total energy,
E, are all conserved, was considered. Most of the calculations were performed at
total energy values corresponding to a 10 K - 100 K temperature interval (re-
lated experiments were estimated to be carried out at these temperatures which
are consistent with the evaporation process (see [55,50]).

However, for some aggregates, when isomerization processes were found to be
likely to occur, additional calculations were performed at higher temperatures.
The total energy, Fy., is evaluated as a sum of potential and kinetic energies.
The kinetic energy at each step ¢, Ejn,i, allows determination of the instanta-
neous temperature, T;, whose mean values are given at the end of the simulation
(Eyin and T, respectively). All simulations were performed using the DL_POLY
program [57]. To handle the geometry constraints and to integrate the equations
of motion, use was made of the SHAKE method and the Verlet algorithm, re-
spectively. The van der Waals interactions were calculated considering a cutoff
radius of half the length of the box and the electrostatic energy was evaluated
using the Ewald sum [5§].



6 N. Faginas Lago et al.

In order to figure out the dependence of the process on initial the following
arrangements were considered: a) all CgHg molecules were placed in the first shell
around KT and all the H5O ones in the second shell, b) all the HyO molecules
were placed in the first shell around KT and all the CgHg ones in the second
shell and c¢) CgHg and HoO molecules were distributed on both the first and
the second shell around K. To better understand features of the binding of K+
with (CgHg) or (H20) clusters of molecules also systems made of K and either
benzene or water, were investigated

4 Results

Before undertaking the analysis of the structure and energetics of K-(CgHg) -
(H20),, (n=1-4; m=1-6) aggregates we have to emphasize that the full inter-
molecular potential, V', is given as a combination of few leading effective inter-
action components and that, although the interaction is strong enough to let
us consider such aggregate stable in the investigated range of temperatures, we
use the concept of ”first and second solvation shell” (that is typical of solutions)
beacuse our focus is on the dynamical evolution of the spatial distribution of
the molecules around K™ (in analogy with what is done by other authors when
investigating similar systems [14]).

4.1 Structural Properties for KT-(CgHg)n-(H20),, (n=1-4; m=1-6)
Systems: a Temperature Dependence

The competing role of the interaction components involved in some M1-CgHg [59,
60], and M*-CgFg [61] systems surrounded by Ar atoms was analyzed in the past
to model the behaviour of water solvated systems (Ar atoms have been often used
in the literature as a popular surrogate of water molecules). However, due to the
fact that in rare gases the electrostatic component does not contribute appre-
ciably to V, some competitive effects went undetected in those studies. For this
reason, in order to evaluate in detail the role played by the different interaction
components, we performed MD simulations of the K*-(CgHg),,-(H20),, (n=1,4;
m=1,6) aggregates at several values of T. All pure aggregates (made of either
CgHg or HoO molecules placed only in the first solvation shell) were found to be
highly stable and to have all the molecules placed in the most favorable positions
around K.

Mixed aggregates containing only one CgHg molecule, showed equilibrium
structures with all the molecules placed in the first solvation shell independently
of the number of the HoO molecules. However, it has been observed that, for
these aggregate, several isomers with similar stability can be formed and fre-
quent interconversions between such isomers are likely to form at all temperature
values.

In Fig. 0l a two-dimensional map of the water molecules probability density
obtained from MD simulations performed at 100 K for the KT-CgHg-(H20)g ag-
gregate, is plotted. As is apparent from the figure, four of the six HoO molecules
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tend to be placed close to the cation, while the two remaining ones are placed at
larger distances from the CgHg center of mass and K+ (blue color represents high
probability density). This suggest that the m-hydrogen bond interaction (where
an electron 7 system acts as proton acceptor) [62] and/or the hydrogen bonds
(H20-H20) formation contribute to the stabilizaton of the HoO molecules placed
at larger distances. Nevertheless, a detailed inspection of the trajectories shows
that the molecules interchange their positions quite easily. In spite of these fre-
quent interconversions, all the KT-CgHg-(H20),,, aggregates turn out very stable
and this indicates that the w-hydrogen bond interaction and the formation of
hydrogen bonds can play an important role (together with both ion-quadrupole
and the ion-dipole interactions) in stabilizing such aggregates.

Fig.1. A two dimensional map of the probability density of the water molecules of
K+-C6H6-(H20)6 drawn on a plane parallel to that of the aromatic ring

By further increasing T, the fragmentation probability of K*-CgHg-(H20),,
to form K*-CgHg-(H20),,—1 +H20 increases whereas that of C¢Hg has not been
observed. The effect of adding water molecules on the energy of the aggregates
has been investigated. The variation of E.y, and of its components, E; and Ey,;,
as a function of the number of water molecules m for the K+-CgHg-(H20),y
aggregates whose geometry is close to the equilibrium is shown in Fig. Bl As
expected, the addition of water molecules contributes to the decrease (more
negative values) of both, electrostatic and non electrostatic energies. By focusing
on the central panel of the figure, it can be seen that, while E,.; becomes more
negative almost linearly with m in the interval n=1:4, it varies very little by an
addition of further HoO molecules [3}[63]. This can be understood in terms of the
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almost completeness of the first solvation shell. At low temperature, none of the
molecules feels a ionic interaction sufficient to displace it in the second solvation
shell and the addition of a new HoO molecule causes a quick reorganization of
the others to let it get into the first solvation shell. Accordingly, the radius of
the solvation shell increases while small changes in E,; are observed. Indeed, the
expected increase associated with the addition of a new water molecule to the
first solvation shell is, partly, compensated by the decrease in stability of the set
of molecules sitting around K.

°
- ° .
°
°
°
- ° _
o A chg
i . B Ecl T
ok a @ Enel |
> ° o
8 - .
m
o
3 . —
a o
- L] =
4 . ]
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| | | | | |
-5
1 2 3 4 5 6

Fig. 2. Variation of the configuration energy (solid black circle) and of its electrostatic
(empty red square) and non electrostatic (empty green diamonds) components for the
K"-(CsHs)-(H20). aggregates as a function of the number of HoO molecules

MD simulations, performed at increasing values of T, show that at low and mod-
erate temperature, an increase of T originates only small and gradual changes of
E.rq and of its components E,.; and E; for the three aggregates. This clearly
indicates that the substitution of one or two CgHg by one or two HoO molecules,
forming aggregates with different structures, does not modify the strength of the
interaction with K+.

4.2 The H>0 and CgHg Solvation Competition

The competition between CgHg and HyO in solvating K+ was investigated by
paying special attention to aggregates containing three CgHg molecules (the K-
(CeHg)3-(H20)1_3 systems) as done for experimental observations [14]. It has
been observed that the addition of one HoO molecule to the K*-(CgHg)s aggre-
gate causes a reorganization of the three CgHg molecules around K, allowing
H>O to get into the first solvation shell together with the three CgHg molecules
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regardless of the initial configuration of the system. Moreover, no dissociation of
the aggregate into KT-(CgHg)3+H20 has been observed at temperatures lower
than 250 K (a water molecule is considered to have dissociated when its dis-
tances from the other molecules and from the cation are larger than 10 A).
MD calculations for K*-(CgHg)3-(H20)2 at moderate T values indicate that the
mean value of E .y, remains almost constant when increasing the temperature.
Simulations performed at T close to 200 K show that the first solvation shell is
formed by three molecules of C¢Hg (approximately equidistant from K*) and
one molecule of HyO. Moreover, the distance of the center of mass of the aro-
matic molecules from K* averaged over the whole trajectory, R(CeHg-K™), is
equal to 2.83 A. Such value is close to the corresponding distance of the O atom
of HyO from K*, R(O-K1), that is equal to 2.86 A. On the contrary, for the
second water molecule, R(O-K™) is about 5 A, which means that it is placed on
the second solvation shell and is mainly stabilized by the hydrogen bonds formed
by the two molecules of water and by interactions of the w-hydrogen bond type
(for this aggregate, having an additional water molecule with respect to that
of KT-(CgHg)3-H20, the number of hydrogen bonding sites available is double
and allows the formation of a HyO-H2O hydrogen bond). In the top panel of
Fig. Bl the evolution in time of the distance of K™ from the center of mass of the
CsHg molecules and from the O atom of water obtained from MD simulations
performed at T=125 K. The figure clearly shows that the dynamical evolution of
the three aromatic molecules around the cation along the trajectory is similar,
while that of water is different. As expected, the oscillations of the distances of
water from the cation are larger for the molecule placed in the second solvation
shell (the most labile molecule). However, long lasting trajectories (20 ns) do not
provide any evidence for the dissociation of the aggregate. By further increasing
T, the CgHg molecules can reach larger distances from KT, allowing the water
molecules to get into the first solvation shell. This behavior is illustrated in the
lower panel of Fig. 3l

As is for H2O, at low temperature there is no difference in the behavior of the
three C¢Hg molecules along the trajectory. Moreover, at a temperature of about
200 K, the behaviour of the two HoO molecules is also similar (see lower panel of
Fig.[B)), indicating that they are placed in the same solvation shell. As a matter of
fact, the similar values of the mean R(CgHg-K™) and R(O-K™) distances (about
3-3.5 A), indicates that, along the trajectory, the five molecules are preferentially
placed in the first solvation shell. This means that when energy is large enough,
the addition of a new water molecule may disrupt the stable structure of the ag-
gregate formed by the three CgHg and one HoO allowing a reorganization of the
first solvation shell to form the K*-(CgHg)s3-(H20)2 aggregate with all molecules
placed close to KT. Such behavior is independent of the initial configuration of
the aggregate and it has been observed for temperatures as high as 300 K. By
further increasing T, the fragmentation of the aggregate becomes more likely.
An analysis of the outcomes of twenty simulations carried out at temperature
values around 300 K shows that the flying away molecule is always water (the
loss of a CgHg molecule has never been observed). This result is in agreement
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Fig.3. Evolution of the distance of K™ from the center of mass of C¢Hg and from the
O atom of H20O for K¥-(CeHg)3-(H20)2 at two different values of T (different molecules
are represented by different colors)

with the experimental data for K¥-(CgHg);_3-H2O [14], indicating that for up
to three CgHg molecules, the only unimolecular loss process is that of water.

4.3 The Population of the Second Solvatation Shell

When a further molecule of water is added to K*-(CgHg)s-(H20)3 the six sur-
rounding molecules can not be all placed in the first solvation shell. Therefore,
they have to compete to get into the shell closer to K.

The study of K*-(CgHg)3-(H20)3 using different initial configurations shows
that while CgHg is able to displace one HoO molecule from the first to the second
solvation shell, the contrary (H2O displacing CsHg) does not occur (see Fig. 4).
As a matter of fact, when the water molecules are initially placed in the sec-
ond solvation shell, after equilibration, the first solvated shell is formed by two
molecules of C¢Hg and three of HoO. The third CgHg molecule is left, first, in the
second solvation shell. However, after 15 ns, the third CgHg molecule is also able
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Fig. 4. Evolution of the distance to K from the centre of mass of C¢Hg (top panel),
of the O atom of water from the centre of mass of C¢Hs (middle panel) and of Kt
from the O atom of the H>O molecules for K*-(CgHg)s-(H20)3 at T= 150 K (different
molecules are represented by different colours)

to get into the first solvation shell by displacing one of H,O molecule into the
second solvation shell (where as shown by longer simulations it remains). By re-
calling that in the K*-(CgHg)3-(H20)2 aggregate the five surrounding molecules
are indeed firmly placed in the first solvation shell (even at high temperature)
one has to conclude that the process of adding CgHg and displacing a water
molecule is able to disrupt the stabling of the K™-(CgHg)3-(H20)2 configuration
and confines a water molecule into the second solvation shell. By further in-
creasing T, KT-(CgHg)3-(H20)3 tends to dissociate in K*-(CgHg)s-(H20)2 plus
a HoO molecule. This confirms the tendency of K* to dehydrate in the presence
of aromatic rings found in the experiment [141[15].

The study of aggregates containing four C¢Hg molecules singles out properties
differing from those of smaller aggregates. As a matter of fact, while only the
fragmentation of HoO has been observed for the aggregates containing less than
four benzene molecules, the fragmentation giving a C¢Hg has been observed for
K*-(CgHg)4-(H20)1_¢. The preference for fragmentations leading to the flying
away of a CgHg molecule is mainly observed for KT-(CgHg)s-Ho0O and K*-
(C6H6)4-(H20)2 (see Fig. 5)

As found also before, this can be understood in terms of a stabilization of
the system having four CgHg molecules, by a m-hydrogen bond interaction in
the second solvation shell. However, due the high stability of the K*-(CgHg)s-
H50 aggregate, the aromatic molecule is unable to displace water from the first
solvation shell and, in agreement with experimental findings [14], it becomes the
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Fig. 5. Evolution of the distance of KT from the centre of mass of the C¢Hg molecules
at 150 K (top panel) and 200 K (lower panel) for K'-(CgHeg)a-(H20)s (different
molecules are represented by different colours)

most labile molecule. On the contrary, no interconversion between the benzene
molecules is observed. However, by increasing T one of the CgHg molecules placed
in the second solvation shell can displace water molecules from the first solvation
solvation shell. No interconversions are observed at 150 K, while at 200 K, after
about 13 ns of simulation, one CgHg placed in the second solvation shell, get
into the first one, while the other C¢gHg molecule, placed in the second solvation
shell tends to dissociate.

5 Concluding Remarks

The paper shows that the competition between CgHg and H2O in solvating K+
in mixed-solvent K*-(CgHg),,-(H20),, ionic aggregates can be investigated at
molecular level and that the involved non electrostatic contributions to the total
intermolecular interaction can be described by means of Improved Lennard Jones
functions. The electrostatic contribution is calculated from charge distributions
according to the quadrupole moment of CgHg and the dipole moment of H5O.

The preference of KT to bind C¢Hg better than HyO has been investigated by
running MD simulations of K-(CgHg)3-H20 and K*-(CgHg)2-(H20)2 at sev-
eral temperatures. At high temperatures the fragmentation of HoO is observed,
while this is not true for the fragmentation of CgHg. We found also that due
to the different size of C¢Hg and H5O, the first solvation shell around K+ can



Water (H20),, or Benzene (CsHg)n Aggregates to Solvate the K*? 13

accept different numbers of solvent molecules. While only four CgHg molecules
can be placed in the first solvation shell, in the the mixed K*-(CgHg),-(H20),y,
aggregates such number increases, due to the fact that one CgHg can be substi-
tuted by more than one HoO molecules. Accordingly, we find that an increase
of the number of molecules in the first solvation shell and the change in its di-
mension can compensate for the different strength of the K*-CgHg and KT-H,0
interactions we find, as well, that different aggregates can have similar configu-
ration energies. This has been observed for aggregates formed by the cation and
four molecules, such as K+-(CgHg)4, KT-(CgHg)3-Ho0 and K*-(CgHg)2-(H20)a,
with interaction energies of -3.40, -3.47 and -3.41 eV, respectively. Larger dif-
ferences can be observed when the aggregates contain four C¢Hg molecules, for
which a fragmentation of CgHg is possible. In particular, our MD simulations
allowed us also to find out that for K*-(CgHg)4-H20, CgHg becomes more labile
than HyO because of the preference of K™ to bind with CgHg rather than HyO
and the different fragmentation of the aggregates depending on the number of
CgHg molecules, predicted by experiments. The validity of the used force field
was found to be supported by its ability to reproduce the experimental findings
observed in gas-phase infrared vibrational spectroscopy.
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Using Vectorization and Parallelization
to Improve the Application
of the APH Hamiltonian in Reactive Scattering

Jeff Crawford, Zachary Eldredge, and Gregory A. Parker

University of Oklahoma

Abstract. In time-dependent quantum reactive scattering calculations,
it is important to quickly and accurately apply the Hamiltonian, as this
must be performed at every time-step. We present a method of sepa-
rating the Hamiltonian for adiabatically-adjusting principal axes hyper-
spherical (APH) coordinates into its constituent parts, vectorizing these
to reduce computational steps required in matrix multiplications, and fi-
nally parallelizing the application to reduce the time required to perform
the calculation. This reduction in time is achieved with no modification
of results for triatomic systems of either lithium or hydrogen.

1 Background

1.1 Quantum Reactive Scattering

In reactive scattering, a collision of an atom and a diatomic molecule carries
the possibility of an atomic exchange. Since our system is triatomic, it has three
separate arrangement channels, corresponding to each of the three atoms which
can be separated from the others. In addition, each arrangement channel has a
number of different possible quantum states. The reaction takes the form:

AB+C
A+BC={AC+B (1)
A+B+C.

The problem is: given that the system starts in a particular arrangement channel,
in a particular initial quantum state, what is the likelihood that it ends up in
a given final arrangement channel and state? Our method produces these state-
to-state probability amplitudes. To do this, we must solve a partial differential
equation in seven variables—six spatial coordinates for three atoms (once center-
of-mass motion is discarded) and a time coordinate.

This probability amplitude is given in the scattering matrix, or S-matrix.
Time-independent methods calculate the entire S-matrix for all potential in-
coming and outgoing states at a particular energy [I}, 2] 3, 4]. In time-dependent
reactive scattering, we propagate the wavefunction in time on a spatial grid
[6]. At each time step, the wavepacket is projected onto an analysis line out-
side the interaction region [7], and these accumulated time-dependent elements
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are analyzed by Fourier transforming them to energy-dependent ones and then
matching to the appropriate boundary conditions [5]. In this method, we start
in a given initial state, but we recover information for all open final states and
a range of energies, which allows our method to scale better for systems with a
large number of basis functions.

1.2 Propagation

In order to do this, we must solve the time-dependent Schrodinger equation:

i o) = Hel), )

and, since the Hamiltonian H is time-independent, we can solve this by defining
a time evolution operator:

plt) = e~ MO ). 0

We can do this most efficiently by expanding the exponential time-evolution
operator as a Chebychev polynomial[8]. This paper presents an efficient scheme
for applying the Hamiltionian operator to the propagating wavepacket, which
allows us to greatly reduce the computational steps required to propagate the
wavepacket and obtain working results.

2 APH Coordinate Systems

Throughout our propagation we make use of adiabatically-adjusing principal
axes hyperspherical (APH) coordinates to describe the arrangement of the tri-
atomic system [4]. The internal coordinates of the APH system are the hypperra-
dius p and two angles, x and #. The remaining coordinates are Euler angles a(,
Ba, Yo which orient the triatomic plane with respect to a set of space-fixed axes.
The hyperradius p describes the overall size of the system. 6 varies from 0 to
m, “bending” the system from an equilateral triangle to a colinear arrangement
respectively. The other hyperangle xy describes—in a colinear arrangement—the
ratio of s; to S, with:
.Sy
xlfn—r}o S, 0 @
Here, 7 represents some arrangement channel labeled as A, B, or C depending
on which atom is being treated as “separate.” S, and s, are mass-scaled Ja-
cobi coordinates in that arrangement channel, where s, is the separation of the
diatomic fragment while S, points from the center-of-mass of that fragment to
the atom 7. Rotations in x can correspond to changes in arrangement channel
if large enough, which is to say that the channels are separated by differences in
X-
These internal coordinates are defined by :

p=(a*+0%)", (52)
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0=m/2—2tan"'(q/Q), (5b)

where 0 < p < 00, 0 < 0 < 7/2, and ¢ and Q are vectors (related to s, and S,
by kinematic rotation) pointing along the smallest principal moments of inertia,
making this an instantaneous principal-axes system. These coordinates treat
all arrangement channels equivalently. Another important aspect of the APH
coordinate system is that the potential energy surface (PES) is symmetric in .
The PES belongs to the Cg,, Ca,, or C3 point groups depending on whether
it consists of one, two, or three different types of atoms, respectively. This has
two benefits. First, it allows us to reduce the size of the coordinate space needed
to represent the wavefunction, allowing us to use only a fraction of the grid we
would ordinarily need. Second, we can propagate each irreducible representation
of the wavepacket separately, using symmetry-adapted wavefunctions. The size
of the coordinate space required to represent the symmetry-adapted y; is 0 <
Xi < 2wlp/h, where h is the order of the group and I is the dimension of
irreducible representation I" [9] [10].

Finally, the kinetic energy operator in APH coordinates, used later to con-
struct the Hamiltonian, is given by [4]:

o h? 92 2 15%
2up>/2 0p? 8up?
Rl o4 9 . e 1 92
- 2up? [sin 26 06 sin 2 06 * sin? 6 (’9)(12}

1 |:A0+BGJ2+<CQ_A9—BQ)JZ2:|’

np? 2 2
1 [Ay—B d
- 2ﬂp2[ o ) “(J2 4 J2) + WDy (J- —J+)8X2} (6)

where J is the total angular momentum operator, a differential operator in the
Euler angles aq, 89, 79,

Jy=J, Fily, (7)

are the raising and lowering operators, J; are the components of the total angular
momentum with respect to the a set of body-fixed axes, and

1
Ag = 1+ sinf’ (82)
1
By = 8b
* 7 9520’ (8b)
1
Co = 1 —sinf’ (8¢)
Dy = cos 0 (8d)

sin® 0
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3 Vectorization

3.1 Motivation

Kronecker products arise in the process of applying the APH Hamiltonian. These
require a large number of scalar multiplications with a corresponding increase in
machine time, especially as the grid becomes large in the number of points used
to represent the APH coordinates p, 6, and x. Our calculations proceed more
quickly when we express the action of the Hamiltonian on a wavefunction in
terms of ordinary matrix multiplications. By removing the Kronecker products
from our calculations we can greatly reduce the number of multiplications we
need to perform and improve the computational efficiency of the Hamiltonian’s
application.

3.2 Notation and Background

In this section, vectors and matrices will appear in bold, as in A. Scalar quantities
will appear in plain (italicized) font, as in A. Because we will use subscripts to
identify matrices, we will not use the normal notation for particular elements of
a matrix. The element in the it row and the j** column will be represented not
as A;; but as A[i, j]. Rank 3 matrices will also appear, and an element of these
will be denoted as Ali, j, k].

To represent an entire row or column of a matrix, the “unused” coordinate will
be replaced with a colon. For instance, the vector formed from the first column
of A (a rank 2 matrix) would be denoted as A[:, 1] as it would contain elements
from all rows but only the first column. More explicitly, if A is an na X mgx
matrix, then:

Ali = ( Al 1) A[,2] - Ali,ma] ) 9)
and
Al
LJ
ak-| L (10)
Alna, jl

We can extend this easily to rank 3 matrices. Use of one colon in the coordinates
describes a vector. If B is a ng X mp X pp matrix, then:

BI1, j, k]

, B2, j, k]

B[:, j,k] = : (11)
B[”ija k]

and similarly for the other two coordinates. The use of two colons gives us a
“slice” of the rank 3 matrix, yielding a rank 2 matrix:
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BIL LK B2,k - B[l,mpkl
B2 1k] B[22,k --- B[2.mp. K
B[, k] = : : . ; (12)
Blng, 1, Blng, 2,k - Blng, mp, k]
B[laja 1] B[]-v]aﬂ B[lajapB}
Bl2,45,1] B|2,7,2] --- B|2,j
B[] = [ 7:.7’ ] [ a:jv ] [ 7,:],pB} (13)
B[”Baja 1] B[”Baj’ 2} e B[”BajapB}
B[, 1,1 B[i,1,2] --- Bli,1,pg]
B[i,2,1] BJi,2,2] --- Bli,2,p5B]
Bli,:,:] = . . ) . (14)

B[i,mB, 1] B[i,mB,Q] B[i,mB,pB}

The Kronecker product of two matrices A € R"4*™A and B € R"B*X™B is a
nanpg X mamp matrix given by:

A B 4B - A4,,,B
A2’1B AQ’QB AQ’nAB
ARB= . . . .

A,,1BA,, 2B Ay, n.B

Next we wish to define the vec operator. The vec operator acts on matrices and
outputs vectors. In a two-dimensional case we consider a matrix X € RPxX*mx,
Applying the vec operator to X stacks the columns onto each other, giving us a
vector of length nxmx.

X[1,1]
X[nx, 1]
X[1,2]
: X[I, 1}
vec(X) = Xlnx, 2] = X[?Q] (16)
X[, mx]
X[l,.mx]

X[nx,mx]
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In a three-dimensional case, let X € RPx*mxXPx Then applying the vec oper-
ator yields a vector of length nxmxpx:

X[, 1,1]

X[, 1, px]
X[:,2,1]

vee(X) = X[i,é,px] (17)

X[:,mx, 1]

X[:;mx, px]
Other useful ways to write (I7), which will be used later, are

vecgﬁ{:,;, B
vec(X) = :‘, h (18)

vec(X[:., ng,:])

and
X[:, 1]
X[:, 2]
vec(X) = vec : (19)
X[:y i ne]

We will deal with discretized operations of the form:
Cx = (B ® A)vec(X), (20)

WheI‘e B E %TLBXTLB’ A e é}ETLAXTLA7 X E ?R?’LAXHB7 C E %TLATLBXTLATLB’ X e
Rranex1land x = vec(X). The operation of C on x requires 2n%4n% multi-
plications. The number of multiplications can be reduced by rewriting ([20) as

(B ® A)vec(X) = vec(AXB™), (21)

which requires n124n B+n AnQB multiplications[TT].

3.3 Vectorization of APH Hamiltonian

Referring to the APH kinetic energy operator we saw in (), we now specialize
to cases with zero total angular momentum (J = 0). The kinetic energy is now
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of the form:
_ a?pwz+15#
2up>/2 0p? 8up?

— * 40 sin?@a + Lo
2up? | sin 20 06 90 sin®0 0x?
(22)
Now adding in the potential, we can form the Hamiltonian:
H = hy+ foho+ [ofohy +V (23)
where
R 9%
_ /2
hp = 2p5/2 5p2p (24)
4 0 0

= — 1 2 2

"=~ im0 00 5% g (25)
82
hy =~ X2 (26)
nz
1
= 28
Jo sin” 0 (28)
- 1572

V=V(p,0,x)+ : (29)

8up?

Discretizing the application of the Hamiltonian on the wave function gives the
following expression:

Hipy = (f,0fp0h, +f,0h @1, +h, @Iy ® L, + V)vec(¥,), (30)
with {f,, h,} € R *" {fy, hy} € R™*70 h, € R™*"x, V € Rrenonxxnpnony
W, € RxX"pXn6 and 4, € ROx"ene X1 Alsg)7 Iy and I, are (ngxng) and (n, xn,)
identity matrices, respectively. Note that V, f,, and fy are all diagonal matrices.
This kronecker product form requires anngni + 2npn§nx + 2n§ngnx + NpNgTNy
multiplications, not counting multiplications by zero.

We would like to reduce the number of scalar multiplications required to
compute Hiy by expressing the right hand side of [B0) as:

(f,2f@h, +f,0hy L, +h,2T, R, + V)vec(¥;) = vec(Y)+ Vvec(¥;) (31)

where Y € R™x*"»*"e ig obtained by regular matrix multiplication, rather than
by kronecker product, and can be written as

Y=Y,+Ys+Y, (32)
vee(Y) = vec(Yy) + vec(Yg) + vec(Y,). (33)
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The x, 6, and p components of Y satisfy the equations

(f, ® fy @ hy)vec(P¥;) = vec(Yy) (34)
(f, ® hg ® I, )vec(¥;) = vec(Yy) (35)
(h, ® Iy ® I, )vec(¥;) = vec(Y,). (36)

Y, : First, we will find Y, using (34):

fP[L 1](f0 & hX) 0 e 0
0 2,2|(fo®hy) --- 0
(f, @6y @ hy) = . Lol A by

0 0 o Lyl ) (B @ hy)
(37a)

o
vec(Py) = t, o

Vec(\Iltt:,np, )
foll, 1](fo @ by )vec(W,[:, 1,:])

1
(f, ® fs @ hy)vec(¥;) = Fol2,2](f ® hX:)VGC(‘I’t[% 2,:]) (37)

folnpmp)(fo @ hy)vec(®y[:,np, 1))
Using the 2D relation from (21)) provides
(fo ® hy)vec(Wy[:, 4,:]) = vec(h, ¥, j, :]fp) (38)

giving

(f, ® fs @ hy )vec(¥,) = : o =vec(Yy). (39)

vee (folng, nphy @[, . Jfy)

Then, Y, is given by
Yo [, 5,1 = fplds Ty ®el:, 4, ] fo. (40)

Obtaining Y, using (@) requires n,(ngn + ngn, + 1) multiplications, but this
can be made more efficient. If we compute the x vectors of Y, for each set of p
and 0 values according to

YX[:>ja k] = fp[jaj]hx\llt[:aja I]fg[:,k] (41)
= fold, JTh e[, 5, K] fo K, K] (42)

where ([@2]) arises since fy is diagonal. This requires npng(ni + 2) multiplications
to obtain the full Y,, which is n,(ngn, — 2ny + 1) less than for (@0).
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Yo: Next, we will find Yy using BH). Just as in (87
fol1,1](hg @ I )vec(Wy[:
o2, 2](hg ® I )vec(P,[:, 2,:
(f, ® hy @ I vec(¥,) = P X (43)

Folp, ) (hy © L )vec(y [, m,, )

[N
=

Using the 2D relation from (21)) provides

(hy & T )vec(Wi[:, ) = vec(Ly Wy -, 4, ]bd)
vec(®y[:, 4, :Jh}) (44)

giving

(f, @ hg ® I, )vec(¥,) =

vec (fo[n,, np].‘Ilt [, 107

(45)
vec (Yol[:, 1,:])
| e (Yol:,2,:])
vee (Yol . )
= vec(Yy).
Then, Yy is given by
Yoliojo] = foli 1%, 5o :Thg - (46)

Obtaining Yy using (@8] requires n,(nn, + 1) multiplications, and this is the
most efficient form.

Y,: Finally, we will find Y, using (B8):

‘I’t[I, ,1}
[, 2]

(h, @Iy ® I )vec(¥;) = (h, ® Ig)vec : (47)
‘Ilt[:a 5 n@]

where L4 is an (ngn, x ngn,) identity matrix obtained from

Iyl =1, (48)
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and
‘I’t[I, ,1}
W[, 2
vec(Wy) = vec . (49)
\I’t[:a ) n@]

as shown in ([9). Using the 2D relation from (2II) provides

\I’t[aa” ‘Ilt[aal]
‘I’t[l,.,Q} ‘I’t[, ,2] T
(h, ® Ig)vec . =vec ¢ I, . h,
‘I’t[a ane} ‘I’t[:a ,TLQ]
. T (50)
Wy, l]h%
‘I’t[,l,Q]hp
= vec )
W,[:,:,ng/hT
Then,
W, [, ,1]h£ vee (Y, [:, 1, 1])
W, [:, 2, 2]h, vee (Y, 1, 2])
(h, ®Iy 1, )vec(¥,) = vec ) = ) = vec(Y,).
Wy[:, 1, nglh) vee (Y,[:, 1, me))
(51)
Then, Yp is given by
Y,k = \Ilt[:,:,k]hg (52)

Obtaining Y, using (52) requires ningnx multiplications, and this is the most
efficient form.
In summary, the 3D kronecker form can be expressed as

(f,@fp@oh, +f,ohy @I, +h, @Iy @I, + V)vec(¥;) =

N (53)
vee(Yy) + vee(Yg) + vee(Y,) + Vvec(¥y)
with
YX[:vj’ k] :fp[jvj]fe[k’ k]hX‘I’t[:vj’ k] (54)
Yol:, g ] = folj, el 5,1y (55)
Y,k = \Ilt[:,:,k]h; (56)

The kronecker form requires 277,,)77,977,3( + 2n,n2n, + 27’7%7’7/97’7/)( + n,ngn, multipli-
cations, while the matrix multiply form requires n,ng(n2 +2) 4+ n,(ngn, +1) +
ngngnx + n,nen, multiplications. The matrix multiply form requires ngngnx +

npngnx + npngni — n,ng — n, less multiplications than the kronecker form.
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4 Parallelization

4.1 Parallelizing the Hamiltonian

Using (B3]- B6]) we can begin to parallelize the application of the APH Hamilto-
nian. First we separate each component part:

HE, = vec(f,ld, il folk, k1hy O], 5, k]) + vec(f,od, 71 ¥ [, 4 Jhi)+

- (57)

vee(Wy[:, ¢, k]h;{) + Vvec(®y)
Now we see that none of these parts depends on the value of the others, so we
can compute them individually and then simply add the resultant vectors after
all calculations are completed. This was done with OpenMP in Fortran 90, as in
the following code segment. (This is not an actual code segment, but rather an
illustrative representation not dissimilar from the actual code.)

'APH Hamiltonian applicaton
'BEGIN T-Parallelization

1$0MP PARALLEL DEFAULT (SHARED)&
'$0MP SECTIONS
1$0MP SECTION
! Apply T_rho:
CALL trho_apply(psi3,rho3)
1$0MP SECTION
! Apply T_theta:
CALL ttheta_apply(psi3,theta3)
1$0MP SECTION
! Apply T_chi
CALL tchi_apply(psi3,chi3)
1$0MP SECTION
'Apply V
CALL v_apply(nchir,nlength,psi3,vpsi)
'$0MP END SECTIONS
'$0MP END PARALLEL
DO irho=1,nrho
DO itheta=1,ntheta
DO ichi=1,nchir
i = aphindex(ntheta,nchir,irho,itheta,ichi)
wavefunction(i)= &
rho3(ichi, irho, itheta) + theta3(ichi, irho, itheta) &
+ chi3(ichi, irho, itheta) + vpsi(i)
ENDDO
ENDDO

ENDDO
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Here, we open the parallelization and specify that all variables are shared—this
ensures that all processes have access to the same initial/input wavefunction
“psi3.” Each section directive then initiates a new process which simply calls
the relevant subroutine for each component p, 8, x. Note that the input wave-
function and (for the kinetic energies) the output matrices are three-dimensional
and specified by component. For instance, “rho3” is the matrix for the applica-
tion of the p component of the kinetic energy operator onto ¥;. The potential
energy subroutine produces a vector, however. After the parallel region is ended,
the final series of DO loops uses a subroutine to determine the proper vector
index corresponding to each three-dimensional element (calculated by function
aphindex) and the three-dimensional matrices and Vvec(®,) are vectorized as
they are added together into “wavefunction”, which corresponds to H¥,.

As noted at the end of the vectorization section, the matrix multiply form re-
quired n,ng(n2 +2)+n,(ngny+1)+n2ngn, +n,nen, multiplications. The paral-
lelized form, because it exectues these terms simultaneously, takes only as much
time as the longest term (not counting the computational overhead involved in
forking and merging processes). Since n, is nearly always the largest factor in
these terms, the term for which n, is quadratic will usually be the largest and
therefore determine the total computation time required, meaning that the cal-
culation will be able to perform n,ng(n2 +2)+n,(ngny + 1) +n2ngn, +n,ngn,
multiplications in as much time as it takes to execute npng(ni + 2) multiplica-
tions. Other considerations can reduce the number of multiplications required.
For example, our matrices are banded, and therefore require less multiplications
than a full matrix would.

4.2 Other Parallelizations

Besides the application of H on ¥,, there are several other places the method
could be (further) parallelized. As we propagate the wavefunction’s components
in irreducible representation I', parallelization could be used to propagate these
separately before combining them for final analysis. The benefit gained by this
would depend on initial quantum numbers and parity, as well as the precise
system—for AAA systems (belonging to the Cg, point group) with no initial an-
gular momentum and even parity, the irreducible representations are Al and E2.
Here, E2 requires twice the coordinate space in n, as Al, and so would repre-
senting the limiting factor in time for this parallelization. This would suggest the
time required to complete the full propagation of all irreducible representations
would be reduced by a third if this were implemented. For other systems and
other initial quantum states, the time gained by this parallelization would vary.
In addition, the wavefunction could be split into its real and imaginary parts:

HYy = HYpeaqr + inimag (58)

Since both of these components should take the same amount of time, this could
in theory reduce the time required for each application of the Hamiltonian by a
factor of two if the Hamiltonian were applied simultaneously to both.
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The resource expended for these improvements is additional processor usage,
and their nested nature makes stacking them potentially impractical on many
machines. Parallelizing the Hamiltonian application as shown in the code seg-
ment requires four processors. If the wavefunction is split into real and imaginary
parts, eight processors are used. If-for an AAA system as discussed in the previ-
ous paragraph—both irreducible representations are propagated simultaneously,
then sixteen processors would be required to achieve the proper speed-up. Obvi-
ously, many machines do not have that many cores available, making that level
of parallelization infeasible.

5 Results

Parallelized code was compared with the same code compiled in single-threaded
mode and the times required to complete the full propagation were noted. These
results only account for the parallelization of the application of the Hamiltonian;
the additional possible parallelizations proposed in section 4.2 are not imple-
mented. First, in Table 1, we see the effects on a variety of different systems—
H+Hs, F+Hs, and Lis. In all systems, the parallel times were significantly lower
than the serial code, giving a reduction of about 50% in total time required for
these systems on appropriately dense grids (those dense enough to yield results).

Table 1. Parallelization Time Results

System H + Ho F + H»> Lis
(np,me,my) (160,45,360) (200,75,600) (135,65,360)
Serial Time (minutes) 5.89 71.66 53.45
Parallel Times (minutes) 3.68 35.27 29.26
Percent Reduction (minutes) 39.0% 50.8% 45.3%

It is also interesting to look at the same system as the grid density becomes
larger. In Fig. 1 we see the behavior of both single- and multi-threaded code
as grid density increases in each coordinate. Clearly, the multi-threaded code
outperforms the single-threaded variety. In addition, the multi-threaded code
scales better as density increases. A quadratic fit applied to the single-threaded
code for the n, plot gives a scaling of of 0.22n, + 0.00064713( while the multi-
threaded code scales as 0.15n, —&—0.00040713(. For ng we also have an improvement
of a different nature, with the single-threaded fit being 2.98ng 4 0.024n3 and a
parallel fit of 0.19ng + 0.030n3. Interestingly, here the speedup occurs in the
linear scaling. This may be a result of the quadratic ny term dominating, be-
coming the determining factor in the time required for the parallel application of
the Hamiltonian. The other terms—which are linear in ng do not contribute to the
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time required. Finally, we can look at the scaling in n,. A linear fit applied to
this data shows a slope of 1.19 for the serial code and .66 for the parallel code.
On higher-density grids, then, the parallel code has an increasing advantage over
the single-threaded version, with the possible exception of ng. However, if the
fitted curves are valid for larger values of ng, the parallel version would remain
faster until ng became as large as 467, a number far larger than usually used.
It is also important to note that no difference in results is observed between the
parallel and single-threaded codes.

Computation Time vs.n ), Computation Time vs.n,
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Fig. 1. Single-threaded times (blue, dashed) in comparison with the parallelized (pur-
ple, solid) times. Programs were run for H 4+ Hy with grid parameters at n, = 160, ng
= 45, ny = 360, with one of these parameters varying.
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Abstract. By making use of a Grid enabled ab initio molecular sim-
ulator we have tackled the a priori study of the No(' X)) + No(*X;)
process. A detailed analysis of the results obtained from high level ab
initio (Coupled Cluster) calculation of the electronic structure of Ny for
a large number of nuclear geometries has singled out the fact that Cou-
pled Cluster calculations are insufficiently accurate when the internuclear
distances of the approaching Ny diatoms are stretched, because in such
cases the wavefunction of the N4 system cannot be properly described by
a single determinant. For this reason we have carried out Multi Reference
calculations (using the same basis set) for a large number of the nuclear
geometries considered for the Coupled Cluster study. Then, a 4-atoms
global potential energy surface has been worked out for use in dynamics
calculations.

1 Introduction

In recent years, important advances in theoretical and experimental investiga-
tions on weakly bound molecular clusters and complexes have been reported |1,
2]. A large fraction of these studies has been carried out to better characterize
the dynamics of the formation of simple molecular clusters (such as the (Hg)o
dimer [3]) as well as other important properties. This has allowed the assem-
blage of a potential energy surface (PES) suitable to describe, for example, Ho
+ Hs collision processes [4]. Recently, growing efforts have been devoted also to
the determination of the interaction between two nitrogen molecules, the (N3)2
dimer. This system is important in high temperature atmospheric chemistry of
Earth (like that occurring in spacecraft reentry [5, 16]) and in low temperature
astrochemistry as well, in which the Ny dimer plays an important role (like in
the atmospheric processes of Titan). For this reason related investigations have
been extended also to low temperature [7)].

A first attempt to model an empirical potential for the nitrogen dimer was
carried out some time ago by fitting a Lennard-Jones potential to the second
virial coefficient and solid state data [8412]. In more recent years, ab initio and
experimental data were combined to the end of improving the empirical formula-
tion of the (N2)2 PES |13-15] and a partially ab initio PES was assembled by Van
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der Avoird, Wormer and Jansen (AW.J) [16] by combining ab initio estimates
of the short range (N2)s interaction and long range electrostatic and dispersion
terms. Still it was impossible to reproduce most of the available experimental
and theoretical data [17, [L8].

The first full ab initio PES of (N2)2 was developed by Stallcop and Par-
tridge [19] by combining short and intermediate range potential energy values
calculated at the CCSD(T) (Coupled-Cluster with Single and Double and per-
turbative Triple excitations) level of theory, with those obtained for the Van der
Waals region from the evaluation of the second virial coefficients. Subsequently,
further theoretical investigations were performed in order to better calibrate the
PES [20-23].

However, despite the above mentioned efforts, the intermolecular interaction
of (N3)s is far from being well characterized. The fact that the system is unsuit-
able for experimental investigations (due to its optical inactivity) and that the
potential strongly depends on both the distance and the mutual orientation of
the two molecules, makes its accurate investigation quite difficult. As a matter
of fact, ab initio calculations of the electronic structure of (N3)2 require both
HTC (High Throughput Computing) and HPC (High Performance Computing).
For this reason in our work within COMPCHEM [24] (the EGI (European Grid
Infrastructure) [25] Virtual Organization (VO) of the Chemistry and Molecular
& Material Science and Technology Community (CMMST)), aimed at designing
the so called Grid Empowered Molecular Simulator (GEMS) [26-28], we chose
as a case study the ab initio calculation of the geometries of the No(1XF) +
Ny (' £F) system relevant to the related nitrogen atom exchange reaction [29].

Accordingly, in Section 2 we illustrate the coordinate system used and the
investigated arrangements, in Section 3 we present the results of Coupled Cluster
ab initio calculations and in Section 4 we discuss the related fit to assemble a
proper PES. Then, in Section 5 we describe the corresponding higher level Multi
Reference ab initio calculations. In Section 6 the fit of the mixed Multi Reference
CCSD(T) set of energy points is reported and in Section 7 our conclusions are
given.

2 The Coordinates Used

As discussed in ref [30] in order to build an initial ab initio picture of the (Ng)q
intermolecular interaction we have already carried out ab initio calculations at
a MP2 (Second order Mgller-Plesset perturbation theory) [31] ab initio level by
correcting the BSSE (Basis Set Superposition Error) via the full counterpoise
procedure (FCP) [32], using a relatively small basis set (called cc-pVTZ (corre-
lation consistent polarized triple valence)) involving 140 gaussian functions re-
trieved from the EMSL public database [33,134]. We have also already performed
CCSD(T) [35431] ab initio calculations. Both calculations were performed using
the serial version of GAMESS-US [38,139] offered as a Grid service by the COM-
PCHEM Virtual Organization [24], that was running on typical Grid single-core
machines.
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For the definition of the geometry of the system a space fixed axis frame with
the z axis passing through the centers of mass of the two nitrogen molecules was
adopted. Using this kind of coordinate frame the relative positions of the nuclei

&

Fig. 1. Scheme of the radial and angular variables adopted to define the geometry of
the (N2)2 system

of the Ny 4 atom system considered in our work in order to create the grid
of points (geometries) of the discrete representation of the PES was uniquely
defined in terms of the 6 variables (three radial and three angular, as shown in
Figure [I]). Accordingly, the orientation of the two diatomic internuclear vectors
r, and r, with respect to the z axis of the space fixed frame is given by the
angles 6, and 0y; the relative orientation of the planes formed by diatom a and
the 2z axis and diatom b and the same axis is given by the dihedral angle &;
the distance between the centers of mass of the two nitrogen molecules is given
by R; the two intramolecular distances are given by the moduli r, and r;, of
the r, and r, vectors. The different reaction channels of the PES were therefore
identified by five different 6, 6,, ® triples for R varying from 1 to 8 A at fixed
value of the bond length of the two monomers. Each of these (0., 65, ®; R)
combinations (called arrangements, hereinafter) belongs to a different symmetry
group (namely: Doy (90, 90, 0; R), Dag (90, 90, 90; R), Door (0, 0, 0; R), Ca,
(0, 90, 0; R), Cap, (45, 45, 0; R)). The different arrangements are labeled as H
(parallel), X (X-shaped), L (linear), T (T-shaped) and Z (Z-shaped), respectively,
as illustrated in Figure @2l A first set of calculations was performed by setting
r,=1,=1.094 A (the Ny equilibrium distance [40]). Other sets of calculations
were performed by varying the ® angle from 0° (H shape) to 90° (X shape), by
a step of 15° in order to fully characterize the effect on the potential energy of
distorting gradually the parallel arrangement into a crossed one (P15, P30, P45,
P60, P75). At the same time, to sample the effect of stretching the Ny bonds,
further calculations were performed by varying the internuclear distances r, and
13, as follows: r, = 1.094 A, 1, =1.694 A; r, =1.494 A, r, =1.694 A; r, =1.694
A, 1y, =1.694 A.
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Fig. 2. Summary of the five investigated arrangements

3 The High-Level Coupled Cluster Calculations

In order to improve on the results obtained from the low level of theory ab initio
calculations performed using the computational machinery illustrated above (the
MP2 ﬂ3__1|] method and the cc-pVTZ small basis using 140 gaussian functions) we
resorted into using a CCSD(T) method and a cc-pV5Z [33, [34] basis set made
of a total of 420 gaussian contractions. This eliminated the large BSSE that
unphysically lowers the energy in the short range region. Using such basis set
we carried out the calculations for the H, X, L, T, Z, P15, P30, P45, P60 and
P75 arrangements. Obviously, the use of the larger basis set while improving
the accuracy increased also the size of the matrices used in the calculations and
made the computational cost three orders of magnitude larger (when compared
with the smaller cc-pVTZ basis set). This prompted the use of HPC platforms
through a cross submission from the EGI Grid (using gLite middleware) to
the supercomputer platform of CINECA ] on which parallel versions of the
electronic structure ab initio package GAMESS-US 2009 @] are available.

Due to their importance for reactive exchange our efforts focused on the cal-
culation of the electronic energy values for the parallel (H-shape) and crossed
(X-shape) arrangements. In Fig. Bl the long range CCSD(T) potential energy
values are plotted as function of R, for the H, X, P30 and P60 arrangements. H
and X arrangements show in the long range region a well deep 9.38 meV (with
the minimum located at R=3.74 A) and 11.55 meV (with the minimum located
at R=3.64 A), respectively. Moreover, in going from the H to the X arrangement
the location on R of the minimum lowers gradually while the depth deepens. The
pseudo 3D sketch given in the lower right hand side corner of Flg. [ illustrates
such variation in going from ® = 0° to ® = 90°. No evidence has been found
for the formation of stable structures at short range, whereas the opening of a
reactive exchange channel when moving from a X to a H arrangements looks
likely.



Multi Reference versus Coupled Cluster ab Initio Calculations 35

Energy (meV)
|
[6)]

-10 f

5" Angleo

37323403638 4 42444648 5 52545658 6
CM distance (4)
1

!

-15 ' .
3 4 5 6 7 8

R (&)

Fig. 3. Long range CCSD(T) potential energy curves plotted as a function of R at
different values of ® (a pseudo 3D representation is given in the right lower corner)

In order to better investigate this aspect we also calculated the evolution of the
potential energy of the H and X arrangements when one or both intramolecular
distances are stretched with respect to the Ny equilibrium distance (R.q, = 1.094
A). In particular, the internuclear distances were varied from 0.4 to 0.6 A (see
Figure M for the plot of the potential energy curves of the H and X arrange-
ments). The analysis showed, however, that when the intramolecular distance is
increased from equilibrium the role of non-dynamical correlation energy becomes
important and the wavefunction of the system can not be properly described by
a single determinant. Accordingly, for Ny internuclear distances differing from
the equilibrium value CCSD(T) values could not be trusted anymore, especially
at short intermolecular distance. For this reason they were discarded with the
exception of those that could be adjusted to fit some neighbor valid points.

4 The Fit of the ab Initio Potential Energy Values

In order to carry out the fitting of the calculated CCSD(T)/cc-pV5Z results
we used the computational procedure of Paniagua et al. based on the MBE
method @] by embodying the gfitdc package } into GEMS. Three different
sets of ab initio points (1440 two-body values, 4320 three-body values and 1917
four-body values) were used to fit the No(' ) + No(* £F) PES. Ab initio data
and experimental information (when available) were used to tune both the two
and three body terms thanks to the results of the work previously carried out
for the assemblage of the N + Ny PES m, @} Moreover, the zero of all the ab
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Fig.4. CCSD(T) Van der Waals potential energy curves plotted as a function of R
of the three stretched geometries for the H and X arrangements. The plus and cross
symbols refer to the arrangements with one internuclear distance at the equilibrium
and the other one stretched by 0.6 A (EQ-06); the star and white-square symbols refer
to the arrangements with one distance stretched by 0.4 A and the other one by 0.6
A (04-06) whereas the circle and the black-square symbols refer to the arrangements
with both internuclear distances stretched by 0.6 A (06-06).

initio values was set at the dissociation energy of the dimers. The scaling value
has been calculated at the CCSD(T) level of theory using the same basis set. In
particular, we calibrated the calculated potential energy values with respect to
the energy point obtained by increasing R to a very large distance (20 A) and
by matching the obtained value with the one obtained for the isolated nitrogen
molecules (the value used is -218.82612523 Hartree). The fitted two and three
body components of the potential (both fitted to a polynomial of order 5) show
a root mean square deviation of 0.005 and 0.05 eV, respectively, while that of
the four body term is 0.2 eV with the largest deviation (up to 2 eV) occurring
in highly repulsive regions.

The ability of the fitted PES to describe the Ny dissociation was tested. The
fitted PES gives a dissociation energy of 0.361 hartree at an equilibrium distance
of 1.099 A in good agreement with the experimental values (1.098 A and 0.358
hartree [46, 47], respectively). In order to give a more global view of the fitted
PES we show its isoenergetic contours in Figure[Bl The contours of Figure Bl refer
to the fixed R H arrangement and variable intramolecular r, and r, distances.
The plots show that when the intermolecular distance is short (the R = 3 A case
of the left hand side panel), the interaction between the two stretching molecules
leads clearly to the formation of two dissociating away channels separated by a
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Fig. 5. Isoenergetic contour plots for the H arrangement at R=3 (left hand side panel),
6 (central panel) and 12 (right hand side panel) A. Energy contours are drawn every 6
Kcal/mol.

quite large barrier. When R increases (the R = 6 A case of the central panel) the
interaction between the two molecules decreases. Yet at intermediate R values
the two dissociation channels are separated from a quite stable insertion complex
by two symmetric small barriers. On the other hand, at large R values (the
R = 12 A case of the right hand side panel) the two dissociation channels
smoothly (with no barriers) conflue into the insertion minimum.

In order to better characterize the role played by the features of the short
range region in driving the system to react via an exchange of the N atoms, we
plot in Fig. [l the isoenergetic contours for the H arrangement by varying r, = rp
while increasing R. The figure shows the occurrence of sideway barriers at short
separation of the nuclei. In particular, for R, r, and 7, all equal to about 2.5 A
the PES shows a deep well of -1.77 eV opening reactive path involving a clear
change of arrangement.

5 The Multi Reference Calculations of the Potential
Energy Surface

As already mentioned, when the interatomic distances are stretched from their
equilibrium value, the N4 system wavefunction is not properly described by a
single determinant. When a triple bond, like that of the Ny dimer, is stretched
non-dynamical correlation becomes important and the electronic structure needs
to be calculated using a Multi Reference (MR) method. This is particularly
important when calculating the short range region of the PES where the two Ng
molecules are very close and the stretched configurations may become important
for the description of bond breaking and formation.

In order to have a higher level of theory description of the interactions gov-
erning the dynamics of possible dissociation and recombination processes, we
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Fig. 6. Isoenergetic contour plots for the H arrangement with r, = r. Energy contours
are drawn every 50 Kcal/mol.

have repeated the calculations using the MRPT2 computational technique imple-
mented in GAMESS-US [48, 49]. This method makes use, in fact, of a CASSCF
reference wavefunction that allows the recovery of the static correlation energy
and of the second order perturbation theory dynamical one. In particular, for
the N2 4 Ny case, it was chosen to correlate the two degenerate g, orbitals and
the o2, orbital of each molecule while keeping the inner o orbitals frozen at the
SCF level. At this level of theory we repeated the calculations for the following
arrangements:

— H, X, P15, P30, P45, P60 and P75 for r, = r, = 1.094 A

— H, X, P15, P30, P45, P60 and P75 for r, = 1.094 A r, = 1.694 A
— H, X, P15, P30, P45, P60 and P75 for r, = 1.494 A r, = 1.694 A
— H, X, P15, P30, P45, P60 and P75 for r, = 1.694 A r, = 1.694 A

for values of R varying from 1 A to 5 A (though, in some cases, up to 10 A). The
outcomes of these calculations are shown in Figures [7 [§ @ and [0 in which the
potential energy zero is set at the complete separation of the two Ny monomers.
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Fig. 7. Short range MRPT2 potential energy values plotted as a function of R for
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Fig. 8. Short range MRPT2 potential energy values plotted as a function of R for
different values of ®. One interatomic distance is stretched by 0.6 A and the other is
kept fixed at its equilibrium value (r, = 1.094 A | 7, = 1.694 A).
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Fig.9. Short range MRPT2 potential energy values plotted as a function of R for
different values of ®. One interatomic distance is asymmetrically stretched by 0.6 A
and the other one by 0.4 A (r, = 1.494 A | r, = 1.694 A).
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Fig.10. Short range MRPT2 potential energy values plotted as a function of R for
different values of ®. Both interatomic distances are symmetrically stretched by 0.6 A
(ra =1.694 A | 1, = 1.694 A).
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A pseudo three-dimensional sketch of the PES is also reported in rhs of the
figures for a better understanding of its topology. As shown by Figure [1 the
profile of the curves when both Ny bonds are at the equilibrium value is close to
the one obtained when using the CCSD(T) method. The positions and heights
of the energy barriers for the two methods are also comparable, confirming the
good quality of the CCSD(T) calculations for these arrangements. Figure 7,
however, indicates that potential energy does not tend to the CCSD(T) value
as R increases. This is due to the different method adopted for the calculation
of the energy zero in CCSD(T) and MRPT2. Under optimal conditions, in fact,
CCSD(T) methods are able to recover a fraction of the dynamical correlation
larger than that of MRPT2. Such difference (1.3 V) was estimated by a com-
parison of the values calculated using the two methods in the long range region
of non stretched No configurations.

The potential energy values calculated using the two levels of theory differ
significantly when stretching the Ny internuclear distances. As mentioned above,
CCSD(T) calculations are inadequate to describe these configurations and the
adoption of a Multi Reference picture is essential to have a correct description
of the electronic structure of the system. Short range MRPT2 potential energy
curves for the arrangement with one distance stretched by 0.6 A (while the other
is kept at equilibrium) are plotted in Figure[®l In the figure the potential energy
calculated at R = 3 A (the rhs side of the plot) is clearly higher than that of the
non stretched arrangement, in agreement with the fact that the energy of the
stretched molecule is larger than that at the equilibrium. On the other hand, the
potential energy calculated at very short distances (1 < R < 2) is lower than
that of the non stretched arrangement resulting in a decrease of the height of
the barrier to exchange. Such difference is particularly large for the crossed (X)
arrangement (at R =1 it is about 7 eV) and supports the need for a change of
arrangements along the reaction path.

This effect becomes even more pronounced when both the Ny intermolecu-
lar distances are stretched. Figures [@ and [I0] show the corresponding potential
energy values for the asymmetric (r, = 1.494 A, ry = 1.694 A) and the sym-
metric (r, = 1.694 A, 7, = 1.694 A) stretching of the two intramolecular bonds,
respectively. As commented above, at R = 3 A the energy is larger than that
for the equilibrium distance because the related asymptote is more energetic.
On the other hand, for 1 < R < 2 the potential energy values decrease almost
linearly with the shortening of R (the energy goes up again only for the H and
P15 arrangements) further supporting the indication of the opening of a possible
reactive channel in this region via an arrangement change.

6 The Fitting of the MRPT2/CCSD Potential Energy
Surface

Also for the MRPT?2 potential energy values, we carried out a first attempt to fit
a global PES using the Paniagua suite of programs, in order to obtain a Fortran
routine to be used in dynamics calculations. In practice, for the new fitting we
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Fig. 11. Isoenergetic contour plots for the H arrangement at R=3 A. Energy contours
are drawn every 6 Kcal/mol.

used the CCSD(T) results for arrangements characterized by both Ny in their
equilibrium distance. On the contrary, for arrangements characterized by one
or both Ny internuclear distances stretched from their equilibrium value we re-
placed the CCSD(T) ab initio potential energy values, with the corresponding
MRPT?2 ones. These points were also scaled by taking into account the energy
difference between the CCSD(T) energy values for the equilibrium arrangement
and the corresponding MRPT2 ones (for the considered arrangement). A fit
of these potential energy values, which were necessarily calculated only for a
subset of the arrangements considered for the CCSD(T) calculations because of
the associated heavy demand in terms of computer resources, was made of 1440
two-body points (fitted to a polynomial of order 5), 4320 three-body values (fit-
ted to a polynomial of order 6) and 1361 four-body values (fitted to a polynomial
of order 8). This led to a PES characterized by an average standard deviation
of 0.27 eV and a maximum error of 1.52 eV (mainly located in the strongly
repulsive regions). The resulting improved (with respect to that of Ref. ﬂﬂ] and
Ref. @]) fitted PES is illustrated in Fig. [[1l where the isoenergetic contour plot
for the H arrangements at R = 3 A is shown. The figure clearly shows that at
fixed intermolecular distance a reactive channel leading to the exchange of N
atoms from reactants to products is open and bears a quite structured nature so
that the Minimum Energy Path goes through various saddle points and wells,
making the interchange of internal energy quite effective. This feature helps the
rationalization of the path to reaction shown in Fig. [I2] where the isoenergetic
contours for the H arrangement obtained when varying R but constraining the
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Fig. 12. Isoenergetic contour plots for the H arrangement with r, = 7

two Ny intramolecular distances to be the same (r, = 1) are drawn. The con-
tours given in Fig. [[] clearly show, in fact, that the fixed R internal energy
exchange may be so structured that despite the fact that the r, = r, path (see
Fig. [2)) has a high single transition state separating reactants from products,
an efficient internal energy exchange may open alternative paths to reaction.

7 Conclusions

The calculations reported in this paper for the No + Ns system show, for the
first time, that high level ab initio electronic structure calculations indicate the
opening at fairly high values of a reactive channel enabling the exchange of
N atoms. To this end, however, one has to resort to MRPT2 techniques and
carry out appropriate fitting of the calculated potential energy values. The key
feature of the reactive channel is a clear interplay of different internal degrees
of freedom. Obviously, to find out the actual contribution of such interplay to
the mechanisms governing the reactive process dynamical calculations need to
be performed on the fitted PES as we have planned to do in the near future.
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Abstract. Methanimine is a molecule of interest in astrobiology, as it is consi-
dered an abiotic precursor of the simplest amino acid glycine. Methanimine has
been observed in the interstellar medium and in the upper atmosphere of Titan.
In particular, it has been speculated that its polymerization can contribute to the
formation of the haze aerosols that surround the massive moon of Saturn. Un-
fortunately, such a suggestion has not been proved by laboratory experiments.
Methanimine is difficult to investigate in laboratory experiments because it is a
transient species that must be produced in situ. To assess its potential role in the
formation of Titan’s aerosol, we have performed a theoretical investigation of
possible formation routes and dimerization. The aim of this study is to under-
stand whether formation and dimerization of methanimine and, eventually, its
polymerization, are possible under the conditions of the atmosphere of Titan.
Results of high-level electronic structure calculations are reported.

Keywords: ab initio calculations, potential energy surfaces, atmospheric
models.

1 Introduction

Methanimine is an important molecule in prebiotic chemistry since it is considered a
possible precursor of the simplest amino acid, glycine, via its reactions with HCN (and
then H,0) or with formic acid (HCOOH) [1]. According to this suggestion, the sim-
plest amino acid can be formed ‘abiotically’ starting from simple molecules relatively
abundant in extraterrestrial environments, such as the interstellar medium, and, possi-
bly, primitive Earth. Interestingly, methanimine has been observed in the upper atmos-
phere of Titan, the massive moon of Saturn [2]. The atmosphere of Titan is believed to
be somewhat reminiscent of the primeval atmosphere of Earth [3,4] and it is mainly
composed of dinitrogen (97%), methane, simple nitriles such as HCN, and also other
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small hydrocarbons, like C,Hg [4]. Methanimine can be produced in the atmosphere
of Titan by the reactions of N (°D) with both methane and ethane [5], as well as by
other simple processes, including the reaction between NH and CHj or reactions in-
volving ionic species [2,6]. The recent model by Lavvas et al. [6] derived a larger
quantity of methanimine than that inferred by the analysis of the ion spectra recorded
by Cassini Ion Neutral Mass Spectrometer (INMS) [2]. However, there is a lot of un-
certainty on the possible fate of methanimine in the upper atmosphere of Titan because
of a severe lack of knowledge on the possible chemical loss pathways of this species
[6]. CH,NH is known to absorb in the UV region [7] and the possible photodissocia-
tion products are HCN/HNC + H, or H,CN + H [8]. Also, having a C=N double bond,
methanimine is a highly reactive molecule that can react with atomic/radical species
and also ions, present in the upper atmosphere of Titan. Growing evidence suggests
that nitrogen chemistry contributes to the formation of the haze aerosols in the Titan
upper atmosphere [9-11]. In this respect, since imines are well-known for their capabil-
ity of polymerizing, CH,NH is an excellent candidate to account for the nitrogen-rich
aerosols of Titan through polymerization and copolymerization with other unsaturated
nitriles or unsaturated hydrocarbons. Lavvas et al. [6] suggested that polymerization of
methanimine provides an important contribution to the formation of the nitrogen-rich
aerosols, but a quantitative inclusion of this process in the model could not be obtained
as there is no information (either experimental or theoretical) on methanimine polyme-
rization. Since the first step of polymerization is dimerization, in this contribution we
report on a theoretical characterization of methanimine dimerization. Electronic struc-
ture calculations of the potential energy surfaces representing the reactions of electron-
ically excited atomic nitrogen, N(ZD), with methane and ethane are also presented, as
they are possible formation routes of methanimine under the conditions of the upper
atmosphere of Titan.

2 Computational Details

The potential energy surface of the species of interest was investigated by locating the
lowest stationary points at the B3LYP [12] level of theory in conjunction with the cor-
relation consistent valence polarized set aug-cc-pVTZ [13]. At the same level of theory
we have computed the harmonic vibrational frequencies in order to check the nature of
the stationary points, i.e. minimum if all the frequencies are real, saddle point if there is
one, and only one, imaginary frequency. The assignment of the saddle points was per-
formed using intrinsic reaction coordinate (IRC) calculations [14]. In selected cases,
the energy of the main stationary points was computed also at the higher level of calcu-
lation CCSD(T) [15] using the same basis set aug-cc-pVTZ. Both the B3LYP and the
CCSD(T) energies were corrected to 0 K by adding the zero point energy correction
computed using the scaled harmonic vibrational frequencies evaluated at B3LYP/aug-
cc-pVTZ level. In the evaluation of the binding energies, the energy of nitrogen atoms
in their excited ’D state was estimated by adding the experimental [16] separation
N(*S) = N(*D) of 230.0 kJ/mol to the energy of N(*S) at all levels of calculation. Ther-
mochemical calculations were performed at the W1 [17] level of theory for selected
processes. All calculations were done using Gaussian 09 [18] while the analysis of the
vibrational frequencies was performed using Molekel [19].
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3 Results and Discussion

3.1 Formation of Methanimine in the Atmosphere of Titan

Dinitrogen is characterized by a strong bond and is difficult to chemically fix in com-
pounds [3,5]. However, the observation of nitriles in trace amounts in the atmosphere
of Titan indicates that some forms of active nitrogen are produced by several
processes, as for instance EUV absorption ( 60 < A < 82 nm ), electron impact in-
duced dissociation, dissociative ionization and N," dissociative recombination [4,5].
Those processes produce N (4S) and N (2D) states in similar amounts [5]. The excited
’D state is metastable with a very long radiative lifetime ( ~ 48 hours) [4,5]. The gen-
eration of atomic nitrogen in the first electronically excited state, D, is extremely
relevant in assessing the role of neutral nitrogen chemistry in the atmosphere of Titan
because N(*S) atoms exhibit very low reactivity with closed-shell molecules and the
probability of collision with an open-shell radical is small [5]. The reaction of N (2D)
with methane and ethane could produce methanimine [20-22], while other imines and
N-containing species are produced in the reactions of N(*D) with acetylene and ethy-
lene [23,24].

Let us analyze the minimum energy path, as obtained by high-level ab initio calcu-
lations, of the reactions N(*D)+CH,4 and N(*D)+C,Hs.

311 NCD)+ CH,

The lowest stationary points localized on the potential energy surface of N(*D)+CH,
have been reported in Figure 1, where the main geometrical parameters (distances/A
and angles/®) are shown together with the energies computed at B3LYP/aug-cc-
pVTZ, CCSD(T)/aug-cc-pVTZ and W1 level, relative to that of N (ZD) + CH,4. Many
of the stationary points which are of interest in this work have been previously re-
ported by Kurosaki et al. [25] and Jursic [26]. Kurosaki et al. optimized the geome-
tries at MP2(full)/cc-pVTZ level of theory and computed the energies at
PMPA4(full,SDTQ)/cc-pVTZ level, while Jursic performed mainly CBS-Q calcula-
tions. The agreement of our work with their results is generally good, the small differ-
ences being due to the different methods employed. In the following discussion for
simplicity we will consider only the CCSD(T) energies. The interaction of N(*D) with
CHy, gives rise to the species CH;NH which is more stable than the reactants by 427.6
kJ/mol. For this insertive approach we have found a saddle point which is, however,
below the reactants both at B3LYP and CCSD(T) level of calculation. The presence
of saddle points below the reactants has already been observed for very exothermic
reactions, in particular involving methane [27]. However, since we were not success-
ful in localizing a stable initial complex, the energy of this saddle point does not seem
to be very meaningful. We tried also to localize this saddle point at MP2 level of cal-
culations, but we did not succeed. Notably, this saddle point was computed at sever-
al levels of calculations by Takayanagi et al. [25, 28] and their best estimate for the



50 M. Rosi et al.

barrier height was calculated to be only 5.3 kJ/mol above the reactants. More recently,
Ouk ef al. [29] computed a barrier of 3.86 + 0.84 kJ/mol with a multi-state multi-
reference configuration interaction method. Once formed after N(2D) insertion into a
C-H bond, CH3;NH can either isomerize to species CH,NH,, which is the most stable
isomer of the CH4N PES, with a barrier of 154.2 kJ/mol or can directly dissociate to
CH,;NH and H products through a slightly lower barrier of 141.4 kJ/mol. The other
CH;NH dissociation channels, i.e. those leading to CH3;+NH or CH;N+H, are both
barrierless, but they are very endothermic with respect to CH;NH, being the dissocia-
tion energies 306.9 and 343.0 kJ/mol, respectively. The products CH; + NH can be
reached also directly from N(*D) + CH, through an hydrogen abstraction process with
a saddle point which lies 60.4 kJ/mol below the reactants. Also in this case we were
not able to localize any stable initial complex. The geometry of this saddle point is
comparable to that obtained by Jursic [26]. In principle, CH;N can be formed either in
a triplet or in a singlet state. According to the present calculations, however, only the
triplet state can be formed, because the singlet methylnitrene (7 'E) is too high in
energy (AE=130.4x1.1 kJ/mol) [30]. Once formed by CH;NH isomerization,
CH,;NH, can also lose one H atom giving rise to the isomers CH,NH (with an exit
barrier of 163.8 kJ/mol) or CHNH, (in a very endothermic, 299.0 kJ/mol, barrierless
process). CH,NH, can also dissociate into CH2(3B1,1A1)+NH2: these barrierless dis-
sociation channels are endothermic by 404.5 and 443.6 kJ/mol for the triplet and sing-
let CH, formation, respectively. Finally we have located a small barrier (34.2 kJ/mol)
for the reaction of the CH,NH product with its co-fragment H to produce CHNH +
H,. This reaction is exothermic by 34.7 kJ/mol. In Figure 2 we have reported a sche-
matic representation of the two main reaction paths leading to methanimine which are
the most relevant processes in this context.

H
‘ﬁ’ s H 1170 1162:H |-!-‘2-062 1002 1'992,"1006
. 22N 1 119.1 C—N_111.8 o ' 31229/ 19%
1_100/1114109‘21\025 Cizeo Y, 116!‘1/ ", wiN 1620 H,, 12431229/ (H
: H H1o79  1.008H R ¥ 1168 _SCie7 N™ o1
" CH3NH CH,NH, 1.093 - 1.088
*A’-466.0 (-427.6;-445.9)  2p' 494.1 (-452.0;-475.1) TS(CH3NH-~CH,NH+H)  TS(CH,NH,~CH,NH+H)
1204 0 4 apo |'|\‘~012 H 1085
98.7 ADT I~ 1280 H 1.250 177.8
SN Nt W e M e
1082 € = 1184 _SCo 0 "Il.ozo 10;;3.7/CWN . HV 77042 80,0
112.8 1.084 107.5 s
TS(N+CHg4~ CH3NH) TS(CHoNH2~CH3NH) TS(CHoNH+H ~CHNH+H,) TS(N+CH;> CH3+NH)
2A -79.3 (-31.8;-) 2A -311.7 (-273.4;-293.3) 2A -322.9 (-266.8;-288.7) 27, -102.0 (-60.4;-76.6)

Fig. 1. B3LYP optimized geometries (A and °) and relative energies with respect to N(*D) +
CH, (kJ/ mol) at O K of minima and saddle points localized on the PES of N(D) + CHy;
CCSD(T) and W1 relative energies are reported in parentheses
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H H
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Fig. 2. Schematic representation of the two main reaction paths leading to methanimine. Rela-
tive energies (kJ/mol) computed at CCSD(T)/aug-cc-pVTZ level with respect to the energy of
N(’D) + CH.

312 NCD) + C,H,

The lowest stationary points localized on the potential energy surface of N(D) +
C,Hg have been reported in Figure 3, where the main geometrical parameters (dis-
tances/A and angles/°) are shown together with the energies computed at B3LYP/aug-
cc-pVTZ and CCSD(T)/aug-cc-pVTZ (in parentheses), relative to that of N(D) +
C,Hg. For simplicity we will consider only CCSD(T) values in the following discus-
sion. The interaction of N(ZD) with C,Hg gives rise to the species CH;CH,NH which
is more stable than the reactants by 447.0 kJ/mol. For this reaction we have found a
saddle point which is, however, below the reactants both at B3LYP and CCSD(T)
level of calculation. The presence of saddle points below the reactants has already
been observed for very exothermic reactions [27]. However, since we were not suc-
cessful in localizing a stable initial complex, the energy of this saddle point does not
seem to be very meaningful. CH;CH,NH can isomerize to species CH;NHCH,, with a
relatively high barrier of 253.6 kJ/mol or to species CH;CHNH,, which is the most
stable isomer on the N(ZD)+C2H(, PES, with a barrier of 146.3 kJ/mol. CH;CH,NH
can also dissociate to CH;CHNH and H with a slightly lower barrier of 131.0
kJ/mol or to the more stable products CH; and CH,NH with an even lower barrier of
113.6 kJ/mol. The other channels, i.e. the dissociation of CH;CH,NH to CH;CH, +
NH, CH;CH,N + H, CH; + CH,NH in its excited triplet state, and CH,CH,NH in its
excited triplet state + H are barrierless, but they are very endothermic, being the
dissociation energies 311.4, 348.2, 352.6, and 415.4 kJ/mol, respectively. CH;NHCH,
can isomerize to CH;NCHj; with a barrier of 172.2 kJ/mol or can dissociate to CH; +
CH,NH, CH;NCH, + H, ¢-CH,(NH)CH, + H, or CH,NHCH, + H with barriers of
125.2, 140.2, 268.7, 276.7 kJ/mol, respectively. CH;NHCH, can dissociate also to
CH; + CH,NH in its excited triplet state, CH;NH + CH,, CH,NHCH, in its excited
triplet state + H, and CH;NCH, in its excited triplet state + H. All these processes are
barrierless but they are very endothermic, being the dissociation energies 345.4,
396.4, 401.6, and 402.1 kJ/mol, respectively. The most stable isomer CH;CHNH,
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can isomerize to CH,CH,NH, with a relatively low barrier of 193.6 kJ/mol or can
dissociate to CH;CHNH + H, CH,CHNH, + H, CHNH, + CH;, CH;CNH, + H with
barriers of 148.3, 154.1, 258.9, 280.9 kJ/mol, respectively. CH;CHNH, can dissociate
also to CH3CNH, in its excited triplet state + H, CH; + CHNH, in its excited triplet
state, NH, + CH3;CH both in its ground state or in its excited singlet state, and
CH,CHNH, in its excited triplet state + H; all these processes are barrierless but very
endothermic being the dissociation energies 376.6, 395.8, 402.4, 416.7, and 419.2
kJ/mol, respectively. CH,CH,NH, can dissociate to C,H, + NH, or to CH,CHNH, +
H with relatively low barriers of 93.7 and 140.1 kJ/mol, respectively. CH,CH,NH,
can dissociate also to CH, + CH,NH,, CH,CHNHj, in its excited triplet state + H,
CH,CH,NH + H, and CHCH,NH, + H; all these processes are barrierless but very
endothermic being the dissociation energies 368.8, 380.3, 404.9, and 445.7 kJ/mol,
respectively. CH;NCHj; can dissociate to CH;NCH, + H with a barrier of 148.6
kJ/mol or to CH3N + CHj in a barrierless process endothermic by 287.0 kJ/mol. The
dissociation of CH3;NCH; to CH;NCHj in its excited triplet state + H is much more
endothermic (399.3 kJ/mol). Therefore, the reaction is very complex with many poss-
ible products. However, RRKM calculations [19, 20] suggest that only some of the
exit channels are really important; in particular the main channel, which accounts for
the 78.8%, is the one leading to methanimine and methyl, with the second one, which
accounts for the 12.4%, being the one leading to CH,CHNH, + H, and the third one,
which accounts for the 5.5%, being the one leading to CH;CH, + *NH. In conclusion,
the main product of the reaction between N (ZD) + C,Hg is methanimine. In Figure 4
we have reported a schematic representation of the two main reaction paths leading to
methanimine.
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Fig. 3. B3LYP optimized geometries (A and °) and relative energies with respect to N(*D) +
C,Hg (kJ /mol) at 0 K of minima localized on the PES of N(*D) + C,Hg; CCSD(T) relative
energies are reported in parentheses
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Fig. 4. Schematic representation of the two main reaction paths leading to methanimine. Rela-
tive energies (kJ/mol) computed at CCSD(T)/aug-cc-pVTZ level with respect to the energy of
N(D) + C,H.

3.2  Dimerization of Methanimine

The dimerization of methanimine leads to several minima whose structures and rela-
tive energies are reported in Figure 5. The approach of two methanimine molecules
leads to the formation of an adduct (1) slightly bound (8.9 kJ/mol) in a barrierless
process. Species (1) can isomerize to the compound (2), which shows an N—N bond,
only slightly less stable than (1). The transfer of a hydrogen atom gives rise to species
(3) less stable than (2) by 71.9 kJ/mol. The less stable species (3), however, can give
rise to species (4) which is bound with respect to two molecules of methanimine by
8.7 kJ/mol at B3LYP level. The problem is that these isomerization processes show
very high barriers. Also the transition states for the 1 — 2,2 — 3, and 3 — 4 isomeri-
zation processes are reported in Figure 5. We can notice that the first reaction has a
barrier of 343.5 kJ/mol, the second one shows a barrier of 257.7 kJ/mol, while the
third one shows a slightly lower barrier of 181.0 kJ/mol. In Figure 6 we have summa-
rized these results reporting a schematic representation of the reaction path leading to
the dimerization of methanimine.

The presence of these high barriers suggests that these reactions cannot be impor-
tant under the conditions of Titan, i.e. a surface temperature of 94 K and a stratos-
pheric temperature of 175 K. Different processes, as co-polymerization or reactions
with radicals or ions, should therefore be investigated in order to explain the discre-
pancy between the abundance of methanimine in the atmosphere of Titan derived by
the recent model of Lavvas et al. [6] and that inferred by the ion spectra recorded by
Cassini Ion Neutral Mass Spectrometer (INMS) [2].
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Fig. 5. B3LYP optimized geometries (A and °) and relative energies with respect to 2 x
CH,NH (kJ /mol) at 0 K of minima and saddle points localized on the PES of the dimer of
CH,NH
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Fig. 6. Schematic representation of the reaction path leading to a stable methanimine dimer.
Relative energies (kJ/mol) computed at B3LYP/aug-cc-pVTZ level with respect to the energy
of two methanimine molecules are reported.

4 Conclusions

In summary, numerous elementary reactions in the upper atmosphere of Titan lead to
the formation of methanimine, an important prebiotic molecule. Among them, the
reaction of electronically excited nitrogen atoms, N(*D), and abundant hydrocarbons
have been considered and found to be efficient. Polymerization of methanimine in the
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gas phase has been invoked to explain the difference between model predictions and
Cassini measurements [6]. According to the present results, dimerization of
methanimine (the first step toward polymerization) is a process characterized by very
high energy barriers and is difficult to believe it can be important under the conditions
of Titan. The evaluation of the energies of the transition states, however, will be
performed in future work at a higher level of accuracy and rate constant calculations
will be derived on the basis of the results obtained.
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Abstract. Density functional (DFT) calculations for different size clus-
ter models of the hydrogen-terminated HF o4-etched (100) Si surface have
been performed to verify that the quantities of interest (namely, atomic
net charges and interatomic distances) in assigning the lines observed
by X-ray photoelectron spectroscopy (XPS) vary weakly with cluster
size. Net charge analysis based on Voronoi Deformation Density (VDD)
method and accurate DFT geometry optimization calculations involv-
ing the smallest clusters as local models of various surface silicon atoms
are used to assign chemical species to the features observed in the XPS
spectra through evaluation of the chemical shifts, which are controlled
by both the net charge and the Madelung potential truncated to nearest
neighbours of the considered atoms.

Keywords: DFT calculations, hydrogen-terminated HF,4-etched (100)
Si surface, cluster modelling, X-ray photoelectron spectroscopy (XPS).

1 Introduction

The (100) surface of silicon has been subjected to intense experimental and the-
oretical study not only for its applications (it is the almost unique substrate used
for the construction of integrated circuits), but also for its conceptual interest [1]-
[4]. Of the procedures involved for the preparation of chemically homogeneous,
atomically flat, nearly ideal, hydrogen terminated (100) Si surfaces, the oldest
one (the HF,, etching of the native oxide) has remained unrivalled in practice.
As shown by the extended analysis based on infrared (IR) spectroscopy, the HF
etching results in prevailing SiHs terminations, but contains also SiH and SiHj
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terminations, and siloxo (SIOH and SiOSi) defects [5]. The wide heterogeneity
of the HF ,4-etched (100) Si surface is also confirmed by X-ray photoelectron
spectroscopy (XPS). An angle-resolved XPS analysis of device-quality (100) Si
substrates gave indeed evidence for eight superficial lines (in addition to that
of elemental silicon Si®), hereinafter referred to as follows: Si~’, Si* (with k =
1,2,3), and Si" (with n = 1, 2, 3, 4). Table [] lists the corresponding chemical
shifts A& of 2p core electrons (with respect to the binding energy of elemental
silicon) and line widths w [6].

Table 1. Chemical shift A¢ and line width w of all considered features for the HF 44-
etched surface

energy Si—’ Si® S’ Si¥ Si*¥ Sit Si? Si® Sit

Ag (eV) -0.27 0.00 0.13 0.28 0.47 1.01 1.84 2.86 3.63
w (eV) 0.42 0.35 0.26 0.28 0.29 0.72 0.65 0.72 1.03

XPS is a powerful tool of surface analysis since, with the remarkable exception
of hydrogen, it is sensitive to all elements and the survey spectra provide suffi-
ciently accurate knowledge of the in-depth elemental composition and chemical
configurations of the various atoms [7]-[9]. Atoms of the same element may how-
ever have different bonding configurations. The different chemical configurations
are expected to result in different chemical shifts A¢ with respect to the atom in
elemental state. In the absence of more detailed information, the configurations
are tentatively given assuming the naive assignation: the chemical shift of an
atom increases with its net charge Q as determined by its nearest neighbours in
the hypothesis that the charge is the algebraic sum of the charges transferred
along each bond due to the local electronegativity difference. With this attribu-
tion AE scales fairly linearly with Q (A¢ (eV) = 1.94Q + 0.18) [10]. Elementary
electrostatic considerations, however, show that A¢ depends not only on @Q but
also on the Madelung potential U (in turn controlled by charge distribution on
all nearby atoms), so that the attribution of XPS lines to bonding configurations
guided by charge (or electronegativity distribution) alone may be invalidated.
The attribution of XPS lines to surface configurations requires thus a knowledge
of both Q and U. However, U can be determined only if the surface structure
is known, that would render impossible any guess on surface structure unless U
is controlled (although not completely determined) by the nearest neighbours of
the considered atoms. The validation of this hypothesis is based on the ability
to assign net charges to atoms in assigned chemical configurations. In turn, this
requires: (i) the choice of a small cluster mimicking the local neighbourhood of
the atom, (i) an accurate ab initio modelling of the cluster, and (iii) a reliable
criterion for assigning net charges to atoms in a molecule. This work is addressed
to assess the adequacy of the cluster models to provide the partial charge and
Madelung potential used in the description of the XPS chemical shifts and thus
to assign chemical configurations to the XPS features observed at (100) Si surface
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resulting after etching in HF aqueous solution. Calculations on cluster models
have been performed in the framework of density functional theory (DFT) and
the Voronoi Deformation Density (VDD) method as implemented in the ADF
package has been used to calculate the atomic charge, a fundamental quantity
for rationalization of the XPS chemical shift data. We will show that the unique
feature with negative chemical shift observed by XPS (Si~ in Table [I)) can
be attributed to the occurrence of silylene defect at the HF,4-etched (100) Si
surface.

1.1 Assigning XPS Features to Chemical Species-The Basic
Equation

XPS lines could unambiguosly be assigned to bonding configurations if both the
net charge Q and the Madelung potential U were known. Assume that one is
able to assign to each atom its net charge Q; for the ith atom the dependence
of the chemical shift A, on Q; (hereinafter measured in units of proton charge
e) is given by the following equation [11J12]

Ag =6Qi+ Ui+ & (1)

where ¢; is the core-frontier coupling constant (an atomic property), £ is the
polarization energy (due to the polarization of the substrate when a core hole is
formed after the photoemission, a substrate property), and U; is the Madelung
potential

Qj

| rj — 1 |

Ui = 2E()CL() Z
J#i

(2)

where 2Eq and ag are the atomic units of energy and length (Eg = 13.6 eV and
ap = 0.53 121), r; is the position of the jth atom, and the sum is extended to all
atoms but the ith. The value of ¢; can be estimated from elementary electrostatic:
assuming for simplicity that the charge basin is spherical with radius R; and core
electrons are distributed very close to the nucleus; if the net charge is uniformly
distributed inside the sphere, the core-frontier coupling constant is given by

- 3E0ao .

€; RZ ) (3)

otherwise, if the net charge is uniformly distributed on the spherical surface, one

has 2E
a
€ = ]% 0 . (4)

Since electrostatic repulsion spreads as much as possible the net charge, equation
@) is expected to be an overestimate of €;; on another side, €; cannot be lower
than predicted by equation ), so that one has

2E0ao 3E0ao

R, < € R, (5)
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However, to be an atomic property R; cannot be larger than the atomic radius
a;, so that
2E0a0

a;

3E
< gao

a;

(6)

For silicon ag; = 1.17 A so that equation ([)) gives that eg; may range in interval
12.3-18.5 eV. The major difficulty with equation () is due to the fact that
it requires a knowledge of all the net charges Q; and of the structure of the
solid generating the Madelung potential U;. The solution to the problem would
be facilitated if the chemical shift of the ith atom were controlled by its first N
nearest neighbours (referred to as I'")(i)) and the Madelung potential generated
by the other atoms did not depend on the state of the considered atom. Rewrite
equation () in the following form:

€

A = ,Qi + UM V) (7)

where UgN) is the Madelung potential generated by the first, second, - -, Nth
nearest neighbours to atom 4,

UZ(N) = 2E0a0 Z Qj (8)

i eIN (i) 5 =i

and VEN) is the sum of the polarization energy with the Madelung potential
generated by the remaining atoms

sigeron | T

where the upper index ’(1\7 )’ denotes that it includes all atoms but the first,
second, - - -, Nth nearest neighbours to i, {j | j ¢ IMN)(3)}. The interest in form

([@) of equation () resides in the hope that VZ(N) is nearly independent of i
wi(V) v (10)
so that equation (7)) becomes
Ag ~ Qi+ UM 4 v, (11)

Equation () is trivially rigorous for N — oo and is expected to provide an
adequate description of the chemical shift taking for N the order of neighbours
over which the surface may be viewed as homogeneous. The simplest case of
equation ([II]) is obtained taking N=0:

At = eQ; + VO (12)

This approximation gives the naive attribution based on the electronegativity
distribution alone in determining the chemical shift, i.e. XPS lines are ordered for
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increasing chemical shift assigning each of them to the candidate species ordered
for net charge. The naive attribution is however unsatisfactory as discussed in ref.
[13] , and it cannot be accepted on the grounds of the insufficient quality and
lack of physico-chemical consistency of description (IZ). These considerations
suggest thus to go to the case N=1. Since in the case N=1 the chemical shift
is controlled not only by the net charge but also by the Madelung potential
truncated to nearest neighbours, the analysis of this case requires a sufficiently
accurate, small cluster, model of the surface to produce the local distribution of
atoms and bonds, allowing the extraction of realistic charges and internuclear
distances.

2 Computational Details

Three different size cluster models of hydrogen-terminated silicon atoms forming
fused cyclohexasilanes [14] have been considered to monitor the convergence of
the quantities of interest in assigning the XPS chemical features of the silicon
bonding configurations, including the silylene defect, with increasing cluster size.
The smallest cluster SigHy4 has a single surface dimer, the intermediate sized
Si1gHao cluster model has three surface Si atoms along a single row, and the
largest SisgHgo cluster model has three rows of three Si atoms in the surface.
For each cluster model, four different geometrical structures were considered,
corresponding to different configurations: the dihydride SiHs 1 x 1 (100); the
monohydride (SiH)z 2 x 1 (100); the silylene Si 1 x 1 (100) defect; and the clean
Siag 2 x 1 (100) configuration. Two additional small clusters; SigHy5(OH) and
SigH15(SiH3), have been used to model the SiOH and the SiHj centre, respec-
tively, that occur at the HF ,4-etched (100) Si surface. DFT calculations with the
Becke-Perdew (BP86) exchange-correlation functional [I5]-[I7] were performed
using the Amsterdam Density Functional (ADF) program package 2007.1 [I8]-
[22]. The molecular orbitals were expanded in a Slater-type STO basis set of
triple-C doubly polarized TZ2P quality for all atoms. The core orbitals were
kept frozen up to 2p for Si, or 1s for O. Convergence criteria for full geometry
optimizations were 1 x 1073 hartrees in the total energy, 5 x 10~* hartrees
A~'in the gradients, 1 x 10~2 A in bond lengths, and 0.20° in bond angles.
In all cases no symmetry constraint was imposed and the stability of the struc-
tures was checked by performing a normal-mode analysis and checking that all
vibration frequencies are positive for the SigH14 and Si;gHss cluster models; the
SissHgo clusters were too large for feasible frequency calculations. The calcu-
lated equilibrium structures for all the SigHi4 and SijgHso cluster models are
true minima. The ground state spin configuration of all clusters, including the
silylene defect, is a singlet. However, for the silylene defect, a triplet spin state
has been calculated that is above the singlet ground state for the three models
by 0.8-0.9 eV and corresponds to a geometry structure where the two hydrogen
atoms are strongly symmetric; i.e. both hydrogen atoms are in the usual silanic
configuration, with the two unpaired electrons localized on the silylene Si. The
Voronoi Deformation Density (VDD) method, as implemented in the ADF pack-
age, was chosen for computing atomic charges in the clusters, thus avoiding the
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unwanted dependence on the basis set suffered by Mulliken population analysis
[23].

3 Results and Discussion

3.1 Cluster Modelling of Surface Sites

The use of small clusters is crucial for consistency with a description, like that
of equation (IIl), where the Madelung potential is truncated at the first neigh-
bours. Of course, this description has a meaning only if the resulting charge
and the interatomic distance vary weakly with cluster size. Figure [ provides
stick-and-ball views of the structures of the considered clusters as result from
optimization calculations. The three different size cluster models, in the four
different geometrical structures mimicking the considered superficial configura-
tions, are depicted; main geometrical parameters are also shown. We find that
the bond lengths do not substantially change by increasing the cluster size.

VDD atomic charges on superficial silicon and hydrogen atoms are reported
in Table [2] for all different size clusters.

Table 2. Partial charges (VDD) on superficial silicon and hydrogen atoms for dif-
ferent size cluster models in the dihydride, monohydride, silylene defect, and clean
configurations.

cluster size  Sisii Hprigge Si H
Dihydride

SigHi6 0.11 -0.05
SiteHoa 0.12 -0.03
SissHea 0.12 -0.03
Monohydride

SioHi4 0.03 -0.04
SizeHaz 0.06/0.03 -0.05
SissHeo 0.05/0.04 -0.05
Silylene defect

SigH14 -0.05 0.04 0.11 -0.05
SizeHaz -0.06 0.03/0.04 0.09 -0.05
SissHeo -0.08 0.03 0.11 -0.04
Clean

SigH12 -0.11(up)-0.01(down)
SilGHQO —013(up) 005(d0wn)

SissHeo -0.14(up) 0.07(down)
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Fig. 1. Optimized structures and relevant geometrical parameters (A) in the considered
cluster models of different sizes in different superficial bonding configurations: dihydride
(top), monohydride and silylene defect (middle), clean (bottom)
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The calculated charges are found to slightly change while increasing the clus-
ter size. Our results show that the quantities of interest in assigning the XPS
chemical shift (namely, Voronoi charges and interatomic distance) vary weakly
with cluster size. In a previous work by us [24], we proposed that the occur-
rence of silylene centers with a partial negative charge could be considered as
being responsible for the XPS feature with negative chemical shift observed at
the hydrogen-terminated (100) Si surface. The cluster picture of the silylene
defect shows that the hydrogen atoms in both nearby silicon dihydrides are no-
tably asymmetric: whereas in each silicon dihydride one hydrogen is in the usual
silanic configuration, the other is at a bond distance of silylene silicon too (see
Figure [[). The configuration of each hydrogen coordinated to silylene silicon is
reminiscent of that in electron-deficient compounds like diborane; alternatively,
the hydrogen may be viewed as an off-axis bond-centered proton in a strongly
relaxed Si-Si bond. Silylene is a configuration of silicon (with 6 electrons in the
outer shell) where the silicon atom is covalently bonded with single bonds to
two other atoms. Clearly enough, the 6-electron configuration of silylene makes
this structure highly reactive. At the (100) Si surface, where silylene could be
formed during HF,, etching, the 6-electron configuration can be stabilized via
interaction with species unavoidably present in the HF,4-etching solution, due
to the silylene zwitterionic nature (see Ref. [24] ). However, what is interesting
in the present work, is that also the negative charge on silylene Si (denoted as
Sig;) hardly varies with cluster size. We can conclude that since the internu-
clear distances (Figure[Il) and net charges (Table[2) are found to slightly change
while increasing the cluster size for all the different considered superficial silicon
configurations, it is reasonable to take data resulting from the smallest cluster
modelling for assigning XPS features. To this aim, we used the two small clusters
whose optimized geometries are shown in Figure

Both clusters may be used for modelling the SiHs centre; the top cluster is
used to model the SiHjy centre; the bottom cluster is used to model the Si(H)OH
centre. Modelling the SiH centre is less trivial: the top cluster shows indeed not
only a silicon monohydride resulting from the substitution of a silyl group for
hydrogen at the otherwise perfect 1 x 1 (100) surface site (referred to as (100)
SiH), but also two silicon monohydrides with symmetry and orientation charac-
teristic of silicon monohydrides at the (111) surface (referred to as (111)SiH). In
addition, the smallest cluster SigHy4 modelling the silylene defect (see Figure [l
for interatomic distances, and Table [2] for charges) has been also used to assign
XPS features.

3.2 Attribution of XPS Features Based on Theoretical Data

The analysis of the case N = 1 of equation (1) requires a sufficiently accu-
rate, small cluster, model of the bonding configurations to produce the local
distribution of atoms and bonds, allowing the extraction of realistic charges
and internuclear distances. The smallest SigH15(OH) and SigH;5(SiHs) clusters
shown in Figure[2 have been used to calculate the expected chemical shifts of the
considered surface centers. They are summarized in Table [§] where the Voronoi
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SiH,
r0058] (100)SiH SiH,

[0.025]
SiH, simon (1DSiH

[-0.036]
Q

Fig. 2. Clusters used for assigning XPS features. Calculated Voronoi atomic charges on
the considered hydrogen-terminated silicon atoms and relevant geometrical parameters
(A) for truncated Madelung potential evaluation are reported.

net charges and the calculated Madelung potential U (eV) are also reported
for e = 12.3 ¢V and € = 18.5 eV.

We observe that, irrespective of the assumed value of € in the considered
interval 12.3-18.5 eV, the putative chemical shift A¢ (=eQ + U™, except for
the additive term V1)) increases in the order
A€ [SiH] < A€ [SiHa] < A€ [SiHj]

Rather, the value of € affects only the position of Si(H)OH in the sequence: the
order shifts from

AE [Si(H)OH] < A¢ [SiH] < A¢ [SiHp] < A€ [SiHj]

for e = 12.3 €V, to

AE [SiH] < A [Si(H)OH] < A¢ [SiHo] < A€ [SiHs]

for e = 18.5 eV. We may thus limit to consider the tentative assignments in Table
[ where we consider four other counterintuitive assignments (CIA;, CIA;, CTAj3,
and CIAy) characterized by four different positions of Si(H)OH in the silicon-
hydride alignment. B

For them the core-frontier coupling constant e, surface bias V(U and correla-
tion coeflicient r are given by
€=16.19 eV and VIV = 4+0.01 eV, with r = 0.938 for CIA4
€ =15.32 eV and VIV = 4+0.11 eV, with r = 0.967 for CIA;
€ =13.84 ¢V and V) = 40.29 eV, with r = 0.968 for CIA,
e=11.54 ¢V and V() = 4+0.24 eV, with r = 0.956 for CIA;

The statistical descriptions of CIAs and CIA3 are nearly the same (with correla-
tion coefficients closer to 1) and they provide the optimal description. Deciding
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Table 3. Charge, Madelung potential and expected chemical shifts (apart from the

additive term V() and for € at the extremes of its expected validity interval) of the
considered surface centres

Centre Q u®w (eV) eQ+ UM (eV)

e=123eVe=185¢eV

(100)SiH 0.014 +0.753  +0.952  +1.012
(111)SiH 0.025 -0.487  -0.180 -0.025
SiH, 0.104 -0.958  +0.321 +0.966
Si(H)OH 0.172 -2.804  -0.688 +0.378
SiHs 0174 -1.577  +0.563  +1.642

Table 4. The considered assignation schemes

Line Si~’ Si’ Si% Si¥ sit
Assignation

CIA4 SiH SiH,  Si(H)OH SiH3
CIAs SiH Si(H)OH SiH, SiH3
CIA, Si(H)OH SiH SiH, SiHs
CIA; Si(H)OH SiH SiH, SiH3

which between them is a better model of reality cannot be done on statistical
grounds but on physical grounds combining the synchroton-radiation data of
the (111) SiH surface and the relative abundances of the various species result-
ing from IR analysis (see Ref. [13]). Both statistical and physical considerations
support CIA3 as the optimal assignment that, however, leaves Si™’ unassigned.
Accounting for feature Si~’ is not trivial. We consider the hypothesis that Si~’
is due to some form of silylene. Then the calculated chemical shift of silylene
modelled by SigHy4 cluster (Q=-0.05, UD=40.56 eV, A¢=-0.10 eV) is consis-
tent with the one of Si™’. Assuming that the attributions of CIA3 are correct
and that Si™’ can actually be assigned to silylene defect, the whole data can be
described by the following equation:

(A€ — UMW) (eV) = 16.00Q + 0.01 (13)

with a correlation coefficient of 0.987, better than the one obtained ignoring Si~’.
According to equation (I3]) the chemical shift of silylene centre would be -0.23
eV, in good agreement with experiment.

4 Conclusion

Density functional calculations for different size cluster models of the hydrogen
terminations at the HF,4-etched (100) Si surface have demonstrated that their
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mean properties are determined by really few neighbours and can thus be mod-
elled with small clusters. On the basis of the optimized geometries and of the
Voronoi charges deduced from DFT calculations for such clusters, the four lines
(in addition to that of elemental silicon S°) detected in the spectral region with
chemical shift in the range between -0.3 and +1 eV of the XPS spectra of HF ,4-
etched (100) Si have had the following attributions:

Si', silicon monohydrides at (111) facets

Si?’ silicon terminated with one hydrogen and one silanol group

Si%" silicon dihydrides

Sit silicon trihydrides or its associated silicon monohydride defects on facets with
(100) orientation

In addition, the chemical configuration associated with Si~’ has been attributed
to fully dehydrated silylene defects at 1 x 1 (100) SiHg surface. In conclusion,
the considered example has shown that the assignment of spectral lines basing on
the differences of electronegativities alone, though of common use when dealing
with the inverse problem in XPS, may lead to erroneous attributions and must
thus taken with caution. Theoretical calculations performed on suitable, small
cluster models of accurate atomic net charge (VDD) and bond lenghts, that are
needed for the description of the chemical shift in terms of partial charge and
truncated Madelung potential, can provide information even in complicate sit-
uations, like that characterizing the hydrogen-terminated (100) Si prepared by
HF,, etching of the native oxide.
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Abstract. The autoionization dynamics of triatomic molecules induced by
He'(2*!'S 1,0) and Ne*(3P2’0) collisions has been discussed. The systems are ana-
lyzed by using an optical potential model within a semiclassical approach. The
real part of the potential is formulated applying a semiempirical method, while
the imaginary part has been used in the fitting procedure of the data adjusting
its pre-exponential factor. The good agreement between calculations and expe-
riment confirms the attractive nature of the potential energy surface driving the
He" and Ne"-H,O dynamics.

Keywords: intermolecular potentials, collisional autoionization, semiempirical
method, Penning ionization.

Introduction

Autoionization processes in slow molecular collisions can occur because the autoioni-
zation time is usually shorter than the characteristic molecular collision time at ther-
mal energies (~10"* s). The basic requirement is that the two partners should have
enough internal energy to produce a collision complex degenerate with the ionization
continuum. Collisional autoionization must present several analogies with photoioni-
zation. For example, in both cases when the electron is ejected, the measurement of its
energy and momentum provides a detailed spectroscopy of the ionic product, which
can then be correlated with its subsequent dynamical evolution as showed by a num-
ber of studies performed by our group by using synchrotron radiation [1-9].
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However, while in photoionization the conditions of the autoionized molecules are
determined by the energy and polarization of the photon [10-16], in the collisional
autoionization process these conditions are determined by the collision characteristics
of the system under consideration, such as relative velocity, internal states of the reac-
tants, relative orientation, etc. [17-21].

A collisional autoionization process can be schematically written as follows:

X+Y - [X-Y]

where X and Y are atoms or molecules and [X---Y]* the collision complex in an au-
toionizing state,

X-Y] = [X-Y]' + e

After an [X-Y]"ionic complex is formed, the collision continues towards the final
ionic products

[X--Y]" — ion products.

In the literature this collisional autoionization process is often called "Penning" ioni-
zation after the early observation in 1927 by F.M.Penning [22]. This process has
long attracted the attention of the scientific community, as shown by the large number
of papers and review articles on this topic [23-26]. Specific features make these
processes very interesting from a fundamental point of view. However many applica-
tions of collisional autoionization to important fields like radiation chemistry, plasma
physics and chemistry, combustion processes, and the development of laser sources,
are also possible [24-25].

Several experimental techniques are used to study the microscopic dynamics of
these collisional autoionization processes. It is well established that the most valuable
information about the dynamics of a collisional process is provided by molecular
beam scattering experiments. In such cases one can study the process by detecting the
metastable atoms, the electrons or the product ions [17-21]. In general elastic scatter-
ing experiments provide information mainly about the pre-ionization dynamics, elec-
tron energy spectra provide information about the dynamics of the autoionization
event, and ion mass spectrometric experiments mainly about the post-ionization dy-
namics [24-25]. The rare gas atoms, when excited to their first metastable levels, are
very suitable for these experimental studies because of their high energy content and
relatively long life-time, which allows them to survive along beam path lengths typi-
cal of the laboratory molecular beam experiments. The electronic energy and life-time
values of metastable rare gas atoms are listed in Table 1. The energy values are large
enough for an autoionizing complex to be formed in most cases. Metastable helium
atoms have enough energy to ionize all known atomic and molecular species, except
ground state helium and neon atoms, while in the case of metastable neon atoms the
exceptions also include fluorine atoms.

In general, the role of metastable rare gas atoms in Earth’s atmospheric reactions is
of interest for a number of reasons: (i) the quantity of rare gas atoms in the atmos-
phere is not negligible (argon is the third component of the air, after nitrogen and
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oxygen molecules: 0.934 % + 0.001% by volume compared to 0.033 % + 0.001% by
volume of CO, molecules); (ii) recent studies have shown that the exosphere of our
planet is rich in He*(2ISO) metastable atoms [27]; and (iii) rate constants for ionization
processes induced by metastable rare gas atoms are generally larger than those of
common bimolecular chemical reactions of atmospheric interest.

Table 1. Some characteristics of metastable rare gas atoms [24,25]

Atoms Excitation energy (eV) Lifetime (s)
He"(2'So) 20.6158 0.0196
He'(2°S)) 19.8196 9000
Ne"CPy) 16.7154 430
Ne'CPy) 16.6191 24.4

Ar'(°Py) 11.7232 44.9
Ar'(Py) 11.5484 55.9
Kr'(Py) 10.5624 0.49
Kr'(Py) 9.9152 85.1
Xe"CPo) 9.4472 0.078
Xe'CPy) 8.3153 150

For example, the rate constants for Penning ionization processes are of the same
order of magnitude of gas phase bimolecular reactions of O(ID), Cl, or Br, which are
known to be relevant in atmospheric chemistry, whereas other reactions exhibit rate
constants that are at least one order of magnitude smaller [29].

Considering the planetary atmospheric compositions, we can suppose that rare gas
atoms are involved in several atmospheric phenomena not only on Earth, but also on
other planets of the Solar System, like Mars and Mercury. In fact, argon is the third
component of the martian atmosphere with its 1.6% and helium is a relatively abun-
dant species (about 6%) in the low density atmosphere of Mercury. As mentioned in
the previous section, a basic step in chemical evolution of planetary atmospheres and
interstellar clouds (where the 89% of atoms are hydrogen and 9% are helium) is the
interaction of atoms and molecules with electromagnetic waves (y and X rays, UV
light) and cosmic rays. Therefore, He  and Ar formation by collisional excitation
with energetic target particles (like electrons, protons or alpha particles) and the sub-
sequent Penning ionization reactions could be of importance in these environments.
In particular, considering the tenuous exosphere of Mercury, it is interesting to note
that in 2008 the NASA spacecraft MESSENGER discovered surprisingly large
amounts of water and several atomic and molecular ionic species including O, OH’,
H,0" and H,S™ (NASA and the MESSENGER team will issue periodic news
releases and status reports on mission activities and make them available online at
http://messenger.jhuapl.edu and http://www.nasa.gov/messenger). Taking into



72 S. Falcinelli et al.

account the suggested polar deposits of water ice in this planet, McClintock and
Lankton (2007) have suggested impact vaporization mechanisms [30]. We argue that
in these parts of the planetary surface, the presence of He and its collisions can cause
subsequent ions formation. In this respect, the study of the Penning ionization of wa-
ter by He™ and Ne" metastable rare gas atoms producing H,O*, OH* and O* (see the
next section), could help in explaining the possible routes of formation for these ionic
species in Mercury’s exosphere. Main purpose of this work is to demonstrate that
the measure under high resolution conditions of microscopic quantities as collisional
ionization cross sections and the proper description of the intermolecular interaction,
that is its accurate analytical formulation, represent crucial steps for the detailed cha-
racterization of the dynamic of the elementary involved processes.

2 Mass Spectrometric Determinations and Cross Section
Measurements

The experimental apparatus, used for the mass spectrometric determinations and for
cross section measurements here reported, has been previously employed and is
described in detail in a recent paper [27]. Basically, it consists of an effusive or, alter-
natively, a supersonic metastable neon atom beam, which crosses at right angles an
effusive secondary beam of water molecules, produced by a microcapillary array. The
ions produced in the collision zone are extracted, focused, mass analyzed by a qua-
drupole filter and then detected by a channel electron multiplier.

In order to cover a wide collision velocity range, the neon beam is produced by two
sources, which can be used alternately. The first one is a standard effusive source
mantained at room temperature, coupled with an electron bombardment device, while
the second one is a microwave discharge beam source operating with pure neon at a
pressure of ~10” atm. Together with metastable atoms, the discharge source produc-
es a large number of Ne(I) photons. These allow comparative studies of Penning ioni-
zation and photoionization. The supersonic beam is used when we need to maximize
the intensity of metastable atom production.

The Ne" atom velocity is analyzed by a time-of-flight (TOF) technique: the beam is
pulsed by a rotating slotted disk and the metastable atoms are counted, using a multis-
caler, as a function of the delay time from the beam opening. By using this technique,
the velocity dependence of the cross section is obtained. Time delay spectra of the
metastable atom arrival at the collision zone are recorded, as well as the time spectra
of the product ion intensity. Then the relative cross sections, o, as a function of the
collision energy, E, are obtained, for a given delay time t, according to the equation
I (1)yv,

o(E)=—
I'(Dg (1)
where I* and I” are the intensities of the product ions and metastable atoms, respec-
tively, v, is the laboratory velocity of the Ne", and g is the relative collision velocity.
By the TOF technique, the separation of photo-ions and Penning-ions is very easy, the
former being detected at practically zero delay time.
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Absolute values of the total ionization cross section for different species can be
obtained by the measurement of relative ion intensities in the same conditions of me-
tastable atom and target gas density in the crossing region. This allows the various
systems to be put on a relative scale which can be normalized by reference to a known
cross section such as, in the present case, the Ne —Ar absolute total ionization cross
section by West et al. [31].

Following the considerations made on the importance of Penning ionization of wa-
ter by He*(ZSSl, ZISO) and Ne*(Sszo) in the understanding of the chemical composition
of Mercury’s atmosphere, we report here the mass spectrometric determination of the

channel branching ratios for both systems as obtained at an averaged collision energy
of 70 meV:

He'(2°S,, 2'Sp) + H,O = He + H,O0" + & 77.8%
—>He+H+OH" +¢ 18.4%

—He+H,+0" +¢ 3.8%

Ne (*P,) + H,O — Ne + H,0" + ¢ 96.7%
—>Ne+H+OH" +¢ 2.9%
—-Ne+H,+O0"+¢ 0.4%

No experimental evidence has been recorded for the HeH*, NeH" and HeH,O",
NeH,0" ion production, at least under our experimental conditions.

Total ionization cross sections for Ne*(3P2,0)—H20 collisions are reported in Figure
1 as a function of the relative collision energy. The recorded data show a decreasing
trend as a function of the collision energy, with an absolute value of =~ 47.5 A” at
0.070 eV.

60 -
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. . . . 2
Total ionization cross section (A%)
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Relative collision energy (eV)

Fig. 1. The total ionization cross sections of the Ne*(3P2’O)—H20 system as a function of the
relative collision energy. The curve represent the calculation of the cross section by the use of
the present semiempirical potential and adjusting only the pre-exponential parameter of the
imaginary part of the optical potential.
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An analysis of present cross section data, in terms of the intermolecular interaction
between the two collision partners, requires the use of an optical potential model
[24,25], defined as a combination of a real part with an imaginary part. While the real
part affects the approach dynamics of the two partners, the imaginary one controls the
ionization probability, being related to the reciprocal of the lifetime of the system.
The interaction between Ne  and H,0, as discussed below, results to be strongly ani-
sotropic. However, for the present calculation we have used the spherical average of
such a potential, because, in the collision events of the present experiment, the rota-
tional period of water molecules is rather fast when compared with typical collision
time.

In the following section a description of the optical potential that we have used is
reported and the semiclassical calculation of the total ionization cross section is also
described.

3 Theoretical Approaches: The Optical Potential Model

From a theoretical point of view, collisional autoionization phenomena in atom-atom
systems are generally treated on the basis of a local complex potential,

WR)= V(R)—%F(R) 2

called also “optical potential”, whose real part V(R) represents the interaction control-
ling the approach of the colliding particles and the imaginary part I'(R), the “potential
width”, is related to the decay (ionization) probability of the system at the intermo-
lecular distance R [24-28]. From a general point of view, the real part of the interac-
tion potential defines, at any intermolecular distance R, the energy of the bound wave
function of the system. Instead, the imaginary part, which controls the decay, depends
more specifically on the characteristics of the electron wave function directly involved
in the charge transfer and ionization. In the simple atom-molecule case, both the real
and imaginary parts are expected to be anisotropic, because the real part of the poten-
tial depends on the angle of approach of the metastable X atom towards the target Y
molecule, while the potential width varies with the geometry of the autoionizing colli-
sional complex [X---Y]". This latter point can be easily understood when the common-
ly accepted electron exchange mechanism, originally proposed by Hotop and Niehaus
[23], is taken into account. According to this model, autoionization occurs through a
transfer of an outer-shell electron of the target Y into the inner-shell vacancy of the
excited atom X', which subsequently ejects an external electron. In an orbital model,
such process depends strongly on the overlap between the orbitals involved in the
electron transfer. The ionization probability is expected to be maximum at those dis-
tances where the relative motion is slowest (i.e., at the neighboring of the turning
point) and for approaches of the metastable atom along the directions where the elec-
tron density of the orbital to be ionized is highest.

Studies on anisotropy effects in Penning ionization are still rather scarce [26,32-34];
due to the weakness of the interaction there is a difficulty in the proper characterization
of the optical potential for many configurations of the system. Only few rigorous
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atom-molecule treatments are present in the literature, in particular, for the systems
He*(2 3Sl)+H2, N,, H,O [24,25,35,36]. In these cases, ab initio complex potentials
have been calculated and the ionization dynamics investigated by using quantum ap-
proaches or quasiclassical trajectory methods. In many other cases, semiempirical po-
tentials and estimated energy widths have been used to analyze experimental data
[27,28,37,38]. In this work, we study the collisional autoionization dynamics of the
triatomic target molecules with excited He*(2 3’181,0) and Ni e*(3P2,0) atoms. Our aim is a
more quantitative interpretation of experimental results concerning H,O target mole-
cules, also in the attempt to give a better account of how interaction anisotropies play a
selective role in the autoionization process. In order to accomplish this task, we use a
method based on the identification, modeling, and combination of the leading compo-
nents of the interaction potential. As we will see in the following, our model potential
can be expressed in a simple analytical form and intended to be of completely general
validity. Furthermore, present results can also stimulate accurate ab initio calculations
which can provide further crucial information on other basic features of the full inter-
molecular potential energy surfaces.

3.1 The Optical Potential for Triatomic Molecules

From a general and quantitative point of view, a system formed by a metastable atom
interacting with a triatomic molecule, as H,O, dynamically evolves on a multidimen-
sional potential energy surface (PES). In the thermal energy range, as the case here
discussed, effects of internal degree of freedom, arising from molecular deformations
induced by collision events, can be neglected and therefore the optical potential W,
controlling ionization processes, can be written as the combination of a real V and an
imaginary I" part [27,28]:

W(R,9,9) = V(R,0,¢) - % T(R,9,0)
3)

where R is the distance of the metastable atom from the center of mass of the mole-
cule, 9 is the polar angle between the C,, axis of H,O and R (9=0 refers to the oxygen
side) and ¢ is the azimuthal angle (@=n/2 describes the atom located on the water
plane). The real part, V(R, 9, ¢), has been assumed to be mainly characterized by
taking into account the interactions in six limiting basic configurations. Such interac-
tions are indicated as Vcay.0 and Veay.g (With 9=0 and 9=r respectively), V, (9=n/2,
¢=0) and Vjpy (9=n/2, @=n/2), where V| and V,,,, are doubly degenerated. As we
have done previously [27,28], their strength and their radial dependence have been
described by a semiempirical method developed in our laboratory [39,40], which is
founded on the identification and description of some leading interaction components,
to be considered “effective”, since indirectly including the role of less important con-
tributions. The method exploits correlation and perturbative formulas, providing range
and strength of such components in terms of fundamental physical properties of the
interacting partners, as the value of Ne" and H,O polarizability (27.8 A’and 1.47 A®
respectively) and that of H,O dipole moment (1.85 D) [28,41]. In particular, five lead-
ing-effective interaction components are taken into account:
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1. The dispersion attraction, dominant at large R, combines with the size repul-
sion, prevalent at short R, providing a global component called, as previous-
ly suggested [39], van der Waals interaction (Vqw).

2. A weak charge transfer contribution, Vcr, arises from the perturbative elec-
tron exchange between the outermost occupied orbital of the metastable and
the LUMO of the H,O molecule. V¢t affects only V,,.y, since the involved
configuration (see Figure 2) is the only one promoting the formation of a
weak hydrogen bond [42,43].

+-0.33
N +0.33
Vsz'O 0.6 Ai \M o VC2V-H
OW' +~O~.§3
+-0.33

Fig. 2. A schematic structure of the water molecule, where the direction for the Vcyyn Veov-o
and V, interactions are indicated. In the figure also the partial electrostatic charges located on
the two hydrogen atoms and below and above the oxygen atom (at 0.6 A from the oxygen nuc-
leus) are indicated (for details and references see the text).

3. The asymptotic long range induction, due to permanent dipole of water inte-
racting with the induced multipole on the strongly polarizable Ne, increases
the long range attraction. In this paper its averaged contribution has been en-
closed in V4w through a modification of the parameters involved in its for-
mulation [39,42,43] (see also below).

4. As it has been done in Ref. 28, V,, describes the balancing of induction at-
traction with size repulsion associated to the interaction, emerging at short R,
when the metastable atom assumes a partial and “effective” charge q. This
charge arises from the strong polarization effects of the metastable atom,
which is a big “floppy” species with a radius of some angstroms, and is pro-
moted by the electron lone pairs of water [28,30]. These effects, emerging as
the intermolecular field increases, originate positive and negative charge
centers, respectively located on the nucleus and in the outside region and
separated by a distance comparable or larger than the intermolecular separa-
tion R. This component plays a crucial role at intermediate and short R in de-
termining the behavior of V¢,, o and V. Following the same guidelines of
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previous studies [28], we have found appropriate to represent Vg, in the
neighborhood of the equilibrium distance of the collision complex, by the
use of an effective charge q=0.75 a.u., since the positive charge center on po-
larized Ne~ is significantly closer to the interacting partner [28], while the
negative charge is repelled outside.

5. The electrostatic component, V.., €merging again at intermediate and short
R, depends on the interaction between q and the charge distribution on water.
The latter, confined in a restricted space (see Figure 2), is assumed to be con-
sistent with the water dipole and also provides reasonable values of the qua-
drupole moment components. Under these conditions Ve can be
represented as a sum of coulomb terms.

3.2  Formulation of the Intermolecular Interaction

According to these considerations, in the chosen basic configurations the semiempiri-
cal formulation of V(R) takes the form:

Veouen R) = Viqw (R) + V¢ (R)
VereoR) = Vygy (RIFR)+ (Vy (R)+ Voo, (RINI=F(R))
V. (R) =V, (RIFR) + (Vi (R) + Voo RN~ F(R))

Vplanar (R) = VvdW (R)f(R) + (qu (R) + Velectr (R)Xl - f(R)) (4)

Vyaw and Vg, have been represented by the improved Lennard Jones function, recent-
ly introduced [38,44] and found to be able to describe weak interactions of different
nature and in a wide range of configurations. Its general form is

n(R) m
Vi (Ry=e m(ij _H(R>(Rm)
n(R)-m{ R n(R)-m{ R 5)

where

2
R

m

and ¢ is the well depth while Ry, is its location and f is a shape parameter. For neutral-
neutral systems m=6, while for ion-neutral cases m=4.

Ver has an exponential form, being related to the overlap integral between orbitals
exchanging the electron, whose radial dependence is modulated by the ionization
potential and electron affinity of the partners [27,45]:

Ver(R) = Aye ™R ©)
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where the pre-exponential Ay and the exponent yy, are listed in Table 2 and have been
determined extending the phenomenology recently obtained for water [42].

Finally the “switching function” f(R), which defines the relative weight in eq.(4),
describes the transition of the metastable atom from the weakly perturbed state at
large R, where it is assumed to maintain a nearly spherical symmetry, to the strongly
polarized one at short R. The f(R) function modulates the contribution of V4w(R),
Vgm(R) and Ve (R) when R varies and guaranties the smoothness of the analytical
function representing the global V(R).

As in previous case [28] we define f(R) as follows

1
f(R)= [Ro*RJ
l+e' ¢ (7
where R, represents the distance where the combined potential forms have equal
weight, while d describes how fast the passage occurs. All the used potential parame-
ters are reported in Table 2.

Table 2. Potential parameters used in the formulation of the various interaction components
determining the real and imaginary part of the optical potential

Component Parameters

Voaw €=9.29 meV R,, = 5.000 A p=7.0
Vam £=69.13 meV R, =3.989 A B=9.0
Ver A, = 4277 meV Yy =11 Al

f(R) R, =45A d=05 A

r A; =3371 meV yr=1.95A"

Following the suggestions of a “minimal” model [46], concerning the use of a de-
fined number of spherical harmonics to represent the PES in water-atom systems, the
spherical component V,,(R), relevant for the present analysis, has been obtained at
each R through the following weighted average expression

1
Vian () = g Ve )+ Vo o (R) + 2V, R)+ Dy RO

The dependence on R of the V¢ay.0, Veoyn and V components are shown in Figure 3,
while Vg, is plotted in the lower part of Figure 4. These potential energy results,
which refer to the limit configurations of the [Ne---HzO]* autoionizing collision com-
plex, appear to be in agreement with an early ab initio calculation by Bentley [47].
Our results could stimulate new accurate ab initio calculations and allow to fill the
lack of computational approaches and of dynamic trajectories calculations for such
kind of systems.
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The imaginary component I'(R) accounts for the disappearance of the system be-
cause of ionization. In particular, the quantity h/2rl’(R) can be seen as the life time
of the system at the intermolecular distance R. For the case here discussed, I'(R)
promotes the formation of H;O*+Ne and can be related, following the exchange me-
chanism proposed for the Penning process, to the coupling element by charge transfer
between water molecule and Ne* ionic core [45]. Such coupling, controlled again by
the overlap integral between orbitals exchanging the electron, has been represented by
an exponential function as follows:

¥R

FR)=Are ™ o
The exponent yr has been fixed as suggested in [48-49], and found in the right scale
of previous evaluations [24,36]. The pre-exponential factor Ar has been the only pa-
rameter adjusted during the analysis of the experimental data, in order to reproduce
the velocity dependence and the absolute value of the total ionization cross section.
Also the parameters of I are given in Table 2 and the function is also plotted in the
upper part of Figure 4.

3.3 The Semiclassical Cross Section Calculation

By the use of the spherically averaged potential described above, we have calculated,
for each collision energy, the center of mass total ionization cross sections within the
semiclassical method, that appears to be adequate for the present system and for this
range of collision energies [17-21,24,25]. In such an approximation, the cross section
at the relative collision energy E is given by

6o (E) = 2nTP(b)bdb
0 (10)

where b is the classical impact parameter and P(b) is the ionization probability as a
function of b, which is determined by

1
V. (R) b*P
2 T{l—L()—b— I(R)dR; (1)

P(b)=1—-expy——
(b) p - E e

8k

being R, the classical turning point.

In the Figure 1, the cross sections so calculated and convoluted over the distribu-
tions of the relative velocities are compared with experimental results. As evident, the
agreement is very good, especially considering that we have empirically adjusted only
one parameter, the pre-exponential term, Ar, being the entire real potential the one
evaluated independently, as described above, from the properties of the two separated
collision partners.



80 S. Falcinelli et al.
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Fig. 4. The spherical optical potential used for the cross section calculation. Lower part
represents the real part, while the upper part the imaginary part (see the text).
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4 Conclusions

The measured cross sections that are reported in Figure 1, exhibit a decrease when the
relative collision energy increases. As emphasized in the previous section, this beha-
vior is well known to indicate an effective attractive interaction between the two
collision partners, for those distances and configurations mainly responsible for the
ionization [17-21].

The quality of the cross section fit shown in Figure 1, obtained by adjusting only
one parameter of I', clearly supports the reliability of the strength and range of the
spherical V,;, component, here generated by an average of selected limiting configu-
rations. It must be noted that while the ionization mainly occurs when the metastable
neon atom is approaching the H,O molecule along the directions of the two lone pairs,
the overall collision dynamics, which involves randomly oriented and fast rotating
water molecules, is mainly controlled by the spherical average of the real part of the
intermolecular potential.

A more direct probe of the anisotropy of the PES can be provided by an analysis of
the features of electron energy spectra recently measured [50]. The electron spectrum
appeared to be composed of two bands: one for the formation of H,O" ion in the
ground X(ZBI) electronic state and another one for the formation of H,O" in the first
excited A(PA;) electronic state. These two states are obtained by removing one elec-
tron from the perpendicular and C,, lone pair, respectively. Therefore the spectrum
features can be in principle fitted by using defined cuts of the full PES which also
includes an anisotropic imaginary part, and such an effort is in progress in our labora-
tory. Note that the potentials obtained in this work, for the selected limiting configura-
tions, correspond to cuts of the real part of the full PES and, as mentioned in the pre-
vious section, they are in good agreement with the ab initio calculations performed by
Bentley [47]. These cuts of the PES are here given in an analytical form and this is
crucial, together to a formulation of the ionic interaction over the [Ne:-H,O]" exit
channel that we are able to formulate by using the same approach, to try a quantitative
analysis of the electron energy spectra already recorded for such system [50].

Since the microscopic exchange mechanism of the Penning ionization involves an
electron jump of the outer shell electron of the molecule, essentially from one of the
two lone pairs, towards the inner shell vacancy of the Ne" atom [23-26], which shows
a structure isoelectronic with that one of a fluorine atom, this phenomenon can be
seen as the formation of an halogen-like bond, and this is presently of great interest
both for applications and fundamental points of view [51,52].
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Abstract. This paper describes and discusses the implementation, in
a high-throughput computing environment, of the ANSYS® commer-
cial suite. ANSYS® implements the calculations in a way which can be
ported onto parallel architectures efficiently and for this reason the User
Support Unit of the Italian Grid Initiative (IGI) and the INFN-Legnaro
National Laboratories (INFN-LNL) worked together to implement a Grid
enabled version of the ANSYS®) code using the IGI Portal, a powerful
and easy to use gateway to distributed computing and storage resources.
The collaboration focused on the porting of the code onto the EGI Grid
environment for the benefit of the involved community and for those
communities interested in exploiting production Grid infrastructures in
the same way.

1 Introduction

The increasing availability of computer power on Grid platforms has prompted
the implementation of complex computational codes on distributed systems and,
at the same time, the development of appropriate visual interfaces and tools able
to minimize the skills requested to the final user to carry out massive Grid cal-
culations. The work has been carried out within a collaboration with the User
Support Unit of the Italian Grid Infrastructure (IGI) [I] and the INFN-Legnaro
National Laboratories (INFN-LNL) [2] aimed at implementing a complex engi-
neering simulation software use-case on distributed systems making use of the
IGI web portal is here presented and discussed.

IGI is a Joint research Unit (JRU) made of 18 Italian academic and research
institutions that is based on a Memorandum of Understanding (MoU) [3] signed
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on December 2007 and has been active in various national and European Grid
projects [4H0]. IGI is actively participating to the EGI-InSPIRE project [7] and
is one the largest National Grid Initiatives (NGI) of the European Grid In-
frastructure (EGI) [§] with a recognized leadership both in the Grid technology
development and in the management of the distributed computing infrastructure
operations supporting research communities. The Italian Grid Infrastructure cur-
rently consists of more than 50 geographically distributed sites, providing about
33000 computing cores and 30PB of storage capacity and supports more then
50 Virtual Organizations with thousands of active users. The infrastructure im-
plements a customized version of the gLite [9] middleware distributed by the
European Middleware Initiative (EMI) project [I0]. One of the role of IGI is
to satisfy the compute and storage demand of various user communities such
as high energy physics, computational chemistry, bioinformatics, astronomy and
astrophysics, earth science.

In the present paper we describe the porting to the Grid of a software package
related to the SPES experiment [I1] carried out at the INFN Legnaro laborato-
ries and concerning the electro-thermal design of high temperature devices for
the production of Radioactive Ion Beams. The related numerical computing is
strongly non-linear mainly because of the radiative heat transfer computation,
and require a relevant computational power to obtain a solution.

The application chosen to be ported to the Grid environment, making use of
the IGI resources is the ANSYS® commercial suite [12]. ANSYS®) is an engi-
neering simulation software (computer-aided engineering, or CAE) that offers a
comprehensive range of engineering simulation solution sets providing access to
virtually any field of engineering simulation that a design process requires. In
the present work the ANSYS®) suite has been installed and configured in some
IGI sites. A web interface to run the simulations exploiting the production Grid
services was provided through a dedicated graphical interface of the IGI Web
Portal [I3] which is a powerful and easy to use gateway to distributed computing
and storage resources.

At present, for its features, the ANSYS® package has been used as a Grid
computing test bed with the aim to extend the work done to other applications
belonging to different domains such, for example, computational chemistry which
is represented in EGI by an active community.

This paper introduces the original ANSYS®) code and the way it was ported
onto the IGI/EGI platform. The purpose of our work is twofold. We are aiming
in fact both at creating a user friendly Grid application which is beneficial for
the SPES community and to introduce a method that can be applied by other
groups to port parameter study style applications based on commercial suites
onto production Grids. Because of the method adopted and of the tools used we
believe that several e-Science communities would be able to follow the same ap-
proach and exploit production Grid infrastructures in the same way. The method
we chose is quite generic and resulted in a parameter study application that im-
plements parallel execution of the code, using several Grid computing resources
simultaneously. The IGI web Portal tool used to create the customized web
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interface can be used on all the major production Grids based on the European
Middleware Initiative (EMI) [10] middleware stack.

This paper is organized as follows: in section 2 the articulation of the ANSYS®
program is described; in section 3 a benchmark calculation is discussed; in section
4 the steps needed for the Grid porting process of the application are illustrated;
in section 5 the results obtained using the Grid enabled version of the code and
related performances are analyzed. Our conclusions are summarized in section 6
where we argue that thanks to the exploitation of Grid resources the user com-
munity work with ANSYS®) ported into the Grid environment is more effective
if compared with their usual workflows run on local resources.

Other application domains and research communities could benefit from the
collaboration with the IGI User Support Unit to port applications to production
Grids.

2 ANSYS Program Overview

The ANSYS® suite is a FEM (Finite Element Method) commercial program
for simulations of models belonging to various physical environments to simulate
problems concerning mechanical, thermal, electrical, magnetic, fluid dynamics
matters. Depending on the model to simulate various packages of the ANSYS®
suite are available, as the Mechanical, Fluid Dynamics, Electromagnetic and
Multiphysics.

Accordingly, ANSYS®) covers with its packages the following main tasks and
disciplines:

1 Mechanical: this is the most used package of the ANSYS®) suite. It allows to
simulate static, transient, modal or harmonic structural analysis, also in large
displacements or with non linear material behaviour, contact effects, static or
transient thermal simulations with conduction, convection or radiation heat
exchanges, static, harmonic or transient magnetic and electrostatic analysis.
The coupling between the various fields is allowed only if the element used
for the FEM analysis has the degrees of freedom of all the concerned fields.
This package uses ANSYS® Parametric Design Language (APDL), that
allows to launch the simulations without a graphic interface inputting the
instructions by text files.

2 Multiphysics: this package is needed by those computational analysis that do
not have in the "Mechanical” package corresponding elements with all the
degrees of freedom of the concerned fields of the simulation. Moreover its use
is recommended for weakly coupled physics fields where the results carried
out in a specific field influence the others (but not viceversa) by limiting the
use of two-way coupling simulations which take longer calculation time.

3 Fluid Dynamics: this environment allows the resolution of model flow, turbu-
lence and heat transfer on fluids, with the possibility to take in account the
combustion reactions, bubbles formation and multiphase systems. The simu-
lations can be executed by using two different packages: FLUENT, the newest
model flow package and CFX (Computational Fluid dynamiX), the oldest
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model flow package. These packages have been integrated in the ANSYS®
suite in the recent years and for this reason they are not using APDL
commands;

4 Electromagnetic: this environment can be simulated by using Maxwell or
HFSS (High Frequency Structural Simulator) packages according to the
type of the analysis carried out by the user. The Maxwell package allows
to simulate electromagnetic and electromechanical devices including motors,
actuators, transformers, sensors and coils using the accurate finite element
method to solve static, frequency-domain, and time-varying electromagnetic
and electric fields. On the other hand the HFSS package is used for 3D
full-wave electromagnetic field simulation for high-frequency and high-speed
components.

Most often observable properties are the results of averaging (or integrating)
over energies, time, etc. which means that ANSYS®) runs have to be repeated
a large number of times making the exploitation of the distributed resources
available in Grids highly effective for this kind of analyses.

3 Heat Dissipation Simulation of the Radioactive
Isotopes Production Target

The SPES project (Selective Production of Exotic Species) is a multi user project
aimed to develop a Radioactive Ion Beam (RIB) facility to cover interdisciplinary
applied physics in the fields of medical applications, material science and nuclear
physics.

The core of the facility is the apparatus shown in Figure [Il where 7 coaxial
discs made by uranium carbide (UCs 4 2C, namely UC,) are impinged by a 40
MeV proton beam yielding radioactive isotopes by nuclear fission. The power
deposited by protons in the disks is dissipated mainly by thermal radiation. The
spaces between the disks in the axial direction strongly influence the mechanical
stresses and the temperatures of the disks which can reach 2300°C'. The disks
are placed in a graphite box that is in turn hosted in a Tantalum tube. An
electrical current is flowing through the tube and contributes to control the
target temperature field and the thermal stress in the disks. Finally the isotopes
produced in the target are collected by the transfer line and directed to the ion
source, where they are ionized and accelerated by a 40 kV potential field.

To optimize the aforementioned components, simulations with the ANSYS®
suite are performed studying in detail their thermal, electric and structural be-
havior thanks to FEM models.

For the electrical field, the gradient of the electric potential V' (z,y, z) defines
the current density j(z,y, z) according to Ohm’s equation:

j ! \A% (1)
Sy
where p(T') is the electrical resistivity dependent on the temperature. Since the
electrical resistivity of materials is influenced by temperature and, on the other
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Fig. 1. Sketch of the core of the SPES facility and its components
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hand, Joule heating (see eq. [2)) affects the temperature field of the system, the
thermal and the electrical problems are coupled.

G=-VV-j (2)

where ¢(z, y, z) is the heat power dissipation per unit volume and the dot symbol
is the scalar product between the two vectors.

For this reasons with the ANSYS® mechanical package a two-way coupling
simulations are performed, making use of elements characterized by two degree
of freedom: temperature and voltage. In particularly for the thermal field, con-
vection is not taken into account, considering that the components are closed
in a high vacuum environment. The conduction and radiation, the heat transfer
modes governing the thermal behavior of the system, are solved in conjunction:
the radiative heat fluxes, coming from the solution of the radiative problem (see
eq. ), are assigned as boundary conditions to the conductive problem, whereas
in the superficial temperature distribution, the solution of the conductive equa-
tions (see eq. M) provides boundary data to compute the radiative heat fluxes.

N 16 1-¢ al
i —cq 4
_F_. g — i — F: g T 3
)OI T Gl | RS SR LR G
=1 i=1

In equation [ [I4] ¢; is the hemispherical total emissivity of surface i, &;; is
the Kronecker delta (6;; = 1 if i = j;d;5 = 0 if i # j), F;—; is the radiation
view factor, g; is the net rate of energy loss per unit area by radiation from the
surface i, o is the Stefan-Bolzmann constant and T; is the absolute temperature

of surface 1.
1o} oT 0 oT 1o} oT . T
Ox (k6x>+6y(k6y)+6z (kﬁz)+q_pct @)

In equation[ [I5] T'(z, y, z) is the temperature field in the volume V|, ¢ is the time,
p, ¢, k are respectively the density, the specific heat and the thermal conductivity
of the material and ¢ is the heat source per volume unit.
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To calculate the stresses induced by thermal gradients, the Multiphysics pack-
age is used. The temperature’s field obtained thanks to the thermal-electric sim-
ulation is assigned as a body load at the nodes in the structural analysis, as
showed in eq.

e =[D] "o+ aAT (5)

where ¢ is the total strain vector, D is the elastic stiffness matrix, ¢ is the
stress vector, « the vector [ag oy o, 00 O}T containing the coefficients of ther-
mal expansion, AT (x,y, z) is the temperature difference between the current
temperature and the initial one.

The present simulation is a typical one-way coupling simulation because only
one field strongly influence the other (but not vice versa).

In Fig.[2lan example of the temperature’s results carried out from the adoption
of the FEM method are showed. In the model a current (from 600 A to 1300 A
with steps of 100 A) coming from the left lateral wing and going to the other, is
simulated passing through the Tantalum tube, which has an external diameter
of 50 mm and thickness of 0.2 mm. The temperature results are reported in
Table [l

Table 1. Results carried out from the adoption of the FEM model

I [A] Volt [V] Ty [°C] T2[°C]
600 2.72 1144.46 1166.97
700 344 1271.93 1296.06
800 4.20 1391.09 1416.86
900  5.02 1503.64 1530.95
1000 5.87 1610.40 1639.18
1100 6.76 1712.18 1742.42
1200 7.69 1809.64 1841.39
1300 8.66 1903.41 1936.69

4 The Adopted Tool: IGI Web Portal

The already described suite ANSYS®) has been installed and configured in some
sites of the IGI domain and a web interface to run the simulation exploiting the
production Grid services was provided through a dedicated portlet of the IGI
Portal (see Fig. B). The IGI web Portal is a powerful and easy to use gateway
that enable the final user to access the Grid infrastructure, supporting the user in
many tasks by hiding the inner complexity of Grid infrastructures usage (proxy
credential handling, job submission, data management, error recovery, etc.). As
the IGI portal is based on the Liferay technology [16], web Graphical User In-
terfaces (GUI) can be added as dedicated portlets [I7] enhancing the flexibility
and the possibilities of customizations.
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Fig. 3. Sketch of the main porlet developed for ANSYS®) suite and integrated in the
IGI Portal

The user can access the Portal functionalities by using (i) a federation mem-
bership (actually EQuGAIN [18] and Idem [I9] are supported); (ii) a personal
certificate released by a valid Certification Authority and a membership to a
proper Virtual Organization (VO) supported by the Infrastructure. Since the
ANSYS®) suite is a commercial package, to be compliant with the terms of li-
cense imposed by the seller, a license handling mechanism has been implemented
based on standard Flex servers [20] and on the EMI VO Management Service
(VOMS) [2]. This mechanism enable the ANSYS® runs only for those users
that have been registered in a proper VO group managed by the local license
owner. In the present case the group is called ”ansys” and belongs to the GRIDIT
VO.

In a typical usecase the user provides the initial input files and configuration
parameters and waits for the results until the calculation is terminated. For this
reason the developed graphical interface (see Fig. ) enables the user to upload
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Fig. 4. Sketch of the dedicated porlet developed for ANSYS®) suite. A proper graphical
interface has been developed to set the needed parameters.

the needed input files and to set the relevant simulation parameters such the
number of CPUs that have to be used for a single submission.

The above described execution process may take several hours, even days
using the resources available to run this application. As the granted amount of
CPU time is limited on Grid sites (from 12 hours to few days), special care was
taken in handling the checkpointing of the calculation where a set of specialized
bash components have been developed with the twofold purpose of setting the
computational environment needed to run the application and monitoring the
computation time allowing a safely interruption of the application. In the first
version of the developed GUI interface, at the end of each calculation the user
had to retrieve the related output files directly from the IGI Portal, analyze
them and submit a new job to continue the current work.

To meet the requirements of the SPES community we developed a first pro-
totypical workflow using the WSPgrade workflow engine [22] able to monitor a
set of continuous runs in an automated way. In the automatic workflow (see Fig.
[) each step is conditioned by event-related dependences occurring at runtime
making possible the execution of complex analysis involving both structural and
electro-thermic models.

For security reasons and to avoid possible execution inner loops, the workflow
has been equipped with a total amount of 10 consecutive job submissions (that
is equivalent to an average of 10 days of continuative calculation for a single
experiment). If the simulation time granted to the user by the adoption of the
workflow is not enough, a new workflow can be submitted starting from the
outcomes of the previous run. This approach increases the feeling of the users
with the submission procedures with a consequent reduction of support requests.

As an added value, the combined use of the GUI interface and the implemented
bash components make the whole Grid execution process completely transparent
to the final user, requiring his/her evaluation only for those application-related
failures which may occur during the calculations.

Another crucial aspect of such long time simulations is the evolution’s audit
of the calculations at runtime. In this case we made use of the SRM [23] client-
server functionalities which enable to copy selected files from the Worker Node
(WN) where the job is physically running to a Grid Storage Elements (SEs),
where the file are stored in a temporary or permanent way. Using the same
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Fig.5. Sketch of the dedicated workflow (and related components) developed for
ANSYS®) suite. The workfow enable the final user to perform an equivalent to 10
days run of continuous simulation limiting any intervention.

SRM functionalities, the files in the SE are made available for inspection at
runtime and can be accessed by the user directly via the web GUI.

The main bash functions which interact with the GUI are here described:

SETENYV Checks the environment parameters (both provided by the GUI
and set in the WN) needed to start the calculation

USERFOLDER Checks if user-folder exists using the SRM-client function-
alities and create it, if needed;

PREPARETOPUT Uses the PreparetoPut function implemented in the
SRM-client to copy a rewritable file(s) in the SE and store it for a limited
amount of time (file lifetime has been set by default to 24 hours);
PREPAREINPUT Retrieves the input file needed for the calculation de-
pending on the value provided by the GUI (first run or resubmission after
hang-up);

RUNNINGAPP Runs the executable monitoring its activity for a fixed
amount of time, that depends from the CPU time assigned by the batch
system to the queue where the job is running, and gracefully kill it allowing
a safe interruption of the application. This component implements a check
procedure that, at fixed intervals, control the status of the running applica-
tion and uploads the needed file(s) to the SE.

- CHECKLOGS Uploads the file(s) created by PREPARETOPUT function

to the SE making use of specific commands available on the WNs.

- PREPAREOUTPUT The function manages the output files carried out from

the calculations acting on both sides: from the WN selects the output files
making a univocally named archive; from the SE (i) removes the oldest out-
put file, if it exists, (ii) rename the output file carried out from the previous
run assigning a proper name, (iii) copies the actual output file from the WN
to the SE (in this case the file lifetime has been set by default to 7 days).
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Moreover, an automated notification mechanism has been implemented in the
IGI Portal. This mechanism enables the user to set the Portal to send customized
e-mails when the simulation is completed or when the proxy lifetime is close to
expire.

The features implemented in the IGI Portal enables the user to perform long
time simulations on the Grid infrastructure in a completely transparent way
and to retrieve the outcomes of the calculation directly via web. In this way
the user can check the consistency of the output at runtime, evaluating possible
strategies aimed at saving time, computing resources and at avoiding waste of
license usage.

5 Performances

The workflow developed for the ANSYS® suite was implemented in the IGI
web portal [I3] and all the scripts and processes for the Grid execution were
generated in order to meet their requirements. The executables derived from the
ANSYS® Release 13.0 and compiled on Linux SL5 platform look for OpenMotif,
OpenMP and Mesa libraries that should be already installed in a typical Linux
installation.

Local compilation assures that the program is binary compatible with the
Computing Elements of the IGI Grid and that the program will not run into
incompatibility errors due to the lack of fundamental libraries.

The Grid enabled version of the ANSYS®) is executed simultaneously on mul-
tiple IGI resources. Because the time spent in the submission stage is neglegible
compared with that of the ANSYS®) run, the latter is the dominant contribution
to the overall execution duration. One execution of a single instance of ANSYS®)
on a Intel machine with 2.3 GHz CPU and 4 GB memory takes from 40 to 50
hours, depending on the chosen parameters values in the case-study. The main
benefit of the grid implementation is the possibility of running ANSYS for dif-
ferent sets of parameters during the same time window on the resources of the
VO. As the average execution time for a single instance of ANSYS®) on the Grid
is almost equivalent to the one on a dedicated local machine, the added value
of Grid runs is the possibility to submit in parallel different sets of concurrent
simulations. Accordingly, as soon as there are at least 6 ANSYS®) jobs running
simultaneously, the Grid based execution is advantageous because 6 jobs running
simultaneously on 6 IGI Grid resources will take on average 2 days. Meanwhile,
the same simulation would take about 10 days on a local machine. The more
parameter study jobs are executed, the higher speedup can be achieved on the
Grid.

As the present work is in its prototypical implementation, there are still some
disadvantages that have to be addressed and related on the use of the ANSYS®)
suite. In fact, it is not yet possible to use inner approaches as the multi-load
step with the automatic resubmission and some methods for the parametric
optimization.
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6 Conclusions

The paper describes the work done aimed at porting the ANSYS®) suite onto the
EGI Grid environment as a result of a collaboration between the User Support
Unit of the Italian Grid Initiative and the INFN-Legnaro National Laboratories
(INFN-LNL). The porting of legacy applications onto the Grid infrastructure,
together with the development of the related workflows and gateways, is being
carried out as part of a more general effort to build a solid platform, offered
to users as a service, for assembling accurate multi scale realistic simulations.
Although repeated submissions in the workflow can make the execution of a
ANSYS®) run slow if compared with a local machine, the overall execution time
of a parameter study simulation is far shorter on the Grid environment than on
a local CPU. For the SPES community case study the overall Grid execution
time is smaller than that of the sequential execution for a parameter space larger
than 2.

The implemented case study demonstrates not only the power of interdisci-
plinary group work, but also details the application porting process, providing
a reusable example for other groups interested in porting their applications to
production Grid systems. It is the case of the Computational Chemistry com-
munity operating in EGI which pursue the goal of designing user friendly Grid
empowered versions of the molecular system simulation workflows SIMBEX [24]
and GEMS [25].

Acknowledgments. Authors acknowledge A. Prevedello and M. Marin for
their collaboration in testing the system and for the information given related
to the observed problems. The research leading to the results presented in
this paper has been possible thanks to the grid resources and services pro-
vided by the European Grid Infrastructure (EGI) and the Italian Grid Infras-
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Abstract. The paper describes the design and the implementation of a built-in
assistant software module aimed at managing the metadata of a federation of
collaborative repositories of learning objects. The paper focuses mainly on the
standardization of the classification criteria and their application to Molecular
sciences.
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1 Introduction

The progress made during the EGEE [1] and the EGI-inspire [2] European projects,
has allowed the Chemistry, Molecular and Materials Science and Technologies
(CMMST) community to set up a Virtual Team (VT) [3] of the European Grid
Infrastructure (EGI) [4] devoted to grounding the assemblage of a homonymous
Virtual Research Community (VRC). VRCs are groups of like-minded researchers,
organised by discipline or computational model, which can draw benefits from having
a partnership with EGI. For example, they can benefit from resources and support
available within the National Grid Infrastructures (the main stakeholders of EGl.eu)
as well as from the workshops and forums organised by EGI. VRCs can also receive
support on resolving specific technical issues with EGI services and they will
constitute a pillar of the user-focused evolution of EGI’s production infrastructure.
The mentioned Virtual team is committed to document the evolution of the
community from the existing CMMST Virtual Organizations (like COMPCHEM [5]
and GAUSSIAN [6]) into a VRC. Such VRC will represent the CMMST community
in EGI, will identify the technologies, resources and services already existing within
EGI and usable to satisfy the requirements of the users, will single out the
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© Springer-Verlag Berlin Heidelberg 2013
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technologies to be developed or imported into EGI and integrated with the production
infrastructure in order to allow the VRC members to efficiently manage the relevant
tasks.

As a result, the main task of the CMMST VRC will be the collaborative
exploitation of research and its application for innovation to fields like Chemical
Engineering, Biochemistry, Chemometrics, Omic-sciences, Medicinal chemistry,
Forensic chemistry, Food chemistry, Materials, Energy, etc. At the same time,
however, increasing emphasis is being put on the collaborative development of
research based education. Such challenge has been undertaken in Europe by the
European Chemistry Thematic Network Association (ECTNA) [7] that has
established for that purpose a Virtual Education Community (VEC) [8, 9]. By relying
on the same technological ground as the CMMST VRC, the VEC takes care of
supporting harmonization of Chemistry curricula (including related labels), exploiting
the use of modern computing technologies in education (including electronic self
evaluations tests) supporting institutions bearing Eurolabels (like the Erasmus
Mundus consortium for the master in Theoretical Chemistry and Computational
Modelling (TCCM) [10]).

Along this line, our laboratories have started working on tools storing, identifying,
localizing and reusing CMMST educational materials. Such materials are often the
result of a complex process requiring time consuming calculations and the use of
sophisticated multimedia rendering products whose objective is the offer of support to
students attempting to understand physical phenomena and chemistry processes at
microscopic (nanometer) level. In our approach such a block of knowledge is packed
into units (called Learning Objects or shortly LOs). LOs are self-consistent, modular,
traceable, reusable and interoperable blocks of knowledge which do not only
represent consistently a well defined topic but do also bear a specific pedagogical
background and embody a significant amount of multimediality and interactivity.
Their size usually corresponds to a content of 7(+/-2) concepts (as suggested by
CISCO [11]) delivering the front teaching content ranging from % to ¥2 ECTS credits.
The development of Grid technologies has made available a robust platform for
empowering LOs with distributed repositories assembled by federating local
repositories on the Internet as we did when developing G-LOREP [12] a distributed
and collaborative repository of LOs. After all, the building of a system of distributed
LO repositories exploiting the collaborative use of metadata has in fact already shown
to play a key role in the success of physical sciences teaching and learning.

Key features of G-LOREP are its native suitability for heterogeneous environments
and materials as well as its decoupled and evolutionary structure. This has stimulated
the development of an efficient tool for filing and retrieving distributed information
and has suggested the following structuring of the paper:

In section 2 metadata and taxonomies of our taxonomy assistant are discussed, in
section 3 related inherence criteria are analysed, in section 4 a CMMST use case is
presented and in section 5 some conclusions are drawn together with indications for
future work.
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2 The Taxonomy Assistant

2.1 Metadata and Taxonomies

The non automatic tagging of a LO is a long, costly, and error prone subjective
process. For this reason the adoption of metadata (data about data: a metadata record
consists of a set of attributes or elements describing the considered set of data)
standards and of related automatic tagging procedures is extremely important. During
the last few years, various open metadata standards have become popular (e.g. IMS
[13], SCORM Dublin Core [14] and IEEE LOM [15]). An analysis performed on the
following criteria:

Easing the acquisition and usage of learning instruments.

Allowing both automated and user-driven content retrieval.

Supporting LO re-use in multiple learning contexts.

Fostering content interoperability (information share and exchange using
whichever technology compatible with the learning system).

Made us adopt the Dublin Core standard that is developed by the workgroup (DCMI
Education Community) [16]. The Dublin Core Metadata is made of 15 descriptive
elements. It has been engineered to enable the LO authors to describe their content in
a standardized way. Essential characteristics of the Dublin Core are simplicity,
interoperability and flexibility. Its success is due to the easy intelligibility of the
descriptive elements, to the universally accepted semantics and to its straightforward
application to different languages.

However, the Dublin Core algorithm is often too general to appropriately describe
specific LOs. For this reason the user has often to extend and personalize the metadata
schema to the end of making them accommodate his/her specific educational needs.
The (undesirable) consequence of this is the fact that a change of the metadata
disrupts interoperability (unless a mapping of the application profiles is provided).
Despite this, several projects adopt the Dublin Core and join related initiatives.
Moreover, the Dublin Core metadata does not fully meet the attributes required to
describe the pedagogic perspective of the LOs such as: beneficiaries, autoconsistency,
didactic level, quality indicators, etc. aspects which are better addressed (and solved)
by other metadata standards and in particular by the IEEE Learning Object Metadata
(LOM) one. LOM is the standard stating the minimum set of properties necessary to
LO management, allocation and evaluation. It has been approved by the IEEE
(Institute of Electrical and Electronics Engineers) in July 2002 (code 1484.12.1-2002)
and specifies a conceptual schema defining the structure of a metadata instance
for LOs.

In particular, the IEEE section Learning Technology Standards Committee (LTSC)
created a Learning Object Metadata standard (LOM). As shown in Figure 1 LOM is
articulated into nine descriptive areas (categories) containing groups of attributes
arranged in a tree structure and resulting in a total of 70 descriptive elements.
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Educational Category

active: Active learning (e.g., learning by doing) is supported by content that
directly induces productive action by the learner.

Genel’a| Interactivity Type expositive: Expositive learning (e.g., passive learning) occurs when the
f learner's job mainly consists of absorbing the content exposed to them.
L| eCyCle mixed: A blend of active and expositive interactivity types.
Meta- exercise, simulation, questionnaire, diagram, figure, graph, index, slide,
Learning Resource Type table, narrative text, exam, experiment, problem statement, self
metadata assessment, lecture
TeChr“CaI Interactivity Level very low, low, medium, high, very high
Ed Uhcat|0na| i Semantic Density very low, low, medium, high, very high t
ights
g o Intended End User Role teacher, author, learner, manager
Relation
. Context school, higher education, training, other
Annotation
i 1 Typical Age Range range
Classification I D RE o)
Difficulty very easy, easy, medium difficult, very difficult
typical Learning Time open text element
description open text element
language standardized def.

Fig. 1. The IEEE Learning Object Metadata

2.2  Taxonomy Assistant 2.0

The classification of educational objects (like the LO ones) is instrumental to the
purpose of organizing entities of the knowledge domain in a way that enables their
efficient re-use and their automatic handling. This is grounded on appropriate tree
classifications (taxonomies) that are based on the subdivision of the set of related
entities into more homogeneous subsets easier to handle for search and cataloguing.
In our work we have adopted Taxonomy Assistant 2.0 (TA2.0). TA2.0 is a Drupal
module that once installed interacts with the LOs via the existing linkableobject and
dis_cat modules. TA2.0 analyses the related textual content entered by the user as LO
description in order to help with the selection of the category better related to the
object. For that purpose TA2.0 generates a message whose formulation varies
depending on the proposed text and other contextual variables (like, for example,
whether or not the user has selected a category). However, the user is not really bound
to accept the suggested text. He/she can edit, for example, the suggested text by
adding some words or changing the LO category into the one suggested to the end of
increasing its inherence. The TA2.0 algorithm works, in fact, on pattern matching
between keywords and the terms of the thesaurus. Therefore, it might happen that to
catch the actual meaning of a word appearing in various places with slightly different
connotations some integrations could become necessary.

In TA2.0 the different categories are arranged as a forest graph in which each tree
represents a science area (e.g. Computer Science, Mathematics, Physics, Chemistry,
Biology, etc.) that is composed of various sub-categories with the most specific ones
being the tree leaves and the most generic ones the roots.

Such structure is compliant with Various classification schemes such as the Dewey
Decimal Classification (DDC) [17] that has been used for describing our test
federation. The flowchart of TA2.0 is sketched in Fig. 2.
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inherence
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Fig. 2. The TA2.0 algorithm schema

by applying the following procedure:

1- the text is converted to lower case

2- all non essential characters are pulled out (punctuation marks, parentheses,

apostrophes, etc.)

3- all text words are checked against the list of stopwords' [18] in order to pull

out them.

! Stopwords are words of negligible interest, usually considered as not particularly meaningful
from searching engines. Among them one can name articles, pronouns, adverbs, and other

words whose interest is lowered by frequent usage.

-/
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The goal of that is to end with a series of words (keywords) deprived of inessential
terms and use them to query the database. In order to increase the probability of
catching meaningful correspondences between the text keywords and the database,
TA2.0 was enriched also with some elimination mechanisms based on standard
grammar rules (like singular/plural extension).

Each category is associated with a thesaurus made of a set of terms (synonyms)
having the same meaning in that category (synonyms may be composed of more than
one word). The fraction given by the number X of keywords found in the description
of the LO and the total number N of keywords defining the synonym is called
coverage. The coverage is used to the end of comparing the user submitted keywords
with those contained in the database. As to the already mentioned concept of
inherence, it can be quantified as follows: for all the records obtained from the query
each synonym is split into single words whose presence (as such) in the database is
counted. The result is taken as a measure of the inherence considered as the similarity
between the synonyms and the user text (and evaluate in this way the propriety of a
category assignment).

3 Inherence Criteria

3.1 Synonym Inherence as an Efficiency Index

The inherence of a synonym H, with a LO is the extent of relevance (or pertinence
P) of the given synonym in describing a LO. Therefore H; can be taken as an
efficiency index if the following assumptions:

a) let the value of H; be as high as the number N of words composing the
synonym;

b) let the value of H; for partial coverage depend on the recurrence of a word
among those composing the synonym (a coverage of “1 out of 3” must result
in a H value higher than the one associated with a coverage of “1 out of 4”);

are made. To work out an algebraic formulation of H; we make also the following
positions:

R; is the number of occurrences of the words in synonym i,

S; is the number of words composing synonym i,

K is the total number of valid keywords,

U;= R;/S; is the ratio between the number of occurrences of the words R;
found in synonym i and the number of words ; found in it,

e P, =S/K is the ratio between the words observed in synonym i and the
total number of considered keywords K (that is called either pertinence or
relevance).

At first the simple formulation of H; was taken to be the following power-like one

()

i

H,=R/'=R
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that gives 1 in the case of a “l out of N” coverage and gives N for a complete
coverage “N out of N”. Figure 3 shows the values of such H; function when plotted
against the number of occurrences for different values of the number of words
composing the synonym.

——1 word

s
wa

2 words

3 words

]
wn

4 words

Inherence H,

5 words

1 2 3 4
#of occurences (R;)

Fig. 3. The H; values plotted as a function of the number # of occurrences for different
numbers of words composing the synonym

As clearly shown by the figure, the value of H; is the same in both the “1 out of N”
and “1 out of 1” cases. This is in conflict with the requirement b) listed above. To
correct such behaviour, the H; function was then multiplied by U; obtaining the
revised form of the H; function,

whose behaviour is shown in Figure 4.

Moreover, we can exalt the inherence value of the most interesting synonyms by
multiplying the revised H, function by the relevance P;. Accordingly, the Hinherence
value of synonym i (Hy, ) is:

(5
Si R;
Si R i S;

Pi
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Fig. 4. The revised Hg values plotted as a function of the number # of occurrences for different
P;.numbers of words composing the synonym

3.2 Inherence of Categories

In order to work out more appropriate efficiency indices, the significance of repeated
partial occurrences in synonyms within a category has been calibrated. To this end the
quantities

e Relative inherence of a category, (H,)
e  Absolute inherence of a category (H,)

have been defined as the sum of all the synonym inherences H; of the considered

category and as the sum of the relative inherences H, associated to all the categories

found in the path root/node, weighted by the related level d, respectively.
Accordingly, the relative inherence H, is formulated as:

#of synonyms

H, = Z Hy,

i=1

By expanding the formula through the substitution of H; we obtain:

#of .Synonyms #of . Synonyms

R; 2
1 ) R?
U; Si
H, = E R'UP; > Hrz—K E (RS )Sz>

i=1 i=1
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To work out an algebraic formulation of H, we make the following positions:

d is the depth of the node,

R;; is the number of matching words found in the synonymous i at level
d,

S; 4 1s the number of words composing synonym i at level d,

Rig . .
Uia = SL'd is the ratio between the number of occurrences and the
’ id

number of words composing the synonymous i at level d,

We have further set specific positions in order to

a)

b)

)

avoid giving too much weight to a category with a H, value obtained from
many occurrences of partial coverage for different synonyms. In this case the
inherence is still given a power formulation (by doing so we exalt the
contribution of the complete coverage of one synonym);

account for the same partial coverage “X out of N” occurring more than one
time in a single category (if a word belongs to more than one synonym). In
this case the final H, value of the node is obtained by adding the H|
inherences of the various synonyms. For example, in the case of one
occurrence of “1 out of 2” coverage and two occurrences of “l1 out of 3”
coverage, the final inherence value is H, = Hy(“1 out of 2”) + 2*H(“I out
of 37);

exalt more specific categories. In this case the inherence value of each node
is weighted (by multiplying it by the level d in which the node is located in
the tree) and we add the inherence values of the nodes preceding the one
considered in the tree hierarchy.

In this way we work out the absolute inherence of a category obtained by adding the
relative inherence value of each ancestor category i lying on the path from the root to
the considered category multiplied by the level d to which the category belongs.

or

Riq
depth [ #of Synonyms |5, +2
| § Ri.d |
S.
d=1 \ i=1 id /

1
|
d|
I
|
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Fig. 5. The H, values plotted as a function of the number # of repetitions (or occurrences) for
different numbers of words composing the synonym

4 Use Case Procedure and Results

4.1  Tuning of the Procedure

Here a first comparison of the validity of the adopted procedure is performed by
comparing the classification obtained by evaluating H, for a set of publications
taken from the literature using the taxonomy tree adopted in ref. 19 with the one of
the official publisher. Then a second comparison is made after improving the
description of some categories of the tree following the indications obtained from the
first test. To perform the validity tests a database of title, abstract, and related
classification of a randomly selected sample of 40 articles published on JAMS [20]
was created. In order to carry out the comparison of the TA2.0 classification with that
of JAMS [21] the latter was converted into the DDC one.

Results obtained are shown in Figure 6 in which the frequency of occurrence of the
ranking deviation between our classification and that of JAMS is shown (deviation 0
means exact reproduction and deviation n means displacement of n places). As shown
by figure 6 the prediction of our method is exact in 27.5 % of the cases considered
whereas the remaining 65 % of cases our prediction deviates for less than 5 places.
Yet, there has been a residual 15 % of case for which our method was unable to
perform the classification.
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34 .
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Fig. 6. The number of classification deviations plotted as a function of ranking difference (in
brackets the percentage)

The results obtained after improving the description of the tree following the
indications of the journal are illustrated in Figure 7. As apparent from the figure there
is a tremendous improvement in the occurrence of exact prediction (50%) while in
65 % of cases our prediction still deviates for less than 5 places. At the same time the
percentage of unclassified cases lowers down to 12%.

This shows the validity of our TA2.0 algorithm and points out the importance of an
appropriate definition of the taxonomy tree.

4.2  Use Case Results

Before dealing with the application of TA2.0 on CMMST, we tackled a Mathematics
use case by considering a JAMS paper as a LO that was filed under the Dewey
category 515.73 (Topological vector spaces) and the paper's title and abstract were
input into the TA2.0 module. TA2.0 reacts to the user's choice and displays a list of
synonyms related to the selected category. The list can either be edited (if the user has
enough knowledge of the subject and of DDC) in order to choose the appropriate
category or the TA2.0 suggestion is followed and the user invited to integrate the
solution offered.

A similar roadmap is followed for the Chemistry use case. The user input is listed
in Figure 8.
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Fig. 7. The frequency of classification deviations plotted as a function of ranking difference
Title:
Coupling Quantum Interpretative Technigues: Another Look at Chemical Mechanisms in Organic Reactions €
Description (20 words):

A cross ELF/NCI analysis is tested owver prototypical organic reactions. The synergetic use of ELF and NCI enables
the understanding of reaction mechanisms since each method can respectively identify regions of strong and
weak electron pairing. Chemically intuitive results are recovered and enriched by the identification of new
features. Noncovalent interactions are found to foresee the evolution of the reaction from the initial steps. Within
MCI, no topological catastrophe is observed as changes are continuous to such an extent that future reaction
steps can be predicted from the evolution of the initial NCI critical points. Indeed, strong convergences through
the reaction paths between ELF and NCI critical points enable identification of key interactions at the origin of the
bond formation. WMD scripts enabling the automatic generation of movies depicting the cross NCI/ELF analysis

along a reaction path (or following a Born-Oppenheimer molecular dynamics trajectory) are provided as
Supporting Information.

Fig. 8. User input for TA2.0 in an Organic Chemistry use case

The user can now continue by editing the displayed fields in order to describe the LO,
and is encouraged to use the suggested synonyms. As soon as both the title and description
of the LO have been filled in, or upon explicit user request, TA2.0 is activated.

If the user does not already know which category is right for the LO, he/she can
enter the title and description of the LO in the appropriate fields, without choosing
any category. The assistant will then employ the algorithm described above to suggest
the most relevant categories to the user. The user can then choose the category for the
LO. If he/she does not choose the best category selected by the assistant, it will invite

the user to include more of the associated synonyms to improve the LO description
(see Figure 9).
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Categories suggested by Taxononomy assistant:

This is the list of categories that are compatible with the text and their value inherence (Hin value) and refevance (max for single term%s | tatal %)
(Remember that you hawven't yet selected a category from the vocabularies)

541.2 - Theoretical Chemistry (keywords: ‘reaction’ 'molecular bond’ "quantum’ )(Hin Value: 100) Relevance: (max:2.9%) | (Tot:15.9%)
541.36 - Thermochemistry & Thermodynamics (keywords: ‘reaction’ "formation’ ‘point” )(Hin Value: 35.3) Relevance: (max:1.4%) | (Tot: 7.2%)
541.39 - Chemical reactions (keywords: ‘reaction’ )(Hin Value: 25.5) Relevance: (max:1.4%) | (Tot:5.8%)

515.78 - Special topics of functional analysis (keywords: ‘analysis’ )(Hin Value: 17.6) Relevance: (max:1.4%) | (Tot:5.8%)

515.73 - Topological vector spaces (keywords: topological’ "continuous” )(Hin Value: 11.8) Relevance: (max:1.4%) | (Tot:2.9%)

541.34 - Solutions Chemistry (keywords: point’ }(Hin Value: 9.8) Relevance: (max:1.4%) | (Tot:2.9%)

543.6 - Non-Optical Spectroscopy (keywords: "electron’ "analysis' )(Hin Value: 9.8) Relevance: (max:1.4%) | (Tot:4.3%)

514.7 - Analytic Topology (keywords: 'analysis’ )J(Hin Value: 7.8) Relevance: (max:1.4%) | (Tot:1.4%)

547.2 - Organic Chemical Reactions (keywords: ‘reaction’ )(Hin Value: 7.8) Relevance: (max:1.4%) | (Tot:1.4%)

543.2 - Classical Methods (keywords: ‘analysis” }(Hin Value: 7.8) Refevance: (max:1.4%) | (Tot:2.9%)

512.5 - Linear Algebra (keywords: topological’ )(Hin Value: 6.5) Relevance: (max:1.4%) | (Tot:2.9%)

547 - Organic Chemistry (keywords: ‘organic’ )(Hin Value: 2.9) Relevance: (max:1.4%) | (Tot:1.4%)

514.2 - Algebraic Topology (keywords: ‘topological’ )(Hin Value: 3.9) Relevance: (max:1.4%) | (Tot:1.4%)

543.5 - Optical Spectroscopy (Spectrum Analysis) (keywords: 'molecular’ )(Hin Value: 3.9) Relevance: (max:1.4%) | (Tot:1.4%)
519.5 - Statistical Mathematics (keywords: ‘analysis’ )(Hin Value: 3.8) Relevance: (max:1.4%) | (Tot: 1.4%)

548.8 - Physical and Structural Crystallography (keywords:"method” }(Hin Value: 3.9) Relevance: (max:1.4%) | (Tot:1.4%)
543.8 - Chromatoagraphy (keywords: ‘analysis® )(Hin Value: 3.9) Relevance: (max:1.4%) | (Tot:1.4%:)

515 - Analysis (keywords: 'analysis’ )(Hin Value: 3.9) Relevance: (max:1.4%) | (Tot:1.4%)

514.3 - Topology of Spaces (keywords: ‘point’ )(Hin Value: 2.6) Relevance: (max:1.4%) | (Tot:1.4%)

541 - Physical Chemistry (keywords: ‘'molecular’ )(Hin Value: 2) Relevance: (max:1.4%) | (Tot:1.4%

Fig. 9. Results obtained from TA2.0 for the Organic Chemistry use case

5 Conclusion and Future Work

We hereby described TA2.0, an assistant which helps a user during the delicate
process of cataloguing a LO in a federation of distributed and collaborative
repositories. A correct LO classification is fundamental for other aspects and features
of G-LOREP a project based on distributed computing educational environments
like the one promoted by the VEC committee of ECTNA. In this respect, the search
process can greatly benefit from the usage of numerical descriptors for categories,
allowing both to retrieve and to let users navigate amongst related content. TA2.0
suggests to the user the correct place for a LO inside the taxonomy tree. The reported
test results have shown to satisfy the expectations of both mathematical and
Chemistry communities even if the algorithm will need further testing. The work has
shown also where future activities will have to be addressed: improving our taxonomy
forest, including more categories and more synonyms, hopefully with help from
Dewey and library science experts. The reason for this is that, during our tests, we
noticed a great improvement in the algorithm outputs while expanding our taxonomy
trees with more synonyms. In the meantime, the TA2.0 module will be adopted by our
G-LORERP test federates and will offer its helpful advice to the members of ECTNA
to allow them to upload new material to the federation. Further improvements will be
planned in the future by including machine learning techniques to enrich the
synonyms associated to each category in the taxonomy tree, by exploiting semantic-
based and computer-assisted tools and users feedback.
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Abstract. This paper evaluates the waiting time for a visiting schedule
created by a tour-and-charging scheduler for electric vehicles in Jeju city
area. As a promising vehicle network application, this service alleviates
the range anxiety of electric vehicles by finding an energy-efficient tour
schedule, alternately considering tour and charging. For the field test
on the real-life tour spot distribution and charger availability, 3 model
tour courses are selected first, each of which has the tour length of 155,
166, and 148 km, respectively, and different number of chargers on the
path. The evaluation process measures and compares the tour time and
thus the waiting time on 3 courses for tour schedules generated by our
scheduler and legacy traveling salesman problem solver. The experiment
discovers that our scheme reduces the waiting time by up to 21.1 % and
eliminates the waiting time if the stay time intervals are 90, 80, and 40
minutes for each course on the current distribution of spots and chargers.

Keywords: electric vehicle, rent-a-car business, tour-and-charging
schedule waiting time, real-life distribution.

1 Introduction

Current wireless communication technologies are able to provide stable con-
nections having reasonable bandwidth even for fast-moving vehicles. 5Snetworks,
VANETS (Vehicular Ad-hoc NETworks), and the like [I]. Particularly, cellular
networks make it possible for vehicles to ubiquitously access the global network
such as the Internet not restricted by space or time [I]. Moreover, as the telcos
are continuously lowering the communication fee, this network will host more
diverse vehicle applications. Here, connected vehicles can fully take advantage
of various and intelligent information services interacting with high-performance
servers. People can access the global network through in-vehicle computers such
as telematics devices or their own smart phones. Especially for the users in vehi-
cle, location-based services will be very useful and such services necessarily take
the current location obtained by the embedded GPS module.

* This research was financially supported by the Ministry of Knowledge Economy
(MKE), Korea Institute for Advancement of Technology (KIAT) through the Inter-
ER Cooperation Projects.
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In the mean time, electric vehicles, or EVs, are expected to gradually replace
gasoline-powered vehicles in the near future, as their energy efficiency is much
better [2]. However, the critical drawback of EVs lies in short driving range
and long charging time. The driving range denotes the distance a fully charged
vehicle can drive without additional battery charging. As for slow charging, it
takes about 6 ~ 7 hours to fully charge an EV, but it can drive just about 100 km
[3]. Moreover, this driving distance is further shortened by air-conditioner and
brake operations. Short driving range is not a problem for EVs mainly used in
our everyday lives as the daily driving distance hardly exceeds the driving range
as long as the drivers didn’t forget to charge their vehicles overnight. However,
the daily driving distance of tour rent-a-cars and delivery vehicles is usually
longer than the driving range.

Here, EVs can benefit from the vehicle network as many sophisticated ser-
vices can be provided to them via the network for the sake of overcoming their
problems in long charging time and short driving range [4]. For example, the
information server can not only search the energy-efficient route but also al-
locate a charging station having the smallest waiting time [5]. Particularly, as
battery charging can be done while the drivers are taking a tour, the waiting
time is dependent on the visiting sequence. Here, waiting time is the time length
a tourist must wait his or her EV battery to be charged enough to reach the
next destination. Our previous work first has designed an estimation model of
the waiting time for a given tour schedule accounting for this stay-and-charging
[6]. Then, the backtracking-based search scheme finds a visiting schedule having
the minimal waiting time. For this scheme, it is necessary to evaluate the per-
formance in a real-life tour environment. It is obvious that spatial distribution
and stay time of tour spots will affect waiting time.

In this regard, this paper tailors tour-and-charging scheduler and analyzes its
performance in Jeju city. Jeju area, as a smart grid test bed and a well-known
tourist place embracing plenty of natural attractions, possesses hundreds of EVs
and also hundreds of chargers over the whole island. Here, EV rent-a-car business
is about to start its service according to the ambitious vision of replacing whole
vehicles with EVs by 2030. The deployment of EVs to rent-a-cars will prompt the
society-wide penetration of EVs in delivery systems, public transportation sys-
tems, and the like. This paper is organized as follows: After issuing the problem
in Section 1, Section 2 reviews related work on intelligent EV services. Section 3
describes the tour-and-charging scheduler and geographically represents model
tour courses. Section 4 demonstrates the waiting time estimation results for 3
courses. Finally in Section 5, the study is summarized with a brief introduction
of future work.

2 Related Work

As an example of EV operation planning, [7] presents a multiple ant colony algo-
rithm to solve vehicle scheduling problems with route and fueling (or charging)
time constraints. Considering the limited travel miles of EVs, this scheme tries
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to minimize the charging time by means of efficient transit scheduling. Such
vehicle scheduling problems optimize fleet operations of public transportation
systems but belong to NP-hard category, inherently rooted from the well-known
traveling salesman problem, or TSP from now on [8]. Their algorithm is built
upon a multiple objective function to minimize the number of tours as well as to
minimize the total deadhead time, while the precedence is put on the first. Route
construction and trail update procedures are defined to regulate two conflicting
goals of fast convergence and prematurity avoidance. Particularly, a bipartite
graph model combined with its optimization algorithm minimizes the number of
required EVs to meet the charging time constraint.

[9] increases the driving range by finding an efficient route integrating the
information from diverse cooperative transport infrastructure such as charging
facilities and public transport. The main idea is to export all public transporta-
tion data to a graph, where the arc length is defined by time to move between its
two end points. Here, the arc weight is a combination of several parameters such
as time, cost, CO5 emissions, and city traffic conditions. This graph model ex-
tensively includes the data from heterogeneous transports including car and bike
sharing systems for multimodal planning in Lisbon area. The parameter orches-
tration will be completed in their final project year. In addition, some heuristics
are designed to reduce the memory data size in integrating diverse information.
Finally, a mobile application, running on on-board systems or smart phones,
helps the driver to find an efficient plan for EV-based multimodal journey.

In the mean time, electric trucks are also introduced to the market place and
large logistics companies, such as Fed Ex and Frito Lay, are testing and putting
them into service [10]. To examine the competitiveness of electric delivery trucks,
[10] builds a new analysis model integrating routing constraints, speed profiles,
energy consumption, and vehicle ownership cost. Particularly, the authors ex-
ploit a continuous approximation of the vehicle routing problem to estimate the
average cost of serving routes. This approximation is based on the spatial de-
mand density and derives analytical insights about the relation between involved
parameters to recognize key variables. Here, for the tour distance approximation
of a TSP, both the number of customers and the number of trucks are integrated
into the analysis model. Their research addresses that cost savings by the re-
duction of operation cost overcomes the high initial cost for purchasing electric
trucks in the logistics business.

3 Tour and Charging Scheduler

3.1 EV Rent-a-Car Tour

The Republic of Korea, after being designated as a smart grid initiative coun-
try in 2009, launched a smart grid test-bed in Jeju area, an island located in
the southernmost part of Korean territory. This enterprise is aiming at test-
ing leading-edge technologies and developing business models in 5 major areas
of smart power grid, smart place, smart transportation, smart renewables, and
smart electricity services. In the mean time, Jeju province is one of the most
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famous tour places in East Asia, having many natural tourist attractions includ-
ing beaches, volcanoes, cliffs, and so on. Hence, for environment preservation,
its local government is ambitiously trying to accelerate the penetration of EVs
to the entire island. As a step of this effort, an EV rent-a-car business is now
about to begin its service. According to the tour pattern analysis, most daily
driving distance is estimated to be a little bit longer than the driving range of
EVs, so an efficient tour and charging schedule can possibly make the tour more
convenient.

Figure 1 illustrates our system model. Charging stations and facilities are
scattered over the island area. Some tour spots have a charger, while others not.
Tourists renting out an EV select the tour spots they want to visit and submit
to the remote server along with its current location via the vehicle network.
They are not aware of whether a spot has chargers or not. The remote server,
essentially capable of performing high speed computation and manipulating large
data volume, searches the route having the minimal waiting time induced by EV
charging. The tour schedule takes into account the current EV location, road
network characteristics, battery capacity, and charging facility availability. Here,
as contrast to the fuel consumption of gasoline-powered vehicles, the battery
discharge model of EVs is very complex and affected by road shapes, slopes, and
driving conditions. So, it is parameterized and processed in spatial database [11].
The result is sent back to the tourists. If they are not satisfied with the tour
schedule, they will modify the selection and resubmit to the server.

Traffic information, charger tracking information

High—performance server Spatial database

Vebhicle network.

=

-{ 2@5’; GPS + Map
| & 9 L

Chargers ~ §_ &ug® EVs

i

Fig. 1. Vehicle network service architecture

Tour scheduling is basically a process of deciding a visiting order for a given
set of destinations. As a tour generally returns to the start position (rent-a-car
stations or hotels), it is equivalent to TSP. However, the schedule must try to
reduce waiting time not just on the driving distance. Waiting time takes place
when battery remaining is not enough to reach the next destination when the EV
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is to depart the current spot. Our previous work has designed a tour scheduling
scheme for EV rent-a-car tours based on the assumption that battery charging
can be conducted at each tour spot while the tourists are taking a tour [6].
It models the battery amount gained when this charging-while-stay is feasible.
Then, search space is traversed through backtracking-based methods or genetic
algorithms. The schedule having the smallest waiting time is taken as final route
recommendation. For more details, refer to [6]

3.2 Model Courses

The performance of this tour and charging scheduler is deeply dependent on the
distribution of tour spots and the availability of chargers. If the tour length is
less than the driving range of an EV, waiting time reduction is meaningless.
On the contrary, when the tour length is too long, the waiting time cannot be
tolerated by tourists even if it is much reduced by an efficient schedule. For its
validation, we select 40 most commonly visited spots in Jeju area and check
whether each of them installs EV chargers. Then, according to the geographical
affinity, 3 model courses are selected. Each course fits for a daily tour, consists
of 9 destinations, and different number of chargers. Model course 1 starts from
the hotel area in Jeju city and covers tour spots in east area. It has 5 chargers
along 155 km long route. Model course 2 covers the west area, has 2 chargers,
and is 166 km long. Model course 3 embraces the south area, has 5 chargers,
and is 148 km long. These courses are depicted in Figure 2.

The distance between each pair of 40 spots is calculated by means of the A*
algorithm for the road network of Jeju area. As the power consumption model for
each road is not yet completed, we just consider the distance of segments at this
stage. Our scheduler can work independently of link weights as long as they are
given as numerical values. Each model course creates its own cost matrix to run
a TSP solver, which traverses the search space and evaluates feasible schedules.
Actually, for 9 destinations, the execution time is not significant on average
performance personal computers, even if all feasible schedules are investigated.
Following the sequence alternately consisting of move and stay, the evaluation
process basically decreases battery remaining for a move between two consecutive
spots in the visiting sequence by the distance between them. At a stay, the
process checks if the spot has a charging facility. If it has, the battery amount
increases in proportion to the stay time. Here, every parameter is aligned to the
distance credit, which denotes the distance with current battery remaining.

The background image of Figure 2 is the road network of Jeju area. In its cen-
ter, there is a big mountain, so the road density is very low. The road network
density coincides with the population density. Large rectangles mark the loca-
tions of tour spots. Spots having chargers are additionally marked with charger
images. Each course is represented by a route calculated by a legacy TSP solver
which minimizes the tour length in network distance. As the shape detail of
each road segment is abbreviated, the actual distance can be larger than as it
looks. Course 1 has relatively large number of chargers, but they are located
along the coast area. The path across the mountain area looks charming to
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reduce the driving length, but it may increase the waiting time, as an EV must
be sufficiently charged before taking this path. Course 2 includes just 2 spots
having chargers, so the effect of our scheduler will not be significant. Course
3 has sufficient number of chargers and they are properly distributed over the
route.

4 Estimation Result Analysis

This section conducts the waiting time estimation for 3 model tour courses se-
lected in Section 3.2. A prototype version of the tour-and-charging scheduler
has been implemented using Visual C++ 6.0. There are some assumptions on
it. First of all, as the EV is charged overnight at a hotel, it is fully charged when
passengers start their daily trip. We compare the tour time, which includes the
waiting time for EV charging in addition to the pure driving time, with the clas-
sic TSP solver. It is obtained by O(n!) search space traversal, just considering the
driving distance criteria. Each experiment also measures the pure driving time
to investigate the added waiting time brought by EV charging. The experiment
assumes that the average EV speed is 60.0 kmh and an EV can drive 90 km
with 6 hour charging. Hence, the distance of 30.0 km corresponds to 30.0 min
drive while 1 minute charging earns 0.25 km credit. The initial battery amount,
or the distance credit, is 90.0 km.

The first experiment measures the effect of the stay time in each tour spot
having chargers. Even if the tour spot distribution is fixed, the stay time in
each spot will be different according to personal preference, weather, and many
other factors. The scheduling service can be more sophisticated if it combines
such information. However, it’s out of scope of this paper and we just focus
on the effect of stay time, changing it from 30 to 100 min. Figure 3 shows
the estimation result. Here, each course has its own pure driving time and it is
plotted by a straight line labeled with PureDrive. The pure driving time is not
affect by EV charging. For comparison, Figure 3 plots the tour time according
to the TSP solver and our scheme, marked by T'SP and EvSched, respectively.
Actually, reducing the driving distance contributes to reducing the waiting time.
The difference from the pure driving time will be the waiting time.

For Course 1, the difference between the TSP solver and our scheduling scheme
can be observed during the interval where stay time is between 80 and 100 min.
The waiting time linearly decreases according to the increase in the stay time for
both schemes. With the given charger distribution, the path across the mountain
can hardly be excluded in the route. Here, two schemes show quite similar wait-
ing time. When the stay time is 90 min, our scheduler finds a schedule having
no waiting time. Anyway, the performance gap between two schemes reaches 4.6
% when the stay time is 80 min. For Course 2, having the limited number of
chargers, we can hardly expect the advantage of the tour-and-charging scheduler.
Hence, both schemes show the same waiting time for the whole experiment range.
Course 3 can most benefit from the overlapped charging and tour. Our scheme
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finds the schedule having no waiting time already when the stay time is 50 min,
while the TSP solver cannot find such a schedule during the whole range. The
performance gap reaches 21.1 % when the stay time is 40 min.
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Fig. 3. Tour time for each model course

Next, charging facilities are sure to be installed in more tour spots according
to the penetration of EVs [12]. Hence, the second experiment measures the effect
of the number of chargers to the waiting time. In this experiment, stay time is
fixed to 50 min. If n out of 9 spots have chargers and n is less than 9, they
are selected randomly. Figure 4 plots the results. In Course 1, the tour-and-
charging scheduler reduces waiting time by up to 34.1 % when the number of
chargers is 4, compared with the TSP solver. Moreover, waiting time completely
disappears when the number of chargers is 5. For the TSP case, 6 chargers are
necessary. In Course 2, two schemes have the same waiting time for the whole
range. Their waiting time reaches 0 with 5 chargers. Here, the shortest driving
length minimizes the waiting time. Course 3 extends the performance gap to 35.2
% when the number of chargers is 4. It is because the tour spots are distributed
evenly, so many tour schedules closer to the shortest path are available and they
may have different waiting time. Then, we can just select the best of them.
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Fig. 4. Charging facility effects

5 Conclusion

As a major part of smart grids, smart transportation is aiming at achieving
energy efficiency in transportation systems. It mainly focuses on the fast and
large deployment of EVs into our daily lives. To overcome their problems in
long charging time and short driving range, an intelligent information service is
indispensable. This paper has presented first a tour scheduler for EVs, targeting
at EV rent-a-car business which is preferred in tour areas possessing natural
attractions. For the evaluation purpose, we have selected 3 model courses which
are most commonly taken in Jeju city area and run the tour-and-charging sched-
uler to compare the waiting time with the legacy TSP solver. The experiment
results reveal that our scheme reduces the waiting time by up to 21.1 % and
eliminates the waiting time if the stay time intervals are 90, 80, and 40 min
on each course. In addition, if more than 55.5 % of spots install charging facili-
ties, the waiting time in the tour will be eliminated, indicating that EVs can be
promisingly exploited by a tour rent-a-car business.

Actually, this paper has assumed that every charging facility is always avail-
able when an EV arrives, as the current power provision is sufficient considering
the current number of EV rent-a-cars. However, this assumption will be invalid
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when more EVs are deployed in the near future. In this case, the scheduler must
take into account the temporal availability of chargers and it will be built on a
reservation-based scheduler. This will be the future work in our research.
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Abstract. As device-to-device (D2D) communications enables direct
communication between user equipments, it can alleviate traffic overload
on base stations. Qualcomm has introduced a new OFDM-based syn-
chronous frame architecture for MAC/PHY, which is called FlashLinQ.
In FlashLinQ, D2D user equipments perform signal-to-interference ra-
tio based connection scheduling in order to distributively access wireless
medium. The connection scheduling scheme enables D2D user equip-
ments to simultaneously transmit data through same wireless medium.
However, in this scheme since D2D user equipments simultaneously per-
form the medium access, they unnecessarily may yield data communi-
cation. In this paper, we propose a scheme that D2D user equipments
adaptively perform connection scheduling by ignoring the interference
from D2D links which are expected to yield data transmission. We verify
that the proposed scheme can improve the system performance through
simulations.

Keywords: D2D communications, FlashLinQ, medium access, OFDM
system.

1 Introduction

Recently, as smart mobile devices have been supplied and various multimedia ap-
plications have been widely used, data traffic which has to be disposed in mobile
network has been sharply increased [II2]. The phenomenon makes data traffic
concentrated on base stations, and causes radio channels of base stations to be
overloaded. In order to solve this problems, device-to-device (D2D) communi-
cations has been considered as one of techniques which can be adopted in the
next generation cellular communication systems such as 3GPP LTE-Advanced.
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Since D2D communications enables direct data transmission between D2D user
equipments (DUEs) without relay of base stations, it can reduce data traffic
concentrated on base stations [3/4l5].

Qualcomm has introduced FlashLinQ (FLQ) for distributed D2D communica-
tions [67]. In FLQ, DUEs distributively access wireless medium based on single-
tone signaling. Because single-tone signals are transmitted through dedicated
resources for each D2D link, DUEs can exchange the signals without interfer-
ence. In order to access wireless medium, paired DUEs estimate the interference
from/to neighboring links. As listening the single-tone signals from neighboring
DUESs, DUEs can calculate signal-to-interference ratio (SIR) of them and neigh-
boring links, and can determine whether to yield the medium access depending
on the calculated SIR. This method is called connection scheduling in FLQ. The
connection scheduling enables one or more links to transmit data through whole
frequency band at the same time. However, in this method, because DUEs do
not know the scheduling results of neighboring links, they may excessively yield
medium access even though some links are actually impossible to transmit data
at a traffic slot. The excessive give-up makes the system performance degraded.

This paper proposes an adaptive connection scheduling scheme by ignoring
the interference from the links which are expected to yield the medium access.
In order to know which links will yield the medium access, we introduce an addi-
tional time slot with the purpose of information collection about the scheduling
results of neighboring links at each traffic slot. Based on the information, DUEs
can calculate SIR with only the links which are possible to transmit data, and
then determine whether to perform data transmission.

The rest of this paper is organized as follows. At Section 2, in order to explain
our proposed scheme, we describe the background knowledge about FL.Q. Section
3 and 4 explain the proposed scheme, and verify the improved performance by
the proposed scheme through simulation results, respectively. Finally, Section 5
gives a conclusion.

2 Backgrounds

In order to distributively perform direct communication, FLQ proposed a frame
structure composed of synchronization, discovery, paging, and traffic periods as
shown in Fig. 1. In the synchronization period, DUEs synchronize with other
DUEs. In discovery period, DUEs broadcast single-tone signals including their
own information and identify neighboring DUEs by exchanging the signals with
each other. At the paging period, DUE establishes a link with its correspond-
ing DUE. A communication link established between DUEs is allocated locally
unique connection identifier (CID). Then, DUEs perform connection scheduling
in order to access wireless medium, and DUEs succeeding in the medium access
perform data transmission in the traffic period. The traffic period consists of
connection scheduling, rate scheduling, data transmission, and acknowledgement
periods as presented in Fig. 1. The connection scheduling period is divided into
Tx- and Rx-orthogonal frequency division multiplexing (OFDM) blocks where
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Fig. 1. The frame structures of FLQ

Tx- and Rx-blocks are used for single-tone signaling of transmitting DUE (Tx-
DUE) and receiving DUE (Rx-DUE), respectively. In order to access wireless
medium, DUEs exchange signals by using Tx- and Rx-blocks. With consider-
ation of link priority and link quality, it is determined whether DUE accesses
medium or not. DUEs try accessing wireless medium by performing the signal
exchange. After the connection scheduling, Tx-DUEs of link which is successful
in the medium access transmit pilot signals to their paired Rx-DUEs, and then
the Rx-DUE responds to the pilot signals by sending signals including channel
quality indicator (CQI) in the rate scheduling. Finally, at the data transmis-
sion and acknowledgement periods, the Tx-DUEs transmit data traffic to their
Rx-DUEs and the Rx-DUEs acknowledge the reception results of the data.

2.1 Connection Scheduling in FLQ

The goal of SIR based connection scheduling is to find links which are able to
simultaneously transmit data through whole frequency band while maintaining
sufficiently large SIR. For the purpose, paired DUEs exchange single-tone sig-
nals through Tx- and Rx-blocks and they estimate SIR with considering other
links which have higher priority than their own. If the calculated SIR is lower
than a predetermined threshold, the DUEs yield their data transmission to the
higher-priority links. However, if the SIR is higher than the threshold, the DUEs
perform data transmission. In FLQ, the procedure is categorized as Rx- and
Tx-yielding determination. While Rx-DUEs estimate SIR by considering the in-
terference from higher-priority links at Rx-yielding determination, at Tx-yielding
determination, Tx-DUEs estimate SIR by considering the interference from its
link to higher-priority links.

In order to explain the procedure of the connection scheduling in FLQ, we
assume that only two links participate in the connection scheduling as shown
in Fig. 2, DUE A and C have data for DUE B and D, respectively and the
upper link (link 1) has higher priority than the lower link (link 2) does. Also,
hzy means the channel gain between DUE X and Y.
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Rx-Yielding Determination. At Tx-block, Tx-DUE A and C' transmit the
direct power (DP) signals with transmission power of P4 [W] and P¢ [W],
respectively. Then, Rx-DUE D receives the DP signals from Tx-DUE A and C,
and based on the received signal power, calculates the SIRp of link 2. If this
SIRp dissatisfies following Eq. 1,

PC X |hCD|2

- 1
PAX|hAD‘2 >R ( )

Rx-DUE D yields medium access due to the strong interference from link 1 at
corresponding traffic slot (Rx-yielding). On the other hand, if the SIRp is higher
than the threshold (v, ), Rx-DUE D transmits a inverse power echo (IPE) signal
to Tx-DUE C.

Tx-Yielding Determination. Here, since link 1 has the first priority, Rx-
DUE B does not perform SIR calculation, and transmits a IPE signal through
Rx-block with transmission power of K/(Pa - |hap|?) [W], where K means a
system constant number. Then, Tx-DUE C receives the signal with transmission
power of (K - |hpc|?)/(Pa-|hag|?), and estimates the SIR 5 in order to consider
interference effect from link 2 to link 1.

K x |hpcl®  Po_y _ Pax|hapl?
PA><|hAB|2 K Pc x ‘hBC‘Q
If the calculated SIR g dissatisfies Eq. 2, the DUE C yields data transmission to

link 1 (Tx-yielding). If not, DUE C performs data transmission after following
rate scheduling.

> VT (2)
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2.2 The Disadvantage of Connection Scheduling in FLQ

In the connection scheduling, some links may perform Rx- or Tx-yielding if
their SIR is lower than a predetermined threshold g, or vr,. This SIR based
scheduling causes unnecessary yielding problem which means that any link yields
data transmission because it considers interference from/to other higher-priority
links which are actually impossible to access wireless medium. In order to explain
the problem, we consider a environment as shown in Fig. 3.

Link 1
@‘—“,

---

e Signal

Link 3
@ _ @ ------ > Interference

Fig. 3. The example of cascade yielding problem among three D2D links

We assume that Tx-DUE A, C, and E have data for Rx-DUE B, D, and F,
link 1, 2, and 3 have priority numbers the same as their link numbers (e.g., link
1 has the highest priority.), and link 2 and 3 experience strong interference from
link 1 and 2, respectively. In this case, if three links simultaneously attempt to
access wireless medium, both link 2 and 3 perform Rx-yielding due to interference
from link 1 and 2, respectively even though link 3 is possible to simultaneously
transmit data with link 1. In other words, by considering interference from link
2 which is expected to yield the medium access to link 1, link 3 unnecessarily
determines Rx-yielding. In this paper, we define this problem as cascade yielding
problem.

M. Leconte et al. proposed a repeated connection scheduling scheme, where
DUEs perform Rx- and Tx-yielding determination one and more times at a traffic
slot [8]. In the connection scheduling in the basic FLQ, since DUEs attempt to
perform connection scheduling only once per a traffic slot, there is high possibility
that a D2D link yields to data transmission due to the cascade yielding problem.
In this scheme, as DUEs repeatedly perform connection scheduling based on
repeated Tx- and Rx-block structure at the same traffic slot. For example, if link
X yields to data transmission as a result of Rx- or Tx-yielding, the link can re-try
the connection scheduling through the second Tx- and Rx-blocks. Therefore, this
scheme enables to mitigate the cascade yielding problem and thus each link has
more opportunity for data transmission. However, in the scheme, since Tx- and
Rx-blocks should be repeatedly deployed several times in order to completely
solve cascade yielding problem, transmission time is decreased proportionally to
the growing number of repeated Tx- and Rx-blocks.
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3 Proposed Connection Scheduling Method

In this section, we propose a connection scheduling method that DUEs adap-
tively perform SIR based connection scheduling by considering yielding rela-
tionship where the relationship means that any link causes other links to yield
data transmission. In order to know the yielding relationship, DUEs collect the
information about scheduling results at each traffic slot. Then, based on the
information, DUEs calculate SIR by considering the interference from/to the
links which have higher-priority and are expected to access wireless medium.
The proposed scheme consists of information collection and adaptive connection
scheduling phases.

3.1 The Method of Gathering Yielding Relationship

In our scheme, DUEs collect information about scheduling results of neighboring
D2D links. However, in the existing structure of traffic slot, DUEs are unable
to know the results, since scheduled DUEs immediately perform rate scheduling
with full band signaling after connection scheduling. For information collection
of DUEs, we introduce a scheduling results broadcasting (SRB) OFDM block
which has the same structure as the existing Tx- and Rx-block. The SRB block
is located between connection scheduling and rate scheduling periods as shown
in Fig. 4. Each Tx-DUE which finally succeeds in medium access broadcasts the
single-tone signal through the SRB block. Then, as the remainder which does
not broadcast signals senses the SRB block, it can collects information about
which links are successful in medium access at every traffic slot.

Based on the scheduling results collected from SRB block, each DUE manages
the information as a table as shown in Fig. 5(a), where ‘41 and ‘-1’ respectively
mean success and failure in medium access of link j affected by link ¢, and ‘0’

~<«——Tx block——»«——Rx block——>«——SRB block—

1 129|578 |1 (29578 (1 ]29(57]85

2 30588 (2 30|58 (|8 | 2 |30 58] 86

3 131598 (3 31|15 (8|3 |31]|59] 87

28 | 56 | 84 | 112 | 28 [ 56 | 84 |112| 28 | 56 | 84 | 112

«——28 OFDM tones—

<-4 OFDM symbols—

Fig. 4. The connection scheduling structure in the proposed scheme
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means that the yielding relationship between link ¢ and j is not identified. The
initial value of each cell is set at ‘0’ and the values are updated every traffic slot.
In order to explain the way of updating the table, we consider the scheduling
results as shown in Fig. 5(b) where only three neighboring links perform connec-
tion scheduling and Tx-DUEs of the links which are successful in the medium
access broadcast single-tone signals through SRB block. Whether any Tx-DUE
transmits a single-tone signal is described as () and x symbols, respectively. In

» Victim link j n" TS  nt1"TS n2"TS
ij
1 2 3 Link1 || Link2 || Link3

|1 - +1 -1 O O O
TE Link2 || Link3 || Link1
22| +1 - -1 O X X
«<
ﬁ Link 3 Link 1 Link 2

3 -1 -1 - X O X

(a) (b)

Fig. 5. The example for the method of collecting the yielding relationship information
based on SRB block

Fig. 5(b), each column presents SRB blocks at traffic slot from n'* to n + 2t*
and a link which occupies the highest block has the first priority at the corre-
sponding traffic slot. Also, for the simple explanation, we assume that all DUEs
acquire the common information in this example. Through the SRB block of the
nt? traffic slot, while Tx-DUEs of link 1 and 2 transmitted single-tone signals
through the SRB block, link 3 did not transmit the signal. Then, by monitoring
the SRB block of n'” traffic slot, the DUEs update (1, 2) and (2, 1) cells with
‘+1’ shown in Fig 5(a), because this result means that link 1 and 2 can simul-
taneously transmit data. On the other hand, the values of the rest cell remain
as ‘0.

At n + 1" traffic slot, the DUEs determine that link 3 cannot perform simul-
taneous medium access with link 2, and then update the cell (2, 3) and (3, 2) as
1’ At n+ 2" traffic slot, as link 1 fails in the medium access due to link 3, the
cells (1, 3) and (3, 1) are updated as ‘-1’. In this way, each DUE monitors the
SRB blocks, and manages the scheduling results as a table at each traffic slot.
This information is used for adaptive connection scheduling while continuously
updated each traffic slot.
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3.2 The Adaptive Connection Scheduling

In the adaptive connection scheduling, DUEs perform SIR based connection
scheduling, considering both the collected information and priority of D2D links.
Each link calculate SIR by excluding the interference from/to the links which
have higher-priority and are expected to yield medium access. Fig. 6 shows an
example in order to explain the procedure of the adaptive connection scheduling.
In this example, we assume that there are four D2D links and their priority is
the same as their link numbers. They simultaneously participate in connection
scheduling and each DUE has the same yielding relationship table as shown in
Fig. 6(a).

In Fig. 6(b), each column presents Rx- or Tx-yielding determination process
of links where () and X symbols mean success and failure in medium access,
respectively, and A symbol presents that DUEs do not know whether the cor-
responding link accesses medium or not. At Rx-yielding, since link 1 has the
highest priority, it succeeds in the medium access. Link 2 decides to Rx-yielding
due to the interference from link 1. Link 3 expects that link 2 fails in the medium
access based on the table, and calculates SIR by excluding the interference from
link 2. Based on the table, link 4 performs connection scheduling by considering
the interference only from link 1 and 3, because it can knows that link 2 should
yield to data transmission. At Tx-yielding determination, likewise as above, link
1 accesses medium, and link 2 yields to medium access due to the interference
from itself to link 1. Link 3 performs connection scheduling only considering the
interference to link 1. Finally, link 4 considers the interference to link 1 and link
3 at the SIR calculation. If the scheduling scheme of the basic FLQ is applied
to this environment, since link 3 and 4 should consider the interference from/to
link 2 which is expected to yield the medium access, the probability that they

Victim link j Link 1 Link2 Link3 Link 4
Pi 1| 23] 4
1O 1O || 1O || 1O
1 - -1 +1 +1
v 20 |l 200 [ 200
(2l 1] - ||+
3 30) || 300
Ela|+|a|-1|o ©) | 3©)
<
4l +1 | +1 ] o - 4(4)
@) (b)

Fig. 6. The example for the adaptive connection scheduling of D2D links
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perform Rx- or Tx-yielding may become higher. However, in the proposed scheme,
since DUEs do not calculate SIR with the links which are expected to yield
medium access, their probability of medium access can be increased.

4 Performance Evaluation

In order to evaluate the performance of the proposed scheme, we performed sim-
ulations based on C programming. we consider nine square sectors are consid-
ered, where center is target and the others are adjacent. D2D pairs are uniformly
distributed in each square plane and distance between Tx- and Rx-DUE is ran-
domly determined within 500 meters. We simulate three types of schemes which
are a basic FLQ, the existing scheme based on repeated Tx- and Rx-block, and
the proposed scheme in order to compare the system performance. In the sim-
ulations for the basic FLQ and the existing scheme, the connection scheduling
is performed respectively once (N=1) and three times (IN=3) per a traffic slot.
The numeric values of the simulation parameters are shown in Table. 1.

Fig. 7 shows total throughput according to the number of D2D links. The total
throughput of the scheme that Tx- and Rx-block is repeated three times in a
traffic slot lower than that of the basic FLQ because the additional Tx- and Rx-
blocks decreases the proportion of data transmission period. On the other hand,
the proposed scheme has the highest throughput compared with those of other
schemes. Since at SIR calculation the proposed scheme exclude the interference
from the links expected to yield data transmission, more links can succeed in
simultaneous medium access and the total throughput is improved.

Fig. 8 presents the average number of concurrent transmission links in a traffic
slot. The Tx- and Rx-block repeated scheme almost does not improve the average
number of concurrent transmission links of the basic FLQ. Since the scheme
simply repeated the same signaling structure, the average number of concurrent

Table 1. Simulation Parameters

Parameters Value
A network size 1 km x 1 km
Carrier frequency 2.4 GHz
Total bandwidth 5 MHz
Length of a traffic slot 2.08 msec
Size of Tx- and Rx-block 28 OFDM tone x 4 OFDM symbol
Bandwidth of a OFDM tone 78 kHz
OFDM symbol duration 12.8 usec
Threshold for Tx- and Rx-yielding (Yrz, Yr=) 9dB
Maximum number of CID 112
Transmission power of DUEs 20 dBm
Path loss model ITU-1411 LOS model [9]
Traffic model Full buffer best effort traffic [10]

Spectral efficiency Spectral efficiency lookup table [11]
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Fig. 7. Total throughput with variation of the number of D2D link
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ber of D2D link
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transmission links is nearly equal to that of the basic FLQ. At the proposed
scheme, the average number of concurrent transmission links is higher than those
of other schemes. This is because the reduced amount of interference makes SIR,
of D2D links easier to satisfy the threshold.

5 Conclusion

This paper proposed the adaptive connection scheduling scheme in order to
mitigate the cascade yielding problem. In the proposed scheme, DUEs collect
the scheduling results of neighboring D2D links at each traffic slot, and at SIR
calculation, exclude the interference from the links expected to yield data trans-
mission. Thus, as the amoung of interference which D2D links consider decreases,
SINR of D2D links becomes easy to satisfy the threshold. Through simulation
results we confirm that the proposed scheme increases the number of concurrent
transmission links, and so the system performance is improved. However, in the
proposed scheme, the introduction of the SRB block generates additional redun-
dancy. As a further work, optimized frame structure will be studied in order to
minimize the redundancy.
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Abstract. In existing wireless communication systems such as cellular
network, base station can become bottleneck since terminals have to
exchange data traffic each other only through a base station. In order
to solve this problem, device-to-device (D2D) communication has been
considered. Recently, Qualcomm Inc. has introduced FlashLinQ (FLQ)
for D2D communication, which has a radio frame based on orthogonal
frequency division multiplex (OFDM). In FLQ, terminals distributively
access to medium based on their D2D link qualities and interference
from other terminals. However, terminal with low link quality can cause
that other terminals excessively give up their medium access. In order to
solve this problem, we propose a probabilistic medium access scheme for
D2D terminals in FLQ. In the proposed scheme, terminal stochastically
tries accessing to medium based on its link quality, and the excessive
yieldings of other terminals are reduced. Through simulation, we evaluate
performance of the proposed scheme by comparing that of FLQ. We show
that the proposed scheme can improve performance of FLQ by simulation
results.

Keywords: FlashLinQ, Medium Access Scheme, Device to Device,
Connection Scheduling, Yielding.

1 Introduction

As use of smart devices has been expanded, wireless traffic which has to be
processed in wireless networks has rapidly increased [I]. In infra-based wireless
network such as cellular network, terminals can exchange data traffic with each
other only through a base station (BS) [2]. Increase of data traffic disposed by
BS causes heavy loads on BS. As one of technologies which can offloads burden of
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BS, device-to-device (D2D) communication which enables terminals to directly
communicate with each other has been considered [3]. Since terminals exchange
data with their corresponding terminals through direct communication link in
D2D communication, BS does not have to relay data for them as shown in Fig.
[ Additionally, D2D terminals can communicate with each other when their
infrastructure is not available [4].

<((( )))> Cooperative D2D
\ Communications

Offloading &
Performance
Enhancement

Fig. 1. Scenario of D2D communication

For supporting D2D communication, Qualcomm has introduced a medium
access technology, called FlashLinQ (FLQ) [5][6]. In FLQ, D2D links which are
direct links between D2D terminals and their corresponding D2D terminals have
their own connection identification (CID). CID is locally unique, and priority of
link is determined based on CID of the link. Each D2D terminal distributively
tries accessing to medium by exchanging single-tone signals based on orthogonal
frequency division multiplex (OFDM) structure.

In connection scheduling period for D2D communication, D2D terminal con-
siders priority of link and link quality between its corresponding D2D terminal
and itself. D2D terminals determine whether they conduct medium access or not
by considering link qualities of themselves and interference from/to D2D links
which have higher priorities. For example, D2D link with low quality does not
access to medium with high probability, because it expects that its D2D com-
munication is not successful through D2D link due to its low link quality. If a
D2D link which has low priority is expected to severely interfere with D2D link
which has higher priority, it gives up medium access and yields the medium to
D2D link with higher priority.

D2D terminals of D2D link with low link quality cannot successfully commu-
nicate with their pair even though they obtain opportunities of medium access.
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In addition, if D2D terminal with low D2D link quality participates in connec-
tion scheduling, it may cause that D2D terminals with lower link priority but
relatively higher link quality yields medium access. In spite of having good link
quality, D2D terminal gives up transmission due to interference from D2D link
with higher priority but low link quality. This may cause degradation of system
performance.

In order to reduce the excessive yielding of D2D terminals with good link
quality, we propose a probabilistic medium access scheme for D2D terminals
in this paper. The rest of this paper is organized as follows. In Section 2, we
briefly introduce frame structure of FLQ and connection scheduling procedure
of terminals for their medium access. The proposed scheme is introduced in
Section 3. In Section 4, we analyze performance of the proposed scheme. Finally,
Section 5 gives a conclusion of this paper.

2 Preliminary

2.1 Frame Structure of FlashLinQ

For D2D communication, FLQ defines a periodic super-frame composed of syn-
chronization period, discovery period, paging period, and traffic period. In syn-
chronization period, D2D terminals basically synchronize time and frequency
with neighbor terminals through geographic information system such as global
positioning system (GPS). In discovery period, D2D terminals broadcast beacon
signals including their information and detect the existence of neighbor D2D
terminals through beacon signals transmitted by the neighbor ones. In paging
period, D2D terminals inquiry their neighborhood to find available CIDs. If D2D
terminals find available CIDs in their neighborhood, they respectively form their
own list of available CIDs. After forming the list of available CIDs, D2D terminals
exchange their own list of the CIDs with their pair D2D terminals by signaling
based on OFDM. By exchanging the list of available CIDs and selecting a CID
in the list, they can obtain a locally unique CID in their neighborhood. D2D
terminal and its pair D2D terminal can establish D2D link with the selected
CID. In traffic period, the established D2D links perform connection scheduling
and transmit or receive their data traffic with consideration of their priorities
and their D2D link qualities.

«~Connection scheduling—»+<Rate scheduling> Data segment————«ACK~

Tx-block | Rx-block | Pilot CQIl Data traffic

Time

Fig. 2. Structure of a traffic slot
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In traffic period, there are traffic slots for data transmission. A traffic slot is
composed of connection scheduling, rate scheduling, data segment, and ACK as
in illustrated Fig. 2l In connection scheduling, D2D terminal decides whether
it accesses to medium or not based on its priority and signal to interference
ratio (SIR). At rate scheduling, the scheduled D2D terminal and its pair D2D
terminal in the connection scheduling exchange a wide-band pilot signal and
channel quality indicator (CQI) to determine their own code rate and modulation
scheme for data segment based on the quality of their link. At data segment, D2D
terminal transmits data traffic to its pair D2D terminal with the determined rate.
As a response to successful reception of data traffic the receiving D2D terminal
transmits ACK to its pair D2D terminal.

2.2 Connection Scheduling Procedure

Direct power signal Inverse power echo
at power P, at power: K/(PA|hAB|2)

O e ®

© @ 0,
Direct power signal Inverse power echo
at power P¢ at power: K/(PC|hCD|2)

Fig. 3. Scenario of D2D signals and interference

FLQ defines a procedure for medium access of D2D terminals, called connection
scheduling. In connection scheduling, D2D terminals exchange single-tone signals
with their pair for medium access. By exchanging the single-tone signals based on
OFDM structure, D2D terminals can obtain information which contains quality
of their D2D links and interference from neighboring D2D links. By using the
information, each D2D terminal decides whether it communicate with its pair
or not. Fig. B shows an example of the connection scheduling between two D2D
links. Transmitter A and receiver B have been established a D2D link with first
priority, and transmitter C' and receiver D have been established a D2D link
with second priority. The connection scheduling is composed of two steps; Rx-
yielding decision and Tx-yielding decision. For Rx-yielding decision, A and C'
transmit direct power signal (DPS) to their pair terminals with power P4 and
Pc respectively. As the channel gain between A and D and the channel gain
between C' and D are |hap|® and |hac|?, respectively, D receives two DPSs
from A and C with power Palhap|? and Pco|hep|?. D regards the DPS from
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A as interference signal, and the DPS from C as oriented signal. D measures
SIR of the received signals based on the strength of two DPSs. D compares the
measured SIR with a predefined Rx-yielding threshold g, as follows,

PC X |hCD‘2

> YRe 1
PA % |hAD‘2 TR ( )

YRz 18 @ minimum SIR required to successful data traffic reception of a receiver
from its pair transmitter, when a transmitter with higher priority than that of
the receiver transmits data traffic to its pair receiver. If the measured SIR is
higher than vg,, D make decision that it can successfully receive data traffic
from C even though the interference from A is generated. On the other hand,
if the measured SIR is lower than g, D decide that it cannot receive data
traffic from C' due to the interference from data traffic transmission from A to
B. Then D immediately cease the connection scheduling procedure and does not
participate in following Tx-yielding decision procedure (Rx-yielding decision).

If B and D decide to be able respectively to receive data traffic from their
pairs, B and D transmit inverse power echo (IPE) signals to their pair as response
to the received DPS at power K/(Palhap|?) and K/(Pc|lhop|?) respectively.
K is a constant and can be changeable to adapt to systems. C' receives the IPE
signal from B with power K|hac|?/(Palhag|?). As multiplying the strength of
received IPE by Po/K and inverting it, C' can calculates SIR of B, when it
transmits data traffic to D as follows,

PA X |hAB|2
Pe % |hpe|? ~ e @)
Y1 is a minimum SIR required to successful data traffic transmission of a trans-
mitter to its pair receiver. If the calculated SIR is more than a predefined Tx-
yielding threshold ~r,, C decides that it can transmit data traffic to its pair.
On the other hand, if the calculated SIR is less than ~yp,, C' decides that its
transmission to D causes much interference to reception of B from A. Thus it
decides not to participate in following rate-scheduling (Tx-yielding decision).

In connection scheduling of FLQ, D2D terminals distributively decide whether
to access to medium based on their SIRs and priorities. However, FLQ has a
problem that terminals excessively yield its medium access as shown in Fig. 4
We consider a case of that transmitter A, C' and E have respectively established
a D2D link 1, 2 and 3 with receiver B, D and F'. Link index represents a priority
of the link. Link 1 and 3 have high link quality while link 2 has low link quality.
D and F have received stronger interference from A and C' than oriented signal
strength of its corresponding terminal C' and E.

Link 1 can access to medium regardless of existence of link 2 and 3, since it
has the highest priority. On the other hand, link 2 and 3 distributively decide
whether to access to medium with consideration of interference from/to link(s)
with higher priority. At the same time, ¢y, A, C, and E respectively transmit
DPSs to their corresponding terminals, B, D, and F. At the time, tg+d1, D
with low link quality may give up medium access to link 1 due to interference
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Fig. 4. Excessive yielding problem

from A. As a result, link 2 may yield the medium access to link 1. Simultaneously,
F receives interference from A and C'. F' may also yield medium access for link
1 and 2, even though link 3 has a high link quality. Despite link 1 and 3 can
simultaneously conduct medium access, link 3 yields the medium access because
of interference from link 2. In addition, if link 2 does not yield the medium
access, it may cause Tx-yielding of link 3. Link 2 cannot efficiently conduct D2D
communication than that of link 3 in terms of data transmission rate, since link
2 has lower link quality than link 3.

3 Probabilistic Medium Access Scheme (PMAS) for FLQ

In order to solve a problem that D2D links with low link qualities cause excessive
yieldings of neighbor D2D links with lower priorities in connection scheduling of
FLQ, we propose a probabilistic medium access scheme for D2D terminals. In
the proposed scheme, a D2D terminal stochastically tries accessing to medium
based on its D2D link quality. The proposed scheme can reduce excessive Rx- or
Tx-yielding of D2D terminals by coordinating the probability of medium access
tried by D2D terminals. The method of determining the probability of medium
access is as follows.

We consider a scenario as shown in Fig.[ll Tx and Rx refer to D2D transmitter
and D2D receiver, respectively. Tx and Rx 1 compose a D2D pair, and 5 neighbor
D2D Rxs are deployed around Tx 1. Tx 1 can measure link gain between Rxs
and itself by using strength of the received signal since Rxs transmit single-tone
signals to Txs in paging period. Based on the link gains, Tx 1 can estimate the
amount of interference from itself to each Rx. With considering the amount of
interference from Tx 1 to each neighbor Rxs, Tx 1 divides its neighbor Rxs into
two groups: S and W. S is the group of Rxs expected to be severely interfered
by the transmission of Tx 1. Rxs which are not expected to be relatively less
interfered by Tx 1 are grouped in W. In the proposed scheme, we set the criterion
of determining whether Rx is severely interfered or not as strength of the signal
received at Tx 1 from its corresponding D2D pair, Rx 1. For example, Rxs 2
and 3 which receive stronger interference from Tx 1 than the strength of signal
received by Rxs 4, 5, and 6.
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Fig. 5. Scenario of D2D signals and interference in the proposed scheme

By grouping the Rxs, Tx 1 can know how many Rxs receive strong interfer-
ence from itself. For determining the probability of trying medium access, Tx 1
calculates v which is the ratio of severely interfered Rx to total Rxs as follows,

Ns

a= 3)

where Ng and N denote the number of Rx in S, the total number of Rxs around
Tx 1, respectively. If Tx and Rx 1 conduct D2D communication even though
the link between Tx and Rx 1 has low link quality, they cannot sufficiently
achieve high performance in terms of data transmission rate. In addition, a lot
of neighbor link may excessively yield its medium access due to interference
from/to the link.

In order to reduce the excessive yieldings, Tx 1 stochastically tries accessing to
medium by considering its link quality. Based on «, Tx 1 determines probability
of trying accessing to medium. We consider two scenarios according to priority
of Tx 1. If Tx 1 has a highest priority, since it does not yield its medium access
to other D2D link, it tries accessing to medium by transmitting DPS to its pair
regardless of the a. This guarantees an opportunity for a link’s medium access,
even though it has low link quality. If priority of a Tx 1 is not highest, since it
may yield its medium access to a D2D link with higher priority than its priority,
it stochastically tries accessing to medium with a probability based on the « as
follows,

Pngzl—a (4)

where Pppg denotes the probability of trying medium access for Tx 1. This
means that link quality of Tx 1 determines a probability that Tx 1 transmits
DPS to its pair. If Tx 1 has low link quality, it transmits DPS to Rx 1 with
low probability. Otherwise, it tries accessing to medium with high probability.
Interference generated by Tx 1 with low link quality can be reduced, and more
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neighbor D2D receivers can try accessing to medium than those of conventional
FLQ. In addition, the excessive Tx-yielding of other Tx with lower priority than
that of Tx 1 can be also reduced, since the link with low link quality tries
accessing to medium with less probability than those of conventional FLQ.

4 Performance Evaluation

In order to evaluate the performance of the proposed scheme, we performed
simulations based on C programming. We consider up to 220 D2D terminals
(110 D2D links), they are uniformly distributed in a 1 km x 1 km rectangular
area. A role of each D2D terminal is predefined as a transmitter or a receiver
before simulation. Detailed simulation parameters are given in [l

Table 1. Simulation parameters

Parameters values
Dimension 1km x 1 km
Maximum number of terminals 220
Carrier frequency 2.4 GHz
Total bandwidth 5 MHz
Size of Tx/Rx block 28 OFDM tone x 4 OFDM symbol
Threshold for Tx-/Rx-yielding (vrz, YRz) 9dB
Transmission power 20 dBm
Path loss model ITU-R P1411 Outdoor [7]
Traffic model Full buffer best effort traffic [§]
Spectral efficiency Spectral efficiency lookup table [9]
Noise density -174 dBm/Hz

The average number of concurrent transmission as increasing the number of
D2D links is shown in Fig. [l The average number of concurrent transmission
is defined as the average number of D2D links which simultaneously access to
medium at the same time. Since more D2D links try accessing to medium as the
number of D2D links increases, more D2D links simultaneously conduct D2D
communication at a data traffic slot. Thus, the number of concurrent transmis-
sion also increases. The proposed scheme achieves a higher performance than
FLQ in terms of the average number of concurrent transmission. A link with
low link quality tries accessing to medium with less probabilities than link with
high link quality since a D2D link of the proposed scheme stochastically tries
accessing to medium based on its link quality. Overall interference of network
can be reduced and D2D links can efficiently perform connection scheduling
with low interference. As a result, the number of D2D links which excessively
yield its medium access decreases and the average number of D2D links that can
simultaneously access to medium at a data traffic slot increases.



A Probabilistic Medium Access Scheme for D2D Terminals 139

2.0 T T T T T
C
i)
(/2]
R}
E 15
(72}
C
£ w
5
£ 10
>
o
c
o
o
G
C 05
(0]
Ke)
E = FLQ
[
° —— Proposed
< 00 T T T T T T T : r : r
= 0 20 40 60 80 100 120

The number of D2D links

Fig. 6. The average number of concurrent transmission as increasing the number of
D2D links

20.0M T T T T T T T T T T
0
Q.
N}
~=15.0M
£ M
©
—
c
ke
[
£10.0M
IS
2]
[
g
©
= 5.0M
©
g —=—FLQ
= —— Proposed
0.0 T T T T T T T T T T T
0 20 40 60 80 100 120

The number of D2D links

Fig. 7. Data transmission rate as increasing the number of D2D links



140 H.-W. Yoon et al.

Total data transmission rate as increasing the number of D2D links is shown
in Fig.[[l Total data transmission rate is defined as that sum rate of data trans-
mission of each D2D link accessing to medium. As the number of D2D links
increases, total data transmission rate also increases. In addition, total data
transmission rate of the proposed scheme is higher than that of FLQ. The pro-
posed scheme has higher performance in terms of the average number of concur-
rent transmission than conventional FL(Q shown as Fig. [f] it can enable more
terminals to access to medium. Terminals of the proposed scheme can exchange
more data traffic than those of conventional FLQ. Thus, proposed scheme can
improve performance of FLQ in terms of data traffic transmission rate.
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Fig. 8. Jain’s fairness index as increasing the number of D2D links

In order to evaluate fairness among user throughput, we analyze Jain’s fairness
index of two schemes in Fig. Bl Jain’s fairness is well-known index to evaluate
fairness among users [I0]. Fairness of the proposed scheme is lower than that
of conventional FLQ. The proposed scheme does not fairly give opportunities
of medium access for all D2D links. D2D link with high link quality may ob-
tain many opportunities of medium access for D2D communication, while D2D
links with low quality may not. As a result, the proposed scheme achieves lower
fairness among user throughput than that of conventional FLQ.

A main purpose of the proposed scheme is to reduce the excessive yielding of
terminals and to increase the number of links which perform D2D communication
at the same time. The link with low link quality cannot achieve high data rate
even though it obtains a opportunity of medium access. In addition, the link
can cause the excessive Tx-yielding of other terminals with lower priority than
that of the link. As a link with low link quality gives up its medium access, the
more links may simultaneously access to medium for their D2D communication
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as shown in Fig. [0l The proposed scheme may guarantee medium access of more
links, even though the fairness among user throughput of the proposed scheme
is lower than that of conventional FLQ.

5 Conclusion

In this paper, we propose a probabilistic medium access scheme of D2D terminal
for performance improvement in FLQ. In the proposed scheme, each D2D ter-
minal stochastically tries accessing to medium for its D2D communication based
on its link quality. The proposed scheme can reduce the overall interference and
the excessive yieldings of terminals. Terminals of the proposed may efficiently
perform connection scheduling with low interference. Simulation results show
that the proposed scheme improves performance of FLQ in terms of the number
of concurrent data transmission and total data transmission rate, while fairness
of the proposed scheme deteriorates in comparison with FLQ. It means that
terminals of the proposed scheme cannot fairly obtain opportunities for their
D2D communication. A method to improve the fairness of the proposed scheme
is required in further study.
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Abstract. An increasing demand for efficient and safe electricity management
has motivated the development of smart grid and accelerated the technical re-
search for smart grid. On one side, a smart microgrid has been recently given an
interest as a relatively small-scale, self-contained, medium/low voltage electric
power system (EPS); it houses various distributed energy resources (DERs)
with renewable energy and controllable loads in a physically close location. In
this paper, we overview the research trend for the network design and security
issues of smart microgrid, different from smart grid, and survey the effort of
standardization for them. Through the survey, we derive the novel research is-
sues to address for the successful realization of smart microgrid.

Keywords: Smart Microgrid, Renewable Energy, Distributed Energy Resources
(DER), State of the Art of Research and Standard Trend, Network Design,
Security.

1 Introduction

Smart grid is to expand the current capabilities and efficiency of the grid’s generation,
transmission, and distribution systems for autonomous power distribution, efficient
electricity management and safety. Moreover, the next-generation electric power sys-
tems will not only address the existing problems in the current power systems, but
also add in advanced new features as follows: support for diverse devices, superior
power quality, operation efficiency and estimation, grid security, consumer participa-
tion, grid self-correction, and market boost [1].

Comparing with the smart grid, a microgrid is a relatively small-scale, self-
contained, medium/low voltage electric power system (EPS) that houses various dis-
tributed energy resources (DERs) (i.e., solar panels or wind turbines) with renewable
energy and controllable loads in a physically close location. The microgrid can benefit
from less transmission losses and less cable costs because of in vicinity of generator
and consumption. Moreover, it can decrease carbon emissions, and increase the resi-
lience of the utility grid [2,3].
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Smart microgrid is a relatively new concept and paid attention in research and in-
dustrial fields because of the benefits. In this paper, we present the state-of-the-art
research and standardization trends of smart microgrid. The rising number of DERs in
smart microgrid brings up new research issues. They should optimally connect with
each other to share or route the energy. Network design issue thus becomes important.
Sharing 