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Preface

These multiple volumes (LNCS volumes 7971, 7972, 7973, 7974, and 7975) consist
of the peer-reviewed papers from the 2013 International Conference on Compu-
tational Science and Its Applications (ICCSA2013) held in Ho Chi Minh City,
Vietnam, during June 24–27, 2013.

ICCSA 2013 was a successful event in the International Conferences on Com-
putational Science and Its Applications (ICCSA) conference series, previously
held in Salvador, Brazil (2012), Santander, Spain (2011), Fukuoka, Japan (2010),
Suwon, South Korea (2009), Perugia, Italy (2008), Kuala Lumpur, Malaysia
(2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy (2004), Montreal,
Canada (2003), (as ICCS) Amsterdam, The Netherlands (2002), and San Fran-
cisco, USA (2001).

Computational science is a main pillar of most of the present research, in-
dustrial, and commercial activities and plays a unique role in exploiting ICT in-
novative technologies; the ICCSA conference series have been providing a venue
to researchers and industry practitioners to discuss new ideas, to share complex
problems and their solutions, and to shape new trends in computational science.

Apart from the general track, ICCSA 2013 also included 33 special sessions
and workshops, in various areas of computational sciences, ranging from com-
putational science technologies, to specific areas of computational sciences, such
as computer graphics and virtual reality. We accepted 46 papers for the general
track, and 202 in special sessions and workshops, with an acceptance rate of
29.8%. We would like to express our appreciation to the Workshops and Special
Sessions Chairs and Co-chairs.

The success of the ICCSA conference series, in general, and ICCSA 2013,
in particular, is due to the support of many people: authors, presenters, par-
ticipants, keynote speakers, Workshop Chairs, Organizing Committee members,
student volunteers, Program Committee members, International Liaison Chairs,
and people in other various roles. We would like to thank them all. We would
also like to thank Springer for their continuous support in publishing ICCSA
conference proceedings.

May 2013 David Taniar
Beniamino Murgante
Hong-Quang Nguyen



Message from the General Chairs

On behalf of the ICCSA Organizing Committee it is our great pleasure to wel-
come you to the proceedings of the 13th International Conference on Computa-
tional Science and Its Applications (ICCSA 2013), held June 24–27, 2013, in Ho
Chi Minh City, Vietnam.

ICCSA is one of the most successful international conferences in the field
of computational sciences, and ICCSA 2013 was the 13th conference of this se-
ries previously held in Salvador da Bahia, Brazil (2012), in Santander, Spain
(2011), Fukuoka, Japan (2010), Suwon, Korea (2009), Perugia, Italy (2008),
Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi,
Italy (2004), Montreal, Canada (2003), (as ICCS) Amsterdam, The Netherlands
(2002), and San Francisco, USA (2001).

The computational science community has enthusiastically embraced the suc-
cessive editions of ICCSA, thus contributing to making ICCSA a focal meeting
point for those interested in innovative, cutting-edge research about the latest
and most exciting developments in the field. It provides a major forum for re-
searchers and scientists from academia, industry and government to share their
views on many challenging research problems, and to present and discuss their
novel ideas, research results, new applications and experience on all aspects of
computational science and its applications. We are grateful to all those who have
contributed to the ICCSA conference series.

For the successful organization of ICCSA 2013, an international conference
of this size and diversity, we counted on the great support of many people and
organizations.

We would like to thank all the workshop organizers for their diligent work,
which further enhanced the conference level and all reviewers for their expertise
and generous effort, which led to a very high quality event with excellent papers
and presentations.

We especially recognize the contribution of the Program Committee and lo-
cal Organizing Committee members for their tremendous support, the faculty
members of the School of Computer Science and Engineering and authorities of
the International University (HCM-VNU), Vietnam, for allowing us to use the
venue and facilities to realize this highly successful event. Further, we would like
to express our gratitude to the Office of the Naval Research, US Navy, and other
institutions/organizations that supported our efforts to bring the conference to
fruition.

We would like to sincerely thank our keynote speakers who willingly accepted
our invitation and shared their expertise.

We also thank our publisher, Springer-Verlag, for accepting to publish the
proceedings and for their kind assistance and cooperation during the editing
process.



VIII Message from the General Chairs

Finally, we thank all authors for their submissions and all conference atten-
dees for making ICCSA 2013 truly an excellent forum on computational science,
facilitating an exchange of ideas, fostering new collaborations and shaping the
future of this exciting field.

We thank you all for participating in ICCSA 2013, and hope that you find
the proceedings stimulating and interesting for your research and professional
activities.

Osvaldo Gervasi
Bernady O. Apduhan
Duc Cuong Nguyen
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Federico Martellozzo École des Ponts ParisTech, France
Marco Mastronunzio University of Trento, Italy



Organization XIX

Cristian Mateos National University of the Center
of the Buenos Aires Province, Argentina

Giovanni Mauro University of Trieste, Italy
Giovanni Millo Generali Group, Italy
Fernando Miranda University of Minho, Portugal
Nazri MohdNawi Universiti Tun Hussein Onn Malaysia, Malaysia
Danilo Monarca University of Tuscia, Italy
Antonio Monari University of Bologna, Italy
Rogerio Moraes Department of Communication and

Information Technology of Brazilian Navy,
Brazil

Luiza Mourelle Universidade do Estado do Rio de Janeiro,
Brazil

Andrew Nash Vienna Transport Strategies, Austria
Ignacio Nebot University of Valencia, Spain
Nadia Nedjah University of Rio de Janeiro, Brazil
Alexandre Nery State University of Rio de Janeiro, Brazil
Van Duc Nguyen Hanoi University of Science and Technology,

Vietnam
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Melanie Tomintz Carinthia University of Applied Sciences,

Austria
Javier Torres Universidad de Zaragoza, Spain
Csaba Toth University of Calgari, Canada
Hai Tran U.S. Government Accountability Office, USA
Jim Treadwell Oak Ridge National Laboratory, USA



Organization XXI

Chih-Hsiao Tsai Takming University of Science and Technology,
Taiwan

Devis Tuia Laboratory of Geographic Information
Systems, Switzerland

Arijit Ukil Tata Consultancy Services, India
Paulo Vasconcelos University of Porto, Portugal
Flavio Vella University of Perugia, Italy
Mauro Villarini University of Tuscia, Italy
Christine Voiron-Canicio Université Nice Sophia Antipolis, France
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Selecting LTE and Wireless Mesh Networks

for Indoor/Outdoor Applications

Dharma Agrawal�

School of Computing Sciences and Informatics, University of Cincinnati, USA

dharmaagrawal@gmail.com

Abstract. The smart phone usage and multimedia devices have been
increasing yearly and predictions indicate drastic increase in the upcom-
ing years. Recently, various wireless technologies have been introduced to
add flexibility to these gadgets. As data plans offered by the network ser-
vice providers are expensive, users are inclined to utilize freely accessible
and commonly available Wi-Fi networks indoors.

LTE (Long Term Evolution) has been a topic of discussion in providing
high data rates outdoors and various service providers are planning to roll
out LTE networks all over the world. The objective of this presentation is
to compare usefulness of these two leading wireless schemes based on LTE
and Wireless Mesh Networks (WMN) and bring forward their advantages
for indoor and outdoor environments. We also investigate to see if a
hybrid LTE-WMN network may be feasible. Both these networks are
heterogeneous in nature, employ cognitive approach and support multi
hop communication. The main motivation behind this work is to utilize
similarities in these networks, explore their capability of offering high
data rates and generally have large coverage areas.

In this work, we compare both these networks in terms of their data
rates, range, cost, throughput, and power consumption. We also compare
802.11n based WMN with Femto cell in an indoor coverage scenario,
while for outdoors; 802.16 based WMN is compared with LTE. The main
objective is to help users select a network that could provide enhanced
performance in a cost effective manner.

� More information can be found at http://www.iccsa.org/invited-speakers



Neoclassical Growth Theory, Regions

and Spatial Externalities

Manfred M. Fisher�

Vienna University of Economics and Business, Austria
manfred.fischer@wu.ac.at

Abstract. The presentation considers the standard neoclassical growth
model in a Mankiw-Romer-Weil world with externalities across regions.

The reduced form of this theoretical model and its associated em-
pirical model lead to a spatial Durbin model, and this model provides
very rich own- and cross-partial derivatives that quantify the magnitude
of direct and indirect (spillover or externalities) effects that arise from
changes in regions characteristics (human and physical capital invest-
ment or population growth rates) at the outset in the theoretical model.

A logical consequence of the simple dependence on a small number
of nearby regions in the initial theoretical specification leads to a final-
form model outcome where changes in a single region can potentially
impact all other regions. This is perhaps surprising, but of course we
must temper this result by noting that there is a decay of influence as
we move to more distant or less connected regions.

Using the scalar summary impact measures introduced by LeSage and
Pace (2009) we can quantify and summarize the complicated set of non-
linear impacts that fall on all regions as a result of changes in the physical
and human capital in any region. We can decompose these impacts into
direct and indirect (or externality) effects. Data for a system of 198
regions across 22 European countries over the period 1995 to 2004 are
used to test the predictions of the model and to draw inferences regarding
the magnitude of regional output responses to changes in physical and
human capital endowments.

The results reveal that technological interdependence among regions
works through physical capital externalities crossing regional borders.

� More information can be found at http://www.iccsa.org/invited-speakers



Global Spatial-Temporal Data Integration

to Support Collaborative Decision Making

Wenny Rahayu�

La Trobe University, Australia
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Abstract. There has been a huge effort in the recent years to estab-
lish a standard vocabulary and data representation for the areas where
a collaborative decision support is required. The development of global
standards for data interchange in time critical domains such as air traffic
control, transportation systems, and medical informatics, have enabled
the general industry in these areas to move into a more data-centric
operations and services. The main aim of the standards is to support
integration and collaborative decision support systems that are opera-
tionally driven by the underlying data.

The problem that impedes rapid and correct decision-making is that
information is often segregated in many different formats and domains,
and integrating them has been recognised as one of the major prob-
lems. For example, in the aviation industry, weather data given to flight
en-route has different formats and standards from those of the airport
notification messages. The fact that messages are exchanged using differ-
ent standards has been an inherent problem in data integration in many
spatial-temporal domains. The solution is to provide seamless data inte-
gration so that a sequence of information can be analysed on the fly.

Our aim is to develop an integration method for data that comes
from different domains that operationally need to interact together. We
especially focus on those domains that have temporal and spatial char-
acteristics as their main properties. For example, in a flight plan from
Melbourne to Ho Chi Minh City which comprises of multiple interna-
tional airspace segments, a pilot can get an integrated view of the flight
route with the weather forecast and airport notifications at each segment.
This is only achievable if flight route, airport notifications, and weather
forecast at each segment are integrated in a spatial temporal system.

In this talk, our recent efforts in large data integration, filtering, and
visualisation will be presented. These integration efforts are often re-
quired to support real-time decision making processes in emergency sit-
uations, flight delays, and severe weather conditions.

� More information can be found at http://www.iccsa.org/invited-speakers
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Water (H2O)m or Benzene (C6H6)n Aggregates

to Solvate the K+?

Noelia Faginas Lago1,�, Margarita Albert́ı2, Antonio Laganà1,
and Andrea Lombardi1

1 Dipartimento di Chimica, Università di Perugia, Italy
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Abstract. The main goal of this research is the rationalization of the
structure and the energetics of K+-(C6H6)n-(H2O)m (n=1-4; m=1-6)
aggregates for which the full intermolecular potential, V , is given as
a combination of few leading effective interaction components. Despite
the fact that the K+-(C6H6)n-(H2O)m systems are better considered as
aggregates rather than solvated species, we find that the dynamics of
the molecules surrounding the ion can be rationalized in terms of ”a first
and a second solvation shell” centered on K+. The substitution of one
C6H6 by two or more molecules of H2O in the first solvation shell, has
also been investigated in order to understand the role played by them
in stabilizing certain structures. The interplay between molecules of the
first and the second solvation shell has also been analyzed.

Keywords: Molecular Dynamics, Empirical potential energy surface,
benzene-water aggregates, DLPOLY software.

1 Introduction

The rationalization of a number of important chemical and biochemical processes
involve the recognition and selection of specific molecules [1]. A typical example
of this is the rationalization of several enzyme and other proteins processes which
use properties such as size, charge, shape, or polarity as the basis for molecular
recognition. As these interactions typically involve electrostatic, hydrogen-bond,
van der Waals, or dispersion interactions, they are arguably weaker than con-
ventional chemical bonds and, therefore, are more difficult to quantify using
either experimental or theoretical investigations. However, these forces play an
important role in determining reaction rates [2–4], transport properties, adsorp-
tion mechanisms of ion channels size-selectivity, enzyme-substrate binding and
protein structures in biological systems making of paramount importance the
characterization of the different types of interactions [5, 6]. For this reason the
study of weak intermolecular interactions is an ubiquitous subject and a key

� Corresponding author.
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issue in many fields, from alignment and orientation effects in molecular colli-
sions, to the stereodynamics of chiral molecules (see e.g. [7–13]). Recently, there
has been growing interest in investigating a specific noncovalent interaction, the
cation−π one, and its contribution to molecular recognition in biological sys-
tems. The cation−π interaction describes the interplay between the π−electron
cloud of an aromatic π (or any π electron system such as alkenes π) and an ion.
The extraction of alkali metal ions from aqueous solutions is fundamental to
countless molecular processes throughout chemistry and biology. Numerous ion
channels and other proteins in cellular membranes extract and transport Na+

and K+ from the surrounding aqueous medium. In order to be extracted out of
these systems the ion must be at least partially desolvated. At the molecular
level, this means that the ionophore (or other macromolecules) must compete
with and overcome the ion-water interaction and disrupt the hydrogen bond
network surrounding the ion. It is, therefore, important to understand how the
competition between different noncovalent interactions involving the ion, the
ionophore (or the macromolecule) and the water molecules takes place. In gen-
eral, the competitive solvation of ions by different partners [14–16] (other basic
phenomena characterising organic aggregates, such as the formation of weak hy-
drogen bonds [14, 17], molecular recognition and selection processes [1, 18, 19])
are controlled by noncovalent interactions [20–26]. They stem from a delicate
balance between weak competing and cooperative effects of either attractive or
repulsive nature. An accurate modelling of such interactions is key to the study
of the aggregates from a theoretical point of view.

Indeed, the K+-(Bz)n-(H2O)m (with Bz= C6H6) study presented here was
motivated by the importance that the alkali metal ions extraction from aque-
ous solutions plays among molecular processes of relevance for chemistry and
biology [27]. As the interplay of ion-molecule and molecule-molecule interactions
can be investigated by modelling the microscopic environment of the ion [28],
the competitive solvation of K+ by benzene and water was studied using Molec-
ular Dynamics (MD) simulations by considering a maximum of 4 and 6 rigid
molecules of C6H6 and H2O, respectively.

The involved intermolecular interaction has been formulated by decomposing
the molecular polarizability [29] in effective components associated with atoms,
bonds (or groups of atoms) of the molecule [2, 3]. Such modelling of the in-
termolecular energy was applied in the past to investigate several neutral [30]
and ionic [31, 32] systems often involving weak interactions [30, 33] difficult to
calculate. The adequacy of a potential function to describe several intermolecu-
lar systems was proved by comparing ab initio energy and geometry estimates
for several configurations. In particular, the study of the alkali ion-C6H6 sys-
tems [34, 35] showed that chemical bonding plays a small or negligible role in
determining the formation of aggregates. Moreover, the halide-C6H6 calcula-
tions, pointed out that the current model is able to reproduce remarkably well
the main features of the potential energy surface for the heavier systems [36,37].
The paper is organized as follows: in section 2, we outline the construction of
the potential energy function. The details of the MD simulations are given in
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section 3. Results are presented in section 4 and concluding remarks are given
in section 5.

2 Potential Energy Surfaces

The potential model used in the calculations combines the contributions of some
leading effective interaction components, i.e. includes the effect of other less im-
portant terms (see below), which are formulated as suitable potential functions
(like those of ref. [38]). The model assumes separability of electrostatic (Vel) and
non electrostatic (Vnel) interactions. Accordingly, in the global intermolecular
potential V , that is represented as V = Vel + Vnel, the electrostatic contribu-
tion, Vel, is described as a sum of coulombic terms calculated from the charge
distributions on the molecular frames. In particular, as K+ and H2O have low
polarizability (α) values with respect to those of C6H6, αK+ and αH2O the po-
larizability was not decomposed. This means that K+ and H2O are considered as
single interaction centers (placed on K+ and on O, respectively), with assigned
values of the polarizability equal to αK+ and αH2O. On the contrary, the po-
larizability of C6H6 was decomposed in 12 bond contributions (αCC and αCH)
assigned to 12 interaction centers placed on the midpoint of the CC and CH
bonds [39]. Accordingly, the K+-C6H6 non electrostatic interaction [31] is de-
scribed through 12 ion-bond contributions. Such representation, while allowing
an additive formulation of the intermolecular potential V , includes, in a natural
way, higher-order effects [39]. By bearing in mind that the interaction can be
decompose and that a given atom of the molecule can take part in more than one
bond, the CC and CH bond polarizabilities were further decomposed in atomic
effective polarizabilities (different from those of the individual atoms). The use
of effective atomic polarizabilities allows an indirect account of many body ef-
fects. In particular, the value assigned to each atom in the molecule is different
(often smaller than that of the isolated gas phase atom) due to the many body
effects arising from the formation of chemical bonds.

More in detail, the intermolecular interaction energy, V , is formulated as,

V =
∑n

i=1 VK+−(C6H6)i +
∑m

k=1 VK+−(H2O)k (1)

+
∑n

i=1

∑m
k=1 V(C6H6)i−(H2O)k +∑n−1

i=1

∑n
j>i V(C6H6)i−(C6H6)j

+
∑m−1

k=1

∑m
j>k V(H2O)k−(H2O)j

with all the intermolecular terms of Eq. 1 including both electrostatic and non
electrostatic contributions.

Interactions between any pair of centers placed on different molecules (inde-
pendently of the molecular polarizability decomposition) are described by means
of the Improved Lennard Jones function VILJ [39, 40] as follows
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VILJ = ε

[
m

n(r) −m

(r0
r

)n(r)
− n(r)

n(r)−m

(r0
r

)m]
(2)

where r is the distance between the two interaction centers and ε and r0 represent
the minimum of the interaction and the associated value of r (as in the Lennard
Jones (LJ) potential). In Eq. 2 the positive term defines the contribution to the
repulsion while the negative term defines the attraction of each interaction pair

and n(r) = β + 4.0
(

r
r0

)2
. This expression in Eq.(2) greatly improves bothe the

sizxe repulsion and the long range dispersion attraction, over the usual Lennard-
Jones representation [41]. When effective quantities are considered, ε and r0
are calculated directly from the characteristics of the interaction centers (for
instance, for the K+-H2O interaction, with the interaction centers placed on
the cation and on the oxigen atom, ε and r0 are calculated from the average
polarizability of the water molecule and both the polarizability and charge of
the potassium ion) [42]. On the contrary, when the interaction is described by
means of ion-bond terms, ε and r0 are calculated from their perpendicular and
parallel components (ε⊥, ε‖, r0⊥ and r0‖ derived from the polarizability and the
charge of the ion) and the corresponding components of the bond polarizability
(see for instance, Ref. [43]). It is worth to mention that, when groups or bonds are
involved, The ILJ formula can be given additional flexibility by introducing in ε
and r0 the dependence on the set of angles that defines the relative orientation of
the two interacting centers. One can then expand ε and r0 in terms of appropriate
angula functions, whose coefficient in the expansion can be estimated by selecting
a small number of leading configurations of the two centers. These procedure has
been previously adopted in a number of cases [7, 44–47].

The parameter β, though being not a directly transferable parameter, due
to its modulation when passing from an environment to another, can indirectly
account for the selectivity and the strength of additional interaction compo-
nents, as, for instance, perturbations due to induction and charge transfer in the
formation of hydrogen bonds.

In our model, the parameters of the ILJ function derived from the involved
effective polarizabilities are shown in Table 1. In particular they have been de-
termined following the guidelines given in refs. [29, 43, 48], using the effective
polarizabilities of C and H atoms in Bz (in agreement with data reported in
refs. [49, 50]) and the polarizability of H2O [42,51].

For the H2O monomer [52], the OH bond length was set at 0.9578 Å and the
amplitude of the HOH angle was set at 104.4 degrees. On that geometry, charges
of -0.65848 a.u and 0.32924 a.u were located respectively on the O and the H
atoms in order to reproduce the dipole moment of the molecule. For C6H6, the
CC and CH distances have been taken equal to 1.397 Å and 1.084 Å, respec-
tively, and the CCC and CCH angles have been set equal to 120 degrees [52]. As
in our previous studies of systems containing benzene, two negative charges of
-0.04623 a.u have been placed on each C atom (above and below the aromatic
plane with a separation of 1.905 Å) and one positive charge of 0.09246 a.u has
been placed on each H atom [53,54].
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Table 1. Perpendicular and parallel components of the well depth (ε⊥ , ε‖) and of
the equilibrium distances (r0⊥, r0‖) for the K+-C6H6. Well depth (ε ) and equilibrium
distance (r0) defined from K+-H2O, C6H6-H2O, C6H6-C6H6 and H2O-H2O and β
parameter for all the non electrostatic energy contributions.

ion-bond ε⊥ / meV ε‖/ meV r0⊥/ Å r0‖/ Å β

K+-CC 22.95 75.77 3.266 3.547 8.5
K+-CH 39.97 42.70 3.044 3.240 8.5

atom-molecule ε / meV r0 / Å β

K+-(H2O) 102.1 3.161 7.0

C-(H2O) 5.312 3.920 8.5
H-(H2O) 3.306 3.482 8.5

atom-atom ε / meV r0 / Å β

C-C 3.400 4.073 9.0
H-H 1.610 3.099 9.0
C-H 1.720 3.733 9.0

molecule-molecule ε / meV r0 / Å β

(H2O)-(H2O) 9.060 3.730 6.6

3 Molecular Dynamics Calculations

In our MD calculations the molecules were, as already mentioned, treated as
rigid and all simulations were carried out using a time step of 1 fs that is short
enough to ensure a relative fluctuation of the total energy smaller than 10−5.
The dynamical evolution of the K+-(C6H6)1−4-(H2O)1−6 system was followed
for 15 ns. This time is sufficient to observe isomerization processes and their frag-
mentation to release either H2O or C6H6. A microcanonical ensemble (NVE) of
particles, where the number of particles, N, the volume, V, and the total energy,
E, are all conserved, was considered. Most of the calculations were performed at
total energy values corresponding to a 10 K - 100 K temperature interval (re-
lated experiments were estimated to be carried out at these temperatures which
are consistent with the evaporation process (see [55, 56]).

However, for some aggregates, when isomerization processes were found to be
likely to occur, additional calculations were performed at higher temperatures.
The total energy, Etot, is evaluated as a sum of potential and kinetic energies.
The kinetic energy at each step i, Ekin,i, allows determination of the instanta-
neous temperature, Ti, whose mean values are given at the end of the simulation
(Ekin and T, respectively). All simulations were performed using the DL−POLY
program [57]. To handle the geometry constraints and to integrate the equations
of motion, use was made of the SHAKE method and the Verlet algorithm, re-
spectively. The van der Waals interactions were calculated considering a cutoff
radius of half the length of the box and the electrostatic energy was evaluated
using the Ewald sum [58].
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In order to figure out the dependence of the process on initial the following
arrangements were considered: a) all C6H6 molecules were placed in the first shell
around K+ and all the H2O ones in the second shell, b) all the H2O molecules
were placed in the first shell around K+ and all the C6H6 ones in the second
shell and c) C6H6 and H2O molecules were distributed on both the first and
the second shell around K+. To better understand features of the binding of K+

with (C6H6) or (H2O) clusters of molecules also systems made of K+ and either
benzene or water, were investigated

4 Results

Before undertaking the analysis of the structure and energetics of K+-(C6H6)n-
(H2O)m (n=1-4; m=1-6) aggregates we have to emphasize that the full inter-
molecular potential, V , is given as a combination of few leading effective inter-
action components and that, although the interaction is strong enough to let
us consider such aggregate stable in the investigated range of temperatures, we
use the concept of ”first and second solvation shell” (that is typical of solutions)
beacuse our focus is on the dynamical evolution of the spatial distribution of
the molecules around K+ (in analogy with what is done by other authors when
investigating similar systems [14]).

4.1 Structural Properties for K+-(C6H6)n-(H2O)m (n=1-4; m=1-6)
Systems: a Temperature Dependence

The competing role of the interaction components involved in someM+-C6H6 [59,
60], and M+-C6F6 [61] systems surrounded by Ar atoms was analyzed in the past
to model the behaviour of water solvated systems (Ar atoms have been often used
in the literature as a popular surrogate of water molecules). However, due to the
fact that in rare gases the electrostatic component does not contribute appre-
ciably to V, some competitive effects went undetected in those studies. For this
reason, in order to evaluate in detail the role played by the different interaction
components, we performed MD simulations of the K+-(C6H6)n-(H2O)m (n=1,4;
m=1,6) aggregates at several values of T. All pure aggregates (made of either
C6H6 or H2O molecules placed only in the first solvation shell) were found to be
highly stable and to have all the molecules placed in the most favorable positions
around K+.

Mixed aggregates containing only one C6H6 molecule, showed equilibrium
structures with all the molecules placed in the first solvation shell independently
of the number of the H2O molecules. However, it has been observed that, for
these aggregate, several isomers with similar stability can be formed and fre-
quent interconversions between such isomers are likely to form at all temperature
values.

In Fig. 1 a two-dimensional map of the water molecules probability density
obtained from MD simulations performed at 100 K for the K+-C6H6-(H2O)6 ag-
gregate, is plotted. As is apparent from the figure, four of the six H2O molecules
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tend to be placed close to the cation, while the two remaining ones are placed at
larger distances from the C6H6 center of mass and K+ (blue color represents high
probability density). This suggest that the π-hydrogen bond interaction (where
an electron π system acts as proton acceptor) [62] and/or the hydrogen bonds
(H2O-H2O) formation contribute to the stabilizaton of the H2O molecules placed
at larger distances. Nevertheless, a detailed inspection of the trajectories shows
that the molecules interchange their positions quite easily. In spite of these fre-
quent interconversions, all the K+-C6H6-(H2O)m aggregates turn out very stable
and this indicates that the π-hydrogen bond interaction and the formation of
hydrogen bonds can play an important role (together with both ion-quadrupole
and the ion-dipole interactions) in stabilizing such aggregates.

Fig. 1. A two dimensional map of the probability density of the water molecules of
K+-C6H6-(H2O)6 drawn on a plane parallel to that of the aromatic ring

By further increasing T, the fragmentation probability of K+-C6H6-(H2O)m
to form K+-C6H6-(H2O)m−1 +H2O increases whereas that of C6H6 has not been
observed. The effect of adding water molecules on the energy of the aggregates
has been investigated. The variation of Ecfg and of its components, Eel and Enel,
as a function of the number of water molecules m for the K+-C6H6-(H2O)m
aggregates whose geometry is close to the equilibrium is shown in Fig. 2. As
expected, the addition of water molecules contributes to the decrease (more
negative values) of both, electrostatic and non electrostatic energies. By focusing
on the central panel of the figure, it can be seen that, while Eel becomes more
negative almost linearly with m in the interval n=1:4, it varies very little by an
addition of further H2O molecules [3,63]. This can be understood in terms of the
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almost completeness of the first solvation shell. At low temperature, none of the
molecules feels a ionic interaction sufficient to displace it in the second solvation
shell and the addition of a new H2O molecule causes a quick reorganization of
the others to let it get into the first solvation shell. Accordingly, the radius of
the solvation shell increases while small changes in Eel are observed. Indeed, the
expected increase associated with the addition of a new water molecule to the
first solvation shell is, partly, compensated by the decrease in stability of the set
of molecules sitting around K+.

1 2 3 4 5 6
m

-5

-4

-3

-2

-1

0

E
/e

V

E
cfg

E
el

E
nel

Fig. 2. Variation of the configuration energy (solid black circle) and of its electrostatic
(empty red square) and non electrostatic (empty green diamonds) components for the
K+-(C6H6)-(H2O)m aggregates as a function of the number of H2O molecules

MD simulations, performed at increasing values of T, show that at low and mod-
erate temperature, an increase of T originates only small and gradual changes of
Ecfg and of its components Enel and Eel for the three aggregates. This clearly
indicates that the substitution of one or two C6H6 by one or two H2O molecules,
forming aggregates with different structures, does not modify the strength of the
interaction with K+.

4.2 The H2O and C6H6 Solvation Competition

The competition between C6H6 and H2O in solvating K+ was investigated by
paying special attention to aggregates containing three C6H6 molecules (the K+-
(C6H6)3-(H2O)1−3 systems) as done for experimental observations [14]. It has
been observed that the addition of one H2O molecule to the K+-(C6H6)3 aggre-
gate causes a reorganization of the three C6H6 molecules around K+, allowing
H2O to get into the first solvation shell together with the three C6H6 molecules
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regardless of the initial configuration of the system. Moreover, no dissociation of
the aggregate into K+-(C6H6)3+H2O has been observed at temperatures lower
than 250 K (a water molecule is considered to have dissociated when its dis-
tances from the other molecules and from the cation are larger than 10 Å).
MD calculations for K+-(C6H6)3-(H2O)2 at moderate T values indicate that the
mean value of Ecfg remains almost constant when increasing the temperature.
Simulations performed at T close to 200 K show that the first solvation shell is
formed by three molecules of C6H6 (approximately equidistant from K+) and
one molecule of H2O. Moreover, the distance of the center of mass of the aro-
matic molecules from K+ averaged over the whole trajectory, R(C6H6-K

+), is
equal to 2.83 Å. Such value is close to the corresponding distance of the O atom
of H2O from K+, R(O-K+), that is equal to 2.86 Å. On the contrary, for the
second water molecule, R(O-K+) is about 5 Å, which means that it is placed on
the second solvation shell and is mainly stabilized by the hydrogen bonds formed
by the two molecules of water and by interactions of the π-hydrogen bond type
(for this aggregate, having an additional water molecule with respect to that
of K+-(C6H6)3-H2O, the number of hydrogen bonding sites available is double
and allows the formation of a H2O-H2O hydrogen bond). In the top panel of
Fig. 3 the evolution in time of the distance of K+ from the center of mass of the
C6H6 molecules and from the O atom of water obtained from MD simulations
performed at T=125 K. The figure clearly shows that the dynamical evolution of
the three aromatic molecules around the cation along the trajectory is similar,
while that of water is different. As expected, the oscillations of the distances of
water from the cation are larger for the molecule placed in the second solvation
shell (the most labile molecule). However, long lasting trajectories (20 ns) do not
provide any evidence for the dissociation of the aggregate. By further increasing
T, the C6H6 molecules can reach larger distances from K+, allowing the water
molecules to get into the first solvation shell. This behavior is illustrated in the
lower panel of Fig. 3.

As is for H2O, at low temperature there is no difference in the behavior of the
three C6H6 molecules along the trajectory. Moreover, at a temperature of about
200 K, the behaviour of the two H2O molecules is also similar (see lower panel of
Fig. 3), indicating that they are placed in the same solvation shell. As a matter of
fact, the similar values of the mean R(C6H6-K

+) and R(O-K+) distances (about
3-3.5 Å), indicates that, along the trajectory, the five molecules are preferentially
placed in the first solvation shell. This means that when energy is large enough,
the addition of a new water molecule may disrupt the stable structure of the ag-
gregate formed by the three C6H6 and one H2O allowing a reorganization of the
first solvation shell to form the K+-(C6H6)3-(H2O)2 aggregate with all molecules
placed close to K+. Such behavior is independent of the initial configuration of
the aggregate and it has been observed for temperatures as high as 300 K. By
further increasing T, the fragmentation of the aggregate becomes more likely.
An analysis of the outcomes of twenty simulations carried out at temperature
values around 300 K shows that the flying away molecule is always water (the
loss of a C6H6 molecule has never been observed). This result is in agreement
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Fig. 3. Evolution of the distance of K+ from the center of mass of C6H6 and from the
O atom of H2O for K+-(C6H6)3-(H2O)2 at two different values of T (different molecules
are represented by different colors)

with the experimental data for K+-(C6H6)1−3-H2O [14], indicating that for up
to three C6H6 molecules, the only unimolecular loss process is that of water.

4.3 The Population of the Second Solvatation Shell

When a further molecule of water is added to K+-(C6H6)3-(H2O)3 the six sur-
rounding molecules can not be all placed in the first solvation shell. Therefore,
they have to compete to get into the shell closer to K+.

The study of K+-(C6H6)3-(H2O)3 using different initial configurations shows
that while C6H6 is able to displace one H2O molecule from the first to the second
solvation shell, the contrary (H2O displacing C6H6) does not occur (see Fig. 4).
As a matter of fact, when the water molecules are initially placed in the sec-
ond solvation shell, after equilibration, the first solvated shell is formed by two
molecules of C6H6 and three of H2O. The third C6H6 molecule is left, first, in the
second solvation shell. However, after 15 ns, the third C6H6 molecule is also able
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Fig. 4. Evolution of the distance to K+ from the centre of mass of C6H6 (top panel),
of the O atom of water from the centre of mass of C6H6 (middle panel) and of K+

from the O atom of the H2O molecules for K+-(C6H6)3-(H2O)3 at T= 150 K (different
molecules are represented by different colours)

to get into the first solvation shell by displacing one of H2O molecule into the
second solvation shell (where as shown by longer simulations it remains). By re-
calling that in the K+-(C6H6)3-(H2O)2 aggregate the five surrounding molecules
are indeed firmly placed in the first solvation shell (even at high temperature)
one has to conclude that the process of adding C6H6 and displacing a water
molecule is able to disrupt the stabling of the K+-(C6H6)3-(H2O)2 configuration
and confines a water molecule into the second solvation shell. By further in-
creasing T, K+-(C6H6)3-(H2O)3 tends to dissociate in K+-(C6H6)3-(H2O)2 plus
a H2O molecule. This confirms the tendency of K+ to dehydrate in the presence
of aromatic rings found in the experiment [14, 15].

The study of aggregates containing four C6H6 molecules singles out properties
differing from those of smaller aggregates. As a matter of fact, while only the
fragmentation of H2O has been observed for the aggregates containing less than
four benzene molecules, the fragmentation giving a C6H6 has been observed for
K+-(C6H6)4-(H2O)1−6. The preference for fragmentations leading to the flying
away of a C6H6 molecule is mainly observed for K+-(C6H6)4-H2O and K+-
(C6H6)4-(H2O)2 (see Fig. 5).

As found also before, this can be understood in terms of a stabilization of
the system having four C6H6 molecules, by a π-hydrogen bond interaction in
the second solvation shell. However, due the high stability of the K+-(C6H6)3-
H2O aggregate, the aromatic molecule is unable to displace water from the first
solvation shell and, in agreement with experimental findings [14], it becomes the
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Fig. 5. Evolution of the distance of K+ from the centre of mass of the C6H6 molecules
at 150 K (top panel) and 200 K (lower panel) for K+-(C6H6)4-(H2O)6 (different
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most labile molecule. On the contrary, no interconversion between the benzene
molecules is observed. However, by increasing T one of the C6H6 molecules placed
in the second solvation shell can displace water molecules from the first solvation
solvation shell. No interconversions are observed at 150 K, while at 200 K, after
about 13 ns of simulation, one C6H6 placed in the second solvation shell, get
into the first one, while the other C6H6 molecule, placed in the second solvation
shell tends to dissociate.

5 Concluding Remarks

The paper shows that the competition between C6H6 and H2O in solvating K+

in mixed-solvent K+-(C6H6)n-(H2O)m ionic aggregates can be investigated at
molecular level and that the involved non electrostatic contributions to the total
intermolecular interaction can be described by means of Improved Lennard Jones
functions. The electrostatic contribution is calculated from charge distributions
according to the quadrupole moment of C6H6 and the dipole moment of H2O.
The preference of K+ to bind C6H6 better than H2O has been investigated by
running MD simulations of K+-(C6H6)3-H2O and K+-(C6H6)2-(H2O)2 at sev-
eral temperatures. At high temperatures the fragmentation of H2O is observed,
while this is not true for the fragmentation of C6H6. We found also that due
to the different size of C6H6 and H2O, the first solvation shell around K+ can



Water (H2O)m or Benzene (C6H6)n Aggregates to Solvate the K+? 13

accept different numbers of solvent molecules. While only four C6H6 molecules
can be placed in the first solvation shell, in the the mixed K+-(C6H6)n-(H2O)m
aggregates such number increases, due to the fact that one C6H6 can be substi-
tuted by more than one H2O molecules. Accordingly, we find that an increase
of the number of molecules in the first solvation shell and the change in its di-
mension can compensate for the different strength of the K+-C6H6 and K+-H2O
interactions we find, as well, that different aggregates can have similar configu-
ration energies. This has been observed for aggregates formed by the cation and
four molecules, such as K+-(C6H6)4, K

+-(C6H6)3-H2O and K+-(C6H6)2-(H2O)2,
with interaction energies of -3.40, -3.47 and -3.41 eV, respectively. Larger dif-
ferences can be observed when the aggregates contain four C6H6 molecules, for
which a fragmentation of C6H6 is possible. In particular, our MD simulations
allowed us also to find out that for K+-(C6H6)4-H2O, C6H6 becomes more labile
than H2O because of the preference of K+ to bind with C6H6 rather than H2O
and the different fragmentation of the aggregates depending on the number of
C6H6 molecules, predicted by experiments. The validity of the used force field
was found to be supported by its ability to reproduce the experimental findings
observed in gas-phase infrared vibrational spectroscopy.
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[25] Quiñonero, D., Garau, C., Frontera, A., Ballester, P., Costa, A., Deyà, P.: J. Phys.
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Using Vectorization and Parallelization

to Improve the Application
of the APH Hamiltonian in Reactive Scattering

Jeff Crawford, Zachary Eldredge, and Gregory A. Parker

University of Oklahoma

Abstract. In time-dependent quantum reactive scattering calculations,
it is important to quickly and accurately apply the Hamiltonian, as this
must be performed at every time-step. We present a method of sepa-
rating the Hamiltonian for adiabatically-adjusting principal axes hyper-
spherical (APH) coordinates into its constituent parts, vectorizing these
to reduce computational steps required in matrix multiplications, and fi-
nally parallelizing the application to reduce the time required to perform
the calculation. This reduction in time is achieved with no modification
of results for triatomic systems of either lithium or hydrogen.

1 Background

1.1 Quantum Reactive Scattering

In reactive scattering, a collision of an atom and a diatomic molecule carries
the possibility of an atomic exchange. Since our system is triatomic, it has three
separate arrangement channels, corresponding to each of the three atoms which
can be separated from the others. In addition, each arrangement channel has a
number of different possible quantum states. The reaction takes the form:

A + BC ⇀↽

⎧⎪⎨⎪⎩
AB + C

AC+ B

A+B + C.

(1)

The problem is: given that the system starts in a particular arrangement channel,
in a particular initial quantum state, what is the likelihood that it ends up in
a given final arrangement channel and state? Our method produces these state-
to-state probability amplitudes. To do this, we must solve a partial differential
equation in seven variables–six spatial coordinates for three atoms (once center-
of-mass motion is discarded) and a time coordinate.

This probability amplitude is given in the scattering matrix, or S-matrix.
Time-independent methods calculate the entire S-matrix for all potential in-
coming and outgoing states at a particular energy [1, 2, 3, 4]. In time-dependent
reactive scattering, we propagate the wavefunction in time on a spatial grid
[6]. At each time step, the wavepacket is projected onto an analysis line out-
side the interaction region [7], and these accumulated time-dependent elements

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 16–30, 2013.
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are analyzed by Fourier transforming them to energy-dependent ones and then
matching to the appropriate boundary conditions [5]. In this method, we start
in a given initial state, but we recover information for all open final states and
a range of energies, which allows our method to scale better for systems with a
large number of basis functions.

1.2 Propagation

In order to do this, we must solve the time-dependent Schrodinger equation:

ih̄
∂

∂t
ϕ(t) = Hϕ(t), (2)

and, since the Hamiltonian H is time-independent, we can solve this by defining
a time evolution operator:

ϕ(t) = e−iH(t−t0)/h̄ ϕ(t0). (3)

We can do this most efficiently by expanding the exponential time-evolution
operator as a Chebychev polynomial[8]. This paper presents an efficient scheme
for applying the Hamiltionian operator to the propagating wavepacket, which
allows us to greatly reduce the computational steps required to propagate the
wavepacket and obtain working results.

2 APH Coordinate Systems

Throughout our propagation we make use of adiabatically-adjusing principal
axes hyperspherical (APH) coordinates to describe the arrangement of the tri-
atomic system [4]. The internal coordinates of the APH system are the hypperra-
dius ρ and two angles, χ and θ. The remaining coordinates are Euler angles αQ,
βQ, γQ which orient the triatomic plane with respect to a set of space-fixed axes.
The hyperradius ρ describes the overall size of the system. θ varies from 0 to
π, “bending” the system from an equilateral triangle to a colinear arrangement
respectively. The other hyperangle χ describes–in a colinear arrangement–the
ratio of sτ to Sτ , with:

lim
χτ→0

sτ
Sτ

= 0 (4)

Here, τ represents some arrangement channel labeled as A, B, or C depending
on which atom is being treated as “separate.” Sτ and sτ are mass-scaled Ja-
cobi coordinates in that arrangement channel, where sτ is the separation of the
diatomic fragment while Sτ points from the center-of-mass of that fragment to
the atom τ . Rotations in χ can correspond to changes in arrangement channel
if large enough, which is to say that the channels are separated by differences in
χ.

These internal coordinates are defined by :

ρ =
(
q2 +Q2

)1/2
, (5a)
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θ = π/2− 2 tan−1(q/Q), (5b)

where 0 ≤ ρ ≤ ∞, 0 ≤ θ ≤ π/2, and q and Q are vectors (related to sτ and Sτ

by kinematic rotation) pointing along the smallest principal moments of inertia,
making this an instantaneous principal-axes system. These coordinates treat
all arrangement channels equivalently. Another important aspect of the APH
coordinate system is that the potential energy surface (PES) is symmetric in χ.
The PES belongs to the C6v, C2v, or C2 point groups depending on whether
it consists of one, two, or three different types of atoms, respectively. This has
two benefits. First, it allows us to reduce the size of the coordinate space needed
to represent the wavefunction, allowing us to use only a fraction of the grid we
would ordinarily need. Second, we can propagate each irreducible representation
of the wavepacket separately, using symmetry-adapted wavefunctions. The size
of the coordinate space required to represent the symmetry-adapted χi is 0 ≤
χi ≤ 2πlΓ /h, where h is the order of the group and lΓ is the dimension of
irreducible representation Γ [9, 10].

Finally, the kinetic energy operator in APH coordinates, used later to con-
struct the Hamiltonian, is given by [4]:

T =− h̄2

2μρ5/2
∂2

∂ρ2
ρ5/2 +

15h̄2

8μρ2

− h̄2

2μρ2

[
4

sin 2θ

∂

∂θ
sin 2θ

∂

∂θ
+

1

sin2 θ

∂2

∂χ2
i

]
+

1

μρ2

[
Aθ + Bθ

2
J2 +

(
Cθ −

Aθ − Bθ

2

)
J2
z

]
,

− 1

2μρ2

[
Aθ − Bθ

2

(
J2
+ + J2

−
)
+ h̄Dθ

(
J− − J+

) ∂

∂χi

]
(6)

where J is the total angular momentum operator, a differential operator in the
Euler angles αQ, βQ, γQ,

J± = Jx ∓ iJy, (7)

are the raising and lowering operators, Ji are the components of the total angular
momentum with respect to the a set of body-fixed axes, and

Aθ =
1

1 + sin θ
, (8a)

Bθ =
1

2 sin2 θ
, (8b)

Cθ =
1

1− sin θ
, (8c)

Dθ =
cos θ

sin2 θ
. (8d)
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3 Vectorization

3.1 Motivation

Kronecker products arise in the process of applying the APH Hamiltonian. These
require a large number of scalar multiplications with a corresponding increase in
machine time, especially as the grid becomes large in the number of points used
to represent the APH coordinates ρ, θ, and χ. Our calculations proceed more
quickly when we express the action of the Hamiltonian on a wavefunction in
terms of ordinary matrix multiplications. By removing the Kronecker products
from our calculations we can greatly reduce the number of multiplications we
need to perform and improve the computational efficiency of the Hamiltonian’s
application.

3.2 Notation and Background

In this section, vectors and matrices will appear in bold, as inA. Scalar quantities
will appear in plain (italicized) font, as in A. Because we will use subscripts to
identify matrices, we will not use the normal notation for particular elements of
a matrix. The element in the ith row and the jth column will be represented not
as Aij but as A[i, j]. Rank 3 matrices will also appear, and an element of these
will be denoted as A[i, j, k].

To represent an entire row or column of a matrix, the “unused” coordinate will
be replaced with a colon. For instance, the vector formed from the first column
of A (a rank 2 matrix) would be denoted as A[:,1] as it would contain elements
from all rows but only the first column. More explicitly, if A is an nA × mA

matrix, then:
A[i, :] = ( A[i, 1] A[i, 2] · · · A[i,mA] ) (9)

and

A[:, j] =

⎛⎜⎜⎜⎝
A[1, j]
A[2, j]

...
A[nA, j]

⎞⎟⎟⎟⎠ . (10)

We can extend this easily to rank 3 matrices. Use of one colon in the coordinates
describes a vector. If B is a nB ×mB × pB matrix, then:

B[:, j, k] =

⎛⎜⎜⎜⎝
B[1, j, k]
B[2, j, k]

...
B[nB, j, k]

⎞⎟⎟⎟⎠ (11)

and similarly for the other two coordinates. The use of two colons gives us a
“slice” of the rank 3 matrix, yielding a rank 2 matrix:
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B[:, :, k] =

⎛⎜⎜⎜⎝
B[1, 1, k] B[1, 2, k] · · · B[1,mB, k]
B[2, 1, k] B[2, 2, k] · · · B[2,mB, k]

...
...

. . .
...

B[nB, 1, k] B[nB , 2, k] · · · B[nB,mB, k]

⎞⎟⎟⎟⎠ (12)

B[:, j, :] =

⎛⎜⎜⎜⎝
B[1, j, 1] B[1, j, 2] · · · B[1, j, pB]
B[2, j, 1] B[2, j, 2] · · · B[2, j, pB]

...
...

. . .
...

B[nB, j, 1] B[nB, j, 2] · · · B[nB, j, pB]

⎞⎟⎟⎟⎠ (13)

B[i, :, :] =

⎛⎜⎜⎜⎝
B[i, 1, 1] B[i, 1, 2] · · · B[i, 1, pB]
B[i, 2, 1] B[i, 2, 2] · · · B[i, 2, pB]

...
...

. . .
...

B[i,mB, 1] B[i,mB, 2] · · · B[i,mB, pB]

⎞⎟⎟⎟⎠ . (14)

The Kronecker product of two matrices A ∈ �nA×mA and B ∈ �nB×mB is a
nAnB ×mAmB matrix given by:

A⊗B =

⎛⎜⎜⎜⎝
A1,1B A1,2B · · · A1,nAB
A2,1B A2,2B · · · A2,nAB

...
...

. . .
...

AnA,1B AnA,2B · · · AnA,nAB

⎞⎟⎟⎟⎠ (15)

Next we wish to define the vec operator. The vec operator acts on matrices and
outputs vectors. In a two-dimensional case we consider a matrix X ∈ �nX×mX .
Applying the vec operator to X stacks the columns onto each other, giving us a
vector of length nXmX .

vec(X) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X [1, 1]
...

X [nX , 1]
X [1, 2]

...
X [nX , 2]

...

...
X [1,mX]

...
X [nX ,mX ]

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛⎜⎜⎜⎝
X[:, 1]
X[:, 2]

...
X[:,mX ]

⎞⎟⎟⎟⎠ (16)
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In a three-dimensional case, let X ∈ �nX×mX×pX . Then applying the vec oper-
ator yields a vector of length nXmXpX :

vec(X) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X[:, 1, 1]
...

X[:, 1, pX ]
X[:, 2, 1]

...
X[:, 2, pX ]

...

...
X[:,mX , 1]

...
X[:,mX , pX ]

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(17)

Other useful ways to write (17), which will be used later, are

vec(X) =

⎛⎜⎜⎜⎝
vec(X[:, 1, :])
vec(X[:, 2, :])

...
vec(X[:, nB, :])

⎞⎟⎟⎟⎠ (18)

and

vec(X) = vec

⎛⎜⎜⎜⎝
X[:, :, 1]
X[:, :, 2]

...
X[:, :, nC ]

⎞⎟⎟⎟⎠ (19)

We will deal with discretized operations of the form:

Cx = (B⊗A)vec(X), (20)

where B ∈ �nB×nB , A ∈ �nA×nA , X ∈ �nA×nB , C ∈ �nAnB×nAnB , x ∈
�nAnB×1, and x = vec(X). The operation of C on x requires 2n2

An
2
B multi-

plications. The number of multiplications can be reduced by rewriting (20) as

(B⊗A)vec(X) = vec(AXBT), (21)

which requires n2
AnB + nAn

2
B multiplications[11].

3.3 Vectorization of APH Hamiltonian

Referring to the APH kinetic energy operator we saw in (6), we now specialize
to cases with zero total angular momentum (J = 0). The kinetic energy is now
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of the form:

T =− h̄2

2μρ5/2
∂2

∂ρ2
ρ5/2 +

15h̄2

8μρ2

− h̄2

2μρ2

[
4

sin 2θ

∂

∂θ
sin 2θ

∂

∂θ
+

1

sin2 θ

∂2

∂χ2
i

]
(22)

Now adding in the potential, we can form the Hamiltonian:

H = hρ + fρhθ + fρfθhχ + Ṽ (23)

where

hρ = − h̄2

2μρ5/2
∂2

∂ρ2
ρ5/2 (24)

hθ = − 4

sin 2θ

∂

∂θ
sin 2θ

∂

∂θ
(25)

hχ = − ∂2

∂χ2
(26)

fρ =
h̄2

2μρ2
(27)

fθ =
1

sin2 θ
(28)

Ṽ = V (ρ, θ, χ) +
15h̄2

8μρ2
. (29)

Discretizing the application of the Hamiltonian on the wave function gives the
following expression:

Hψt = (fρ ⊗ fθ ⊗ hχ + fρ ⊗ hθ ⊗ Iχ + hρ ⊗ Iθ ⊗ Iχ + Ṽ)vec(Ψt), (30)

with {fρ, hρ} ∈ �nρ×nρ , {fθ, hθ} ∈ �nθ×nθ , hχ ∈ �nχ×nχ , Ṽ ∈ �nρnθnχ×nρnθnχ ,
Ψt ∈ �nχ×nρ×nθ , and ψt ∈ �nχnρnθ×1. Also, Iθ and Iχ are (nθ×nθ) and (nχ×nχ)

identity matrices, respectively. Note that Ṽ, fρ, and fθ are all diagonal matrices.
This kronecker product form requires 2nρnθn

2
χ + 2nρn

2
θnχ + 2n2

ρnθnχ + nρnθnχ

multiplications, not counting multiplications by zero.
We would like to reduce the number of scalar multiplications required to

compute Hψt by expressing the right hand side of (30) as:

(fρ⊗fθ⊗hχ+fρ⊗hθ⊗Iχ+hρ⊗Iθ⊗Iχ+Ṽ)vec(Ψt) = vec(Y)+Ṽvec(Ψt) (31)

where Y ∈ �nχ×nρ×nθ is obtained by regular matrix multiplication, rather than
by kronecker product, and can be written as

Y = Yχ +Yθ +Yρ (32)

vec(Y) = vec(Yχ) + vec(Yθ) + vec(Yρ). (33)
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The χ, θ, and ρ components of Y satisfy the equations

(fρ ⊗ fθ ⊗ hχ)vec(Ψt) = vec(Yχ) (34)

(fρ ⊗ hθ ⊗ Iχ)vec(Ψt) = vec(Yθ) (35)

(hρ ⊗ Iθ ⊗ Iχ)vec(Ψt) = vec(Yρ). (36)

Yχ : First, we will find Yχ using (34):

(fρ ⊗ fθ ⊗ hχ) =

⎛⎜⎜⎜⎝
fρ[1, 1](fθ ⊗ hχ) 0 · · · 0

0 fρ[2, 2](fθ ⊗ hχ) · · · 0
...

...
. . .

...
0 0 · · · fρ[nρ, nρ](fθ ⊗ hχ)

⎞⎟⎟⎟⎠
(37a)

vec(Ψt) =

⎛⎜⎜⎜⎝
vec(Ψt[:, 1, :])
vec(Ψt[:, 2, :])

...
vec(Ψt[:, nρ, :])

⎞⎟⎟⎟⎠

(fρ ⊗ fθ ⊗ hχ)vec(Ψt) =

⎛⎜⎜⎜⎝
fρ[1, 1](fθ ⊗ hχ)vec(Ψt[:, 1, :])
fρ[2, 2](fθ ⊗ hχ)vec(Ψt[:, 2, :])

...
fρ[nρ, nρ](fθ ⊗ hχ)vec(Ψt[:, nρ, :])

⎞⎟⎟⎟⎠ (37b)

Using the 2D relation from (21) provides

(fθ ⊗ hχ)vec(Ψt[:, j, :]) = vec(hχΨt[:, j, :]fθ) (38)

giving

(fρ ⊗ fθ ⊗ hχ)vec(Ψt) =

⎛⎜⎜⎜⎝
vec (fρ[1, 1]hχΨt[:, 1, :]fθ)
vec (fρ[2, 2]hχΨt[:, 2, :]fθ)

...
vec (fρ[nρ, nρ]hχΨt[:, nρ, :]fθ)

⎞⎟⎟⎟⎠ = vec(Yχ). (39)

Then, Yχ is given by

Yχ[:, j, :] = fρ[j, j]hχΨt[:, j, :]fθ. (40)

Obtaining Yχ using (40) requires nρ(nθn
2
χ +nθnχ +1) multiplications, but this

can be made more efficient. If we compute the χ vectors of Yχ for each set of ρ
and θ values according to

Yχ[:, j, k] = fρ[j, j]hχΨt[:, j, :]fθ [:, k] (41)

= fρ[j, j]hχΨt[:, j, k]fθ[k, k] (42)

where (42) arises since fθ is diagonal. This requires nρnθ(n
2
χ+2) multiplications

to obtain the full Yχ, which is nρ(nθnχ − 2nθ + 1) less than for (40).
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Yθ: Next, we will find Yθ using (35). Just as in (37:

(fρ ⊗ hθ ⊗ Iχ)vec(Ψt) =

⎛⎜⎜⎜⎝
fρ[1, 1](hθ ⊗ Iχ)vec(Ψt[:, 1, :])
fρ[2, 2](hθ ⊗ Iχ)vec(Ψt[:, 2, :])

...
fρ[nρ, nρ](hθ ⊗ Iχ)vec(Ψt[:, nρ, :])

⎞⎟⎟⎟⎠ (43)

Using the 2D relation from (21) provides

(hθ ⊗ Iχ)vec(Ψt[:, j, :]) = vec(IχΨt[:, j, :]h
T
θ )

= vec(Ψt[:, j, :]h
T
θ ) (44)

giving

(fρ ⊗ hθ ⊗ Iχ)vec(Ψt) =

=

⎛⎜⎜⎜⎝
vec
(
fρ[1, 1]Ψt[:, 1, :]h

T
θ

)
vec
(
fρ[2, 2]Ψt[:, 2, :]h

T
θ

)
...

vec
(
fρ[nρ, nρ]Ψt[:, nρ, :]h

T
θ

)
⎞⎟⎟⎟⎠

=

⎛⎜⎜⎜⎝
vec (Yθ[:, 1, :])
vec (Yθ[:, 2, :])

...
vec (Yθ[:, nρ, :])

⎞⎟⎟⎟⎠
= vec(Yθ).

(45)

Then, Yθ is given by

Yθ[:, j, :] = fρ[j, j]Ψt[:, j, :]h
T
θ . (46)

Obtaining Yθ using (46) requires nρ(n
2
θnχ + 1) multiplications, and this is the

most efficient form.

Yρ: Finally, we will find Yρ using (36):

(hρ ⊗ Iθ ⊗ Iχ)vec(Ψt) = (hρ ⊗ Iχθ)vec

⎛⎜⎜⎜⎝
Ψt[:, :, 1]
Ψt[:, :, 2]

...
Ψt[:, :, nθ]

⎞⎟⎟⎟⎠ (47)

where Iχθ is an (nθnχ × nθnχ) identity matrix obtained from

Iθ ⊗ Iχ = Iχθ (48)
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and

vec(Ψt) = vec

⎛⎜⎜⎜⎝
Ψt[:, :, 1]
Ψt[:, :, 2]

...
Ψt[:, :, nθ]

⎞⎟⎟⎟⎠ (49)

as shown in (19). Using the 2D relation from (21) provides

(hρ ⊗ Iχθ)vec

⎛⎜⎜⎜⎝
Ψt[:, :, 1]
Ψt[:, :, 2]

...
Ψt[:, :, nθ]

⎞⎟⎟⎟⎠ = vec

⎧⎪⎪⎪⎨⎪⎪⎪⎩Iχ

⎛⎜⎜⎜⎝
Ψt[:, :, 1]
Ψt[:, :, 2]

...
Ψt[:, :, nθ]

⎞⎟⎟⎟⎠hT
ρ

⎫⎪⎪⎪⎬⎪⎪⎪⎭
= vec

⎛⎜⎜⎜⎝
Ψt[:, :, 1]h

T
ρ

Ψt[:, :, 2]h
T
ρ

...
Ψt[:, :, nθ]h

T
ρ

⎞⎟⎟⎟⎠
(50)

Then,

(hρ⊗Iθ⊗Iχ)vec(Ψt) = vec

⎛⎜⎜⎜⎝
Ψt[:, :, 1]h

T
ρ

Ψt[:, :, 2]h
T
ρ

...
Ψt[:, :, nθ]h

T
ρ

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
vec (Yρ[:, :, 1])
vec (Yρ[:, :, 2])

...
vec (Yρ[:, :, nθ])

⎞⎟⎟⎟⎠ = vec(Yρ).

(51)
Then, Yρ is given by

Yρ[:, :, k] = Ψt[:, :, k]h
T
ρ . (52)

Obtaining Yρ using (52) requires n2
ρnθnχ multiplications, and this is the most

efficient form.
In summary, the 3D kronecker form can be expressed as

(fρ ⊗ fθ ⊗ hχ + fρ ⊗ hθ ⊗ Iχ + hρ ⊗ Iθ ⊗ Iχ + Ṽ)vec(Ψt) =

vec(Yχ) + vec(Yθ) + vec(Yρ) + Ṽvec(Ψt)
(53)

with

Yχ[:, j, k] = fρ[j, j]fθ[k, k]hχΨt[:, j, k] (54)

Yθ[:, j, :] = fρ[j, j]Ψt[:, j, :]h
T
θ (55)

Yρ[:, :, k] = Ψt[:, :, k]h
T
ρ . (56)

The kronecker form requires 2nρnθn
2
χ +2nρn

2
θnχ +2n2

ρnθnχ + nρnθnχ multipli-
cations, while the matrix multiply form requires nρnθ(n

2
χ +2)+ nρ(n

2
θnχ +1)+

n2
ρnθnχ + nρnθnχ multiplications. The matrix multiply form requires n2

ρnθnχ +
nρn

2
θnχ + nρnθn

2
χ − nρnθ − nρ less multiplications than the kronecker form.
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4 Parallelization

4.1 Parallelizing the Hamiltonian

Using (53 - 56) we can begin to parallelize the application of the APH Hamilto-
nian. First we separate each component part:

HΨt = vec(fρ[j, j]fθ[k, k]hχΨt[:, j, k]) + vec(fρ[j, j]Ψt[:, j, :]h
T
θ )+

vec(Ψt[:, :, k]h
T
ρ ) + Ṽvec(Ψt)

(57)

Now we see that none of these parts depends on the value of the others, so we
can compute them individually and then simply add the resultant vectors after
all calculations are completed. This was done with OpenMP in Fortran 90, as in
the following code segment. (This is not an actual code segment, but rather an
illustrative representation not dissimilar from the actual code.)

!=========

!APH Hamiltonian applicaton

!BEGIN T-Parallelization

!========

!$OMP PARALLEL DEFAULT(SHARED)&

!$OMP SECTIONS

!$OMP SECTION

! Apply T_rho:

CALL trho_apply(psi3,rho3)

!$OMP SECTION

! Apply T_theta:

CALL ttheta_apply(psi3,theta3)

!$OMP SECTION

! Apply T_chi

CALL tchi_apply(psi3,chi3)

!$OMP SECTION

!Apply V

CALL v_apply(nchir,nlength,psi3,vpsi)

!$OMP END SECTIONS

!$OMP END PARALLEL

DO irho=1,nrho

DO itheta=1,ntheta

DO ichi=1,nchir

i = aphindex(ntheta,nchir,irho,itheta,ichi)

wavefunction(i)= &

rho3(ichi, irho, itheta) + theta3(ichi, irho, itheta) &

+ chi3(ichi, irho, itheta) + vpsi(i)

ENDDO

ENDDO

ENDDO
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Here, we open the parallelization and specify that all variables are shared–this
ensures that all processes have access to the same initial/input wavefunction
“psi3.” Each section directive then initiates a new process which simply calls
the relevant subroutine for each component ρ, θ, χ. Note that the input wave-
function and (for the kinetic energies) the output matrices are three-dimensional
and specified by component. For instance, “rho3” is the matrix for the applica-
tion of the ρ component of the kinetic energy operator onto Ψt. The potential
energy subroutine produces a vector, however. After the parallel region is ended,
the final series of DO loops uses a subroutine to determine the proper vector
index corresponding to each three-dimensional element (calculated by function
aphindex) and the three-dimensional matrices and Ṽvec(Ψt) are vectorized as
they are added together into “wavefunction”, which corresponds to HΨt.

As noted at the end of the vectorization section, the matrix multiply form re-
quired nρnθ(n

2
χ+2)+nρ(n

2
θnχ+1)+n2

ρnθnχ+nρnθnχ multiplications. The paral-
lelized form, because it exectues these terms simultaneously, takes only as much
time as the longest term (not counting the computational overhead involved in
forking and merging processes). Since nχ is nearly always the largest factor in
these terms, the term for which nχ is quadratic will usually be the largest and
therefore determine the total computation time required, meaning that the cal-
culation will be able to perform nρnθ(n

2
χ+2)+nρ(n

2
θnχ+1)+n2

ρnθnχ+nρnθnχ

multiplications in as much time as it takes to execute nρnθ(n
2
χ + 2) multiplica-

tions. Other considerations can reduce the number of multiplications required.
For example, our matrices are banded, and therefore require less multiplications
than a full matrix would.

4.2 Other Parallelizations

Besides the application of H on Ψt, there are several other places the method
could be (further) parallelized. As we propagate the wavefunction’s components
in irreducible representation Γ , parallelization could be used to propagate these
separately before combining them for final analysis. The benefit gained by this
would depend on initial quantum numbers and parity, as well as the precise
system–for AAA systems (belonging to the C6v point group) with no initial an-
gular momentum and even parity, the irreducible representations are A1 and E2.
Here, E2 requires twice the coordinate space in nχ as A1, and so would repre-
senting the limiting factor in time for this parallelization. This would suggest the
time required to complete the full propagation of all irreducible representations
would be reduced by a third if this were implemented. For other systems and
other initial quantum states, the time gained by this parallelization would vary.
In addition, the wavefunction could be split into its real and imaginary parts:

HΨt = HΨreal + iHΨimag (58)

Since both of these components should take the same amount of time, this could
in theory reduce the time required for each application of the Hamiltonian by a
factor of two if the Hamiltonian were applied simultaneously to both.
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The resource expended for these improvements is additional processor usage,
and their nested nature makes stacking them potentially impractical on many
machines. Parallelizing the Hamiltonian application as shown in the code seg-
ment requires four processors. If the wavefunction is split into real and imaginary
parts, eight processors are used. If–for an AAA system as discussed in the previ-
ous paragraph–both irreducible representations are propagated simultaneously,
then sixteen processors would be required to achieve the proper speed-up. Obvi-
ously, many machines do not have that many cores available, making that level
of parallelization infeasible.

5 Results

Parallelized code was compared with the same code compiled in single-threaded
mode and the times required to complete the full propagation were noted. These
results only account for the parallelization of the application of the Hamiltonian;
the additional possible parallelizations proposed in section 4.2 are not imple-
mented. First, in Table 1, we see the effects on a variety of different systems–
H+H2, F+H2, and Li3. In all systems, the parallel times were significantly lower
than the serial code, giving a reduction of about 50% in total time required for
these systems on appropriately dense grids (those dense enough to yield results).

Table 1. Parallelization Time Results

System H + H2 F + H2 Li3
(nρ,nθ,nχ) (160,45,360) (200,75,600) (135,65,360)
Serial Time (minutes) 5.89 71.66 53.45
Parallel Times (minutes) 3.68 35.27 29.26
Percent Reduction (minutes) 39.0% 50.8% 45.3%

It is also interesting to look at the same system as the grid density becomes
larger. In Fig. 1 we see the behavior of both single- and multi-threaded code
as grid density increases in each coordinate. Clearly, the multi-threaded code
outperforms the single-threaded variety. In addition, the multi-threaded code
scales better as density increases. A quadratic fit applied to the single-threaded
code for the nχ plot gives a scaling of of 0.22nχ + 0.00064n2

χ while the multi-
threaded code scales as 0.15nχ+0.00040n2

χ. For nθ we also have an improvement
of a different nature, with the single-threaded fit being 2.98nθ + 0.024n2

θ and a
parallel fit of 0.19nθ + 0.030n2

θ. Interestingly, here the speedup occurs in the
linear scaling. This may be a result of the quadratic nθ term dominating, be-
coming the determining factor in the time required for the parallel application of
the Hamiltonian. The other terms–which are linear in nθ do not contribute to the
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time required. Finally, we can look at the scaling in nρ. A linear fit applied to
this data shows a slope of 1.19 for the serial code and .66 for the parallel code.
On higher-density grids, then, the parallel code has an increasing advantage over
the single-threaded version, with the possible exception of nθ. However, if the
fitted curves are valid for larger values of nθ, the parallel version would remain
faster until nθ became as large as 467, a number far larger than usually used.
It is also important to note that no difference in results is observed between the
parallel and single-threaded codes.
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Fig. 1. Single-threaded times (blue, dashed) in comparison with the parallelized (pur-
ple, solid) times. Programs were run for H +H2 with grid parameters at nρ = 160, nθ

= 45, nχ = 360, with one of these parameters varying.
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Abstract. By making use of a Grid enabled ab initio molecular sim-
ulator we have tackled the a priori study of the N2(

1Σ+
g ) + N2(

1Σ+
g )

process. A detailed analysis of the results obtained from high level ab
initio (Coupled Cluster) calculation of the electronic structure of N4 for
a large number of nuclear geometries has singled out the fact that Cou-
pled Cluster calculations are insufficiently accurate when the internuclear
distances of the approaching N2 diatoms are stretched, because in such
cases the wavefunction of the N4 system cannot be properly described by
a single determinant. For this reason we have carried out Multi Reference
calculations (using the same basis set) for a large number of the nuclear
geometries considered for the Coupled Cluster study. Then, a 4-atoms
global potential energy surface has been worked out for use in dynamics
calculations.

1 Introduction

In recent years, important advances in theoretical and experimental investiga-
tions on weakly bound molecular clusters and complexes have been reported [1,
2]. A large fraction of these studies has been carried out to better characterize
the dynamics of the formation of simple molecular clusters (such as the (H2)2
dimer [3]) as well as other important properties. This has allowed the assem-
blage of a potential energy surface (PES) suitable to describe, for example, H2

+ H2 collision processes [4]. Recently, growing efforts have been devoted also to
the determination of the interaction between two nitrogen molecules, the (N2)2
dimer. This system is important in high temperature atmospheric chemistry of
Earth (like that occurring in spacecraft reentry [5, 6]) and in low temperature
astrochemistry as well, in which the N2 dimer plays an important role (like in
the atmospheric processes of Titan). For this reason related investigations have
been extended also to low temperature [7].

A first attempt to model an empirical potential for the nitrogen dimer was
carried out some time ago by fitting a Lennard-Jones potential to the second
virial coefficient and solid state data [8–12]. In more recent years, ab initio and
experimental data were combined to the end of improving the empirical formula-
tion of the (N2)2 PES [13–15] and a partially ab initio PES was assembled by Van
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der Avoird, Wormer and Jansen (AWJ) [16] by combining ab initio estimates
of the short range (N2)2 interaction and long range electrostatic and dispersion
terms. Still it was impossible to reproduce most of the available experimental
and theoretical data [17, 18].

The first full ab initio PES of (N2)2 was developed by Stallcop and Par-
tridge [19] by combining short and intermediate range potential energy values
calculated at the CCSD(T) (Coupled-Cluster with Single and Double and per-
turbative Triple excitations) level of theory, with those obtained for the Van der
Waals region from the evaluation of the second virial coefficients. Subsequently,
further theoretical investigations were performed in order to better calibrate the
PES [20–23].

However, despite the above mentioned efforts, the intermolecular interaction
of (N2)2 is far from being well characterized. The fact that the system is unsuit-
able for experimental investigations (due to its optical inactivity) and that the
potential strongly depends on both the distance and the mutual orientation of
the two molecules, makes its accurate investigation quite difficult. As a matter
of fact, ab initio calculations of the electronic structure of (N2)2 require both
HTC (High Throughput Computing) and HPC (High Performance Computing).
For this reason in our work within COMPCHEM [24] (the EGI (European Grid
Infrastructure) [25] Virtual Organization (VO) of the Chemistry and Molecular
& Material Science and Technology Community (CMMST)), aimed at designing
the so called Grid Empowered Molecular Simulator (GEMS) [26–28], we chose
as a case study the ab initio calculation of the geometries of the N2(

1Σ+
g ) +

N2(
1Σ+

g ) system relevant to the related nitrogen atom exchange reaction [29].
Accordingly, in Section 2 we illustrate the coordinate system used and the

investigated arrangements, in Section 3 we present the results of Coupled Cluster
ab initio calculations and in Section 4 we discuss the related fit to assemble a
proper PES. Then, in Section 5 we describe the corresponding higher level Multi
Reference ab initio calculations. In Section 6 the fit of the mixed Multi Reference
CCSD(T) set of energy points is reported and in Section 7 our conclusions are
given.

2 The Coordinates Used

As discussed in ref [30] in order to build an initial ab initio picture of the (N2)2
intermolecular interaction we have already carried out ab initio calculations at
a MP2 (Second order Møller-Plesset perturbation theory) [31] ab initio level by
correcting the BSSE (Basis Set Superposition Error) via the full counterpoise
procedure (FCP) [32], using a relatively small basis set (called cc-pVTZ (corre-
lation consistent polarized triple valence)) involving 140 gaussian functions re-
trieved from the EMSL public database [33, 34]. We have also already performed
CCSD(T) [35–37] ab initio calculations. Both calculations were performed using
the serial version of GAMESS-US [38, 39] offered as a Grid service by the COM-
PCHEM Virtual Organization [24], that was running on typical Grid single-core
machines.
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For the definition of the geometry of the system a space fixed axis frame with
the z axis passing through the centers of mass of the two nitrogen molecules was
adopted. Using this kind of coordinate frame the relative positions of the nuclei

N

N

N

N

Φ

R

ra rb

θa θb z

Fig. 1. Scheme of the radial and angular variables adopted to define the geometry of
the (N2)2 system

of the N4 4 atom system considered in our work in order to create the grid
of points (geometries) of the discrete representation of the PES was uniquely
defined in terms of the 6 variables (three radial and three angular, as shown in
Figure 1). Accordingly, the orientation of the two diatomic internuclear vectors
ra and rb with respect to the z axis of the space fixed frame is given by the
angles θa and θb; the relative orientation of the planes formed by diatom a and
the z axis and diatom b and the same axis is given by the dihedral angle Φ;
the distance between the centers of mass of the two nitrogen molecules is given
by R; the two intramolecular distances are given by the moduli ra and rb of
the ra and rb vectors. The different reaction channels of the PES were therefore
identified by five different θa, θb, Φ triples for R varying from 1 to 8 Å at fixed
value of the bond length of the two monomers. Each of these (θa, θb, Φ; R)
combinations (called arrangements, hereinafter) belongs to a different symmetry
group (namely: D2h (90, 90, 0; R), D2d (90, 90, 90; R), D∞h (0, 0, 0; R), C2v

(0, 90, 0; R), C2h (45, 45, 0; R)). The different arrangements are labeled as H
(parallel), X (X-shaped), L (linear), T (T-shaped) and Z (Z-shaped), respectively,
as illustrated in Figure 2. A first set of calculations was performed by setting
ra=rb=1.094 Å (the N2 equilibrium distance [40]). Other sets of calculations
were performed by varying the Φ angle from 0◦ (H shape) to 90◦ (X shape), by
a step of 15◦ in order to fully characterize the effect on the potential energy of
distorting gradually the parallel arrangement into a crossed one (P15, P30, P45,
P60, P75). At the same time, to sample the effect of stretching the N2 bonds,
further calculations were performed by varying the internuclear distances ra and
rb as follows: ra = 1.094 Å, rb =1.694 Å; ra =1.494 Å, rb =1.694 Å; ra =1.694
Å, rb =1.694 Å.
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Fig. 2. Summary of the five investigated arrangements

3 The High-Level Coupled Cluster Calculations

In order to improve on the results obtained from the low level of theory ab initio
calculations performed using the computational machinery illustrated above (the
MP2 [31] method and the cc-pVTZ small basis using 140 gaussian functions) we
resorted into using a CCSD(T) method and a cc-pV5Z [33, 34] basis set made
of a total of 420 gaussian contractions. This eliminated the large BSSE that
unphysically lowers the energy in the short range region. Using such basis set
we carried out the calculations for the H, X, L, T, Z, P15, P30, P45, P60 and
P75 arrangements. Obviously, the use of the larger basis set while improving
the accuracy increased also the size of the matrices used in the calculations and
made the computational cost three orders of magnitude larger (when compared
with the smaller cc-pVTZ basis set). This prompted the use of HPC platforms
through a cross submission from the EGI Grid (using gLite middleware) to
the supercomputer platform of CINECA [41] on which parallel versions of the
electronic structure ab initio package GAMESS-US 2009 [38] are available.

Due to their importance for reactive exchange our efforts focused on the cal-
culation of the electronic energy values for the parallel (H-shape) and crossed
(X-shape) arrangements. In Fig. 3 the long range CCSD(T) potential energy
values are plotted as function of R, for the H, X, P30 and P60 arrangements. H
and X arrangements show in the long range region a well deep 9.38 meV (with
the minimum located at R=3.74 Å) and 11.55 meV (with the minimum located
at R=3.64 Å), respectively. Moreover, in going from the H to the X arrangement
the location on R of the minimum lowers gradually while the depth deepens. The
pseudo 3D sketch given in the lower right hand side corner of FIg. 3 illustrates
such variation in going from Φ = 0◦ to Φ = 90◦. No evidence has been found
for the formation of stable structures at short range, whereas the opening of a
reactive exchange channel when moving from a X to a H arrangements looks
likely.
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Fig. 3. Long range CCSD(T) potential energy curves plotted as a function of R at
different values of Φ (a pseudo 3D representation is given in the right lower corner)

In order to better investigate this aspect we also calculated the evolution of the
potential energy of the H and X arrangements when one or both intramolecular
distances are stretched with respect to the N2 equilibrium distance (Req = 1.094
Å). In particular, the internuclear distances were varied from 0.4 to 0.6 Å (see
Figure 4 for the plot of the potential energy curves of the H and X arrange-
ments). The analysis showed, however, that when the intramolecular distance is
increased from equilibrium the role of non-dynamical correlation energy becomes
important and the wavefunction of the system can not be properly described by
a single determinant. Accordingly, for N2 internuclear distances differing from
the equilibrium value CCSD(T) values could not be trusted anymore, especially
at short intermolecular distance. For this reason they were discarded with the
exception of those that could be adjusted to fit some neighbor valid points.

4 The Fit of the ab Initio Potential Energy Values

In order to carry out the fitting of the calculated CCSD(T)/cc-pV5Z results
we used the computational procedure of Paniagua et al. based on the MBE
method [42] by embodying the gfit4c package [43] into GEMS. Three different
sets of ab initio points (1440 two-body values, 4320 three-body values and 1917
four-body values) were used to fit the N2(

1Σ+
g ) + N2(

1Σ+
g ) PES. Ab initio data

and experimental information (when available) were used to tune both the two
and three body terms thanks to the results of the work previously carried out
for the assemblage of the N + N2 PES [44, 45]. Moreover, the zero of all the ab
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Fig. 4. CCSD(T) Van der Waals potential energy curves plotted as a function of R
of the three stretched geometries for the H and X arrangements. The plus and cross
symbols refer to the arrangements with one internuclear distance at the equilibrium
and the other one stretched by 0.6 Å (EQ-06); the star and white-square symbols refer
to the arrangements with one distance stretched by 0.4 Å and the other one by 0.6
Å (04-06) whereas the circle and the black-square symbols refer to the arrangements
with both internuclear distances stretched by 0.6 Å (06-06).

initio values was set at the dissociation energy of the dimers. The scaling value
has been calculated at the CCSD(T) level of theory using the same basis set. In
particular, we calibrated the calculated potential energy values with respect to
the energy point obtained by increasing R to a very large distance (20 Å) and
by matching the obtained value with the one obtained for the isolated nitrogen
molecules (the value used is -218.82612523 Hartree). The fitted two and three
body components of the potential (both fitted to a polynomial of order 5) show
a root mean square deviation of 0.005 and 0.05 eV, respectively, while that of
the four body term is 0.2 eV with the largest deviation (up to 2 eV) occurring
in highly repulsive regions.

The ability of the fitted PES to describe the N2 dissociation was tested. The
fitted PES gives a dissociation energy of 0.361 hartree at an equilibrium distance
of 1.099 Å in good agreement with the experimental values (1.098 Å and 0.358
hartree [46, 47], respectively). In order to give a more global view of the fitted
PES we show its isoenergetic contours in Figure 5. The contours of Figure 5 refer
to the fixed R H arrangement and variable intramolecular ra and rb distances.
The plots show that when the intermolecular distance is short (the R = 3 Å case
of the left hand side panel), the interaction between the two stretching molecules
leads clearly to the formation of two dissociating away channels separated by a



Multi Reference versus Coupled Cluster ab Initio Calculations 37

Fig. 5. Isoenergetic contour plots for the H arrangement at R=3 (left hand side panel),
6 (central panel) and 12 (right hand side panel) Å. Energy contours are drawn every 6
Kcal/mol.

quite large barrier. When R increases (the R = 6 Å case of the central panel) the
interaction between the two molecules decreases. Yet at intermediate R values
the two dissociation channels are separated from a quite stable insertion complex
by two symmetric small barriers. On the other hand, at large R values (the
R = 12 Å case of the right hand side panel) the two dissociation channels
smoothly (with no barriers) conflue into the insertion minimum.

In order to better characterize the role played by the features of the short
range region in driving the system to react via an exchange of the N atoms, we
plot in Fig. 6 the isoenergetic contours for the H arrangement by varying ra = rb
while increasing R. The figure shows the occurrence of sideway barriers at short
separation of the nuclei. In particular, for R, ra and rb all equal to about 2.5 Å
the PES shows a deep well of -1.77 eV opening reactive path involving a clear
change of arrangement.

5 The Multi Reference Calculations of the Potential
Energy Surface

As already mentioned, when the interatomic distances are stretched from their
equilibrium value, the N4 system wavefunction is not properly described by a
single determinant. When a triple bond, like that of the N2 dimer, is stretched
non-dynamical correlation becomes important and the electronic structure needs
to be calculated using a Multi Reference (MR) method. This is particularly
important when calculating the short range region of the PES where the two N2

molecules are very close and the stretched configurations may become important
for the description of bond breaking and formation.

In order to have a higher level of theory description of the interactions gov-
erning the dynamics of possible dissociation and recombination processes, we
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Fig. 6. Isoenergetic contour plots for the H arrangement with ra = rb. Energy contours
are drawn every 50 Kcal/mol.

have repeated the calculations using the MRPT2 computational technique imple-
mented in GAMESS-US [48, 49]. This method makes use, in fact, of a CASSCF
reference wavefunction that allows the recovery of the static correlation energy
and of the second order perturbation theory dynamical one. In particular, for
the N2 + N2 case, it was chosen to correlate the two degenerate π2p orbitals and
the σ2p orbital of each molecule while keeping the inner σ orbitals frozen at the
SCF level. At this level of theory we repeated the calculations for the following
arrangements:

– H, X, P15, P30, P45, P60 and P75 for ra = rb = 1.094 Å
– H, X, P15, P30, P45, P60 and P75 for ra = 1.094 Å rb = 1.694 Å
– H, X, P15, P30, P45, P60 and P75 for ra = 1.494 Å rb = 1.694 Å
– H, X, P15, P30, P45, P60 and P75 for ra = 1.694 Å rb = 1.694 Å

for values of R varying from 1 Å to 5 Å (though, in some cases, up to 10 Å). The
outcomes of these calculations are shown in Figures 7, 8, 9 and 10 in which the
potential energy zero is set at the complete separation of the two N2 monomers.
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Fig. 7. Short range MRPT2 potential energy values plotted as a function of R for
different values of Φ. The interatomic distances of each N2 molecule are kept fixed at
the equilibrium value (ra = rb = 1.094 Å).

Fig. 8. Short range MRPT2 potential energy values plotted as a function of R for
different values of Φ. One interatomic distance is stretched by 0.6 Å and the other is
kept fixed at its equilibrium value (ra = 1.094 Å , rb = 1.694 Å).
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Fig. 9. Short range MRPT2 potential energy values plotted as a function of R for
different values of Φ. One interatomic distance is asymmetrically stretched by 0.6 Å
and the other one by 0.4 Å (ra = 1.494 Å , rb = 1.694 Å).

Fig. 10. Short range MRPT2 potential energy values plotted as a function of R for
different values of Φ. Both interatomic distances are symmetrically stretched by 0.6 Å
(ra = 1.694 Å , rb = 1.694 Å).
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A pseudo three-dimensional sketch of the PES is also reported in rhs of the
figures for a better understanding of its topology. As shown by Figure 7 the
profile of the curves when both N2 bonds are at the equilibrium value is close to
the one obtained when using the CCSD(T) method. The positions and heights
of the energy barriers for the two methods are also comparable, confirming the
good quality of the CCSD(T) calculations for these arrangements. Figure 7,
however, indicates that potential energy does not tend to the CCSD(T) value
as R increases. This is due to the different method adopted for the calculation
of the energy zero in CCSD(T) and MRPT2. Under optimal conditions, in fact,
CCSD(T) methods are able to recover a fraction of the dynamical correlation
larger than that of MRPT2. Such difference (1.3 eV) was estimated by a com-
parison of the values calculated using the two methods in the long range region
of non stretched N2 configurations.

The potential energy values calculated using the two levels of theory differ
significantly when stretching the N2 internuclear distances. As mentioned above,
CCSD(T) calculations are inadequate to describe these configurations and the
adoption of a Multi Reference picture is essential to have a correct description
of the electronic structure of the system. Short range MRPT2 potential energy
curves for the arrangement with one distance stretched by 0.6 Å (while the other
is kept at equilibrium) are plotted in Figure 8. In the figure the potential energy
calculated at R = 3 Å (the rhs side of the plot) is clearly higher than that of the
non stretched arrangement, in agreement with the fact that the energy of the
stretched molecule is larger than that at the equilibrium. On the other hand, the
potential energy calculated at very short distances (1 < R < 2) is lower than
that of the non stretched arrangement resulting in a decrease of the height of
the barrier to exchange. Such difference is particularly large for the crossed (X)
arrangement (at R = 1 it is about 7 eV) and supports the need for a change of
arrangements along the reaction path.

This effect becomes even more pronounced when both the N2 intermolecu-
lar distances are stretched. Figures 9 and 10 show the corresponding potential
energy values for the asymmetric (ra = 1.494 Å, rb = 1.694 Å) and the sym-
metric (ra = 1.694 Å, rb = 1.694 Å) stretching of the two intramolecular bonds,
respectively. As commented above, at R = 3 Å the energy is larger than that
for the equilibrium distance because the related asymptote is more energetic.
On the other hand, for 1 < R < 2 the potential energy values decrease almost
linearly with the shortening of R (the energy goes up again only for the H and
P15 arrangements) further supporting the indication of the opening of a possible
reactive channel in this region via an arrangement change.

6 The Fitting of the MRPT2/CCSD Potential Energy
Surface

Also for the MRPT2 potential energy values, we carried out a first attempt to fit
a global PES using the Paniagua suite of programs, in order to obtain a Fortran
routine to be used in dynamics calculations. In practice, for the new fitting we
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Fig. 11. Isoenergetic contour plots for the H arrangement at R=3 Å. Energy contours
are drawn every 6 Kcal/mol.

used the CCSD(T) results for arrangements characterized by both N2 in their
equilibrium distance. On the contrary, for arrangements characterized by one
or both N2 internuclear distances stretched from their equilibrium value we re-
placed the CCSD(T) ab initio potential energy values, with the corresponding
MRPT2 ones. These points were also scaled by taking into account the energy
difference between the CCSD(T) energy values for the equilibrium arrangement
and the corresponding MRPT2 ones (for the considered arrangement). A fit
of these potential energy values, which were necessarily calculated only for a
subset of the arrangements considered for the CCSD(T) calculations because of
the associated heavy demand in terms of computer resources, was made of 1440
two-body points (fitted to a polynomial of order 5), 4320 three-body values (fit-
ted to a polynomial of order 6) and 1361 four-body values (fitted to a polynomial
of order 8). This led to a PES characterized by an average standard deviation
of 0.27 eV and a maximum error of 1.52 eV (mainly located in the strongly
repulsive regions). The resulting improved (with respect to that of Ref. [17] and
Ref. [30]) fitted PES is illustrated in Fig. 11, where the isoenergetic contour plot
for the H arrangements at R = 3 Å is shown. The figure clearly shows that at
fixed intermolecular distance a reactive channel leading to the exchange of N
atoms from reactants to products is open and bears a quite structured nature so
that the Minimum Energy Path goes through various saddle points and wells,
making the interchange of internal energy quite effective. This feature helps the
rationalization of the path to reaction shown in Fig. 12, where the isoenergetic
contours for the H arrangement obtained when varying R but constraining the
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Fig. 12. Isoenergetic contour plots for the H arrangement with ra = rb

two N2 intramolecular distances to be the same (ra = rb) are drawn. The con-
tours given in Fig. 11 clearly show, in fact, that the fixed R internal energy
exchange may be so structured that despite the fact that the ra = rb path (see
Fig. 12) has a high single transition state separating reactants from products,
an efficient internal energy exchange may open alternative paths to reaction.

7 Conclusions

The calculations reported in this paper for the N2 + N2 system show, for the
first time, that high level ab initio electronic structure calculations indicate the
opening at fairly high values of a reactive channel enabling the exchange of
N atoms. To this end, however, one has to resort to MRPT2 techniques and
carry out appropriate fitting of the calculated potential energy values. The key
feature of the reactive channel is a clear interplay of different internal degrees
of freedom. Obviously, to find out the actual contribution of such interplay to
the mechanisms governing the reactive process dynamical calculations need to
be performed on the fitted PES as we have planned to do in the near future.
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Abstract. Methanimine is a molecule of interest in astrobiology, as it is consi-
dered an abiotic precursor of the simplest amino acid glycine. Methanimine has 
been observed in the interstellar medium and in the upper atmosphere of Titan. 
In particular, it has been speculated that its polymerization can contribute to the 
formation of the haze aerosols that surround the massive moon of Saturn. Un-
fortunately, such a suggestion has not been proved by laboratory experiments. 
Methanimine is difficult to investigate in laboratory experiments because it is a 
transient species that must be produced in situ. To assess its potential role in the 
formation of Titan’s aerosol, we have performed a theoretical investigation of 
possible formation routes and dimerization. The aim of this study is to under-
stand whether formation and dimerization of methanimine and, eventually, its 
polymerization, are possible under the conditions of the atmosphere of Titan. 
Results of high-level electronic structure calculations are reported. 

Keywords: ab initio calculations, potential energy surfaces, atmospheric  
models. 

1 Introduction 

Methanimine is an important molecule in prebiotic chemistry since it is considered a 
possible precursor of the simplest amino acid, glycine, via its reactions with HCN (and 
then H2O) or with formic acid (HCOOH) [1]. According to this suggestion, the sim-
plest amino acid can be formed ‘abiotically’ starting from simple molecules relatively 
abundant in extraterrestrial environments, such as the interstellar medium, and, possi-
bly, primitive Earth. Interestingly, methanimine has been observed in the upper atmos-
phere of Titan, the massive moon of Saturn [2]. The atmosphere of Titan is believed to 
be somewhat reminiscent of the primeval atmosphere of Earth [3,4] and it is mainly 
composed of dinitrogen (97%), methane, simple nitriles such as HCN, and also other 
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small hydrocarbons, like C2H6 [4]. Methanimine can be produced in the atmosphere  
of Titan by the reactions of N (2D) with both methane and ethane [5], as well as by 
other simple processes, including the reaction between NH and CH3 or reactions in-
volving ionic species [2,6]. The recent model by Lavvas et al. [6] derived a larger 
quantity of methanimine than that inferred by the analysis of the ion spectra recorded 
by Cassini Ion Neutral Mass Spectrometer (INMS) [2]. However, there is a lot of un-
certainty on the possible fate of methanimine in the upper atmosphere of Titan because 
of a severe lack of knowledge on the possible chemical loss pathways of this species 
[6]. CH2NH is known to absorb in the UV region [7] and the possible photodissocia-
tion products are HCN/HNC + H2 or H2CN + H [8]. Also, having a C=N double bond, 
methanimine is a highly reactive molecule that can react with atomic/radical species 
and also ions, present in the upper atmosphere of Titan. Growing evidence suggests 
that nitrogen chemistry contributes to the formation of the haze aerosols in the Titan 
upper atmosphere [9-11]. In this respect, since imines are well-known for their capabil-
ity of polymerizing, CH2NH is an excellent candidate to account for the nitrogen-rich 
aerosols of Titan through polymerization and copolymerization with other unsaturated 
nitriles or unsaturated hydrocarbons. Lavvas et al. [6] suggested that polymerization of 
methanimine provides an important contribution to the formation of the nitrogen-rich 
aerosols, but a quantitative inclusion of this process in the model could not be obtained 
as there is no information (either experimental or theoretical) on methanimine polyme-
rization. Since the first step of polymerization is dimerization, in this contribution we 
report on a theoretical characterization of methanimine dimerization. Electronic struc-
ture calculations of the potential energy surfaces representing the reactions of electron-
ically excited atomic nitrogen, N(2D), with methane and ethane are also presented, as 
they are possible formation routes of methanimine under the conditions of the upper 
atmosphere of Titan. 

2 Computational Details 

The potential energy surface of the species of interest was investigated by locating the 
lowest stationary points at the B3LYP [12] level of theory in conjunction with the cor-
relation consistent valence polarized set aug-cc-pVTZ [13]. At the same level of theory 
we have computed the harmonic vibrational frequencies in order to check the nature of 
the stationary points, i.e. minimum if all the frequencies are real, saddle point if there is 
one, and only one, imaginary frequency. The assignment of the saddle points was per-
formed using intrinsic reaction coordinate (IRC) calculations [14]. In selected cases, 
the energy of the main stationary points was computed also at the higher level of calcu-
lation CCSD(T) [15] using the same basis set aug-cc-pVTZ. Both the B3LYP and the 
CCSD(T) energies were corrected to 0 K by adding the zero point energy correction 
computed using the scaled harmonic vibrational frequencies evaluated at B3LYP/aug-
cc-pVTZ level. In the evaluation of the binding energies, the energy of nitrogen atoms 
in their excited 2D state was estimated by adding the experimental [16] separation 
N(4S) – N(2D) of 230.0 kJ/mol to the energy of N(4S) at all levels of calculation. Ther-
mochemical calculations were performed at the W1 [17] level of theory for selected 
processes. All calculations were done using Gaussian 09 [18] while the analysis of the 
vibrational frequencies was performed using Molekel [19].  
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3 Results and Discussion 

3.1 Formation of Methanimine in the Atmosphere of Titan 

Dinitrogen is characterized by a strong bond and is difficult to chemically fix in com-
pounds [3,5]. However, the observation of nitriles in trace amounts in the atmosphere 
of Titan indicates that some forms of active nitrogen are produced by several 
processes, as for instance EUV absorption ( 60 < λ < 82 nm ), electron impact in-
duced dissociation, dissociative ionization and N2

+ dissociative recombination [4,5]. 
Those processes produce N (4S) and N (2D) states in similar amounts [5]. The excited 
2D state is metastable with a very long radiative lifetime ( ∼ 48 hours) [4,5]. The gen-
eration of atomic nitrogen in the first electronically excited state, 2D, is extremely 
relevant in assessing the role of neutral nitrogen chemistry in the atmosphere of Titan 
because N(4S) atoms exhibit very low reactivity with closed-shell molecules and the 
probability of collision with an open-shell radical is small [5]. The reaction of N (2D) 
with methane and ethane could produce methanimine [20-22], while other imines and 
N-containing species are produced in the reactions of N(2D) with acetylene and ethy-
lene [23,24].  

Let us analyze the minimum energy path, as obtained by high-level ab initio calcu-
lations, of the reactions N(2D)+CH4 and N(2D)+C2H6. 

3.1.1 N(2D) + CH4 
The lowest stationary points localized on the potential energy surface of N(2D)+CH4 
have been reported in Figure 1, where the main geometrical parameters (distances/Å 
and angles/°) are shown together with the energies computed at B3LYP/aug-cc-
pVTZ, CCSD(T)/aug-cc-pVTZ and W1 level, relative to that of N(2D) + CH4. Many 
of the stationary points which are of interest in this work have been previously re-
ported by Kurosaki et al. [25] and Jursic [26]. Kurosaki et al. optimized the geome-
tries at MP2(full)/cc-pVTZ level of theory and computed the energies at 
PMP4(full,SDTQ)/cc-pVTZ level, while Jursic performed mainly CBS-Q calcula-
tions. The agreement of our work with their results is generally good, the small differ-
ences being due to the different methods employed. In the following discussion for 
simplicity we will consider only the CCSD(T) energies. The interaction of N(2D) with 
CH4 gives rise to the species CH3NH which is more stable than the reactants by 427.6 
kJ/mol. For this insertive approach we have found a saddle point which is, however, 
below the reactants both at B3LYP and CCSD(T) level of calculation. The presence 
of saddle points below the reactants has already been observed for very exothermic 
reactions, in particular involving methane [27]. However, since we were not success-
ful in localizing a stable initial complex, the energy of this saddle point does not seem 
to be very meaningful. We tried also to localize this saddle point at MP2 level of cal-
culations, but we did not succeed. Notably, this saddle point was computed at  sever-
al levels of calculations by Takayanagi et al. [25, 28] and their best estimate for the 
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barrier height was calculated to be only 5.3 kJ/mol above the reactants. More recently, 
Ouk et al. [29]  computed a barrier of 3.86 ± 0.84 kJ/mol with a multi-state multi-
reference configuration interaction method. Once formed after N(2D) insertion into a 
C-H bond, CH3NH can either isomerize to species CH2NH2, which is the most stable 
isomer of the CH4N PES, with a barrier of 154.2 kJ/mol or can directly dissociate to 
CH2NH and H products through a slightly lower barrier of 141.4 kJ/mol. The other 
CH3NH dissociation channels, i.e. those leading to CH3+NH or CH3N+H, are both 
barrierless, but they are very endothermic with respect to CH3NH, being the dissocia-
tion energies 306.9 and 343.0 kJ/mol, respectively. The products CH3 + NH can be 
reached also directly from N(2D) + CH4 through an hydrogen abstraction process with 
a saddle point which lies 60.4 kJ/mol below the reactants. Also in this case we were 
not able to localize any stable initial complex. The geometry of this saddle point is 
comparable to that obtained by Jursic [26]. In principle, CH3N can be formed either in 
a triplet or in a singlet state. According to the present calculations, however, only the 
triplet state can be formed, because the singlet methylnitrene (ã 1E) is too high in 
energy (ΔE=130.4±1.1 kJ/mol) [30].  Once formed by CH3NH isomerization, 
CH2NH2 can also lose one H atom giving rise to the isomers CH2NH (with an exit 
barrier of 163.8 kJ/mol) or CHNH2 (in a very endothermic, 299.0 kJ/mol, barrierless 
process). CH2NH2 can also dissociate into CH2(

3B1,
1A1)+NH2: these barrierless dis-

sociation channels are endothermic by 404.5 and 443.6 kJ/mol for the triplet and sing-
let CH2 formation, respectively. Finally we have located a small barrier (34.2 kJ/mol) 
for the reaction of the CH2NH product with its co-fragment H to produce CHNH + 
H2. This reaction is exothermic by 34.7 kJ/mol. In Figure 2 we have reported a sche-
matic representation of the two main reaction paths leading to methanimine which are 
the most relevant processes in this context. 
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Fig. 1. B3LYP optimized geometries (Å and °)  and relative energies with respect to N(2D) + 
CH4 (kJ/ mol) at 0 K of minima and saddle points localized on the PES of N(2D) + CH4; 
CCSD(T) and W1 relative energies are reported in parentheses 
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Fig. 2. Schematic representation of the two main reaction paths leading to methanimine. Rela-
tive energies (kJ/mol) computed at CCSD(T)/aug-cc-pVTZ level with respect to the energy of 
N(2D) + CH4.  

3.1.2 N(2D) + C2H6 
The lowest stationary points localized on the potential energy surface of N(2D) + 
C2H6 have been reported in Figure 3, where the main geometrical parameters (dis-
tances/Å and angles/°) are shown together with the energies computed at B3LYP/aug-
cc-pVTZ and CCSD(T)/aug-cc-pVTZ (in parentheses), relative to that of N(2D) + 
C2H6. For simplicity we will consider only CCSD(T) values in the following discus-
sion. The interaction of N(2D) with C2H6 gives rise to the species CH3CH2NH which 
is more stable than the reactants by 447.0 kJ/mol. For this reaction we have found a 
saddle point which is, however, below the reactants both at B3LYP and CCSD(T) 
level of calculation. The presence of saddle points below the reactants has already 
been observed for very exothermic reactions [27]. However, since we were not suc-
cessful in localizing a stable initial complex, the energy of this saddle point does not 
seem to be very meaningful. CH3CH2NH can isomerize to species CH3NHCH2, with a 
relatively high barrier of 253.6 kJ/mol  or to species CH3CHNH2, which is the most 
stable isomer on the N(2D)+C2H6 PES, with a barrier of 146.3 kJ/mol. CH3CH2NH 
can  also  dissociate to CH3CHNH and H  with a slightly lower barrier of 131.0 
kJ/mol or to the more stable products CH3 and CH2NH with an even lower barrier of 
113.6 kJ/mol. The other channels, i.e. the dissociation of CH3CH2NH to CH3CH2 + 
NH,  CH3CH2N + H, CH3 + CH2NH in its excited triplet state, and CH2CH2NH in its 
excited triplet state + H  are barrierless, but they are very endothermic, being the 
dissociation energies 311.4, 348.2, 352.6, and 415.4 kJ/mol, respectively. CH3NHCH2 
can isomerize to CH3NCH3 with a barrier of 172.2 kJ/mol or can dissociate to CH3 + 
CH2NH, CH3NCH2 + H, c-CH2(NH)CH2 + H, or CH2NHCH2 + H with barriers of 
125.2, 140.2, 268.7, 276.7 kJ/mol, respectively. CH3NHCH2 can dissociate also to 
CH3 + CH2NH in its excited triplet state, CH3NH + CH2, CH2NHCH2 in its excited 
triplet state + H, and CH3NCH2 in its excited triplet state + H. All these processes are 
barrierless but they are very endothermic, being the dissociation energies 345.4, 
396.4, 401.6, and 402.1 kJ/mol, respectively. The most stable isomer CH3CHNH2  
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can isomerize to CH2CH2NH2 with a relatively low barrier of 193.6 kJ/mol or can 
dissociate to CH3CHNH + H, CH2CHNH2 + H, CHNH2 + CH3, CH3CNH2 + H with 
barriers of 148.3, 154.1, 258.9, 280.9 kJ/mol, respectively. CH3CHNH2 can dissociate 
also to CH3CNH2 in its excited triplet state + H, CH3 + CHNH2 in its excited triplet 
state, NH2 + CH3CH both in its ground state or in its excited singlet state, and 
CH2CHNH2 in its excited triplet state + H; all these processes are barrierless but very 
endothermic being the dissociation energies 376.6, 395.8, 402.4, 416.7, and 419.2 
kJ/mol, respectively. CH2CH2NH2 can dissociate to C2H4 + NH2 or to CH2CHNH2 + 
H with relatively low barriers of 93.7 and 140.1 kJ/mol, respectively. CH2CH2NH2 
can dissociate also to CH2 + CH2NH2, CH2CHNH2 in its excited triplet state + H, 
CH2CH2NH + H, and CHCH2NH2 + H;  all these processes are barrierless but very 
endothermic being the dissociation energies 368.8, 380.3, 404.9, and 445.7 kJ/mol, 
respectively. CH3NCH3 can dissociate to CH3NCH2 + H with a barrier of 148.6 
kJ/mol or to CH3N + CH3 in a barrierless process endothermic by 287.0 kJ/mol. The 
dissociation of CH3NCH3 to CH3NCH2 in its excited triplet state + H is much more 
endothermic (399.3 kJ/mol). Therefore, the reaction is very complex with many poss-
ible products. However, RRKM calculations [19, 20] suggest that only some of the 
exit channels are really important; in particular the main channel, which accounts for 
the 78.8%, is the one leading to methanimine and methyl, with the second one, which 
accounts for the 12.4%, being the one leading to CH2CHNH2 + H, and the third one, 
which accounts for the 5.5%, being the one leading to CH3CH2 + 3NH. In conclusion, 
the main product of the reaction between N (2D) + C2H6 is methanimine. In Figure 4 
we have reported a schematic representation of the two main reaction paths leading to 
methanimine. 
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Fig. 3. B3LYP optimized geometries (Å and °)  and relative energies with respect to N(2D) + 
C2H6 (kJ /mol) at 0 K of minima localized on the PES of N(2D) + C2H6; CCSD(T)  relative 
energies are reported in parentheses 
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Fig. 4. Schematic representation of the two main reaction paths leading to methanimine. Rela-
tive energies (kJ/mol) computed at CCSD(T)/aug-cc-pVTZ level with respect to the energy of 
N(2D) + C2H6.   

3.2 Dimerization of Methanimine  

The dimerization of methanimine leads to several minima whose structures and rela-
tive energies are reported in Figure 5. The approach of two methanimine molecules 
leads to the formation of an adduct (1) slightly bound (8.9 kJ/mol) in a barrierless 
process. Species (1) can isomerize to the compound (2), which shows an N—N bond, 
only slightly less stable than (1). The transfer of a hydrogen atom gives rise to species 
(3) less stable than (2) by 71.9 kJ/mol. The less stable species (3), however, can give 
rise to species (4) which is bound with respect to two molecules of methanimine by 
8.7 kJ/mol at B3LYP level. The problem is that these isomerization processes show 
very high barriers. Also the transition states for the 1 → 2, 2 → 3, and 3 → 4 isomeri-
zation processes are reported in Figure 5. We can notice that the first reaction has a 
barrier of 343.5 kJ/mol, the second one shows a barrier of 257.7 kJ/mol, while the 
third one shows a slightly lower barrier of 181.0 kJ/mol. In Figure 6 we have summa-
rized these results reporting a schematic representation of the reaction path leading to 
the dimerization of methanimine.  

The presence of these high barriers suggests that these reactions cannot be impor-
tant under the conditions of Titan, i.e. a surface temperature of 94 K and a stratos-
pheric temperature of 175 K. Different processes, as co-polymerization or reactions 
with radicals or ions, should therefore be investigated in order to explain the discre-
pancy between the abundance of methanimine in the atmosphere of Titan derived  by 
the recent model of Lavvas et al. [6] and that inferred by the ion spectra recorded by 
Cassini Ion Neutral Mass Spectrometer (INMS) [2]. 
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Fig. 5. B3LYP optimized geometries (Å and °)  and relative energies with respect to 2 x 
CH2NH (kJ /mol) at 0 K of minima and saddle points localized on the PES of the dimer of 
CH2NH 
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Fig. 6. Schematic representation of the reaction path leading to a stable methanimine dimer. 
Relative energies (kJ/mol) computed at B3LYP/aug-cc-pVTZ level with respect to the energy 
of two methanimine molecules are reported. 

4 Conclusions 

In summary, numerous elementary reactions in the upper atmosphere of Titan lead to 
the formation of methanimine, an important prebiotic molecule. Among them, the 
reaction of electronically excited nitrogen atoms, N(2D), and abundant hydrocarbons 
have been considered and found to be efficient. Polymerization of methanimine in the 
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gas phase has been invoked to explain the difference between model predictions and 
Cassini measurements [6]. According to the present results, dimerization of 
methanimine (the first step toward polymerization) is a process characterized by very 
high energy barriers and is difficult to believe it can be important under the conditions 
of Titan. The evaluation of the energies of the transition states, however, will be 
performed in future work at a higher level of accuracy and rate constant calculations 
will be derived on the basis of the results obtained.  
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Abstract. Density functional (DFT) calculations for different size clus-
ter models of the hydrogen-terminated HFaq-etched (100) Si surface have
been performed to verify that the quantities of interest (namely, atomic
net charges and interatomic distances) in assigning the lines observed
by X-ray photoelectron spectroscopy (XPS) vary weakly with cluster
size. Net charge analysis based on Voronoi Deformation Density (VDD)
method and accurate DFT geometry optimization calculations involv-
ing the smallest clusters as local models of various surface silicon atoms
are used to assign chemical species to the features observed in the XPS
spectra through evaluation of the chemical shifts, which are controlled
by both the net charge and the Madelung potential truncated to nearest
neighbours of the considered atoms.

Keywords: DFT calculations, hydrogen-terminated HFaq-etched (100)
Si surface, cluster modelling, X-ray photoelectron spectroscopy (XPS).

1 Introduction

The (100) surface of silicon has been subjected to intense experimental and the-
oretical study not only for its applications (it is the almost unique substrate used
for the construction of integrated circuits), but also for its conceptual interest [1]-
[4]. Of the procedures involved for the preparation of chemically homogeneous,
atomically flat, nearly ideal, hydrogen terminated (100) Si surfaces, the oldest
one (the HFaq etching of the native oxide) has remained unrivalled in practice.
As shown by the extended analysis based on infrared (IR) spectroscopy, the HFaq

etching results in prevailing SiH2 terminations, but contains also SiH and SiH3

� Author deceased.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 57–68, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



58 P. Belanzoni, G. Giorgi, and G.F. Cerofolini

terminations, and siloxo (SiOH and SiOSi) defects [5]. The wide heterogeneity
of the HFaq-etched (100) Si surface is also confirmed by X-ray photoelectron
spectroscopy (XPS). An angle-resolved XPS analysis of device-quality (100) Si
substrates gave indeed evidence for eight superficial lines (in addition to that
of elemental silicon Si0), hereinafter referred to as follows: Si−′, Sik′ (with k =
1,2,3), and Sin (with n = 1, 2, 3, 4). Table 1 lists the corresponding chemical
shifts Δξ of 2p core electrons (with respect to the binding energy of elemental
silicon) and line widths w [6].

Table 1. Chemical shift Δξ and line width w of all considered features for the HFaq-
etched surface

energy Si−′ Si0 Si′ Si2′ Si3′ Si1 Si2 Si3 Si4

Δξ (eV) -0.27 0.00 0.13 0.28 0.47 1.01 1.84 2.86 3.63
w (eV) 0.42 0.35 0.26 0.28 0.29 0.72 0.65 0.72 1.03

XPS is a powerful tool of surface analysis since, with the remarkable exception
of hydrogen, it is sensitive to all elements and the survey spectra provide suffi-
ciently accurate knowledge of the in-depth elemental composition and chemical
configurations of the various atoms [7]-[9]. Atoms of the same element may how-
ever have different bonding configurations. The different chemical configurations
are expected to result in different chemical shifts Δξ with respect to the atom in
elemental state. In the absence of more detailed information, the configurations
are tentatively given assuming the naive assignation: the chemical shift of an
atom increases with its net charge Q as determined by its nearest neighbours in
the hypothesis that the charge is the algebraic sum of the charges transferred
along each bond due to the local electronegativity difference. With this attribu-
tion Δξ scales fairly linearly with Q (Δξ (eV) = 1.94Q + 0.18) [10]. Elementary
electrostatic considerations, however, show that Δξ depends not only on Q but
also on the Madelung potential U (in turn controlled by charge distribution on
all nearby atoms), so that the attribution of XPS lines to bonding configurations
guided by charge (or electronegativity distribution) alone may be invalidated.
The attribution of XPS lines to surface configurations requires thus a knowledge
of both Q and U. However, U can be determined only if the surface structure
is known, that would render impossible any guess on surface structure unless U
is controlled (although not completely determined) by the nearest neighbours of
the considered atoms. The validation of this hypothesis is based on the ability
to assign net charges to atoms in assigned chemical configurations. In turn, this
requires: (i) the choice of a small cluster mimicking the local neighbourhood of
the atom, (ii) an accurate ab initio modelling of the cluster, and (iii) a reliable
criterion for assigning net charges to atoms in a molecule. This work is addressed
to assess the adequacy of the cluster models to provide the partial charge and
Madelung potential used in the description of the XPS chemical shifts and thus
to assign chemical configurations to the XPS features observed at (100) Si surface
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resulting after etching in HF aqueous solution. Calculations on cluster models
have been performed in the framework of density functional theory (DFT) and
the Voronoi Deformation Density (VDD) method as implemented in the ADF
package has been used to calculate the atomic charge, a fundamental quantity
for rationalization of the XPS chemical shift data. We will show that the unique
feature with negative chemical shift observed by XPS (Si−′ in Table 1) can
be attributed to the occurrence of silylene defect at the HFaq-etched (100) Si
surface.

1.1 Assigning XPS Features to Chemical Species-The Basic
Equation

XPS lines could unambiguosly be assigned to bonding configurations if both the
net charge Q and the Madelung potential U were known. Assume that one is
able to assign to each atom its net charge Q; for the ith atom the dependence
of the chemical shift Δξi on Qi (hereinafter measured in units of proton charge
e) is given by the following equation [11,12]

Δξi = εiQi + Ui + E (1)

where εi is the core-frontier coupling constant (an atomic property), E is the
polarization energy (due to the polarization of the substrate when a core hole is
formed after the photoemission, a substrate property), and Ui is the Madelung
potential

Ui = 2E0a0
∑
j 	=i

Qj

| rj − ri |
(2)

where 2E0 and a0 are the atomic units of energy and length (E0 = 13.6 eV and
a0 = 0.53 Å), rj is the position of the jth atom, and the sum is extended to all
atoms but the ith. The value of εi can be estimated from elementary electrostatic:
assuming for simplicity that the charge basin is spherical with radius Ri and core
electrons are distributed very close to the nucleus; if the net charge is uniformly
distributed inside the sphere, the core-frontier coupling constant is given by

εi =
3E0a0
Ri

; (3)

otherwise, if the net charge is uniformly distributed on the spherical surface, one
has

εi =
2E0a0
Ri

. (4)

Since electrostatic repulsion spreads as much as possible the net charge, equation
(3) is expected to be an overestimate of εi; on another side, εi cannot be lower
than predicted by equation (4), so that one has

2E0a0
Ri

< εi <
3E0a0
Ri

(5)
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However, to be an atomic property Ri cannot be larger than the atomic radius
ai, so that

2E0a0
ai

< εi <
3E0a0
ai

(6)

For silicon aSi = 1.17 Å so that equation (6) gives that εSi may range in interval
12.3-18.5 eV. The major difficulty with equation (1) is due to the fact that
it requires a knowledge of all the net charges Qj and of the structure of the
solid generating the Madelung potential Ui. The solution to the problem would
be facilitated if the chemical shift of the ith atom were controlled by its first N
nearest neighbours (referred to as I(N)(i)) and the Madelung potential generated
by the other atoms did not depend on the state of the considered atom. Rewrite
equation (1) in the following form:

Δξi = εiQi + U
(N)
i + V

(Ñ)
i (7)

where U
(N)
i is the Madelung potential generated by the first, second, · · ·, Nth

nearest neighbours to atom i,

U
(N)
i = 2E0a0

∑
j 	=i,j∈I(N)(i)

Qj

| rj − ri |
(8)

and V
(Ñ)
i is the sum of the polarization energy with the Madelung potential

generated by the remaining atoms

V
(Ñ)
i = 2E0a0

∑
j 	=i,j /∈I(N)(i)

Qj

| rj − ri |
+ E (9)

where the upper index ’(Ñ)’ denotes that it includes all atoms but the first,
second, · · ·, Nth nearest neighbours to i, {j | j /∈ I(N)(i)}. The interest in form

(7) of equation (1) resides in the hope that V
(Ñ)
i is nearly independent of i

∀i(V (Ñ)
i 
 V (Ñ)) (10)

so that equation (7) becomes

Δξi 
 εiQi + U
(N)
i + V (Ñ). (11)

Equation (11) is trivially rigorous for N → ∞ and is expected to provide an
adequate description of the chemical shift taking for N the order of neighbours
over which the surface may be viewed as homogeneous. The simplest case of
equation (11) is obtained taking N=0:

Δξi = εQi + V (0̃) (12)

This approximation gives the naive attribution based on the electronegativity
distribution alone in determining the chemical shift, i.e. XPS lines are ordered for
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increasing chemical shift assigning each of them to the candidate species ordered
for net charge. The naive attribution is however unsatisfactory as discussed in ref.
[13] , and it cannot be accepted on the grounds of the insufficient quality and
lack of physico-chemical consistency of description (12). These considerations
suggest thus to go to the case N=1. Since in the case N=1 the chemical shift
is controlled not only by the net charge but also by the Madelung potential
truncated to nearest neighbours, the analysis of this case requires a sufficiently
accurate, small cluster, model of the surface to produce the local distribution of
atoms and bonds, allowing the extraction of realistic charges and internuclear
distances.

2 Computational Details

Three different size cluster models of hydrogen-terminated silicon atoms forming
fused cyclohexasilanes [14] have been considered to monitor the convergence of
the quantities of interest in assigning the XPS chemical features of the silicon
bonding configurations, including the silylene defect, with increasing cluster size.
The smallest cluster Si9H14 has a single surface dimer, the intermediate sized
Si16H22 cluster model has three surface Si atoms along a single row, and the
largest Si58H62 cluster model has three rows of three Si atoms in the surface.
For each cluster model, four different geometrical structures were considered,
corresponding to different configurations: the dihydride SiH2 1 × 1 (100); the
monohydride (SiH)2 2 × 1 (100); the silylene Si 1 × 1 (100) defect; and the clean
Si2 2 × 1 (100) configuration. Two additional small clusters, Si9H15(OH) and
Si9H15(SiH3), have been used to model the SiOH and the SiH3 centre, respec-
tively, that occur at the HFaq-etched (100) Si surface. DFT calculations with the
Becke-Perdew (BP86) exchange-correlation functional [15]-[17] were performed
using the Amsterdam Density Functional (ADF) program package 2007.1 [18]-
[22]. The molecular orbitals were expanded in a Slater-type STO basis set of
triple-ζ doubly polarized TZ2P quality for all atoms. The core orbitals were
kept frozen up to 2p for Si, or 1s for O. Convergence criteria for full geometry
optimizations were 1 × 10−3 hartrees in the total energy, 5 × 10−4 hartrees
Å−1 in the gradients, 1 × 10−2 Å in bond lengths, and 0.20◦ in bond angles.
In all cases no symmetry constraint was imposed and the stability of the struc-
tures was checked by performing a normal-mode analysis and checking that all
vibration frequencies are positive for the Si9H14 and Si16H22 cluster models; the
Si58H62 clusters were too large for feasible frequency calculations. The calcu-
lated equilibrium structures for all the Si9H14 and Si16H22 cluster models are
true minima. The ground state spin configuration of all clusters, including the
silylene defect, is a singlet. However, for the silylene defect, a triplet spin state
has been calculated that is above the singlet ground state for the three models
by 0.8-0.9 eV and corresponds to a geometry structure where the two hydrogen
atoms are strongly symmetric; i.e. both hydrogen atoms are in the usual silanic
configuration, with the two unpaired electrons localized on the silylene Si. The
Voronoi Deformation Density (VDD) method, as implemented in the ADF pack-
age, was chosen for computing atomic charges in the clusters, thus avoiding the
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unwanted dependence on the basis set suffered by Mulliken population analysis
[23].

3 Results and Discussion

3.1 Cluster Modelling of Surface Sites

The use of small clusters is crucial for consistency with a description, like that
of equation (11), where the Madelung potential is truncated at the first neigh-
bours. Of course, this description has a meaning only if the resulting charge
and the interatomic distance vary weakly with cluster size. Figure 1 provides
stick-and-ball views of the structures of the considered clusters as result from
optimization calculations. The three different size cluster models, in the four
different geometrical structures mimicking the considered superficial configura-
tions, are depicted; main geometrical parameters are also shown. We find that
the bond lengths do not substantially change by increasing the cluster size.

VDD atomic charges on superficial silicon and hydrogen atoms are reported
in Table 2 for all different size clusters.

Table 2. Partial charges (VDD) on superficial silicon and hydrogen atoms for dif-
ferent size cluster models in the dihydride, monohydride, silylene defect, and clean
configurations.

cluster size Sisil Hbridge Si H

Dihydride
Si9H16 0.11 -0.05
Si16H24 0.12 -0.03
Si58H64 0.12 -0.03

Monohydride
Si9H14 0.03 -0.04
Si16H22 0.06/0.03 -0.05
Si58H62 0.05/0.04 -0.05

Silylene defect
Si9H14 -0.05 0.04 0.11 -0.05
Si16H22 -0.06 0.03/0.04 0.09 -0.05
Si58H62 -0.08 0.03 0.11 -0.04

Clean
Si9H12 -0.11(up)-0.01(down)
Si16H20 -0.13(up) 0.05(down)
Si58H60 -0.14(up) 0.07(down)
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Fig. 1. Optimized structures and relevant geometrical parameters (Å) in the considered
cluster models of different sizes in different superficial bonding configurations: dihydride
(top), monohydride and silylene defect (middle), clean (bottom)
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The calculated charges are found to slightly change while increasing the clus-
ter size. Our results show that the quantities of interest in assigning the XPS
chemical shift (namely, Voronoi charges and interatomic distance) vary weakly
with cluster size. In a previous work by us [24], we proposed that the occur-
rence of silylene centers with a partial negative charge could be considered as
being responsible for the XPS feature with negative chemical shift observed at
the hydrogen-terminated (100) Si surface. The cluster picture of the silylene
defect shows that the hydrogen atoms in both nearby silicon dihydrides are no-
tably asymmetric: whereas in each silicon dihydride one hydrogen is in the usual
silanic configuration, the other is at a bond distance of silylene silicon too (see
Figure 1). The configuration of each hydrogen coordinated to silylene silicon is
reminiscent of that in electron-deficient compounds like diborane; alternatively,
the hydrogen may be viewed as an off-axis bond-centered proton in a strongly
relaxed Si-Si bond. Silylene is a configuration of silicon (with 6 electrons in the
outer shell) where the silicon atom is covalently bonded with single bonds to
two other atoms. Clearly enough, the 6-electron configuration of silylene makes
this structure highly reactive. At the (100) Si surface, where silylene could be
formed during HFaq etching, the 6-electron configuration can be stabilized via
interaction with species unavoidably present in the HFaq-etching solution, due
to the silylene zwitterionic nature (see Ref. [24] ). However, what is interesting
in the present work, is that also the negative charge on silylene Si (denoted as
Sisil) hardly varies with cluster size. We can conclude that since the internu-
clear distances (Figure 1) and net charges (Table 2) are found to slightly change
while increasing the cluster size for all the different considered superficial silicon
configurations, it is reasonable to take data resulting from the smallest cluster
modelling for assigning XPS features. To this aim, we used the two small clusters
whose optimized geometries are shown in Figure 2.

Both clusters may be used for modelling the SiH2 centre; the top cluster is
used to model the SiH3 centre; the bottom cluster is used to model the Si(H)OH
centre. Modelling the SiH centre is less trivial: the top cluster shows indeed not
only a silicon monohydride resulting from the substitution of a silyl group for
hydrogen at the otherwise perfect 1 × 1 (100) surface site (referred to as (100)
SiH), but also two silicon monohydrides with symmetry and orientation charac-
teristic of silicon monohydrides at the (111) surface (referred to as (111)SiH). In
addition, the smallest cluster Si9H14 modelling the silylene defect (see Figure 1
for interatomic distances, and Table 2 for charges) has been also used to assign
XPS features.

3.2 Attribution of XPS Features Based on Theoretical Data

The analysis of the case N = 1 of equation (11) requires a sufficiently accu-
rate, small cluster, model of the bonding configurations to produce the local
distribution of atoms and bonds, allowing the extraction of realistic charges
and internuclear distances. The smallest Si9H15(OH) and Si9H15(SiH3) clusters
shown in Figure 2 have been used to calculate the expected chemical shifts of the
considered surface centers. They are summarized in Table 3 where the Voronoi
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Fig. 2. Clusters used for assigning XPS features. Calculated Voronoi atomic charges on
the considered hydrogen-terminated silicon atoms and relevant geometrical parameters
(Å) for truncated Madelung potential evaluation are reported.

net charges and the calculated Madelung potential U(1) (eV) are also reported
for ε = 12.3 eV and ε = 18.5 eV.

We observe that, irrespective of the assumed value of ε in the considered
interval 12.3-18.5 eV, the putative chemical shift Δξ (=εQ + U(1), except for

the additive term V(1̃)) increases in the order
Δξ [SiH] < Δξ [SiH2] < Δξ [SiH3]
Rather, the value of ε affects only the position of Si(H)OH in the sequence: the
order shifts from
Δξ [Si(H)OH] < Δξ [SiH] < Δξ [SiH2] < Δξ [SiH3]
for ε = 12.3 eV, to
Δξ [SiH] < Δξ [Si(H)OH] < Δξ [SiH2] < Δξ [SiH3]
for ε = 18.5 eV. We may thus limit to consider the tentative assignments in Table
4, where we consider four other counterintuitive assignments (CIA1, CIA2, CIA3,
and CIA4) characterized by four different positions of Si(H)OH in the silicon-
hydride alignment.

For them the core-frontier coupling constant ε, surface bias V(1̃), and correla-
tion coefficient r are given by
ε = 16.19 eV and V(1̃) = +0.01 eV, with r = 0.938 for CIA4

ε = 15.32 eV and V(1̃) = +0.11 eV, with r = 0.967 for CIA3

ε = 13.84 eV and V(1̃) = +0.29 eV, with r = 0.968 for CIA2

ε = 11.54 eV and V(1̃) = +0.24 eV, with r = 0.956 for CIA1

The statistical descriptions of CIA2 and CIA3 are nearly the same (with correla-
tion coefficients closer to 1) and they provide the optimal description. Deciding
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Table 3. Charge, Madelung potential and expected chemical shifts (apart from the

additive term V(1̃) and for ε at the extremes of its expected validity interval) of the
considered surface centres

Centre Q U(1) (eV) εQ + U(1) (eV)

ε = 12.3 eV ε = 18.5 eV

(100)SiH 0.014 +0.753 +0.952 +1.012
(111)SiH 0.025 -0.487 -0.180 -0.025
SiH2 0.104 -0.958 +0.321 +0.966
Si(H)OH 0.172 -2.804 -0.688 +0.378
SiH3 0.174 -1.577 +0.563 +1.642

Table 4. The considered assignation schemes

Line Si−′ Si′ Si2′ Si3′ Si1

Assignation
CIA4 SiH SiH2 Si(H)OH SiH3

CIA3 SiH Si(H)OH SiH2 SiH3

CIA2 Si(H)OH SiH SiH2 SiH3

CIA1 Si(H)OH SiH SiH2 SiH3

which between them is a better model of reality cannot be done on statistical
grounds but on physical grounds combining the synchroton-radiation data of
the (111) SiH surface and the relative abundances of the various species result-
ing from IR analysis (see Ref. [13]). Both statistical and physical considerations
support CIA3 as the optimal assignment that, however, leaves Si−′ unassigned.
Accounting for feature Si−′ is not trivial. We consider the hypothesis that Si−′

is due to some form of silylene. Then the calculated chemical shift of silylene
modelled by Si9H14 cluster (Q=-0.05, U(1)=+0.56 eV, Δξ=-0.10 eV) is consis-
tent with the one of Si−′. Assuming that the attributions of CIA3 are correct
and that Si−′ can actually be assigned to silylene defect, the whole data can be
described by the following equation:

(Δξ − U (1))(eV ) = 16.00Q+ 0.01 (13)

with a correlation coefficient of 0.987, better than the one obtained ignoring Si−′.
According to equation (13) the chemical shift of silylene centre would be -0.23
eV, in good agreement with experiment.

4 Conclusion

Density functional calculations for different size cluster models of the hydrogen
terminations at the HFaq-etched (100) Si surface have demonstrated that their
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mean properties are determined by really few neighbours and can thus be mod-
elled with small clusters. On the basis of the optimized geometries and of the
Voronoi charges deduced from DFT calculations for such clusters, the four lines
(in addition to that of elemental silicon S0) detected in the spectral region with
chemical shift in the range between -0.3 and +1 eV of the XPS spectra of HFaq-
etched (100) Si have had the following attributions:
Si

′
, silicon monohydrides at (111) facets

Si2
′
silicon terminated with one hydrogen and one silanol group

Si3
′
silicon dihydrides

Si1 silicon trihydrides or its associated silicon monohydride defects on facets with
(100) orientation
In addition, the chemical configuration associated with Si−′ has been attributed
to fully dehydrated silylene defects at 1 × 1 (100) SiH2 surface. In conclusion,
the considered example has shown that the assignment of spectral lines basing on
the differences of electronegativities alone, though of common use when dealing
with the inverse problem in XPS, may lead to erroneous attributions and must
thus taken with caution. Theoretical calculations performed on suitable, small
cluster models of accurate atomic net charge (VDD) and bond lenghts, that are
needed for the description of the chemical shift in terms of partial charge and
truncated Madelung potential, can provide information even in complicate sit-
uations, like that characterizing the hydrogen-terminated (100) Si prepared by
HFaq etching of the native oxide.
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Abstract. The autoionization dynamics of triatomic molecules induced by 
He*(23,1S1,0) and Ne*(3P2,0) collisions has been discussed. The systems are ana-
lyzed by using an optical potential model within a semiclassical approach. The 
real part of the potential is formulated applying a semiempirical method, while 
the imaginary part has been used in the fitting procedure of the data adjusting 
its pre-exponential factor. The good agreement between calculations and expe-
riment confirms the attractive nature of the potential energy surface driving the 
He* and Ne*-H2O dynamics. 

Keywords: intermolecular potentials, collisional autoionization, semiempirical 
method, Penning ionization. 

1 Introduction 

Autoionization processes in slow molecular collisions can occur because the autoioni-
zation time is usually shorter than the characteristic molecular collision time at ther-
mal energies (~10-12 s). The basic requirement is that the two partners should have 
enough internal energy to produce a collision complex degenerate with the ionization 
continuum. Collisional autoionization must present several analogies with photoioni-
zation. For example, in both cases when the electron is ejected, the measurement of its 
energy and momentum provides a detailed spectroscopy of the ionic product, which 
can then be correlated with its subsequent dynamical evolution as showed by a num-
ber of studies performed by our group by using synchrotron radiation [1-9].  

                                                           
* Corresponding author. 
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However, while in photoionization the conditions of the autoionized molecules are 
determined by the energy and polarization of the photon [10-16], in the collisional 
autoionization process these conditions are determined by the collision characteristics 
of the system under consideration, such as relative velocity, internal states of the reac-
tants, relative orientation, etc. [17-21]. 

A collisional autoionization process can be schematically written as follows: 
 

X + Y → [X⋅⋅⋅Y]* 
 
where X and Y are atoms or molecules and [X⋅⋅⋅Y]* the collision complex in an au-
toionizing state, 
 

[X⋅⋅⋅Y]* → [X⋅⋅⋅Y]+ + e- 
 
After an [X⋅⋅⋅Y]+ ionic complex is formed, the collision continues towards the final 
ionic products 
 

[X⋅⋅⋅Y]+ → ion products. 
 

In the literature this collisional autoionization process is often called "Penning" ioni-
zation after the early observation in 1927 by F.M.Penning [22].  This process has 
long attracted the attention of the scientific community, as shown by the large number 
of papers and review articles on this topic [23-26]. Specific features make these 
processes very interesting from a fundamental point of view. However many applica-
tions of collisional autoionization to important fields like radiation chemistry, plasma 
physics and chemistry, combustion processes, and the development of laser sources, 
are also possible [24-25]. 

Several experimental techniques are used to study the microscopic dynamics of 
these collisional autoionization processes. It is well established that the most valuable 
information about the dynamics of a collisional process is provided by molecular 
beam scattering experiments. In such cases one can study the process by detecting the 
metastable atoms, the electrons or the product ions [17-21]. In general elastic scatter-
ing experiments provide information mainly about the pre-ionization dynamics, elec-
tron energy spectra provide information about the dynamics of the autoionization 
event, and ion mass spectrometric experiments mainly about the post-ionization dy-
namics [24-25].  The rare gas atoms, when excited to their first metastable levels, are 
very suitable for these experimental studies because of their high energy content and 
relatively long life-time, which allows them to survive along beam path lengths typi-
cal of the laboratory molecular beam experiments. The electronic energy and life-time 
values of  metastable rare gas atoms are listed in Table 1. The energy values are large 
enough for an autoionizing complex to be formed in most cases. Metastable helium 
atoms have enough energy to ionize all known atomic and molecular species, except 
ground state helium and neon atoms, while in the case of metastable neon atoms the 
exceptions also include fluorine atoms.  

In general, the role of metastable rare gas atoms in Earth’s atmospheric reactions is 
of interest for a number of reasons: (i) the quantity of rare gas atoms in the atmos-
phere is not negligible (argon is the third component of the air, after nitrogen and 
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oxygen molecules: 0.934 % ± 0.001% by volume compared to 0.033 % ± 0.001% by 
volume of CO2 molecules); (ii) recent studies have shown that the exosphere of our 
planet is rich in He*(21S0) metastable atoms [27]; and (iii) rate constants for ionization 
processes induced by metastable rare gas atoms are generally larger than those of 
common bimolecular chemical reactions of atmospheric interest. 

 

Table 1. Some characteristics of metastable rare gas atoms [24,25] 

Atoms Excitation energy (eV) Lifetime (s) 

He*(21S0) 20.6158 0.0196 

He*(23S1) 19.8196 9000 

Ne*(3P0) 16.7154 430 

Ne*(3P2) 16.6191 24.4 

Ar*(3P0) 11.7232 44.9 

Ar*(3P2) 11.5484 55.9 

Kr*(3P0) 10.5624 0.49 

Kr*(3P2) 9.9152 85.1 

Xe*(3P0) 9.4472 0.078 

Xe*(3P2) 8.3153 150 

 
For example, the rate constants for Penning ionization processes are of the same 

order of magnitude of gas phase bimolecular reactions of O(1D), Cl, or Br, which are 
known to be relevant in atmospheric chemistry, whereas other reactions exhibit rate 
constants that are at least one order of magnitude smaller [29]. 

Considering the planetary atmospheric compositions, we can suppose that rare gas 
atoms are involved in several atmospheric phenomena not only on Earth, but also on 
other planets of the Solar System, like Mars and Mercury. In fact, argon is the third 
component of the martian atmosphere with its 1.6% and helium is a relatively abun-
dant species (about 6%) in the low density atmosphere of Mercury. As mentioned in 
the previous section, a basic step in chemical evolution of planetary atmospheres and 
interstellar clouds (where the 89% of atoms are hydrogen and 9% are helium) is the 
interaction of atoms and molecules with electromagnetic waves (γ and X rays, UV 
light) and cosmic rays. Therefore, He* and Ar* formation by collisional excitation 
with energetic target particles (like electrons, protons or alpha particles) and the sub-
sequent Penning ionization  reactions could be of importance in these environments. 
In particular, considering the tenuous exosphere of Mercury, it is interesting to note 
that in 2008 the NASA spacecraft MESSENGER discovered surprisingly large 
amounts of water and several atomic and molecular ionic species including O+, OH-, 
H2O

+ and H2S
+ (NASA and the MESSENGER team will issue periodic news  

releases and status reports on mission activities and make them available online at 
http://messenger.jhuapl.edu and http://www.nasa.gov/messenger). Taking into  
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account the suggested polar deposits of water ice in this planet, McClintock and 
Lankton (2007) have suggested impact vaporization mechanisms [30]. We argue that 
in these parts of the planetary surface, the presence of He* and its collisions can cause 
subsequent ions formation. In this respect, the study of the Penning ionization of wa-
ter by He* and Ne* metastable rare gas atoms producing H2O

+, OH+ and O+ (see the 
next section), could help in explaining the possible routes of formation for these ionic 
species in Mercury’s exosphere.  Main purpose of this work is to demonstrate that 
the measure under high resolution conditions of microscopic quantities as collisional 
ionization cross sections and the proper description of the intermolecular interaction, 
that is its accurate analytical formulation, represent crucial steps for the detailed cha-
racterization of the dynamic of the elementary involved processes. 

2 Mass Spectrometric Determinations and Cross Section 
Measurements 

The experimental apparatus, used for the mass spectrometric determinations and for 
cross section measurements here reported, has been previously employed and is  
described in detail in a recent paper [27]. Basically, it consists of an effusive or, alter-
natively, a supersonic metastable neon atom beam, which crosses at right angles an 
effusive secondary beam of water molecules, produced by a microcapillary array. The 
ions produced in the collision zone are extracted, focused, mass analyzed by a qua-
drupole filter and then detected by a channel electron multiplier. 

In order to cover a wide collision velocity range, the neon beam is produced by two 
sources, which can be used alternately. The first one is a standard effusive source 
mantained at room temperature, coupled with an electron bombardment device, while 
the second one is a microwave discharge beam source operating with pure neon at a 
pressure of ~10-3 atm.  Together with metastable atoms, the discharge source produc-
es a large number of Ne(I) photons. These allow comparative studies of Penning ioni-
zation and photoionization. The supersonic beam is used when we need to maximize 
the intensity of metastable atom production. 

The Ne* atom velocity is analyzed by a time-of-flight (TOF) technique: the beam is 
pulsed by a rotating slotted disk and the metastable atoms are counted, using a multis-
caler, as a function of the delay time from the beam opening. By using this technique, 
the velocity dependence of the cross section is obtained. Time delay spectra of the 
metastable atom arrival at the collision zone are recorded, as well as the time spectra 
of the product ion intensity. Then the relative cross sections, σ, as a function of the 
collision energy, E, are obtained, for a given delay time τ, according to the equation 

                                g)(I

v)(I
)E(

*
1

τ
τ=σ

+

                      (1) 
 

where I+ and I* are the intensities of the product ions and metastable atoms, respec-
tively, v1 is the laboratory velocity of the Ne*, and g is the relative collision velocity. 
By the TOF technique, the separation of photo-ions and Penning-ions is very easy, the 
former being detected at practically zero delay time. 
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Absolute values of the total ionization cross section for different species can be  
obtained by the measurement of relative ion intensities in the same conditions of me-
tastable atom and target gas density in the crossing region. This allows the various 
systems to be put on a relative scale which can be normalized by reference to a known 
cross section such as, in the present case, the Ne*–Ar absolute total ionization cross 
section by West et al. [31]. 

Following the considerations made on the importance of Penning ionization of wa-
ter by He*(23S1, 2

1S0) and Ne*(3P2,0) in the understanding of the chemical composition 
of Mercury’s atmosphere, we report here the mass spectrometric determination of the 
channel branching ratios for both systems as obtained at an averaged collision energy 
of 70 meV: 

 
He*(23S1, 2

1S0) + H2O → He + H2O
+ + e-   77.8% 

        → He + H + OH+ + e-   18.4% 
        → He + H2 + O+ + e-     3.8% 
 

Ne*(3P2,0) + H2O → Ne + H2O
+ + e-    96.7% 

           → Ne + H + OH+ + e-    2.9% 
               → Ne + H2 + O+ + e-    0.4% 
 
No experimental evidence has been recorded for the HeH+, NeH+ and HeH2O

+, 
NeH2O

+ ion production, at least under our experimental conditions. 
Total ionization cross sections for Ne*(3P2,0)-H2O collisions are reported in Figure 

1 as a function of the relative collision energy. The recorded data show a decreasing 
trend as a function of the collision energy, with an absolute value of  ≈ 47.5 Å2 at 
0.070 eV.  

 

 

Fig. 1. The total ionization cross sections of the Ne*(3P2,0)-H2O system as a function of the 
relative collision energy. The curve represent the calculation of the cross section by the use of 
the present semiempirical potential and adjusting only the pre-exponential parameter of the 
imaginary part of the optical potential. 



74 S. Falcinelli et al. 

 

An analysis of present cross section data, in terms of the intermolecular interaction 
between the two collision partners, requires the use of an optical potential model 
[24,25], defined as a combination of a real part with an imaginary part. While the real 
part affects the approach dynamics of the two partners, the imaginary one controls the 
ionization probability, being related to the reciprocal of the lifetime of the system. 
The interaction between Ne* and H2O, as discussed below, results to be strongly ani-
sotropic. However, for the present calculation we have used the spherical average of 
such a potential, because, in the collision events of the present experiment, the rota-
tional period of water molecules is rather fast when compared with typical collision 
time.  

In the following section a description of the optical potential that we have used is 
reported and the semiclassical calculation of the total ionization cross section is also 
described.  

3 Theoretical Approaches: The Optical Potential Model 

From a theoretical point of view, collisional autoionization phenomena in atom-atom 
systems are generally treated on the basis of a local complex potential,  

 

                        )R(
2
i

)R(V)R(W Γ−=                        (2) 

 
called also “optical potential”, whose real part V(R) represents the interaction control-
ling the approach of the colliding particles and the imaginary part Γ(R), the “potential 
width”,  is related to the decay (ionization) probability of the system at the intermo-
lecular distance R [24-28]. From a general point of view, the real part of the interac-
tion potential defines, at any intermolecular distance R, the energy of the bound wave 
function of the system. Instead, the imaginary part, which controls the decay, depends 
more specifically on the characteristics of the electron wave function directly involved 
in the charge transfer and ionization. In the simple atom-molecule case, both the real 
and imaginary parts are expected to be anisotropic, because the real part of the poten-
tial depends on the angle of approach of the metastable X* atom towards the target Y 
molecule, while the potential width varies with the geometry of the autoionizing colli-
sional complex [X⋅⋅⋅Y]*. This latter point can be easily understood when the common-
ly accepted electron exchange mechanism, originally proposed by Hotop and Niehaus 
[23], is taken into account. According to this model, autoionization occurs through a 
transfer of an outer-shell electron of the target Y into the inner-shell vacancy of the 
excited atom X*, which subsequently ejects an external electron. In an orbital model, 
such process depends strongly on the overlap between the orbitals involved in the 
electron transfer. The ionization probability is expected to be maximum at those dis-
tances where the relative motion is slowest (i.e., at the neighboring of the turning 
point) and for approaches of the metastable atom along the directions where the elec-
tron density of the orbital to be ionized is highest. 

Studies on anisotropy effects in Penning ionization are still rather scarce [26,32-34]; 
due to the weakness of the interaction there is a difficulty in the proper characterization 
of the optical potential for many configurations of the system. Only few rigorous  
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atom-molecule treatments are present in the literature, in particular, for the systems 
He*(2 3S1)+H2, N2, H2O [24,25,35,36]. In these cases, ab initio complex potentials 
have been calculated and the ionization dynamics investigated by using quantum ap-
proaches or quasiclassical trajectory methods. In many other cases, semiempirical po-
tentials and estimated energy widths have been used to analyze experimental data 
[27,28,37,38]. In this work, we study the collisional autoionization dynamics of the 
triatomic target molecules with excited He*(2 3,1S1,0) and Ne*(3P2,0) atoms. Our aim is a 
more quantitative interpretation of experimental results concerning H2O target mole-
cules, also in the attempt to give a better account of how interaction anisotropies play a 
selective role in the autoionization process. In order to accomplish this task, we use a 
method based on the identification, modeling, and combination of the leading compo-
nents of the interaction potential. As we will see in the following, our model potential 
can be expressed in a simple analytical form and intended to be of completely general 
validity. Furthermore, present results can also stimulate accurate ab initio calculations 
which can provide further crucial information on other basic features of the full inter-
molecular potential energy surfaces. 

3.1 The Optical Potential for Triatomic Molecules 

From a general and quantitative point of view, a system formed by a metastable atom 
interacting with a triatomic molecule, as H2O, dynamically evolves on a multidimen-
sional potential energy surface (PES). In the thermal energy range, as the case here 
discussed, effects of internal degree of freedom, arising from molecular deformations 
induced by collision events, can be neglected and therefore the optical potential W, 
controlling ionization processes, can be written as the combination of a real V and an 
imaginary Γ part [27,28]: 

                       
),φΓ(R,

2

i
),φV(R,),φW(R, ϑ−ϑ=ϑ

            (3) 
 
where R is the distance of the metastable atom from the center of mass of the mole-
cule, ϑ is the polar angle between the C2v axis of H2O and R (ϑ=0 refers to the oxygen 
side) and ϕ is the azimuthal angle (ϕ=π/2 describes the atom located on the water 
plane). The real part, V(R, ϑ, φ), has been assumed to be mainly characterized by 
taking into account the interactions in six limiting basic configurations. Such interac-
tions are indicated as VC2v-O and VC2v-H (with ϑ=0 and ϑ=π respectively), V⊥ (ϑ=π/2, 
ϕ=0) and Vplanar (ϑ=π/2, ϕ=π/2), where V⊥ and Vplanar are doubly degenerated. As we 
have done previously [27,28], their strength and their radial dependence have been 
described by a semiempirical method developed in our laboratory [39,40], which is 
founded on the identification and description of some leading interaction components, 
to be considered “effective”, since indirectly including the role of less important con-
tributions. The method exploits correlation and perturbative formulas, providing range 
and strength of such components in terms of fundamental physical properties of the 
interacting partners, as the value of Ne* and H2O polarizability (27.8 Å3 and 1.47 Å3 
respectively) and that of H2O dipole moment (1.85 D) [28,41]. In particular, five lead-
ing-effective interaction components are taken into account: 
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1. The dispersion attraction, dominant at large R, combines with the size repul-
sion, prevalent at short R, providing a global component called, as previous-
ly suggested [39], van der Waals interaction (VvdW). 

2. A weak charge transfer contribution, VCT, arises from the perturbative elec-
tron exchange between the outermost occupied orbital of the metastable and 
the  LUMO of the H2O molecule. VCT affects only VC2v-H, since the involved 
configuration (see Figure 2) is the only one promoting the formation of a 
weak hydrogen bond [42,43]. 
 

 

Fig. 2. A schematic structure of the water molecule, where the direction for the VC2v-H, VC2v-O 
and V⊥ interactions are indicated. In the figure also the partial electrostatic charges located on 
the two hydrogen atoms and below and above the oxygen atom (at 0.6 Å from the oxygen nuc-
leus) are indicated (for details and references see the text). 

 
3. The asymptotic long range induction, due to permanent dipole of water inte-

racting with the induced multipole on the strongly polarizable Ne*, increases 
the long range attraction. In this paper its averaged contribution has been en-
closed in VvdW through a modification of the parameters involved in its for-
mulation [39,42,43] (see also below). 

4. As it has been done in Ref. 28, Vqm describes the balancing of induction at-
traction with size repulsion associated to the interaction, emerging at short R, 
when the metastable atom assumes a partial and “effective” charge q. This 
charge arises from the strong polarization effects of the metastable atom, 
which is a big “floppy” species with a radius of some angstroms, and is pro-
moted by the electron lone pairs of water [28,30]. These effects, emerging as 
the intermolecular field increases, originate positive and negative charge  
centers, respectively located on the nucleus and in the outside region and  
separated by a distance comparable or larger than the intermolecular separa-
tion R. This component plays a crucial role at intermediate and short R in de-
termining the behavior of VC2v-O and V⊥. Following the same guidelines of 
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previous studies [28], we have found appropriate to represent Vqm, in the 
neighborhood of the equilibrium distance of the collision complex, by the 
use of an effective charge q=0.75 a.u., since the positive charge center on po-
larized Ne* is significantly closer to the interacting partner [28], while the 
negative charge is repelled outside. 

5. The electrostatic component, Velectr, emerging again at intermediate and short 
R, depends on the interaction between q and the charge distribution on water. 
The latter, confined in a restricted space (see Figure 2), is assumed to be con-
sistent with the water dipole and also provides reasonable values of the qua-
drupole moment components. Under these conditions Velectr can be 
represented as a sum of coulomb terms. 

3.2 Formulation of the Intermolecular Interaction 

According to these considerations, in the chosen basic configurations the semiempiri-
cal formulation of V(R) takes the form:   
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VvdW and Vqm have been represented by the improved Lennard Jones function, recent-
ly introduced [38,44] and found to be able to describe weak interactions of different 
nature and in a wide range of configurations. Its general form is 
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and ε is the well depth while Rm is its location and β is a shape parameter. For neutral-
neutral systems m=6, while for ion-neutral cases m=4. 

VCT has an exponential form, being related to the overlap integral between orbitals 
exchanging the electron, whose radial dependence is modulated by the ionization 
potential and electron affinity of the partners [27,45]: 
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where the pre-exponential AH and the exponent γH, are listed in Table 2 and have been 
determined extending the phenomenology recently obtained for water [42]. 

Finally the “switching function” f(R), which defines the relative weight in eq.(4), 
describes the transition of the metastable atom from the weakly perturbed state at 
large R, where it is assumed to maintain a nearly spherical symmetry, to the strongly 
polarized one at short R. The f(R) function modulates the contribution of VvdW(R), 
Vqm(R) and Velectr(R) when R varies and guaranties the smoothness of the analytical 
function representing the global V(R).  
As in previous case [28] we define f(R) as follows 
 

                            






 −

+

=
d

RR0

e1

1
)R(f

                          (7) 
 
where R0 represents the distance where the combined potential forms have equal 
weight, while d describes how fast the passage occurs. All the used potential parame-
ters are reported in Table 2.  
 

Table 2. Potential parameters used in the formulation of the various interaction components 
determining the real and imaginary part of the optical potential 
 

Component Parameters  
VvdW ε = 9.29 meV Rm = 5.000 Å β= 7.0 

Vqm 
VCT 

ε = 69.13 meV
AH = 4277 meV 

Rm = 3.989 Å 
γH  = 1.1  Å-1 

β = 9.0 

f(R) 
Γ 

R0  = 4.5 Å 

AΓ = 3371 meV 

d = 0.5  Å 
γΓ = 1.95 Å-1 

 

 
Following the suggestions of a “minimal” model [46], concerning the use of a de-

fined number of spherical harmonics to represent the PES in water-atom systems, the 
spherical component Vsph(R), relevant for the present analysis, has been obtained at 
each R through the following weighted average expression 

 

        
[ ])R(V2)R(V2)R(V)R(V

6

1
)R(V planarOv2CHv2Csph +++= ⊥−−

      (8) 
 
The dependence on R of the VC2v-O, VC2v-H and V⊥ components are shown in Figure 3, 
while Vsph is plotted in the lower part of Figure 4. These potential energy results, 
which refer to the limit configurations of the [Ne⋅⋅⋅H2O]* autoionizing collision com-
plex, appear to be in agreement with an early ab initio calculation by Bentley [47]. 
Our results could stimulate new accurate ab initio calculations and allow to fill the 
lack of computational approaches and of dynamic trajectories calculations for such 
kind of systems. 
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The imaginary component Γ(R) accounts for the disappearance of the system be-
cause of ionization. In particular, the quantity h/2πΓ(R) can be seen as the life time  
of the system at the intermolecular distance R. For the case here discussed, Γ(R)  
promotes the formation of H2O

++Ne and can be related, following the exchange me-
chanism proposed for the Penning process, to the coupling element by charge transfer 
between water molecule and Ne+ ionic core [45]. Such coupling, controlled again by 
the overlap integral between orbitals exchanging the electron, has been represented by 
an exponential function as follows:  

                                  
ReA)R( Γγ−

Γ=Γ .                     (9) 

The exponent γΓ has been fixed as suggested in [48-49], and found in the right scale 
of previous evaluations [24,36]. The pre-exponential factor AΓ has been the only pa-
rameter adjusted during the analysis of the experimental data, in order to reproduce 
the velocity dependence and the absolute value of the total ionization cross section. 
Also the parameters of Γ are given in Table 2 and the function is also plotted in the 
upper part of Figure 4.  

3.3 The Semiclassical Cross Section Calculation 

By the use of the spherically averaged potential described above, we have calculated, 
for each collision energy, the center of mass total ionization cross sections within the 
semiclassical method, that appears to be adequate for the present system and for this 
range of collision energies [17-21,24,25]. In such an approximation, the cross section 
at the relative collision energy E is given by 

                           

∞

π=σ
0

CM bdb)b(P2)E(
                          (10) 

where b is the classical impact parameter and P(b) is the ionization probability as a 
function of b, which is determined by 

P(b) =1− exp − 2
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 (11) 

being Rc the classical turning point. 
In the Figure 1, the cross sections so calculated and convoluted over the distribu-

tions of the relative velocities are compared with experimental results. As evident, the 
agreement is very good, especially considering that we have empirically adjusted only 
one parameter, the pre-exponential term, AΓ, being the entire real potential the one 
evaluated independently, as described above, from the properties of the two separated 
collision partners. 
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Fig. 3. Plot of the VC2v-H, VC2v-O and V⊥ potential energy curves (see the text) 

 

Fig. 4. The spherical optical potential used for the cross section calculation. Lower part 
represents the real part, while the upper part the imaginary part (see the text). 
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4 Conclusions 

The measured cross sections that are reported in Figure 1, exhibit a decrease when the 
relative collision energy increases. As emphasized in the previous section, this beha-
vior is well known to indicate an effective attractive interaction between the two  
collision partners, for those distances and configurations mainly responsible for the 
ionization [17-21].  

The quality of the cross section fit shown in Figure 1, obtained by adjusting only 
one parameter of Γ, clearly supports the reliability of the strength and range of the 
spherical Vsph component, here generated by an average of selected limiting configu-
rations. It must be noted that while the ionization mainly occurs when the metastable 
neon atom is approaching the H2O molecule along the directions of the two lone pairs, 
the overall collision dynamics, which involves randomly oriented and fast rotating 
water molecules, is mainly controlled by the spherical average of the real part of the 
intermolecular potential.  

A more direct probe of the anisotropy of the PES can be provided by an analysis of 
the features of electron energy spectra recently measured [50]. The electron spectrum 
appeared to be composed of two bands: one for the formation of H2O

+ ion in the 
ground X(2B1) electronic state and another one for the formation of H2O

+ in the first 
excited A(2A1) electronic state. These two states are obtained by removing one elec-
tron from the perpendicular and C2v lone pair, respectively. Therefore the spectrum 
features can be in principle fitted by using defined cuts of the full PES which also 
includes an anisotropic imaginary part, and such an effort is in progress in our labora-
tory. Note that the potentials obtained in this work, for the selected limiting configura-
tions, correspond to cuts of the real part of the full PES and, as mentioned in the pre-
vious section, they are in good agreement with the ab initio calculations performed by 
Bentley [47]. These cuts of the PES are here given in an analytical form and this is 
crucial, together to a formulation of the ionic interaction over the [Ne⋅⋅⋅H2O]+ exit 
channel that we are able to formulate by using the same approach, to try a quantitative 
analysis of the electron energy spectra already recorded for such system [50]. 

Since the microscopic exchange mechanism of the Penning ionization involves an 
electron jump of the outer shell electron of the molecule, essentially from one of the 
two lone pairs, towards the inner shell vacancy of the Ne* atom [23-26], which shows 
a structure isoelectronic with that one of a fluorine atom, this phenomenon can be 
seen as the formation of an halogen-like bond, and this is presently of great interest 
both for applications and fundamental points of view [51,52].  
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Antonio Laganà2, Alberto Monetti3,
Mattia Manzolaro3, and Alberto Andrighetto3

1 INFN-IGI, Italy
alessandro.costantini@pg.infn.it, {diego.michelotto,marco.bencivenni,

daniele.cesini,paolo.veronaesi}@cnaf.infn.it
emidio.giorgio@ct.infn.it, luciano.gaido@to.infn.it

2 Dep. of Chemistry, University of Perugia, Italy
lag@dyn.unipg.it

3 LNL - INFN, Italy
{alberto.monetti,mattia.manzolaro,
alberto.andrighetto}@lnl.infn.it

Abstract. This paper describes and discusses the implementation, in
a high-throughput computing environment, of the ANSYS R© commer-
cial suite. ANSYS R© implements the calculations in a way which can be
ported onto parallel architectures efficiently and for this reason the User
Support Unit of the Italian Grid Initiative (IGI) and the INFN-Legnaro
National Laboratories (INFN-LNL) worked together to implement a Grid
enabled version of the ANSYS R© code using the IGI Portal, a powerful
and easy to use gateway to distributed computing and storage resources.
The collaboration focused on the porting of the code onto the EGI Grid
environment for the benefit of the involved community and for those
communities interested in exploiting production Grid infrastructures in
the same way.

1 Introduction

The increasing availability of computer power on Grid platforms has prompted
the implementation of complex computational codes on distributed systems and,
at the same time, the development of appropriate visual interfaces and tools able
to minimize the skills requested to the final user to carry out massive Grid cal-
culations. The work has been carried out within a collaboration with the User
Support Unit of the Italian Grid Infrastructure (IGI) [1] and the INFN-Legnaro
National Laboratories (INFN-LNL) [2] aimed at implementing a complex engi-
neering simulation software use-case on distributed systems making use of the
IGI web portal is here presented and discussed.

IGI is a Joint research Unit (JRU) made of 18 Italian academic and research
institutions that is based on a Memorandum of Understanding (MoU) [3] signed
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on December 2007 and has been active in various national and European Grid
projects [4–6]. IGI is actively participating to the EGI-InSPIRE project [7] and
is one the largest National Grid Initiatives (NGI) of the European Grid In-
frastructure (EGI) [8] with a recognized leadership both in the Grid technology
development and in the management of the distributed computing infrastructure
operations supporting research communities. The Italian Grid Infrastructure cur-
rently consists of more than 50 geographically distributed sites, providing about
33000 computing cores and 30PB of storage capacity and supports more then
50 Virtual Organizations with thousands of active users. The infrastructure im-
plements a customized version of the gLite [9] middleware distributed by the
European Middleware Initiative (EMI) project [10]. One of the role of IGI is
to satisfy the compute and storage demand of various user communities such
as high energy physics, computational chemistry, bioinformatics, astronomy and
astrophysics, earth science.

In the present paper we describe the porting to the Grid of a software package
related to the SPES experiment [11] carried out at the INFN Legnaro laborato-
ries and concerning the electro-thermal design of high temperature devices for
the production of Radioactive Ion Beams. The related numerical computing is
strongly non-linear mainly because of the radiative heat transfer computation,
and require a relevant computational power to obtain a solution.

The application chosen to be ported to the Grid environment, making use of
the IGI resources is the ANSYS R© commercial suite [12]. ANSYS R© is an engi-
neering simulation software (computer-aided engineering, or CAE) that offers a
comprehensive range of engineering simulation solution sets providing access to
virtually any field of engineering simulation that a design process requires. In
the present work the ANSYS R© suite has been installed and configured in some
IGI sites. A web interface to run the simulations exploiting the production Grid
services was provided through a dedicated graphical interface of the IGI Web
Portal [13] which is a powerful and easy to use gateway to distributed computing
and storage resources.

At present, for its features, the ANSYS R© package has been used as a Grid
computing test bed with the aim to extend the work done to other applications
belonging to different domains such, for example, computational chemistry which
is represented in EGI by an active community.

This paper introduces the original ANSYS R© code and the way it was ported
onto the IGI/EGI platform. The purpose of our work is twofold. We are aiming
in fact both at creating a user friendly Grid application which is beneficial for
the SPES community and to introduce a method that can be applied by other
groups to port parameter study style applications based on commercial suites
onto production Grids. Because of the method adopted and of the tools used we
believe that several e-Science communities would be able to follow the same ap-
proach and exploit production Grid infrastructures in the same way. The method
we chose is quite generic and resulted in a parameter study application that im-
plements parallel execution of the code, using several Grid computing resources
simultaneously. The IGI web Portal tool used to create the customized web
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interface can be used on all the major production Grids based on the European
Middleware Initiative (EMI) [10] middleware stack.

This paper is organized as follows: in section 2 the articulation of the ANSYS R©
program is described; in section 3 a benchmark calculation is discussed; in section
4 the steps needed for the Grid porting process of the application are illustrated;
in section 5 the results obtained using the Grid enabled version of the code and
related performances are analyzed. Our conclusions are summarized in section 6
where we argue that thanks to the exploitation of Grid resources the user com-
munity work with ANSYS R© ported into the Grid environment is more effective
if compared with their usual workflows run on local resources.

Other application domains and research communities could benefit from the
collaboration with the IGI User Support Unit to port applications to production
Grids.

2 ANSYS Program Overview

The ANSYS R© suite is a FEM (Finite Element Method) commercial program
for simulations of models belonging to various physical environments to simulate
problems concerning mechanical, thermal, electrical, magnetic, fluid dynamics
matters. Depending on the model to simulate various packages of the ANSYS R©
suite are available, as the Mechanical, Fluid Dynamics, Electromagnetic and
Multiphysics.

Accordingly, ANSYS R© covers with its packages the following main tasks and
disciplines:

1 Mechanical : this is the most used package of the ANSYS R© suite. It allows to
simulate static, transient, modal or harmonic structural analysis, also in large
displacements or with non linear material behaviour, contact effects, static or
transient thermal simulations with conduction, convection or radiation heat
exchanges, static, harmonic or transient magnetic and electrostatic analysis.
The coupling between the various fields is allowed only if the element used
for the FEM analysis has the degrees of freedom of all the concerned fields.
This package uses ANSYS R© Parametric Design Language (APDL), that
allows to launch the simulations without a graphic interface inputting the
instructions by text files.

2 Multiphysics : this package is needed by those computational analysis that do
not have in the ”Mechanical” package corresponding elements with all the
degrees of freedom of the concerned fields of the simulation. Moreover its use
is recommended for weakly coupled physics fields where the results carried
out in a specific field influence the others (but not viceversa) by limiting the
use of two-way coupling simulations which take longer calculation time.

3 Fluid Dynamics : this environment allows the resolution of model flow, turbu-
lence and heat transfer on fluids, with the possibility to take in account the
combustion reactions, bubbles formation and multiphase systems. The simu-
lations can be executed by using two different packages: FLUENT, the newest
model flow package and CFX (Computational Fluid dynamiX), the oldest



Implementation of the ANSYS R© Commercial Suite 87

model flow package. These packages have been integrated in the ANSYS R©
suite in the recent years and for this reason they are not using APDL
commands;

4 Electromagnetic: this environment can be simulated by using Maxwell or
HFSS (High Frequency Structural Simulator) packages according to the
type of the analysis carried out by the user. The Maxwell package allows
to simulate electromagnetic and electromechanical devices including motors,
actuators, transformers, sensors and coils using the accurate finite element
method to solve static, frequency-domain, and time-varying electromagnetic
and electric fields. On the other hand the HFSS package is used for 3D
full-wave electromagnetic field simulation for high-frequency and high-speed
components.

Most often observable properties are the results of averaging (or integrating)
over energies, time, etc. which means that ANSYS R© runs have to be repeated
a large number of times making the exploitation of the distributed resources
available in Grids highly effective for this kind of analyses.

3 Heat Dissipation Simulation of the Radioactive
Isotopes Production Target

The SPES project (Selective Production of Exotic Species) is a multi user project
aimed to develop a Radioactive Ion Beam (RIB) facility to cover interdisciplinary
applied physics in the fields of medical applications, material science and nuclear
physics.

The core of the facility is the apparatus shown in Figure 1 where 7 coaxial
discs made by uranium carbide (UC2 + 2C, namely UCx) are impinged by a 40
MeV proton beam yielding radioactive isotopes by nuclear fission. The power
deposited by protons in the disks is dissipated mainly by thermal radiation. The
spaces between the disks in the axial direction strongly influence the mechanical
stresses and the temperatures of the disks which can reach 2300◦C. The disks
are placed in a graphite box that is in turn hosted in a Tantalum tube. An
electrical current is flowing through the tube and contributes to control the
target temperature field and the thermal stress in the disks. Finally the isotopes
produced in the target are collected by the transfer line and directed to the ion
source, where they are ionized and accelerated by a 40 kV potential field.

To optimize the aforementioned components, simulations with the ANSYS R©
suite are performed studying in detail their thermal, electric and structural be-
havior thanks to FEM models.

For the electrical field, the gradient of the electric potential V (x, y, z) defines
the current density j(x, y, z) according to Ohm’s equation:

j = − 1

ρ(T )
∇V (1)

where ρ(T ) is the electrical resistivity dependent on the temperature. Since the
electrical resistivity of materials is influenced by temperature and, on the other
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Fig. 1. Sketch of the core of the SPES facility and its components

hand, Joule heating (see eq. 2) affects the temperature field of the system, the
thermal and the electrical problems are coupled.

q̇ = −∇ V · j (2)

where q̇(x, y, z) is the heat power dissipation per unit volume and the dot symbol
is the scalar product between the two vectors.

For this reasons with the ANSYS R© mechanical package a two-way coupling
simulations are performed, making use of elements characterized by two degree
of freedom: temperature and voltage. In particularly for the thermal field, con-
vection is not taken into account, considering that the components are closed
in a high vacuum environment. The conduction and radiation, the heat transfer
modes governing the thermal behavior of the system, are solved in conjunction:
the radiative heat fluxes, coming from the solution of the radiative problem (see
eq. 3), are assigned as boundary conditions to the conductive problem, whereas
in the superficial temperature distribution, the solution of the conductive equa-
tions (see eq. 4) provides boundary data to compute the radiative heat fluxes.

N∑
i=1

[
δij
εi
− Fj−i

(
1− εi
εi

)]
· qi =

N∑
i=1

(δij − Fj−i) · σ · T 4
i (3)

In equation 3 [14] εi is the hemispherical total emissivity of surface i, δij is
the Kronecker delta (δij = 1 if i = j; δij = 0 if i = j), Fj−i is the radiation
view factor, qi is the net rate of energy loss per unit area by radiation from the
surface i, σ is the Stefan-Bolzmann constant and Ti is the absolute temperature
of surface i.
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In equation 4 [15] T (x, y, z) is the temperature field in the volume V , t is the time,
ρ, c, k are respectively the density, the specific heat and the thermal conductivity
of the material and q̇ is the heat source per volume unit.
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To calculate the stresses induced by thermal gradients, the Multiphysics pack-
age is used. The temperature’s field obtained thanks to the thermal-electric sim-
ulation is assigned as a body load at the nodes in the structural analysis, as
showed in eq. 5:

ε = [D]
−1

σ + αΔT (5)

where ε is the total strain vector, D is the elastic stiffness matrix, σ is the
stress vector, α the vector [αx αy αz 0 0 0]

T
containing the coefficients of ther-

mal expansion, ΔT (x, y, z) is the temperature difference between the current
temperature and the initial one.

The present simulation is a typical one-way coupling simulation because only
one field strongly influence the other (but not vice versa).

In Fig. 2 an example of the temperature’s results carried out from the adoption
of the FEM method are showed. In the model a current (from 600 A to 1300 A
with steps of 100 A) coming from the left lateral wing and going to the other, is
simulated passing through the Tantalum tube, which has an external diameter
of 50 mm and thickness of 0.2 mm. The temperature results are reported in
Table 1.

Table 1. Results carried out from the adoption of the FEM model

I [A] Volt [V] T1 [◦C] T2[
◦C]

600 2.72 1144.46 1166.97
700 3.44 1271.93 1296.06
800 4.20 1391.09 1416.86
900 5.02 1503.64 1530.95
1000 5.87 1610.40 1639.18
1100 6.76 1712.18 1742.42
1200 7.69 1809.64 1841.39
1300 8.66 1903.41 1936.69

4 The Adopted Tool: IGI Web Portal

The already described suite ANSYS R© has been installed and configured in some
sites of the IGI domain and a web interface to run the simulation exploiting the
production Grid services was provided through a dedicated portlet of the IGI
Portal (see Fig. 3). The IGI web Portal is a powerful and easy to use gateway
that enable the final user to access the Grid infrastructure, supporting the user in
many tasks by hiding the inner complexity of Grid infrastructures usage (proxy
credential handling, job submission, data management, error recovery, etc.). As
the IGI portal is based on the Liferay technology [16], web Graphical User In-
terfaces (GUI) can be added as dedicated portlets [17] enhancing the flexibility
and the possibilities of customizations.
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Fig. 2. Temperature map in the apparatus carried out from the adoption of the FEM
model at 1300A

Fig. 3. Sketch of the main porlet developed for ANSYS R© suite and integrated in the
IGI Portal

The user can access the Portal functionalities by using (i) a federation mem-
bership (actually EduGAIN [18] and Idem [19] are supported); (ii) a personal
certificate released by a valid Certification Authority and a membership to a
proper Virtual Organization (VO) supported by the Infrastructure. Since the
ANSYS R© suite is a commercial package, to be compliant with the terms of li-
cense imposed by the seller, a license handling mechanism has been implemented
based on standard Flex servers [20] and on the EMI VO Management Service
(VOMS) [21]. This mechanism enable the ANSYS R© runs only for those users
that have been registered in a proper VO group managed by the local license
owner. In the present case the group is called ”ansys” and belongs to the GRIDIT
VO.

In a typical usecase the user provides the initial input files and configuration
parameters and waits for the results until the calculation is terminated. For this
reason the developed graphical interface (see Fig. 4) enables the user to upload
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Fig. 4. Sketch of the dedicated porlet developed for ANSYS R© suite. A proper graphical
interface has been developed to set the needed parameters.

the needed input files and to set the relevant simulation parameters such the
number of CPUs that have to be used for a single submission.

The above described execution process may take several hours, even days
using the resources available to run this application. As the granted amount of
CPU time is limited on Grid sites (from 12 hours to few days), special care was
taken in handling the checkpointing of the calculation where a set of specialized
bash components have been developed with the twofold purpose of setting the
computational environment needed to run the application and monitoring the
computation time allowing a safely interruption of the application. In the first
version of the developed GUI interface, at the end of each calculation the user
had to retrieve the related output files directly from the IGI Portal, analyze
them and submit a new job to continue the current work.

To meet the requirements of the SPES community we developed a first pro-
totypical workflow using the WSPgrade workflow engine [22] able to monitor a
set of continuous runs in an automated way. In the automatic workflow (see Fig.
5) each step is conditioned by event-related dependences occurring at runtime
making possible the execution of complex analysis involving both structural and
electro-thermic models.

For security reasons and to avoid possible execution inner loops, the workflow
has been equipped with a total amount of 10 consecutive job submissions (that
is equivalent to an average of 10 days of continuative calculation for a single
experiment). If the simulation time granted to the user by the adoption of the
workflow is not enough, a new workflow can be submitted starting from the
outcomes of the previous run. This approach increases the feeling of the users
with the submission procedures with a consequent reduction of support requests.

As an added value, the combined use of the GUI interface and the implemented
bash components make the whole Grid execution process completely transparent
to the final user, requiring his/her evaluation only for those application-related
failures which may occur during the calculations.

Another crucial aspect of such long time simulations is the evolution’s audit
of the calculations at runtime. In this case we made use of the SRM [23] client-
server functionalities which enable to copy selected files from the Worker Node
(WN) where the job is physically running to a Grid Storage Elements (SEs),
where the file are stored in a temporary or permanent way. Using the same
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Fig. 5. Sketch of the dedicated workflow (and related components) developed for
ANSYS R© suite. The workfow enable the final user to perform an equivalent to 10
days run of continuous simulation limiting any intervention.

SRM functionalities, the files in the SE are made available for inspection at
runtime and can be accessed by the user directly via the web GUI.

The main bash functions which interact with the GUI are here described:

- SETENV Checks the environment parameters (both provided by the GUI
and set in the WN) needed to start the calculation

- USERFOLDER Checks if user-folder exists using the SRM-client function-
alities and create it, if needed;

- PREPARETOPUT Uses the PreparetoPut function implemented in the
SRM-client to copy a rewritable file(s) in the SE and store it for a limited
amount of time (file lifetime has been set by default to 24 hours);

- PREPAREINPUT Retrieves the input file needed for the calculation de-
pending on the value provided by the GUI (first run or resubmission after
hang-up);

- RUNNINGAPP Runs the executable monitoring its activity for a fixed
amount of time, that depends from the CPU time assigned by the batch
system to the queue where the job is running, and gracefully kill it allowing
a safe interruption of the application. This component implements a check
procedure that, at fixed intervals, control the status of the running applica-
tion and uploads the needed file(s) to the SE.

- CHECKLOGS Uploads the file(s) created by PREPARETOPUT function
to the SE making use of specific commands available on the WNs.

- PREPAREOUTPUT The function manages the output files carried out from
the calculations acting on both sides: from the WN selects the output files
making a univocally named archive; from the SE (i) removes the oldest out-
put file, if it exists, (ii) rename the output file carried out from the previous
run assigning a proper name, (iii) copies the actual output file from the WN
to the SE (in this case the file lifetime has been set by default to 7 days).
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Moreover, an automated notification mechanism has been implemented in the
IGI Portal. This mechanism enables the user to set the Portal to send customized
e-mails when the simulation is completed or when the proxy lifetime is close to
expire.

The features implemented in the IGI Portal enables the user to perform long
time simulations on the Grid infrastructure in a completely transparent way
and to retrieve the outcomes of the calculation directly via web. In this way
the user can check the consistency of the output at runtime, evaluating possible
strategies aimed at saving time, computing resources and at avoiding waste of
license usage.

5 Performances

The workflow developed for the ANSYS R© suite was implemented in the IGI
web portal [13] and all the scripts and processes for the Grid execution were
generated in order to meet their requirements. The executables derived from the
ANSYS R© Release 13.0 and compiled on Linux SL5 platform look for OpenMotif,
OpenMP and Mesa libraries that should be already installed in a typical Linux
installation.

Local compilation assures that the program is binary compatible with the
Computing Elements of the IGI Grid and that the program will not run into
incompatibility errors due to the lack of fundamental libraries.

The Grid enabled version of the ANSYS R© is executed simultaneously on mul-
tiple IGI resources. Because the time spent in the submission stage is neglegible
compared with that of the ANSYS R© run, the latter is the dominant contribution
to the overall execution duration. One execution of a single instance of ANSYS R©
on a Intel machine with 2.3 GHz CPU and 4 GB memory takes from 40 to 50
hours, depending on the chosen parameters values in the case-study. The main
benefit of the grid implementation is the possibility of running ANSYS for dif-
ferent sets of parameters during the same time window on the resources of the
VO. As the average execution time for a single instance of ANSYS R© on the Grid
is almost equivalent to the one on a dedicated local machine, the added value
of Grid runs is the possibility to submit in parallel different sets of concurrent
simulations. Accordingly, as soon as there are at least 6 ANSYS R© jobs running
simultaneously, the Grid based execution is advantageous because 6 jobs running
simultaneously on 6 IGI Grid resources will take on average 2 days. Meanwhile,
the same simulation would take about 10 days on a local machine. The more
parameter study jobs are executed, the higher speedup can be achieved on the
Grid.

As the present work is in its prototypical implementation, there are still some
disadvantages that have to be addressed and related on the use of the ANSYS R©
suite. In fact, it is not yet possible to use inner approaches as the multi-load
step with the automatic resubmission and some methods for the parametric
optimization.
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6 Conclusions

The paper describes the work done aimed at porting the ANSYS R© suite onto the
EGI Grid environment as a result of a collaboration between the User Support
Unit of the Italian Grid Initiative and the INFN-Legnaro National Laboratories
(INFN-LNL). The porting of legacy applications onto the Grid infrastructure,
together with the development of the related workflows and gateways, is being
carried out as part of a more general effort to build a solid platform, offered
to users as a service, for assembling accurate multi scale realistic simulations.
Although repeated submissions in the workflow can make the execution of a
ANSYS R© run slow if compared with a local machine, the overall execution time
of a parameter study simulation is far shorter on the Grid environment than on
a local CPU. For the SPES community case study the overall Grid execution
time is smaller than that of the sequential execution for a parameter space larger
than 2.

The implemented case study demonstrates not only the power of interdisci-
plinary group work, but also details the application porting process, providing
a reusable example for other groups interested in porting their applications to
production Grid systems. It is the case of the Computational Chemistry com-
munity operating in EGI which pursue the goal of designing user friendly Grid
empowered versions of the molecular system simulation workflows SIMBEX [24]
and GEMS [25].

Acknowledgments. Authors acknowledge A. Prevedello and M. Marin for
their collaboration in testing the system and for the information given related
to the observed problems. The research leading to the results presented in
this paper has been possible thanks to the grid resources and services pro-
vided by the European Grid Infrastructure (EGI) and the Italian Grid Infras-
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1 Introduction 

The progress made during the EGEE [1] and the EGI-inspire [2] European projects, 
has allowed the Chemistry, Molecular and Materials Science and Technologies 
(CMMST) community to set up a Virtual Team (VT) [3] of the European Grid 
Infrastructure (EGI) [4] devoted to grounding the assemblage of a homonymous 
Virtual Research Community (VRC). VRCs are groups of like-minded researchers, 
organised by discipline or computational model, which can draw benefits from having 
a partnership with EGI. For example, they can benefit from resources and support 
available within the National Grid Infrastructures (the main stakeholders of EGI.eu) 
as well as from the workshops and forums organised by EGI. VRCs can also receive 
support on resolving specific technical issues with EGI services and they will 
constitute a pillar of the user-focused evolution of EGI’s production infrastructure. 
The mentioned Virtual team is committed to document the evolution of the 
community from the existing CMMST Virtual Organizations (like COMPCHEM [5] 
and GAUSSIAN [6]) into a VRC. Such VRC will represent the CMMST community 
in EGI, will identify the technologies, resources and services already existing within 
EGI and usable to satisfy the requirements of the users, will single out the 
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technologies to be developed or imported into EGI and integrated with the production 
infrastructure in order to allow the VRC members to efficiently manage the relevant 
tasks. 

As a result, the main task of the CMMST VRC will be the collaborative 
exploitation of research and its application for innovation to fields like Chemical 
Engineering, Biochemistry, Chemometrics, Omic-sciences, Medicinal chemistry, 
Forensic chemistry, Food chemistry, Materials, Energy, etc. At the same time, 
however, increasing emphasis is being put on the collaborative development of 
research based education. Such challenge has been undertaken in Europe by the 
European Chemistry Thematic Network Association (ECTNA) [7] that has 
established for that purpose a Virtual Education Community (VEC) [8, 9]. By relying 
on the same technological ground as the CMMST VRC, the VEC takes care of 
supporting harmonization of Chemistry curricula (including related labels), exploiting 
the use of modern computing technologies in education (including electronic self 
evaluations tests) supporting institutions bearing Eurolabels (like the Erasmus 
Mundus consortium for the master in Theoretical Chemistry and Computational 
Modelling (TCCM) [10]).  

Along this line, our laboratories have started working on tools storing, identifying, 
localizing and reusing CMMST educational materials. Such materials are often the 
result of a complex process requiring time consuming calculations and the use of 
sophisticated multimedia rendering products whose objective is the offer of support to 
students attempting to understand physical phenomena and chemistry processes at 
microscopic (nanometer) level. In our approach such a block of knowledge is packed 
into units (called Learning Objects or shortly LOs). LOs are self-consistent, modular, 
traceable, reusable and interoperable blocks of knowledge which do not only 
represent consistently a well defined topic but do also bear a specific pedagogical 
background and embody a significant amount of multimediality and interactivity. 
Their size usually corresponds to a content of 7(+/-2) concepts (as suggested by 
CISCO [11]) delivering the front teaching content ranging from ¼ to ½ ECTS credits. 
The development of Grid technologies has made available a robust platform for 
empowering LOs with distributed repositories assembled by federating local 
repositories on the Internet as we did when developing G-LOREP [12] a distributed 
and collaborative repository of LOs. After all, the building of a system of distributed 
LO repositories exploiting the collaborative use of metadata has in fact already shown 
to play a key role in the success of physical sciences teaching and learning.  

Key features of G-LOREP are its native suitability for heterogeneous environments 
and materials as well as its decoupled and evolutionary structure. This has stimulated 
the development of an efficient tool for filing and retrieving distributed information 
and has suggested the following structuring of the paper: 

In section 2 metadata and taxonomies of our taxonomy assistant are discussed, in 
section 3 related inherence criteria are analysed, in section 4 a CMMST use case is 
presented and in section 5 some conclusions are drawn together with indications for 
future work. 
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2 The Taxonomy Assistant 

2.1 Metadata and Taxonomies 

The non automatic tagging of a LO is a long, costly, and error prone subjective 
process. For this reason the adoption of metadata (data about data: a metadata record 
consists of a set of attributes or elements describing the considered set of data) 
standards and of related automatic tagging procedures is extremely important. During 
the last few years, various open metadata standards have become popular (e.g. IMS 
[13], SCORM Dublin Core [14] and IEEE LOM [15]). An analysis performed on the 
following criteria: 

• Easing the acquisition and usage of learning instruments. 
• Allowing both automated and user-driven content retrieval. 
• Supporting LO re-use in multiple learning contexts. 
• Fostering content interoperability (information share and exchange using 

whichever technology compatible with the learning system). 

Made us adopt the Dublin Core standard that is developed by the workgroup (DCMI 
Education Community) [16]. The Dublin Core Metadata is made of 15 descriptive 
elements. It has been engineered to enable the LO authors to describe their content in 
a standardized way. Essential characteristics of the Dublin Core are simplicity, 
interoperability and flexibility. Its success is due to the easy intelligibility of the 
descriptive elements, to the universally accepted semantics and to its straightforward 
application to different languages.  

However, the Dublin Core algorithm is often too general to appropriately describe 
specific LOs. For this reason the user has often to extend and personalize the metadata 
schema to the end of making them accommodate his/her specific educational needs. 
The (undesirable) consequence of this is the fact that a change of the metadata 
disrupts interoperability (unless a mapping of the application profiles is provided). 
Despite this, several projects adopt the Dublin Core and join related initiatives. 
Moreover, the Dublin Core metadata does not fully meet the attributes required to 
describe the pedagogic perspective of the LOs such as: beneficiaries, autoconsistency, 
didactic level, quality indicators, etc. aspects which are better addressed (and solved) 
by other metadata standards and in particular by the IEEE Learning Object Metadata 
(LOM) one. LOM is the standard stating the minimum set of properties necessary to 
LO management, allocation and evaluation. It has been approved by the IEEE 
(Institute of Electrical and Electronics Engineers) in July 2002 (code 1484.12.1-2002) 
and specifies a conceptual schema defining the structure of a metadata instance  
for LOs. 

In particular, the IEEE section Learning Technology Standards Committee (LTSC) 
created a Learning Object Metadata standard (LOM). As shown in Figure 1 LOM is 
articulated into nine descriptive areas (categories) containing groups of attributes 
arranged in a tree structure and resulting in a total of 70 descriptive elements. 
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Technical 
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Relation 
Annotation 
Classification 

 

 

Fig. 1. The IEEE Learning Object Metadata 

2.2 Taxonomy Assistant 2.0 

The classification of educational objects (like the LO ones) is instrumental to the 
purpose of organizing entities of the knowledge domain in a way that enables their 
efficient re-use and their automatic handling. This is grounded on appropriate tree 
classifications (taxonomies) that are based on the subdivision of the set of related 
entities into more homogeneous subsets easier to handle for search and cataloguing. 
In our work we have adopted Taxonomy Assistant 2.0 (TA2.0). TA2.0 is a Drupal 
module that once installed interacts with the LOs via the existing linkableobject and 
dis_cat modules. TA2.0 analyses the related textual content entered by the user as LO 
description in order to help with the selection of the category better related to the 
object. For that purpose TA2.0 generates a message whose formulation varies 
depending on the proposed text and other contextual variables (like, for example, 
whether or not the user has selected a category). However, the user is not really bound 
to accept the suggested text. He/she can edit, for example, the suggested text by 
adding some words or changing the LO category into the one suggested to the end of 
increasing its inherence. The TA2.0 algorithm works, in fact, on pattern matching 
between keywords and the terms of the thesaurus. Therefore, it might happen that to 
catch the actual meaning of a word appearing in various places with slightly different 
connotations some integrations could become necessary. 

In TA2.0 the different categories are arranged as a forest graph in which each tree 
represents a science area (e.g. Computer Science, Mathematics, Physics, Chemistry, 
Biology, etc.) that is composed of various sub-categories with the most specific ones 
being the tree leaves and the most generic ones the roots. 

Such structure is compliant with Various classification schemes such as the Dewey 
Decimal Classification (DDC) [17] that has been used for describing our test 
federation. The flowchart of TA2.0 is sketched in Fig. 2. 
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Fig. 2. The TA2.0 algorithm schema 

To start the procedure the title, the description and (optionally) the category of the 
LO is prompted. Out of these input information TA2.0 works out the description text 
by applying the following procedure: 

1- the text is converted to lower case 
2- all non essential characters are pulled out (punctuation marks, parentheses, 

apostrophes, etc.) 
3- all text words are checked against the list of stopwords1 [18] in order to pull 

out them. 

                                                           
1 Stopwords are words of negligible interest, usually considered as not particularly meaningful 

from searching engines. Among them one can name articles, pronouns, adverbs, and other 
words whose interest is lowered by frequent usage. 
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The goal of that is to end with a series of words (keywords) deprived of inessential 
terms and use them to query the database. In order to increase the probability of 
catching meaningful correspondences between the text keywords and the database, 
TA2.0 was enriched also with some elimination mechanisms based on standard 
grammar rules (like singular/plural extension).   

Each category is associated with a thesaurus made of a set of terms (synonyms) 
having the same meaning in that category (synonyms may be composed of more than 
one word). The fraction given by the number X of keywords found in the description 
of the LO and the total number N of keywords defining the synonym is called 
coverage. The coverage is used to the end of comparing the user submitted keywords 
with those contained in the database. As to the already mentioned concept of 
inherence, it can be quantified as follows: for all the records obtained from the query 
each synonym is split into single words whose presence (as such) in the database is 
counted. The result is taken as a measure of the inherence considered as the similarity 
between the synonyms and the user text (and evaluate in this way the propriety of a 
category assignment). 

3 Inherence Criteria 

3.1 Synonym Inherence as an Efficiency Index 

The inherence of a synonym Hs with a LO is the extent of relevance (or pertinence 
P) of the given synonym in describing a LO. Therefore Hs can be taken as an 
efficiency index if the following assumptions: 

a) let the value of Hs be as high as the number N of words composing the 
synonym;  

b) let the value of Hs for partial coverage depend on the recurrence of a word 
among those composing the synonym (a coverage of “1 out of 3” must result 
in a Hs value higher than the one associated with a coverage of “1 out of 4”); 

are made. To work out an algebraic formulation of Hs we make also the following 
positions: 

• Ri is the number of occurrences of the words in synonym i, 
• Si is the number of words composing synonym i, 
• K is the total number of valid keywords, 
• Ui = Ri/Si is the ratio between the number of occurrences of the words Ri 

found in synonym i and the number of words Si found in it, 
• Pi = Si/K is the ratio between the words observed in synonym i and the 

total number of considered keywords K (that is called either pertinence or 
relevance). 

At first the simple formulation of Hs was taken to be the following power-like one  
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that gives 1 in the case of a “1 out of N” coverage and gives N for a complete 
coverage “N out of N”. Figure 3 shows the values of such Hs function when plotted 
against the number of occurrences for different values of the number of words 
composing the synonym. 

 
 

 

Fig. 3. The Hs values plotted as a function of the number # of occurrences for different 
numbers of words composing the synonym 

As clearly shown by the figure, the value of Hs is the same in both the “1 out of N” 
and “1 out of 1” cases. This is in conflict with the requirement b) listed above. To 
correct such behaviour, the Hs function was then multiplied by Ui obtaining the 
revised form of the Hs function, 

                                

whose behaviour is shown in Figure 4.  
Moreover, we can exalt the inherence value of the most interesting synonyms by 

multiplying the revised Hs function by the relevance Pi. Accordingly, the Hs inherence 
value of synonym i ( ) is:  
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Fig. 4. The revised Hs  values plotted as a function of the number # of occurrences for different 

.numbers of words composing the synonym 

3.2 Inherence of Categories 

In order to work out more appropriate efficiency indices, the significance of repeated 
partial occurrences in synonyms within a category has been calibrated. To this end the 
quantities  

• Relative inherence of a category, (Hr) 
• Absolute inherence of a category (Ha) 

have been defined as the sum of all the synonym inherences Hs of the considered 
category and as the sum of the relative inherences Hr associated to all the categories 
found in the path root/node, weighted by the related level d, respectively. 

Accordingly, the relative inherence Hr is formulated as: 
  #  

 

By expanding the formula through the substitution of Hs we obtain: 
 

 # .          # .
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To work out an algebraic formulation of Ha we make the following positions: 

• d is the depth of the node, 
• Ri,d  is the number of matching words found in the synonymous i at level 

d, 
• Si,d is the number of words composing synonym i at level d, 

• , ,,   is the ratio between the number of occurrences and the 

number of words composing the synonymous i at level d, 

We have further set specific positions in order to 

a) avoid giving too much weight to a category with a Hr value obtained from 
many occurrences of partial coverage for different synonyms. In this case the 
inherence is still given a power formulation (by doing so we exalt the 
contribution of the complete coverage of one synonym); 

b) account for the same partial coverage “X out of N” occurring more than one 
time in a single category (if a word belongs to more than one synonym). In 
this case the final Hr value of the node is obtained by adding the Hs 
inherences of the various synonyms. For example, in the case of one 
occurrence of “1 out of 2” coverage and two occurrences of “1 out of 3” 
coverage, the final inherence value is Hr = Hs(“1 out of 2”)  + 2*Hs(“1 out 
of 3”); 

c) exalt more specific categories. In this case the inherence value of each node 
is weighted (by multiplying it by the level d in which the node is located in 
the tree) and we add the inherence values of the nodes preceding the one 
considered in the tree hierarchy. 

In this way we work out the absolute inherence of a category obtained by adding the 
relative inherence value of each ancestor category i lying on the path from the root to 
the considered category multiplied by the level d to which the category belongs.

   

  
 

or 
 

 , ,,
,

# .   
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Fig. 5. The Hr  values plotted as a function of the number # of repetitions (or occurrences) for 
different numbers of words composing the synonym 

4 Use Case Procedure and Results 

4.1 Tuning of the Procedure  

Here a first comparison of the validity of the adopted procedure is performed by 
comparing the classification obtained by evaluating Ha   for a set of publications 
taken from the literature using the taxonomy tree adopted in ref. 19 with the one of 
the official publisher. Then a second comparison is made after improving the 
description of some categories of the tree following the indications obtained from the 
first test. To perform the validity tests a database of title, abstract, and related 
classification of a randomly selected sample of 40 articles published on JAMS [20] 
was created. In order to carry out the comparison of the TA2.0 classification with that 
of JAMS [21] the latter was converted into the DDC one.  

Results obtained are shown in Figure 6 in which the frequency of occurrence of the 
ranking deviation between our classification and that of JAMS is shown (deviation 0 
means exact reproduction and deviation n means displacement of n places). As shown 
by figure 6 the prediction of our method is exact in 27.5 % of the cases considered 
whereas the remaining 65 % of cases our prediction deviates for less than 5 places. 
Yet, there has been a residual 15 % of case for which our method was unable to 
perform the classification. 
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Fig. 6. The number of classification deviations plotted as a function of ranking difference (in 
brackets the percentage) 

The results obtained after improving the description of the tree following the 
indications of the journal are illustrated in Figure 7. As apparent from the figure there 
is a tremendous improvement in the occurrence of exact prediction (50%) while in  
65 % of cases our prediction still deviates for less than 5 places. At the same time the 
percentage of unclassified cases lowers down to 12%. 

This shows the validity of our TA2.0 algorithm and points out the importance of an 
appropriate definition of the taxonomy tree. 

4.2 Use Case Results 

Before dealing with the application of TA2.0 on CMMST, we tackled a Mathematics 
use case by considering a JAMS paper as a LO that was filed under the Dewey 
category 515.73 (Topological vector spaces) and the paper's title and abstract were 
input into the TA2.0 module. TA2.0 reacts to the user's choice and displays a list of 
synonyms related to the selected category. The list can either be edited (if the user has 
enough knowledge of the subject and of DDC) in order to choose the appropriate 
category or the TA2.0 suggestion is followed and the user invited to integrate the 
solution offered.  

A similar roadmap is followed for the Chemistry use case. The user input is listed 
in Figure 8. 
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Fig. 7. The frequency of classification deviations plotted as a function of ranking difference 

 

Fig. 8. User input for TA2.0 in an Organic Chemistry use case 

The user can now continue by editing the displayed fields in order to describe the LO, 
and is encouraged to use the suggested synonyms. As soon as both the title and description 
of the LO have been filled in, or upon explicit user request, TA2.0 is activated.  

If the user does not already know which category is right for the LO, he/she can 
enter the title and description of the LO in the appropriate fields, without choosing 
any category. The assistant will then employ the algorithm described above to suggest 
the most relevant categories to the user. The user can then choose the category for the 
LO. If he/she does not choose the best category selected by the assistant, it will invite 
the user to include more of the associated synonyms to improve the LO description 
(see Figure 9). 
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Fig. 9. Results obtained from TA2.0 for the Organic Chemistry use case 

5 Conclusion and Future Work 

We hereby described TA2.0, an assistant which helps a user during the delicate 
process of cataloguing a LO in a federation of distributed and collaborative 
repositories. A correct LO classification is fundamental for other aspects and features 
of G-LOREP  a project  based on distributed computing educational environments 
like the one promoted by the VEC committee of ECTNA. In this respect, the search 
process can greatly benefit from the usage of numerical descriptors for categories, 
allowing both to retrieve and to let users navigate amongst related content. TA2.0 
suggests to the user the correct place for a LO inside the taxonomy tree. The reported 
test results have shown to satisfy the expectations of both mathematical and 
Chemistry communities even if the algorithm will need further testing. The work has 
shown also where future activities will have to be addressed: improving our taxonomy 
forest, including more categories and more synonyms, hopefully with help from 
Dewey and library science experts. The reason for this is that, during our tests, we 
noticed a great improvement in the algorithm outputs while expanding our taxonomy 
trees with more synonyms. In the meantime, the TA2.0 module will be adopted by our 
G-LOREP test federates and will offer its helpful advice to the members of ECTNA 
to allow them to upload new material to the federation. Further improvements will be 
planned in the future by including machine learning techniques to enrich the 
synonyms associated to each category in the taxonomy tree, by exploiting semantic-
based and computer-assisted tools and users feedback. 
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Abstract. This paper evaluates the waiting time for a visiting schedule
created by a tour-and-charging scheduler for electric vehicles in Jeju city
area. As a promising vehicle network application, this service alleviates
the range anxiety of electric vehicles by finding an energy-efficient tour
schedule, alternately considering tour and charging. For the field test
on the real-life tour spot distribution and charger availability, 3 model
tour courses are selected first, each of which has the tour length of 155,
166, and 148 km, respectively, and different number of chargers on the
path. The evaluation process measures and compares the tour time and
thus the waiting time on 3 courses for tour schedules generated by our
scheduler and legacy traveling salesman problem solver. The experiment
discovers that our scheme reduces the waiting time by up to 21.1 % and
eliminates the waiting time if the stay time intervals are 90, 80, and 40
minutes for each course on the current distribution of spots and chargers.

Keywords: electric vehicle, rent-a-car business, tour-and-charging
schedule waiting time, real-life distribution.

1 Introduction

Current wireless communication technologies are able to provide stable con-
nections having reasonable bandwidth even for fast-moving vehicles. 5networks,
VANETs (Vehicular Ad-hoc NETworks), and the like [1]. Particularly, cellular
networks make it possible for vehicles to ubiquitously access the global network
such as the Internet not restricted by space or time [1]. Moreover, as the telcos
are continuously lowering the communication fee, this network will host more
diverse vehicle applications. Here, connected vehicles can fully take advantage
of various and intelligent information services interacting with high-performance
servers. People can access the global network through in-vehicle computers such
as telematics devices or their own smart phones. Especially for the users in vehi-
cle, location-based services will be very useful and such services necessarily take
the current location obtained by the embedded GPS module.

� This research was financially supported by the Ministry of Knowledge Economy
(MKE), Korea Institute for Advancement of Technology (KIAT) through the Inter-
ER Cooperation Projects.

�� Corresponding author.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 110–119, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Evaluation of a Tour-and-Charging Scheduler 111

In the mean time, electric vehicles, or EVs, are expected to gradually replace
gasoline-powered vehicles in the near future, as their energy efficiency is much
better [2]. However, the critical drawback of EVs lies in short driving range
and long charging time. The driving range denotes the distance a fully charged
vehicle can drive without additional battery charging. As for slow charging, it
takes about 6 ∼ 7 hours to fully charge an EV, but it can drive just about 100 km
[3]. Moreover, this driving distance is further shortened by air-conditioner and
brake operations. Short driving range is not a problem for EVs mainly used in
our everyday lives as the daily driving distance hardly exceeds the driving range
as long as the drivers didn’t forget to charge their vehicles overnight. However,
the daily driving distance of tour rent-a-cars and delivery vehicles is usually
longer than the driving range.

Here, EVs can benefit from the vehicle network as many sophisticated ser-
vices can be provided to them via the network for the sake of overcoming their
problems in long charging time and short driving range [4]. For example, the
information server can not only search the energy-efficient route but also al-
locate a charging station having the smallest waiting time [5]. Particularly, as
battery charging can be done while the drivers are taking a tour, the waiting
time is dependent on the visiting sequence. Here, waiting time is the time length
a tourist must wait his or her EV battery to be charged enough to reach the
next destination. Our previous work first has designed an estimation model of
the waiting time for a given tour schedule accounting for this stay-and-charging
[6]. Then, the backtracking-based search scheme finds a visiting schedule having
the minimal waiting time. For this scheme, it is necessary to evaluate the per-
formance in a real-life tour environment. It is obvious that spatial distribution
and stay time of tour spots will affect waiting time.

In this regard, this paper tailors tour-and-charging scheduler and analyzes its
performance in Jeju city. Jeju area, as a smart grid test bed and a well-known
tourist place embracing plenty of natural attractions, possesses hundreds of EVs
and also hundreds of chargers over the whole island. Here, EV rent-a-car business
is about to start its service according to the ambitious vision of replacing whole
vehicles with EVs by 2030. The deployment of EVs to rent-a-cars will prompt the
society-wide penetration of EVs in delivery systems, public transportation sys-
tems, and the like. This paper is organized as follows: After issuing the problem
in Section 1, Section 2 reviews related work on intelligent EV services. Section 3
describes the tour-and-charging scheduler and geographically represents model
tour courses. Section 4 demonstrates the waiting time estimation results for 3
courses. Finally in Section 5, the study is summarized with a brief introduction
of future work.

2 Related Work

As an example of EV operation planning, [7] presents a multiple ant colony algo-
rithm to solve vehicle scheduling problems with route and fueling (or charging)
time constraints. Considering the limited travel miles of EVs, this scheme tries
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to minimize the charging time by means of efficient transit scheduling. Such
vehicle scheduling problems optimize fleet operations of public transportation
systems but belong to NP-hard category, inherently rooted from the well-known
traveling salesman problem, or TSP from now on [8]. Their algorithm is built
upon a multiple objective function to minimize the number of tours as well as to
minimize the total deadhead time, while the precedence is put on the first. Route
construction and trail update procedures are defined to regulate two conflicting
goals of fast convergence and prematurity avoidance. Particularly, a bipartite
graph model combined with its optimization algorithm minimizes the number of
required EVs to meet the charging time constraint.

[9] increases the driving range by finding an efficient route integrating the
information from diverse cooperative transport infrastructure such as charging
facilities and public transport. The main idea is to export all public transporta-
tion data to a graph, where the arc length is defined by time to move between its
two end points. Here, the arc weight is a combination of several parameters such
as time, cost, CO2 emissions, and city traffic conditions. This graph model ex-
tensively includes the data from heterogeneous transports including car and bike
sharing systems for multimodal planning in Lisbon area. The parameter orches-
tration will be completed in their final project year. In addition, some heuristics
are designed to reduce the memory data size in integrating diverse information.
Finally, a mobile application, running on on-board systems or smart phones,
helps the driver to find an efficient plan for EV-based multimodal journey.

In the mean time, electric trucks are also introduced to the market place and
large logistics companies, such as Fed Ex and Frito Lay, are testing and putting
them into service [10]. To examine the competitiveness of electric delivery trucks,
[10] builds a new analysis model integrating routing constraints, speed profiles,
energy consumption, and vehicle ownership cost. Particularly, the authors ex-
ploit a continuous approximation of the vehicle routing problem to estimate the
average cost of serving routes. This approximation is based on the spatial de-
mand density and derives analytical insights about the relation between involved
parameters to recognize key variables. Here, for the tour distance approximation
of a TSP, both the number of customers and the number of trucks are integrated
into the analysis model. Their research addresses that cost savings by the re-
duction of operation cost overcomes the high initial cost for purchasing electric
trucks in the logistics business.

3 Tour and Charging Scheduler

3.1 EV Rent-a-Car Tour

The Republic of Korea, after being designated as a smart grid initiative coun-
try in 2009, launched a smart grid test-bed in Jeju area, an island located in
the southernmost part of Korean territory. This enterprise is aiming at test-
ing leading-edge technologies and developing business models in 5 major areas
of smart power grid, smart place, smart transportation, smart renewables, and
smart electricity services. In the mean time, Jeju province is one of the most
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famous tour places in East Asia, having many natural tourist attractions includ-
ing beaches, volcanoes, cliffs, and so on. Hence, for environment preservation,
its local government is ambitiously trying to accelerate the penetration of EVs
to the entire island. As a step of this effort, an EV rent-a-car business is now
about to begin its service. According to the tour pattern analysis, most daily
driving distance is estimated to be a little bit longer than the driving range of
EVs, so an efficient tour and charging schedule can possibly make the tour more
convenient.

Figure 1 illustrates our system model. Charging stations and facilities are
scattered over the island area. Some tour spots have a charger, while others not.
Tourists renting out an EV select the tour spots they want to visit and submit
to the remote server along with its current location via the vehicle network.
They are not aware of whether a spot has chargers or not. The remote server,
essentially capable of performing high speed computation and manipulating large
data volume, searches the route having the minimal waiting time induced by EV
charging. The tour schedule takes into account the current EV location, road
network characteristics, battery capacity, and charging facility availability. Here,
as contrast to the fuel consumption of gasoline-powered vehicles, the battery
discharge model of EVs is very complex and affected by road shapes, slopes, and
driving conditions. So, it is parameterized and processed in spatial database [11].
The result is sent back to the tourists. If they are not satisfied with the tour
schedule, they will modify the selection and resubmit to the server.

EVs

High−performance server

Traffic information, charger tracking information

Spatial database

GPS + Map

Vehicle network

Chargers

Fig. 1. Vehicle network service architecture

Tour scheduling is basically a process of deciding a visiting order for a given
set of destinations. As a tour generally returns to the start position (rent-a-car
stations or hotels), it is equivalent to TSP. However, the schedule must try to
reduce waiting time not just on the driving distance. Waiting time takes place
when battery remaining is not enough to reach the next destination when the EV
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is to depart the current spot. Our previous work has designed a tour scheduling
scheme for EV rent-a-car tours based on the assumption that battery charging
can be conducted at each tour spot while the tourists are taking a tour [6].
It models the battery amount gained when this charging-while-stay is feasible.
Then, search space is traversed through backtracking-based methods or genetic
algorithms. The schedule having the smallest waiting time is taken as final route
recommendation. For more details, refer to [6]

3.2 Model Courses

The performance of this tour and charging scheduler is deeply dependent on the
distribution of tour spots and the availability of chargers. If the tour length is
less than the driving range of an EV, waiting time reduction is meaningless.
On the contrary, when the tour length is too long, the waiting time cannot be
tolerated by tourists even if it is much reduced by an efficient schedule. For its
validation, we select 40 most commonly visited spots in Jeju area and check
whether each of them installs EV chargers. Then, according to the geographical
affinity, 3 model courses are selected. Each course fits for a daily tour, consists
of 9 destinations, and different number of chargers. Model course 1 starts from
the hotel area in Jeju city and covers tour spots in east area. It has 5 chargers
along 155 km long route. Model course 2 covers the west area, has 2 chargers,
and is 166 km long. Model course 3 embraces the south area, has 5 chargers,
and is 148 km long. These courses are depicted in Figure 2.

The distance between each pair of 40 spots is calculated by means of the A*
algorithm for the road network of Jeju area. As the power consumption model for
each road is not yet completed, we just consider the distance of segments at this
stage. Our scheduler can work independently of link weights as long as they are
given as numerical values. Each model course creates its own cost matrix to run
a TSP solver, which traverses the search space and evaluates feasible schedules.
Actually, for 9 destinations, the execution time is not significant on average
performance personal computers, even if all feasible schedules are investigated.
Following the sequence alternately consisting of move and stay, the evaluation
process basically decreases battery remaining for a move between two consecutive
spots in the visiting sequence by the distance between them. At a stay, the
process checks if the spot has a charging facility. If it has, the battery amount
increases in proportion to the stay time. Here, every parameter is aligned to the
distance credit, which denotes the distance with current battery remaining.

The background image of Figure 2 is the road network of Jeju area. In its cen-
ter, there is a big mountain, so the road density is very low. The road network
density coincides with the population density. Large rectangles mark the loca-
tions of tour spots. Spots having chargers are additionally marked with charger
images. Each course is represented by a route calculated by a legacy TSP solver
which minimizes the tour length in network distance. As the shape detail of
each road segment is abbreviated, the actual distance can be larger than as it
looks. Course 1 has relatively large number of chargers, but they are located
along the coast area. The path across the mountain area looks charming to
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(a) Course 1

(b) Course 2

(c) Course 3

Fig. 2. Model course description
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reduce the driving length, but it may increase the waiting time, as an EV must
be sufficiently charged before taking this path. Course 2 includes just 2 spots
having chargers, so the effect of our scheduler will not be significant. Course
3 has sufficient number of chargers and they are properly distributed over the
route.

4 Estimation Result Analysis

This section conducts the waiting time estimation for 3 model tour courses se-
lected in Section 3.2. A prototype version of the tour-and-charging scheduler
has been implemented using Visual C++ 6.0. There are some assumptions on
it. First of all, as the EV is charged overnight at a hotel, it is fully charged when
passengers start their daily trip. We compare the tour time, which includes the
waiting time for EV charging in addition to the pure driving time, with the clas-
sic TSP solver. It is obtained by O(n!) search space traversal, just considering the
driving distance criteria. Each experiment also measures the pure driving time
to investigate the added waiting time brought by EV charging. The experiment
assumes that the average EV speed is 60.0 kmh and an EV can drive 90 km
with 6 hour charging. Hence, the distance of 30.0 km corresponds to 30.0 min
drive while 1 minute charging earns 0.25 km credit. The initial battery amount,
or the distance credit, is 90.0 km.

The first experiment measures the effect of the stay time in each tour spot
having chargers. Even if the tour spot distribution is fixed, the stay time in
each spot will be different according to personal preference, weather, and many
other factors. The scheduling service can be more sophisticated if it combines
such information. However, it’s out of scope of this paper and we just focus
on the effect of stay time, changing it from 30 to 100 min. Figure 3 shows
the estimation result. Here, each course has its own pure driving time and it is
plotted by a straight line labeled with PureDrive. The pure driving time is not
affect by EV charging. For comparison, Figure 3 plots the tour time according
to the TSP solver and our scheme, marked by TSP and EvSched, respectively.
Actually, reducing the driving distance contributes to reducing the waiting time.
The difference from the pure driving time will be the waiting time.

For Course 1, the difference between the TSP solver and our scheduling scheme
can be observed during the interval where stay time is between 80 and 100 min.
The waiting time linearly decreases according to the increase in the stay time for
both schemes. With the given charger distribution, the path across the mountain
can hardly be excluded in the route. Here, two schemes show quite similar wait-
ing time. When the stay time is 90 min, our scheduler finds a schedule having
no waiting time. Anyway, the performance gap between two schemes reaches 4.6
% when the stay time is 80 min. For Course 2, having the limited number of
chargers, we can hardly expect the advantage of the tour-and-charging scheduler.
Hence, both schemes show the same waiting time for the whole experiment range.
Course 3 can most benefit from the overlapped charging and tour. Our scheme
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finds the schedule having no waiting time already when the stay time is 50 min,
while the TSP solver cannot find such a schedule during the whole range. The
performance gap reaches 21.1 % when the stay time is 40 min.
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Fig. 3. Tour time for each model course

Next, charging facilities are sure to be installed in more tour spots according
to the penetration of EVs [12]. Hence, the second experiment measures the effect
of the number of chargers to the waiting time. In this experiment, stay time is
fixed to 50 min. If n out of 9 spots have chargers and n is less than 9, they
are selected randomly. Figure 4 plots the results. In Course 1, the tour-and-
charging scheduler reduces waiting time by up to 34.1 % when the number of
chargers is 4, compared with the TSP solver. Moreover, waiting time completely
disappears when the number of chargers is 5. For the TSP case, 6 chargers are
necessary. In Course 2, two schemes have the same waiting time for the whole
range. Their waiting time reaches 0 with 5 chargers. Here, the shortest driving
length minimizes the waiting time. Course 3 extends the performance gap to 35.2
% when the number of chargers is 4. It is because the tour spots are distributed
evenly, so many tour schedules closer to the shortest path are available and they
may have different waiting time. Then, we can just select the best of them.
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Fig. 4. Charging facility effects

5 Conclusion

As a major part of smart grids, smart transportation is aiming at achieving
energy efficiency in transportation systems. It mainly focuses on the fast and
large deployment of EVs into our daily lives. To overcome their problems in
long charging time and short driving range, an intelligent information service is
indispensable. This paper has presented first a tour scheduler for EVs, targeting
at EV rent-a-car business which is preferred in tour areas possessing natural
attractions. For the evaluation purpose, we have selected 3 model courses which
are most commonly taken in Jeju city area and run the tour-and-charging sched-
uler to compare the waiting time with the legacy TSP solver. The experiment
results reveal that our scheme reduces the waiting time by up to 21.1 % and
eliminates the waiting time if the stay time intervals are 90, 80, and 40 min
on each course. In addition, if more than 55.5 % of spots install charging facili-
ties, the waiting time in the tour will be eliminated, indicating that EVs can be
promisingly exploited by a tour rent-a-car business.

Actually, this paper has assumed that every charging facility is always avail-
able when an EV arrives, as the current power provision is sufficient considering
the current number of EV rent-a-cars. However, this assumption will be invalid
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when more EVs are deployed in the near future. In this case, the scheduler must
take into account the temporal availability of chargers and it will be built on a
reservation-based scheduler. This will be the future work in our research.
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Abstract. As device-to-device (D2D) communications enables direct
communication between user equipments, it can alleviate traffic overload
on base stations. Qualcomm has introduced a new OFDM-based syn-
chronous frame architecture for MAC/PHY, which is called FlashLinQ.
In FlashLinQ, D2D user equipments perform signal-to-interference ra-
tio based connection scheduling in order to distributively access wireless
medium. The connection scheduling scheme enables D2D user equip-
ments to simultaneously transmit data through same wireless medium.
However, in this scheme since D2D user equipments simultaneously per-
form the medium access, they unnecessarily may yield data communi-
cation. In this paper, we propose a scheme that D2D user equipments
adaptively perform connection scheduling by ignoring the interference
from D2D links which are expected to yield data transmission. We verify
that the proposed scheme can improve the system performance through
simulations.

Keywords: D2D communications, FlashLinQ, medium access, OFDM
system.

1 Introduction

Recently, as smart mobile devices have been supplied and various multimedia ap-
plications have been widely used, data traffic which has to be disposed in mobile
network has been sharply increased [1,2]. The phenomenon makes data traffic
concentrated on base stations, and causes radio channels of base stations to be
overloaded. In order to solve this problems, device-to-device (D2D) communi-
cations has been considered as one of techniques which can be adopted in the
next generation cellular communication systems such as 3GPP LTE-Advanced.
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Since D2D communications enables direct data transmission between D2D user
equipments (DUEs) without relay of base stations, it can reduce data traffic
concentrated on base stations [3,4,5].

Qualcomm has introduced FlashLinQ (FLQ) for distributed D2D communica-
tions [6,7]. In FLQ, DUEs distributively access wireless medium based on single-
tone signaling. Because single-tone signals are transmitted through dedicated
resources for each D2D link, DUEs can exchange the signals without interfer-
ence. In order to access wireless medium, paired DUEs estimate the interference
from/to neighboring links. As listening the single-tone signals from neighboring
DUEs, DUEs can calculate signal-to-interference ratio (SIR) of them and neigh-
boring links, and can determine whether to yield the medium access depending
on the calculated SIR. This method is called connection scheduling in FLQ. The
connection scheduling enables one or more links to transmit data through whole
frequency band at the same time. However, in this method, because DUEs do
not know the scheduling results of neighboring links, they may excessively yield
medium access even though some links are actually impossible to transmit data
at a traffic slot. The excessive give-up makes the system performance degraded.

This paper proposes an adaptive connection scheduling scheme by ignoring
the interference from the links which are expected to yield the medium access.
In order to know which links will yield the medium access, we introduce an addi-
tional time slot with the purpose of information collection about the scheduling
results of neighboring links at each traffic slot. Based on the information, DUEs
can calculate SIR with only the links which are possible to transmit data, and
then determine whether to perform data transmission.

The rest of this paper is organized as follows. At Section 2, in order to explain
our proposed scheme, we describe the background knowledge about FLQ. Section
3 and 4 explain the proposed scheme, and verify the improved performance by
the proposed scheme through simulation results, respectively. Finally, Section 5
gives a conclusion.

2 Backgrounds

In order to distributively perform direct communication, FLQ proposed a frame
structure composed of synchronization, discovery, paging, and traffic periods as
shown in Fig. 1. In the synchronization period, DUEs synchronize with other
DUEs. In discovery period, DUEs broadcast single-tone signals including their
own information and identify neighboring DUEs by exchanging the signals with
each other. At the paging period, DUE establishes a link with its correspond-
ing DUE. A communication link established between DUEs is allocated locally
unique connection identifier (CID). Then, DUEs perform connection scheduling
in order to access wireless medium, and DUEs succeeding in the medium access
perform data transmission in the traffic period. The traffic period consists of
connection scheduling, rate scheduling, data transmission, and acknowledgement
periods as presented in Fig. 1. The connection scheduling period is divided into
Tx- and Rx-orthogonal frequency division multiplexing (OFDM) blocks where
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Fig. 1. The frame structures of FLQ

Tx- and Rx-blocks are used for single-tone signaling of transmitting DUE (Tx-
DUE) and receiving DUE (Rx-DUE), respectively. In order to access wireless
medium, DUEs exchange signals by using Tx- and Rx-blocks. With consider-
ation of link priority and link quality, it is determined whether DUE accesses
medium or not. DUEs try accessing wireless medium by performing the signal
exchange. After the connection scheduling, Tx-DUEs of link which is successful
in the medium access transmit pilot signals to their paired Rx-DUEs, and then
the Rx-DUE responds to the pilot signals by sending signals including channel
quality indicator (CQI) in the rate scheduling. Finally, at the data transmis-
sion and acknowledgement periods, the Tx-DUEs transmit data traffic to their
Rx-DUEs and the Rx-DUEs acknowledge the reception results of the data.

2.1 Connection Scheduling in FLQ

The goal of SIR based connection scheduling is to find links which are able to
simultaneously transmit data through whole frequency band while maintaining
sufficiently large SIR. For the purpose, paired DUEs exchange single-tone sig-
nals through Tx- and Rx-blocks and they estimate SIR with considering other
links which have higher priority than their own. If the calculated SIR is lower
than a predetermined threshold, the DUEs yield their data transmission to the
higher-priority links. However, if the SIR is higher than the threshold, the DUEs
perform data transmission. In FLQ, the procedure is categorized as Rx- and
Tx-yielding determination. While Rx-DUEs estimate SIR by considering the in-
terference from higher-priority links at Rx-yielding determination, at Tx-yielding
determination, Tx-DUEs estimate SIR by considering the interference from its
link to higher-priority links.

In order to explain the procedure of the connection scheduling in FLQ, we
assume that only two links participate in the connection scheduling as shown
in Fig. 2, DUE A and C have data for DUE B and D, respectively and the
upper link (link 1) has higher priority than the lower link (link 2) does. Also,
hxy means the channel gain between DUE X and Y .
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Fig. 2. The example of two geographically adjacent D2D links

Rx-Yielding Determination. At Tx-block, Tx-DUE A and C transmit the
direct power (DP) signals with transmission power of PA [W] and PC [W],
respectively. Then, Rx-DUE D receives the DP signals from Tx-DUE A and C,
and based on the received signal power, calculates the SIRD of link 2. If this
SIRD dissatisfies following Eq. 1,

PC × |hCD|2
PA × |hAD|2

> γRx (1)

Rx-DUE D yields medium access due to the strong interference from link 1 at
corresponding traffic slot (Rx-yielding). On the other hand, if the SIRD is higher
than the threshold (γRx), Rx-DUED transmits a inverse power echo (IPE) signal
to Tx-DUE C.

Tx-Yielding Determination. Here, since link 1 has the first priority, Rx-
DUE B does not perform SIR calculation, and transmits a IPE signal through
Rx-block with transmission power of K/(PA · |hAB|2) [W], where K means a
system constant number. Then, Tx-DUE C receives the signal with transmission
power of (K · |hBC |2)/(PA · |hAB|2), and estimates the SIRB in order to consider
interference effect from link 2 to link 1.

(
K × |hBC |2
PA × |hAB|2

× PC

K
)−1 =

PA × |hAB|2
PC × |hBC |2

> γTx (2)

If the calculated SIRB dissatisfies Eq. 2, the DUE C yields data transmission to
link 1 (Tx-yielding). If not, DUE C performs data transmission after following
rate scheduling.
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2.2 The Disadvantage of Connection Scheduling in FLQ

In the connection scheduling, some links may perform Rx- or Tx-yielding if
their SIR is lower than a predetermined threshold γRx or γTx. This SIR based
scheduling causes unnecessary yielding problem which means that any link yields
data transmission because it considers interference from/to other higher-priority
links which are actually impossible to access wireless medium. In order to explain
the problem, we consider a environment as shown in Fig. 3.
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Fig. 3. The example of cascade yielding problem among three D2D links

We assume that Tx-DUE A, C, and E have data for Rx-DUE B, D, and F ,
link 1, 2, and 3 have priority numbers the same as their link numbers (e.g., link
1 has the highest priority.), and link 2 and 3 experience strong interference from
link 1 and 2, respectively. In this case, if three links simultaneously attempt to
access wireless medium, both link 2 and 3 perform Rx-yielding due to interference
from link 1 and 2, respectively even though link 3 is possible to simultaneously
transmit data with link 1. In other words, by considering interference from link
2 which is expected to yield the medium access to link 1, link 3 unnecessarily
determines Rx-yielding. In this paper, we define this problem as cascade yielding
problem.

M. Leconte et al. proposed a repeated connection scheduling scheme, where
DUEs perform Rx- and Tx-yielding determination one and more times at a traffic
slot [8]. In the connection scheduling in the basic FLQ, since DUEs attempt to
perform connection scheduling only once per a traffic slot, there is high possibility
that a D2D link yields to data transmission due to the cascade yielding problem.
In this scheme, as DUEs repeatedly perform connection scheduling based on
repeated Tx- and Rx-block structure at the same traffic slot. For example, if link
X yields to data transmission as a result of Rx- or Tx-yielding, the link can re-try
the connection scheduling through the second Tx- and Rx-blocks. Therefore, this
scheme enables to mitigate the cascade yielding problem and thus each link has
more opportunity for data transmission. However, in the scheme, since Tx- and
Rx-blocks should be repeatedly deployed several times in order to completely
solve cascade yielding problem, transmission time is decreased proportionally to
the growing number of repeated Tx- and Rx-blocks.
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3 Proposed Connection Scheduling Method

In this section, we propose a connection scheduling method that DUEs adap-
tively perform SIR based connection scheduling by considering yielding rela-
tionship where the relationship means that any link causes other links to yield
data transmission. In order to know the yielding relationship, DUEs collect the
information about scheduling results at each traffic slot. Then, based on the
information, DUEs calculate SIR by considering the interference from/to the
links which have higher-priority and are expected to access wireless medium.
The proposed scheme consists of information collection and adaptive connection
scheduling phases.

3.1 The Method of Gathering Yielding Relationship

In our scheme, DUEs collect information about scheduling results of neighboring
D2D links. However, in the existing structure of traffic slot, DUEs are unable
to know the results, since scheduled DUEs immediately perform rate scheduling
with full band signaling after connection scheduling. For information collection
of DUEs, we introduce a scheduling results broadcasting (SRB) OFDM block
which has the same structure as the existing Tx- and Rx-block. The SRB block
is located between connection scheduling and rate scheduling periods as shown
in Fig. 4. Each Tx-DUE which finally succeeds in medium access broadcasts the
single-tone signal through the SRB block. Then, as the remainder which does
not broadcast signals senses the SRB block, it can collects information about
which links are successful in medium access at every traffic slot.

Based on the scheduling results collected from SRB block, each DUE manages
the information as a table as shown in Fig. 5(a), where ‘+1’ and ‘-1’ respectively
mean success and failure in medium access of link j affected by link i, and ‘0’
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Fig. 4. The connection scheduling structure in the proposed scheme
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means that the yielding relationship between link i and j is not identified. The
initial value of each cell is set at ‘0’ and the values are updated every traffic slot.
In order to explain the way of updating the table, we consider the scheduling
results as shown in Fig. 5(b) where only three neighboring links perform connec-
tion scheduling and Tx-DUEs of the links which are successful in the medium
access broadcast single-tone signals through SRB block. Whether any Tx-DUE
transmits a single-tone signal is described as © and × symbols, respectively. In
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Fig. 5. The example for the method of collecting the yielding relationship information
based on SRB block

Fig. 5(b), each column presents SRB blocks at traffic slot from nth to n + 2th

and a link which occupies the highest block has the first priority at the corre-
sponding traffic slot. Also, for the simple explanation, we assume that all DUEs
acquire the common information in this example. Through the SRB block of the
nth traffic slot, while Tx-DUEs of link 1 and 2 transmitted single-tone signals
through the SRB block, link 3 did not transmit the signal. Then, by monitoring
the SRB block of nth traffic slot, the DUEs update (1, 2) and (2, 1) cells with
‘+1’ shown in Fig 5(a), because this result means that link 1 and 2 can simul-
taneously transmit data. On the other hand, the values of the rest cell remain
as ‘0’.

At n+1th traffic slot, the DUEs determine that link 3 cannot perform simul-
taneous medium access with link 2, and then update the cell (2, 3) and (3, 2) as
‘-1’. At n+2th traffic slot, as link 1 fails in the medium access due to link 3, the
cells (1, 3) and (3, 1) are updated as ‘-1’. In this way, each DUE monitors the
SRB blocks, and manages the scheduling results as a table at each traffic slot.
This information is used for adaptive connection scheduling while continuously
updated each traffic slot.
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3.2 The Adaptive Connection Scheduling

In the adaptive connection scheduling, DUEs perform SIR based connection
scheduling, considering both the collected information and priority of D2D links.
Each link calculate SIR by excluding the interference from/to the links which
have higher-priority and are expected to yield medium access. Fig. 6 shows an
example in order to explain the procedure of the adaptive connection scheduling.
In this example, we assume that there are four D2D links and their priority is
the same as their link numbers. They simultaneously participate in connection
scheduling and each DUE has the same yielding relationship table as shown in
Fig. 6(a).

In Fig. 6(b), each column presents Rx- or Tx-yielding determination process
of links where © and × symbols mean success and failure in medium access,
respectively, and � symbol presents that DUEs do not know whether the cor-
responding link accesses medium or not. At Rx-yielding, since link 1 has the
highest priority, it succeeds in the medium access. Link 2 decides to Rx-yielding
due to the interference from link 1. Link 3 expects that link 2 fails in the medium
access based on the table, and calculates SIR by excluding the interference from
link 2. Based on the table, link 4 performs connection scheduling by considering
the interference only from link 1 and 3, because it can knows that link 2 should
yield to data transmission. At Tx-yielding determination, likewise as above, link
1 accesses medium, and link 2 yields to medium access due to the interference
from itself to link 1. Link 3 performs connection scheduling only considering the
interference to link 1. Finally, link 4 considers the interference to link 1 and link
3 at the SIR calculation. If the scheduling scheme of the basic FLQ is applied
to this environment, since link 3 and 4 should consider the interference from/to
link 2 which is expected to yield the medium access, the probability that they
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Fig. 6. The example for the adaptive connection scheduling of D2D links
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perform Rx- or Tx-yielding may become higher. However, in the proposed scheme,
since DUEs do not calculate SIR with the links which are expected to yield
medium access, their probability of medium access can be increased.

4 Performance Evaluation

In order to evaluate the performance of the proposed scheme, we performed sim-
ulations based on C programming. we consider nine square sectors are consid-
ered, where center is target and the others are adjacent. D2D pairs are uniformly
distributed in each square plane and distance between Tx- and Rx-DUE is ran-
domly determined within 500 meters. We simulate three types of schemes which
are a basic FLQ, the existing scheme based on repeated Tx- and Rx-block, and
the proposed scheme in order to compare the system performance. In the sim-
ulations for the basic FLQ and the existing scheme, the connection scheduling
is performed respectively once (N=1) and three times (N=3) per a traffic slot.
The numeric values of the simulation parameters are shown in Table. 1.

Fig. 7 shows total throughput according to the number of D2D links. The total
throughput of the scheme that Tx- and Rx-block is repeated three times in a
traffic slot lower than that of the basic FLQ because the additional Tx- and Rx-
blocks decreases the proportion of data transmission period. On the other hand,
the proposed scheme has the highest throughput compared with those of other
schemes. Since at SIR calculation the proposed scheme exclude the interference
from the links expected to yield data transmission, more links can succeed in
simultaneous medium access and the total throughput is improved.

Fig. 8 presents the average number of concurrent transmission links in a traffic
slot. The Tx- and Rx-block repeated scheme almost does not improve the average
number of concurrent transmission links of the basic FLQ. Since the scheme
simply repeated the same signaling structure, the average number of concurrent

Table 1. Simulation Parameters

Parameters Value

A network size 1 km × 1 km

Carrier frequency 2.4 GHz

Total bandwidth 5 MHz

Length of a traffic slot 2.08 msec

Size of Tx- and Rx-block 28 OFDM tone × 4 OFDM symbol

Bandwidth of a OFDM tone 78 kHz

OFDM symbol duration 12.8 μsec

Threshold for Tx- and Rx-yielding (γTx, γRx) 9 dB

Maximum number of CID 112

Transmission power of DUEs 20 dBm

Path loss model ITU-1411 LOS model [9]

Traffic model Full buffer best effort traffic [10]

Spectral efficiency Spectral efficiency lookup table [11]
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Fig. 7. Total throughput with variation of the number of D2D link
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Fig. 8. The average number of concurrent transmission link with variation of the num-
ber of D2D link
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transmission links is nearly equal to that of the basic FLQ. At the proposed
scheme, the average number of concurrent transmission links is higher than those
of other schemes. This is because the reduced amount of interference makes SIR
of D2D links easier to satisfy the threshold.

5 Conclusion

This paper proposed the adaptive connection scheduling scheme in order to
mitigate the cascade yielding problem. In the proposed scheme, DUEs collect
the scheduling results of neighboring D2D links at each traffic slot, and at SIR
calculation, exclude the interference from the links expected to yield data trans-
mission. Thus, as the amoung of interference which D2D links consider decreases,
SINR of D2D links becomes easy to satisfy the threshold. Through simulation
results we confirm that the proposed scheme increases the number of concurrent
transmission links, and so the system performance is improved. However, in the
proposed scheme, the introduction of the SRB block generates additional redun-
dancy. As a further work, optimized frame structure will be studied in order to
minimize the redundancy.
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Abstract. In existing wireless communication systems such as cellular
network, base station can become bottleneck since terminals have to
exchange data traffic each other only through a base station. In order
to solve this problem, device-to-device (D2D) communication has been
considered. Recently, Qualcomm Inc. has introduced FlashLinQ (FLQ)
for D2D communication, which has a radio frame based on orthogonal
frequency division multiplex (OFDM). In FLQ, terminals distributively
access to medium based on their D2D link qualities and interference
from other terminals. However, terminal with low link quality can cause
that other terminals excessively give up their medium access. In order to
solve this problem, we propose a probabilistic medium access scheme for
D2D terminals in FLQ. In the proposed scheme, terminal stochastically
tries accessing to medium based on its link quality, and the excessive
yieldings of other terminals are reduced. Through simulation, we evaluate
performance of the proposed scheme by comparing that of FLQ. We show
that the proposed scheme can improve performance of FLQ by simulation
results.

Keywords: FlashLinQ, Medium Access Scheme, Device to Device,
Connection Scheduling, Yielding.

1 Introduction

As use of smart devices has been expanded, wireless traffic which has to be
processed in wireless networks has rapidly increased [1]. In infra-based wireless
network such as cellular network, terminals can exchange data traffic with each
other only through a base station (BS) [2]. Increase of data traffic disposed by
BS causes heavy loads on BS. As one of technologies which can offloads burden of
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BS, device-to-device (D2D) communication which enables terminals to directly
communicate with each other has been considered [3]. Since terminals exchange
data with their corresponding terminals through direct communication link in
D2D communication, BS does not have to relay data for them as shown in Fig.
1. Additionally, D2D terminals can communicate with each other when their
infrastructure is not available [4].

Cooperative D2D
Communications D2D

BS

Concentration Area

Heavy Load

D2D
D2D

D2D

Offloading &
Performance
Enhancement

Fig. 1. Scenario of D2D communication

For supporting D2D communication, Qualcomm has introduced a medium
access technology, called FlashLinQ (FLQ) [5][6]. In FLQ, D2D links which are
direct links between D2D terminals and their corresponding D2D terminals have
their own connection identification (CID). CID is locally unique, and priority of
link is determined based on CID of the link. Each D2D terminal distributively
tries accessing to medium by exchanging single-tone signals based on orthogonal
frequency division multiplex (OFDM) structure.

In connection scheduling period for D2D communication, D2D terminal con-
siders priority of link and link quality between its corresponding D2D terminal
and itself. D2D terminals determine whether they conduct medium access or not
by considering link qualities of themselves and interference from/to D2D links
which have higher priorities. For example, D2D link with low quality does not
access to medium with high probability, because it expects that its D2D com-
munication is not successful through D2D link due to its low link quality. If a
D2D link which has low priority is expected to severely interfere with D2D link
which has higher priority, it gives up medium access and yields the medium to
D2D link with higher priority.

D2D terminals of D2D link with low link quality cannot successfully commu-
nicate with their pair even though they obtain opportunities of medium access.
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In addition, if D2D terminal with low D2D link quality participates in connec-
tion scheduling, it may cause that D2D terminals with lower link priority but
relatively higher link quality yields medium access. In spite of having good link
quality, D2D terminal gives up transmission due to interference from D2D link
with higher priority but low link quality. This may cause degradation of system
performance.

In order to reduce the excessive yielding of D2D terminals with good link
quality, we propose a probabilistic medium access scheme for D2D terminals
in this paper. The rest of this paper is organized as follows. In Section 2, we
briefly introduce frame structure of FLQ and connection scheduling procedure
of terminals for their medium access. The proposed scheme is introduced in
Section 3. In Section 4, we analyze performance of the proposed scheme. Finally,
Section 5 gives a conclusion of this paper.

2 Preliminary

2.1 Frame Structure of FlashLinQ

For D2D communication, FLQ defines a periodic super-frame composed of syn-
chronization period, discovery period, paging period, and traffic period. In syn-
chronization period, D2D terminals basically synchronize time and frequency
with neighbor terminals through geographic information system such as global
positioning system (GPS). In discovery period, D2D terminals broadcast beacon
signals including their information and detect the existence of neighbor D2D
terminals through beacon signals transmitted by the neighbor ones. In paging
period, D2D terminals inquiry their neighborhood to find available CIDs. If D2D
terminals find available CIDs in their neighborhood, they respectively form their
own list of available CIDs. After forming the list of available CIDs, D2D terminals
exchange their own list of the CIDs with their pair D2D terminals by signaling
based on OFDM. By exchanging the list of available CIDs and selecting a CID
in the list, they can obtain a locally unique CID in their neighborhood. D2D
terminal and its pair D2D terminal can establish D2D link with the selected
CID. In traffic period, the established D2D links perform connection scheduling
and transmit or receive their data traffic with consideration of their priorities
and their D2D link qualities.

PilotTx-block CQI

Time

Connection scheduling Rate scheduling Data segment ACK

Rx-block Data traffic

Fig. 2. Structure of a traffic slot
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In traffic period, there are traffic slots for data transmission. A traffic slot is
composed of connection scheduling, rate scheduling, data segment, and ACK as
in illustrated Fig. 2. In connection scheduling, D2D terminal decides whether
it accesses to medium or not based on its priority and signal to interference
ratio (SIR). At rate scheduling, the scheduled D2D terminal and its pair D2D
terminal in the connection scheduling exchange a wide-band pilot signal and
channel quality indicator (CQI) to determine their own code rate and modulation
scheme for data segment based on the quality of their link. At data segment, D2D
terminal transmits data traffic to its pair D2D terminal with the determined rate.
As a response to successful reception of data traffic the receiving D2D terminal
transmits ACK to its pair D2D terminal.

2.2 Connection Scheduling Procedure

A B

C D

hAD

Direct power signal
at power PA

Inverse  power echo
 at power: K/(PC|hCD|2)

Inverse  power echo
 at power: K/(PA|hAB|2)

Direct power signal
at power PC

hBC

hAB

hCD

Fig. 3. Scenario of D2D signals and interference

FLQ defines a procedure for medium access of D2D terminals, called connection
scheduling. In connection scheduling, D2D terminals exchange single-tone signals
with their pair for medium access. By exchanging the single-tone signals based on
OFDM structure, D2D terminals can obtain information which contains quality
of their D2D links and interference from neighboring D2D links. By using the
information, each D2D terminal decides whether it communicate with its pair
or not. Fig. 3 shows an example of the connection scheduling between two D2D
links. Transmitter A and receiver B have been established a D2D link with first
priority, and transmitter C and receiver D have been established a D2D link
with second priority. The connection scheduling is composed of two steps; Rx-
yielding decision and Tx-yielding decision. For Rx-yielding decision, A and C
transmit direct power signal (DPS) to their pair terminals with power PA and
PC respectively. As the channel gain between A and D and the channel gain
between C and D are |hAD|2 and |hAC |2, respectively, D receives two DPSs
from A and C with power PA|hAD|2 and PC |hCD|2. D regards the DPS from
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A as interference signal, and the DPS from C as oriented signal. D measures
SIR of the received signals based on the strength of two DPSs. D compares the
measured SIR with a predefined Rx-yielding threshold γRx as follows,

PC × |hCD|2
PA × |hAD|2

> γRx (1)

γRx is a minimum SIR required to successful data traffic reception of a receiver
from its pair transmitter, when a transmitter with higher priority than that of
the receiver transmits data traffic to its pair receiver. If the measured SIR is
higher than γRx, D make decision that it can successfully receive data traffic
from C even though the interference from A is generated. On the other hand,
if the measured SIR is lower than γRx, D decide that it cannot receive data
traffic from C due to the interference from data traffic transmission from A to
B. Then D immediately cease the connection scheduling procedure and does not
participate in following Tx-yielding decision procedure (Rx-yielding decision).

If B and D decide to be able respectively to receive data traffic from their
pairs,B andD transmit inverse power echo (IPE) signals to their pair as response
to the received DPS at power K/(PA|hAB|2) and K/(PC |hCD|2) respectively.
K is a constant and can be changeable to adapt to systems. C receives the IPE
signal from B with power K|hAC |2/(PA|hAB|2). As multiplying the strength of
received IPE by PC/K and inverting it, C can calculates SIR of B, when it
transmits data traffic to D as follows,

PA × |hAB|2
PC × |hBC |2

> γTx (2)

γTx is a minimum SIR required to successful data traffic transmission of a trans-
mitter to its pair receiver. If the calculated SIR is more than a predefined Tx-
yielding threshold γTx, C decides that it can transmit data traffic to its pair.
On the other hand, if the calculated SIR is less than γTx, C decides that its
transmission to D causes much interference to reception of B from A. Thus it
decides not to participate in following rate-scheduling (Tx-yielding decision).

In connection scheduling of FLQ, D2D terminals distributively decide whether
to access to medium based on their SIRs and priorities. However, FLQ has a
problem that terminals excessively yield its medium access as shown in Fig. 4.
We consider a case of that transmitter A, C and E have respectively established
a D2D link 1, 2 and 3 with receiver B, D and F . Link index represents a priority
of the link. Link 1 and 3 have high link quality while link 2 has low link quality.
D and F have received stronger interference from A and C than oriented signal
strength of its corresponding terminal C and E.

Link 1 can access to medium regardless of existence of link 2 and 3, since it
has the highest priority. On the other hand, link 2 and 3 distributively decide
whether to access to medium with consideration of interference from/to link(s)
with higher priority. At the same time, t0, A, C, and E respectively transmit
DPSs to their corresponding terminals, B, D, and F . At the time, t0+δ1, D
with low link quality may give up medium access to link 1 due to interference
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Fig. 4. Excessive yielding problem

from A. As a result, link 2 may yield the medium access to link 1. Simultaneously,
F receives interference from A and C. F may also yield medium access for link
1 and 2, even though link 3 has a high link quality. Despite link 1 and 3 can
simultaneously conduct medium access, link 3 yields the medium access because
of interference from link 2. In addition, if link 2 does not yield the medium
access, it may cause Tx-yielding of link 3. Link 2 cannot efficiently conduct D2D
communication than that of link 3 in terms of data transmission rate, since link
2 has lower link quality than link 3.

3 Probabilistic Medium Access Scheme (PMAS) for FLQ

In order to solve a problem that D2D links with low link qualities cause excessive
yieldings of neighbor D2D links with lower priorities in connection scheduling of
FLQ, we propose a probabilistic medium access scheme for D2D terminals. In
the proposed scheme, a D2D terminal stochastically tries accessing to medium
based on its D2D link quality. The proposed scheme can reduce excessive Rx- or
Tx-yielding of D2D terminals by coordinating the probability of medium access
tried by D2D terminals. The method of determining the probability of medium
access is as follows.

We consider a scenario as shown in Fig. 5. Tx and Rx refer to D2D transmitter
and D2D receiver, respectively. Tx and Rx 1 compose a D2D pair, and 5 neighbor
D2D Rxs are deployed around Tx 1. Tx 1 can measure link gain between Rxs
and itself by using strength of the received signal since Rxs transmit single-tone
signals to Txs in paging period. Based on the link gains, Tx 1 can estimate the
amount of interference from itself to each Rx. With considering the amount of
interference from Tx 1 to each neighbor Rxs, Tx 1 divides its neighbor Rxs into
two groups: S and W. S is the group of Rxs expected to be severely interfered
by the transmission of Tx 1. Rxs which are not expected to be relatively less
interfered by Tx 1 are grouped inW. In the proposed scheme, we set the criterion
of determining whether Rx is severely interfered or not as strength of the signal
received at Tx 1 from its corresponding D2D pair, Rx 1. For example, Rxs 2
and 3 which receive stronger interference from Tx 1 than the strength of signal
received by Rxs 4, 5, and 6.
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Fig. 5. Scenario of D2D signals and interference in the proposed scheme

By grouping the Rxs, Tx 1 can know how many Rxs receive strong interfer-
ence from itself. For determining the probability of trying medium access, Tx 1
calculates α which is the ratio of severely interfered Rx to total Rxs as follows,

α =
NS

N
(3)

where NS and N denote the number of Rx in S, the total number of Rxs around
Tx 1, respectively. If Tx and Rx 1 conduct D2D communication even though
the link between Tx and Rx 1 has low link quality, they cannot sufficiently
achieve high performance in terms of data transmission rate. In addition, a lot
of neighbor link may excessively yield its medium access due to interference
from/to the link.

In order to reduce the excessive yieldings, Tx 1 stochastically tries accessing to
medium by considering its link quality. Based on α, Tx 1 determines probability
of trying accessing to medium. We consider two scenarios according to priority
of Tx 1. If Tx 1 has a highest priority, since it does not yield its medium access
to other D2D link, it tries accessing to medium by transmitting DPS to its pair
regardless of the α. This guarantees an opportunity for a link’s medium access,
even though it has low link quality. If priority of a Tx 1 is not highest, since it
may yield its medium access to a D2D link with higher priority than its priority,
it stochastically tries accessing to medium with a probability based on the α as
follows,

PDPS = 1− α (4)

where PDPS denotes the probability of trying medium access for Tx 1. This
means that link quality of Tx 1 determines a probability that Tx 1 transmits
DPS to its pair. If Tx 1 has low link quality, it transmits DPS to Rx 1 with
low probability. Otherwise, it tries accessing to medium with high probability.
Interference generated by Tx 1 with low link quality can be reduced, and more
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neighbor D2D receivers can try accessing to medium than those of conventional
FLQ. In addition, the excessive Tx-yielding of other Tx with lower priority than
that of Tx 1 can be also reduced, since the link with low link quality tries
accessing to medium with less probability than those of conventional FLQ.

4 Performance Evaluation

In order to evaluate the performance of the proposed scheme, we performed
simulations based on C programming. We consider up to 220 D2D terminals
(110 D2D links), they are uniformly distributed in a 1 km × 1 km rectangular
area. A role of each D2D terminal is predefined as a transmitter or a receiver
before simulation. Detailed simulation parameters are given in 1.

Table 1. Simulation parameters

Parameters values

Dimension 1 km × 1 km

Maximum number of terminals 220

Carrier frequency 2.4 GHz

Total bandwidth 5 MHz

Size of Tx/Rx block 28 OFDM tone × 4 OFDM symbol

Threshold for Tx-/Rx-yielding (γTx, γRx) 9 dB

Transmission power 20 dBm

Path loss model ITU-R P1411 Outdoor [7]

Traffic model Full buffer best effort traffic [8]

Spectral efficiency Spectral efficiency lookup table [9]

Noise density -174 dBm/Hz

The average number of concurrent transmission as increasing the number of
D2D links is shown in Fig. 6. The average number of concurrent transmission
is defined as the average number of D2D links which simultaneously access to
medium at the same time. Since more D2D links try accessing to medium as the
number of D2D links increases, more D2D links simultaneously conduct D2D
communication at a data traffic slot. Thus, the number of concurrent transmis-
sion also increases. The proposed scheme achieves a higher performance than
FLQ in terms of the average number of concurrent transmission. A link with
low link quality tries accessing to medium with less probabilities than link with
high link quality since a D2D link of the proposed scheme stochastically tries
accessing to medium based on its link quality. Overall interference of network
can be reduced and D2D links can efficiently perform connection scheduling
with low interference. As a result, the number of D2D links which excessively
yield its medium access decreases and the average number of D2D links that can
simultaneously access to medium at a data traffic slot increases.
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Fig. 6. The average number of concurrent transmission as increasing the number of
D2D links
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Total data transmission rate as increasing the number of D2D links is shown
in Fig. 7. Total data transmission rate is defined as that sum rate of data trans-
mission of each D2D link accessing to medium. As the number of D2D links
increases, total data transmission rate also increases. In addition, total data
transmission rate of the proposed scheme is higher than that of FLQ. The pro-
posed scheme has higher performance in terms of the average number of concur-
rent transmission than conventional FLQ shown as Fig. 6, it can enable more
terminals to access to medium. Terminals of the proposed scheme can exchange
more data traffic than those of conventional FLQ. Thus, proposed scheme can
improve performance of FLQ in terms of data traffic transmission rate.
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Fig. 8. Jain’s fairness index as increasing the number of D2D links

In order to evaluate fairness among user throughput, we analyze Jain’s fairness
index of two schemes in Fig. 8. Jain’s fairness is well-known index to evaluate
fairness among users [10]. Fairness of the proposed scheme is lower than that
of conventional FLQ. The proposed scheme does not fairly give opportunities
of medium access for all D2D links. D2D link with high link quality may ob-
tain many opportunities of medium access for D2D communication, while D2D
links with low quality may not. As a result, the proposed scheme achieves lower
fairness among user throughput than that of conventional FLQ.

A main purpose of the proposed scheme is to reduce the excessive yielding of
terminals and to increase the number of links which perform D2D communication
at the same time. The link with low link quality cannot achieve high data rate
even though it obtains a opportunity of medium access. In addition, the link
can cause the excessive Tx-yielding of other terminals with lower priority than
that of the link. As a link with low link quality gives up its medium access, the
more links may simultaneously access to medium for their D2D communication



A Probabilistic Medium Access Scheme for D2D Terminals 141

as shown in Fig. 6. The proposed scheme may guarantee medium access of more
links, even though the fairness among user throughput of the proposed scheme
is lower than that of conventional FLQ.

5 Conclusion

In this paper, we propose a probabilistic medium access scheme of D2D terminal
for performance improvement in FLQ. In the proposed scheme, each D2D ter-
minal stochastically tries accessing to medium for its D2D communication based
on its link quality. The proposed scheme can reduce the overall interference and
the excessive yieldings of terminals. Terminals of the proposed may efficiently
perform connection scheduling with low interference. Simulation results show
that the proposed scheme improves performance of FLQ in terms of the number
of concurrent data transmission and total data transmission rate, while fairness
of the proposed scheme deteriorates in comparison with FLQ. It means that
terminals of the proposed scheme cannot fairly obtain opportunities for their
D2D communication. A method to improve the fairness of the proposed scheme
is required in further study.
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Abstract. An increasing demand for efficient and safe electricity management 
has motivated the development of smart grid and accelerated the technical re-
search for smart grid. On one side, a smart microgrid has been recently given an 
interest as a relatively small-scale, self-contained, medium/low voltage electric 
power system (EPS); it houses various distributed energy resources (DERs) 
with renewable energy and controllable loads in a physically close location. In 
this paper, we overview the research trend for the network design and security 
issues of smart microgrid, different from smart grid, and survey the effort of 
standardization for them. Through the survey, we derive the novel research is-
sues to address for the successful realization of smart microgrid. 

Keywords: Smart Microgrid, Renewable Energy, Distributed Energy Resources 
(DER), State of the Art of Research and Standard Trend, Network Design,  
Security. 

1 Introduction 

Smart grid is to expand the current capabilities and efficiency of the grid’s generation, 
transmission, and distribution systems for autonomous power distribution, efficient 
electricity management and safety. Moreover, the next-generation electric power sys-
tems will not only address the existing problems in the current power systems, but 
also add in advanced new features as follows: support for diverse devices, superior 
power quality, operation efficiency and estimation, grid security, consumer participa-
tion, grid self-correction, and market boost [1].  

Comparing with the smart grid, a microgrid is a relatively small-scale, self-
contained, medium/low voltage electric power system (EPS) that houses various dis-
tributed energy resources (DERs) (i.e., solar panels or wind turbines) with renewable 
energy and controllable loads in a physically close location. The microgrid can benefit 
from less transmission losses and less cable costs because of in vicinity of generator 
and consumption. Moreover, it can decrease carbon emissions, and increase the resi-
lience of the utility grid [2,3].  
                                                           
* Corresponding author. 
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Smart microgrid is a relatively new concept and paid attention in research and in-
dustrial fields because of the benefits. In this paper, we present the state-of-the-art 
research and standardization trends of smart microgrid. The rising number of DERs in 
smart microgrid brings up new research issues. They should optimally connect with 
each other to share or route the energy. Network design issue thus becomes important. 
Sharing the energy provides a new economic model, and it emphasizes security in 
smart in addition to basic safety in grid. Moreover, the exposure of sensitive informa-
tion, i.e., all kinds of personal attributes and activities, makes the privacy problem 
more significant. To optimally share the energy, real-time management is required, 
and on the other hand it could become a palatable target of adversary from a view-
point of availability threat. 

The new issues in smart microgrid affect standardization.  At first, to deal with the 
peculiarities of different DESs with sophisticated sensing and actuating units, the 
IEEE Std. 1451 is suggested as a system design model of energy gateways or nodes 
with uniform interfaces [4]. These nodes have an energy interface not only to the 
power distribution grid but also to active sources or loads. Moreover, communication 
standards focus on the smart microgrid. Cognitive radio is a candidate technique for 
smart microgrid networks (SMGNs) [5], and also WiMAX and WiFi are considered 
[6]. In this paper, we introduce the standards for smart microgrid. 

The remainder of the paper is organized as follows. Section 2 clarifies network ar-
chitecture of smart grid and microgrid, and presents the research issues appearing 
because of the architectural features. Section 3 provides the research trend and Sec-
tion 4 introduces the standardization contents. Section 5 concludes this paper with 
still-open research issues. 

2 Network Architecture of Smart Grid and Smart Microgrid, 
and Research Issues 

In this chapter, we compare the network architecture of smart grid and smart microgr-
id with figures and explain their relationship. Different network architectures give 
novel research issues. We also introduce research issues with recent attention, related 
with smart microgrid. 

2.1 Network Architecture  

Smart grid has a huge infrastructure and communication networks, and thus the net-
work has hierarchical architecture: home area network (HAN), neighborhood area 
network (NAN), and wide area network (WAN), as shown in Figure 1. The HAN 
provides access to in-home appliances while the NAN connects smart meters to local 
access points, and WAN provides communication links between the grid and core 
utility systems. Figure 1 shows a basic illustration of the electrical power grid and the 
smart grid multitier communications network. As the characteristics of each tier net-
work, different wireless communication techniques can be adapted, i.e., WiFi or Zig-
Bee for HAN in indoor small area, WiMAX, cognitive radio (CR) WiFi or 4G for 
NAN with wireless mesh topology, and WiMAX, 4G or CR for WAN [7]. 
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important application of machine to machine (M2M) communication [8]. User 
equipment (UE) with machine type communication (MTC) application in M2M may 
become the smart meters, and MTC users may be authorized someone requiring in-
formation in smart microgrid, e.g., other smart meters or utility company.  

At first, 3GPP introduces architectural reference model to provide smart 
grid/microgrid services in [9]. Figure 2 shows the architectural reference model con-
sisting of UE using MTC application, MTC server, and 3GPP network entities in-
volved in MTC. The model covers three architecture models, direct model, indirect 
models, and hybrid model. In the direct model, the 3GPP operator provides direct 
communication where MTC application directly connects to the operator network 
without the use of any MTC server. In the indirect model, communication is con-
trolled by MTC server provider or 3GPP operator. In the hybrid model, the data 
transmission in the user plan is used for the direct model while the signaling in the 
control plan is used for the indirect model. 

 
 

 

Fig. 3. Architectural reference model for smart microgrid in the 3GPP [9] 

IEEE 802.16 introduces high level system architecture for M2M communications 
as shown in Figure 4 [10]. It can be also applied to SMGN. The system architecture 
consists of IEEE 802.16 M2M devices with M2M functionality, M2M server com-
muting to one or more IEEE 802.16 M2M devices (e.g., smart meters), and M2M 
service consumer (e.g., other meters or utility company). The M2M server may be 
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located inside or outside the connectivity service network (CSN). The M2M applica-
tion operates on IEEE 802.16 M2M devices and the M2M server. The system archi-
tecture provides the communication between one or more IEEE 802.16 M2M devices 
and an M2M server, as well as point-to-multipoint communication between IEEE 
802.16 M2M devices and IEEE 802.16 base station. In the basic system architecture, 
IEEE 802.16 M2M devices can perform as aggregation points for non IEEE 802.16 
M2M devices with different radio interfaces. In the advanced system architecture, 
IEEE 802.16 M2M devices can act like an aggregation points for other IEEE 802.16 
M2M devices.  

 

Fig. 4. M2M service system architecture for smart microgrid in IEEE 802.16 [10] 

Meanwhile, smart microgrid has the important features in the high penetration lev-
el of distributed renewal power generators and it has to have the close relationship 
with consumers. To keep systematical connection, networking or topology issue are 
recently introduced. Power sharing and routing emerges as a novel feature and survi-
vability, reliability and availability are highlighted. Table 1 summarizes the characte-
ristic of smart microgrid in comparison with one of smart grid. We will introduce the 
research trend for these features in detail in next section. 
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Table 1. Comparison of smart microgrid and smart grid 

Element Smart Microgrid Smart Grid 
Generator • small scale 

• gathered in vicinity (neighbor-
hood) 
• limited energy sources, e.g., 
solar panels or wind turbines 
• medium/low voltage electric 
power system 

• large scale 
• distributed in wide area 
• various energy sources, e.g., 
water (hydroelectric), wood, 
wind, organic waste, geo-
thermal. 
• very high voltage electric 
power system 

Consumer • small scale 
• located together in generators 
• should compare with costs of 
between smart microgrid and 
smart grid 

• large scale 
• separated from generators 
• should compare with costs in 
time slots 

Network • small scale 
• two tier networks (HAN/NAN) 

• large scale 
• three tier networks 
(HAN/NAN/WAN) 

2.2 Research Issues 

To support such new features of SMG, recently researches focus on the follows: net-
work design, security, control algorithms, and system architecture. At first, optimal-
ly sharing the energy or routing [11,12], and overlay topology [2] between DERs. The 
security, as a noticeable issue on SMG, emphasizes the privacy [13-16] and attack 
defense [17,18] because the data of SMG is mostly private data and inviting data to 
adversaries. The control (e.g., handling and fault isolation) of a high number of distri-
buted generators (i.e., rooftop photovoltaic (PV) panels) is challenging. SMGN has 
scalability issue due to such many generators, should do real-time monitoring and 
quick response. Moreover, novel algorithms or new information-based control me-
chanisms are required in SMGN, such as scheduling based on charged energy [19], or 
energy routing [2,11]. System architecture for SMG is newly designing, e.g., connec-
tion of smart meters through cognitive radio [5] and dynamic energy-oriented sche-
duling [19]. Table 2 summarizes the solving problems in recent research and their 
solutions, and the detail contents describes in Section 3. 

Table 2. Recent research issues for smart microgrid 

 Solving problems in recent re-
search  

Solutions 

Network de-
sign [2,12] 

• network to provide reliable 
service, faster restoration, sus-

• overlay topology design 
maximizing the usage of re-
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tainable grid operation and plat-
form for exporting or importing 
power energy routing 
• topology between DERs 

newable energy [2] 
• cost-aware network design 
[12] 
 

Security 
[5,11,13-18] 

• attack defense 
• secure routing  
• privacy 
 

• detection method using Ker-
nel GLRT for malicious data 
attack in state estimation [5] 
• secure key management us-
ing a PKI, and a secure 
routing procedure [11] 
• privacy-preserving protocols 
in computation for power con-
sumption or billing [13-14] 

Control algo-
rithms 
[11,19] 

• scalability 
• real-time monitoring and quick 
response 
• energy routing 
• scheduling  

• energy routing to increase the 
utilization of renewable re-
sources and reduce the depen-
dency of the SMG to the utili-
ty grid [11] 
• scheduling based on charged 
energy/cost [19-21] 

System archi-
tecture [5,19]

• connection of smart meters 
• scheduling 
 

• utilize cognitive radio in 
white spaces [5] 
• dynamic energy-oriented 
scheduling [19] 

3 Research Trend of Smart Microgrid 

3.1 Network Design Issues 

To share renewable energy efficiently between DERs, energy routing (i.e., setting up 
energy efficient path) is brought up as a novel feature in SMGNs [8,20-22]. The au-
thors in [20] propose a novel stochastic framework, leveraging distributed storage that 
alleviates many of the problems of the current grid, e.g., difficulty of the grid in 
routing the renewable sources due to their stochastic and often volatile nature. In [21], 
to maximally utilize the distributed energy resources and minimize the energy trans-
mission overhead, the authors develop the distributed energy routing protocols for 
smart grid; it can be also applied to smart microgrid. The authors in [11] propose a 
secure energy routing mechanism, and the authors in [22] show that false data injec-
tion attacks against distributed energy routing can effectively disrupt the effectiveness 
of energy distribution process, posing significant supplied energy loss, energy trans-
mission cost and the number of outage users, through simulation. 
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In [2,12], SMG is introduced as a technology to provide reliable service, faster res-
toration, sustainable grid operation, and a platform for exporting or importing power, 
in order to increase the utilization of renewable resources, reduces the dependency of 
SMG to the utility grid, and consequently reduces the load on the grid. To increase 
reliability and survivability in SMGNs, the overlay topology design maximizing the 
usage of renewable energy is presented in [2]. The topology is made with the mini-
mized number of SMGs in each cluster through integer linear programming (ILP) 
formulation. SMGs in a cluster share the energy with each other. As a next version, 
the authors in [12] upgrade to cost-aware network design, enabling economic power 
transaction with ILP to match the excess energy of each SMG to demands of other 
SMGs. They give an example of different SMGN topologies formed by their pro-
posed scheme (i.e., cost-aware smart microgrid) for two different time periods which 
are 01:00-03:00 and 19:00-21:00. Each ring depicts a cluster. In Figure 5(a), since 
demand is not high during overnight, several SMG clusters can form survivable rings. 
Meanwhile, as shown in Figure 5(b), during mid-peak hours, the overlay topology 
design scheme tends to form larger ring in order to fulfill the increasing power de-
mand and during peak hours only one ring is formed since the only feasible solution is 
clustering all SMGs in a ring in order to fulfill the load 
 

 

(a)                                       (b) 

Fig. 5. An example of different SMGN topologies between a) 01:00-03:00, b)19:00-21:00 [9] 

Cognitive radio in white spaces (e.g., unused local TV broadcast spectra) can sup-
port physical-layer security with detected low-latency communication links for smart 
microgrid. Thus, the authors in [5] systematically design the system architecture, 
control algorithms (e.g., price-based utility function with sophisticated control strate-
gy), and security for microgrid. Meanwhile, in [23] the authors model the micro grids 
using the graph theory and developed the optimization solution to determine location 
where the new transmission, generation, and storage facility will be installed.  

3.2 Security Issues 

Security is as important as or more important than any other performance of interest 
for the microgrid. Thus, several recent researches have considered the security aspect, 



150 M. Kim 

 

especially secure routing [8,22], attack defense [5,24], and privacy preservation  
[13-15]. 

As we introduced, energy routing between DERs is a novel research issue in 
SMGN. The energy routing can be vulnerable against false energy sharing informa-
tion, failing to report security violation and so on, and thus the authors in [11] propos-
es a secure key management using a public key infrastructure (PKI), and a routing 
procedure based on transferring securely routing messages. The authors in [22] show 
impact of false data injection attacks against distributed energy routing . 

The authors in [5] emphasis the importance of security in the both information and 
power flows in SMGN. Especially autonomous recovery against unpredicted faults or 
contrived attacks should be considered for secure power flows, they propose a detec-
tion method using Kernel GLRT for malicious data attack in state estimation of SMG. 
The authors in [24] introduce several intelligent attacks in smart grid communication, 
e.g., vulnerability attack, data injection attack, and intentional attack, and present 
Even though all of those attacks are based on smart grid communication, they also can 
be launched in SMGN. Table 3 explains the attacks and countermeasures. 

Table 3. Practical attacks in smart microgrid and countermeasures 

Attack Description Countermeasure 
vulnerability 
attack 

• attack method: by the malfunction of a 
device or communication channel, or the 
de-synchronization of feedback informa-
tion 
• attack effect: an incorrect control 
process at the control center 

• can be prevented by 
introducing the fault di-
agnosis scheme [25] to 
infer the fault detection 
and localization 

data injection 
attack 

• attack method: to alter the measure-
ments of some meters in order to manipu-
late the operations of the smart grid 
• attack effect: adversary with full under-
standing of the network topology disrupts 
the network operations by paralyzing
some fraction of nodes with the highest
degree 

• it is possible to defend 
against malicious data 
injection if a small sub-
set of measurements can 
be made immune to the 
data injection attacks
[26] 

intentional 
attack 

• attack method: with full understanding 
of the network topology, the adversary can 
fully utilize the network structure to dis-
rupt the network operations by paralyzing
some fraction of nodes with the highest
degree 
• attack effect: network disruption due to 
node disconnections in the communication 
network. 

• a fusion-based defense
mechanism is proposed 
in [27] to defend inten-
tional attack by utilizing 
the feedback information
from each node for at-
tack inference and 
defense reaction. 
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Among several security issues, the privacy preservation is especially important in 
SMGN, because meter readings imply a sketch of daily activities of households, as 
shown in Figure 6. Through the electrical usage values, the adversary can 

•Detect how many people live at your house by watching the number of cycles of  
your hot water heater (not accounting for bad hygiene); 
•Know when you’re home by the energy cycle of the TV; 
•Know when you’re awake by the energy signature of the coffee pot or the toaster; 
•Know whether you’ve got a hydroponics ‘project’ in the house. 

Some privacy-preserving protocols in computation for power consumption or billing 
are proposed [13-14]. The scheme in [14] allows an electricity service provider obtain 
sums of meter readings over a time period and a monitoring center obtain sums of 
meter readings from meters in an area at some recent time unit while keeping individ-
ual meter reading private. 

 

 

Fig. 6. An example of electrical usage in a home [28] 

3.3 Control Issues 

As we explain the characteristic of smart microgrid in Table 1, a high number of dis-
tributed generators or consumers are located in neighborhood. The control server 
should handle them and guarantee their fault isolation. Moreover, the control server 
should compare the real-time cost information between smart microgrid and smart 
grid for energy routing, and thus it is required doing real-time monitoring and quick 
response. Authors in [19] propose dynamic energy-oriented scheduling method for 
sustainable wireless sensor network, which treats energy as a first-class schedulable 
resource and dynamically schedules. This scheduling can be also applied for SMGN 
with the dynamic change of the SMG’s available energy. The authors [29] observe 
that microgrid technology provides an opportunity and a desirable infrastructure for 
improving the efficiency of energy consumption in buildings. To improve building 
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energy efficiency in operation is to coordinate and optimize the operation of various 
energy sources and loads, they tend to address the scheduling problem of building 
energy supplies. Meanwhile, a novel and important control is energy routing. Authors 
in [11] focus secure energy routing. 

3.4 System Architecture Issues 

Systems for SMG should be newly designed to support novel features as we explained 
in Section 2. Authors in [5] systematically investigate the novel idea of applying the 
next generation wireless technology, cognitive radio network, for the smart microgrid. 
Cognitive radio is originally proposed as a solution to rationalize the concept of recy-
cling the spectrum in today’s spectrum hungry scenario. Unlicensed users utilize the 
licensed frequency and when that particular band is not in use. They design the sys-
tem architecture for SMG adapting cognitive radio. 

Moreover, systems in SMGN, e.g., smart meter and EPS, should perform their op-
eration according to new factors, e.g., available energy in their HAN, or costs for 
buying or selling energy in smart microgrid or smart grid. Energy is an important 
factor for operation. Thus system operations should be designed in considering the 
new factors. The dynamic energy-oriented scheduling [19] can be applied for system 
design in SMGN. 

4 Standardization Trend of Smart Microgrid 

The standardization is an important factor to realize the promising techniques, i.e., 
SMG. The authors in [9] provide a contemporary look at the current state of the art in 
smart grid, including technologies and standards. As smart grid communication tech-
nologies, GSM, GPRS, 3G, WiMAX, PLC, WiFi and ZigBee are compared in [6]. 
Cognitive radio is a candidate technique for SMGNs [5]. Table 4 overviews the cha-
racteristics with these standard technologies for HAN/NAN/WAN. All are related 
with SMGN because it has the same as architecture of NAN 

Table 4. Standard technologies for HAN/NAN/WAN [6,30] 

Stan-
dard 

Spectrum Data Rate Coverage Applications Limitation 

GSM 900-1800 
MHz 

Up to 14.4 
Kbps 

1-10km HAN,NAN,
WAN 

Low data 
rate 

GPRS 900-1800 
MHz 

Up to 170 
Kbps 

1-10km HAN,NAN,
WAN 

Low data 
rate 

3G 1.92-1.98 GHz 
2.11-2.17 GHz  
(licensed) 

384 Kbps 
– 2Mbps 

1-10km HAN,NAN,
WAN 

Costly spec-
trum fees 
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Table 4. (Continued) 
 

Wi-
MAX 

2.5 GHz, 3.5 
GHz, 5.8 GHz 

Up to 75 
Mbps 

10-50 km 
(LOS) 
1-5 km 
(NLOS) 

NAN, 
WAN 

Not wide-
spread  

PLC 1-30 MHz 2-3 Mbps 1-3 km HAN, 
NAN 

Harsh, nosy 
channel envi-
ronment 

ZigBee 2.4 GHz, 868-
915 MHz 

250 Kbps 30-50m HAN Low data rate, 
short range 

WiFi 2.4 GHz, 5 
GHz 

Up to 600 
Mbps 

Up to 
50m 

HAN, 
NAN 

Vulnerable in 
security 

Cogni-
tive 
Radio 

700 Mhz, 2.4 
GHz and 5.1 
Ghz 

Up to 100 
Mbps 

Up to 30 
Km 

NAN, 
WAN 

Practical dif-
ficulty 

The following standards for HAN in SMGNs are introduced in [6,31]: HomgPlug 
(powerline technology to connect the smart appliance), HomgPlug Green PHY (speci-
fication developed as a low power, cost-optimized power line networking specifica-
tion standard), U-SNAP (providing many communication protocol to connect HAN 
devices to smart meters), Z-Wave (alternative solution to ZigBee that handles the 
interference with 802.11b/g), and openHAN (home area network device communica-
tion, measurement, and control). As standards related with DER, smart home,  
E-storage, and E-mobility, IEC 62056 and IEC 62051-54/58-59 are introduced in [31], 
and IEC 61850-7-410/420 is relevant to hydro/distributed energy communication, 
DER, and EMS.  

As a novel aspect in SMGNs, to support deal with the peculiarities of different 
DESs with sophisticated sensing and actuating units, the IEEE Std. 1451 is suggested 
as a system design model of energy gateways or nodes with uniform interfaces [4]. 
These nodes have an energy interface not only to the power distribution grid but also 
to active sources or loads. As shown in Figure 7, in the IEEE 1451 architecture two 
different network entities are defined: the network capable application processor 
(NCAP) and the transducer interface module (TIM). NCAP and TIM nodes commu-
nicate through the transducer independent interface (TII). Different transducer  
electronic data sheets (TEDSs) are distributed throughout a TIM, supporting the do-
cumentation and configurability of several different features. Figure 8 shows the mi-
crogrid networking protocol performing in energy gateways or nodes based on IEEE 
Std. 1451. 
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SMGN. However, the results are still in early stages, and thus the still-open 
research issues should be discovered and addressed.  
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Abstract. In this paper, a dynamic Sub-channel Assignment Algorithm
(DSA) based on orthogonal frequency division multiple access (OFDMA)
technology operating in the time division duplexing (TDD) and a new
routing protocol are proposed. The proposed of dynamic Sub-channel
Assignment Algorithm solves several drawbacks of existing radio re-
source allocation techniques in OFDM system used in ad-hoc and multi-
hop networks, such as the hidden and exposed node problem, mobility,
co-channels interference in frequency (CCI). An interference avoidance
mechanism allows the system to reduce CCI and to operate with full fre-
quency re-use. The proposed routing protocol is jointed with the MAC
protocol based the algorithm to ensure the mobility and multi-hop, thus
the quality of service in ad-hoc and multi-hop networks is significantly
improved.

Keywords: OFDMA, MAC protocol, routing protocol, ad-hoc networks,
multi-hop networks.

1 Introduction

A major challenge in wireless networks for multi hop communications is the co-
channel interference (CCI). This interference is introduced when two different
radio stations simultaneously use the same frequency. It is mainly caused by
the spectrum allocated for the system being reused multiple times in TDMA
network. CCI is one of the major limitations in cellular and Personal Com-
munication Services wireless telephone networks since it significantly decreases
the carrier-to-interference ratio. In addition, it makes the diminished system
capacity, more frequent handoffs, and dropped calls. IEEE 802.11 Distributed
Coordination function operation is based on conventional carrier mechanism
(CSMA/CA) in order to prevent channel collisions, CCI and provide the com-
munication between multiple pairs of independent mobile nodes without access
points or base stations such as mobile adhoc networks [1-2].
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Recently, orthogonal frequency division multiplexing (OFDM) has been in-
tensively investigated for wireless data transmission in broadband cellular and
ad-hoc networks. The multiple access technique for these networks is OFDMA
[3]. The concept of this technique is to assign different users to different sub-
channels in order to avoid interferences.

The paper is organized as follows: In section 2, we briefly review sub-channels
allocation methods. Session 3 describe the proposed DSA algorithm. In session
4, the proposed routing protocol is presented. Simulation schemes, numerical
results, are discussed in section 5. Finally, conclusions are drawn in session 6.

2 Review of Sub-channels Allocation Methods

2.1 OFDM-FDMA Fix Allocation

The fixed allocation method of OFDM-FDMA for multiuser communications was
proposed [8]. In such method, different users will be fixedly assigned to different
sub-channels. Therefore, this method has not any anti-interference mechanism.

2.2 OFDM-FDMA Random Allocation

The OFDM-FDMA random allocation method is based on the idle and busy
of sub-channels allowing users to accounts different sub-channels [9]. However,
it does not have any attention to the network interference. Once a sub-channel
is selected, a user starts transmitting using the selected sub-channel. During a
transmission process, if a sub-channel does not meet the required QoS, it will be
released and assigned to new user. Although the method is simple and it offers
an adaptive mechanism, it does not provide CCI avoidance.

3 Proposed DSA Algorithm

Co-channel interference (CCI) is crosstalk from more than one different radio
transmitter using the same frequency in wireless networks. Reducing CCI is
very important since it makes the poor throughput performance. To avoid CCI
and collisions, we propose a novel channel allocation algorithm called DSA which
supports simultaneous transmissions in Vehicle Ad Hoc Network among nodes.
In this section, the problem of CCI in OFDMA/TDD in wireless networks is
discussed in detail. Then, we present the proposed Dynamic Subchannel Assign-
ment (DSA) algorithm.

3.1 CCI in OFDMA/TDD System

To illustrate the problem of CCI, a simple scenario consisting of two base stations
(BSs) and four mobile stations (MSs) is depicted in Fig. 1. Let us assume an
example of exchanging data among BSs and MSs as following. The mobile station
MSRx

1 , MSRx
2 and MSRx

3 receive data from base station BSTx
1 , while at the same
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time the mobile station BSTx
2 transmits its data to the base station MSRx

4 . In
such scenario, BSTx

2 causes CCI to receiving data of MSRx
1 , MSRx

2 and MSRx
3 ; the

base station BSTx
1 causes CCI to receiving data of MSRx

4 . Note that CCI only
exists in TDD mode.

If a node can select appropriate sub-channels in available sub-channel set
before the data transmission, CCI is minimized, thus increase the throughput of
the network.

3.2 Sub-channel Selection Based on Busy-Signals

In the previous example, CCI was introduced and it badly affects to the receiving
data of MSRx

1 , MSRx
2 and MSRx

3 . To avoid this interference, MSRx
1 , MSRx

2 and
MSRx

3 have to broadcast a busy signal when they receive data. Before data
transmission, BSTx

2 will first hear busy signals in all channels and then compares
the received signal power with a predetermined threshold. If the power of busy
signal in a channel is lower than the threshold, BSTx

2 can select the channel for
data transmission.

Fig. 1. Co-channel interference in OFDMA/TDD system

3.3 Dynamic Sub-channel Assignment Algorithm

In this section, we propose MAC frame structure for downlink and uplink trans-
mission based on incorporation the busy tone in OFDMA/TDD network. The
proposed MAC frame is illustrated in Fig.2. The busy signal is sent an in-band
signaling before data transmission. Data sub-channels are mutually orthogonal
and used for transmitting OFDM symbols.
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Fig. 2 shows data transmitting and receiving in view point from BS and MS,
respectively. The structure of the uplink frame is similar to those of the downlink
frame. Each sub-frame includes a busy signal channel (an OFDM symbol) used
for signaling busy tone. MAC frame length is chosen having corresponding to
the time correlation of the channel. Initially, the sub-channel is selected by only
the transmitter. On the other hand, the adaptive period is adjusted by both
transmitter and receiver. We define two kinds of signal:

– Busy signal: transmitted only in a channel by MS receiver.
– Data signal: transmitted only by BS transmitter.

Fig. 2. Structure of the MAC frame for proposed Algorithm

In Fig. 3, the proposed algorithm includes two following steps:

Link Initialization. Link initialization occurs when mth BS need to transmit
data to kth MS in the network. Firstly, mth BS listens to all busy signals and
compares each of these busy signals with a given threshold to obtain a set of
available sub-channel for data transmission called set A. A sub-channel is avail-
able if the power of received busy signal is below the threshold. The mth BS
will start transmit its data to receiver using a set of available channel at the
(i− 1)th MAC frame. We propose a mathematical model 1 where ak,ml,i−1 denotes
the sub-channel assignment for lth sub-channel at the (i − 1)th MAC frame of
the link between mth BS and kth MS. If the sub-channel is assigned to the link
between mth BS and kth MS, then ak,ml,i−1 = 1, otherwise ak,ml,i−1 = 0. The outcome
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of this channel assignment is obtained by comparing the busy signal with the
threshold as following:

ak,ml,i−1 =

{
1 if (|B̂m

l,i−1| ≤ Ithr)

0 otherwise
(1)

Ithr is a threshold being a measure for the interference that this transmission
would effect to other co-existing transmission. Set A is all sub-channels having
channel assignment by model 1.

Dynamic Subchannel Assignment. At the (i − 1)th MAC frame, kth MS
estimates the SINR on each sub-channel of set A. Based the given QoS re-
quirement for the transmission, kth MS will decides to maintain or release the
respective sub-channel of set A. kth MS will only broadcasts the busy signal on
the remained sub-channels. If the sub-channel is specified, then bk,ml,i−1 is assign
1, otherwise bk,ml,i−1 = 0.

We propose a mathematical model 2 where bk,ml,i−1 denotes the reservation of
lth sub-channel for the ith MAC frame. γ̆k

l,i−1, γreq are SINR of estimated by kth

MS and required QoS.

bk,ml,i−1 =

{
1 if (|B̂m

l,i−1| ≤ Ithr) & (γ̆k
l,i−1 ≥ γreq)

0 otherwise
(2)

Since the kth MAC frame, the condition for the sub-channel assignment on the
desired or new link between mth BS and kth MS for subsequent MAC frames is
given as follows:

ak,ml,i =

{
1 if (āml,i−1|B̂m

l,i| ≤ Ithr) or (bk,ml,i−1 = 1)

0 otherwise
(3)

Where B̂m
l,i is the busy signal received at the mth BS on the lth sub-channel at

the ith MAC frame and

āk,ml,i−1 =

{
1 if ak,ml,i−1 = 0

0 otherwise
(4)

Since the ith MAC frame, set A includes all maintained sub-channels (set B
of (i − 1)th MAC frame) and new respective sub-channels if the power of their
received busy signal are below the threshold.

4 Proposed Routing Protocol Description

In ad-hoc and multi-hop networks, a node transmits its data to a destination
node via an optimal route. In order to find the optimal route, the routing is
implemented. In this section, we propose a new routing protocol which can be
easily jointed to the MAC protocol based the DSA algorithm. The corporation
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Fig. 3. Flow chart of the proposed DSA algorithm
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between the routing and the MAC protocol not only ensures the mobility and
multi-hop but also gains the performance in term of throughput in the ad-hoc
multi-hop networks.

The routing protocols working in wireless networks depend on the radius
of coverage of nodes. The connection among all nodes changes fast over time.
The principal cost of the proposed routing protocol is the combination of the
distance among nodes and the number of selected channel of a route. The finding
the shortest route in the proposed protocol is based on the shortest route finding
algorithms and the radius of coverage of nodes in the network. To ensure the
mobility and the performance in term of throughput of the network, the MAC
layer provides the number of selected channels of a route to the routing protocol.
This value is compared with a proposed threshold called channel_threshold in
order to update the optimal route for the transmission.

Before describing the flow chart of this protocol, we define:

– Ri is the radius of coverage of ith node in network.
– The network is supposed to be a graph with nodes and edges.
– The connection among nodes in the coverage is described in a connection

matrix.

Mij =

{
distance(i, j) if distance(i,j)≤ min(Ri, Rj)
0 otherwise (5)

Where, Mij and distance(i, j) are the connection state and the distance between
the ith node and the jth node, respectively.

The proposed routing protocol finds the route using the three following steps
in Fig. 4:

1. The input of this step is the radius of coverage of all nodes and the distances
between all node-pairs in the network. The Connection matrix is build based
on the proposed mathematical model 5. The value of init_loop is initially
set 0.

2. In this step, the shortest route and the number of available routes (iNP) are
obtained by using the dijkstra algorithm shortest route algorithm, see [11].
The inputs of the step are the positions of the destination and source node,
and the Connection matrix.

3. This step aims to find the optimal route for the transmitting data. Firstly,
iNP is checked. If iNP is non-zero, there is at least one available route be-
tween the source node and the destination node. The number of selected
sub-channel (iSC) of the shortest route is derived by using the proposed
DSA algorithm. If iSC is larger than the given channel_threshold, it means
the route ensures the requirement of throughput of the system. Consequently,
the shortest route is selected as the optimal route for the transmission data.
Otherwise, the route does not satisfy the requirement of the system. We,
therefore, have to find another route. The init_loop is set 1 which points
that there is at least one available route being not satisfy requirement of
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throughput of the network. The step is directed to the beginning of step 2
and the shortest route is excluded in the dijkstra algorithm. At the end of
step 1, if iNP is zero, these are two cases can be happen. The first case is
that there is no available route between the source node and the destination
node (init_loop is 0), hence, the transmission is stopped and it has to delay
for some time to transmit the data. In the other case, these are at least one
route available. However, all of the nodes do not satisfy the requirement of
throughput of the network. In this case the shortest node is selected for the
transmission data.

5 Simulation Model

In the simulation scheme, OFDM parameters are selected as in table 1. 16-QAM
modulation is selected for all sub-channels. We will present the performance in
term of throughput of the network of our proposed method in three scenarios.
In the first scenario, the performance of the proposed DSA is demonstrated
in single-hop adhoc networks without the proposed routing algorithm. Then,
the proposed DSA algorithm and the proposed routing protocol are applied in
the scenario of multi-hop adhoc networks. However, in this case, the routing
is implemented without selecting the optimal route in term of the number of
selected channel of a route. Finally, the proposed routing protocol cooperated
with the proposed MAC protocol based on DSA algorithm is fully carried out
in multi-hop adhoc networks.

Table 1. OFDM SYSTEM PARAMETERS

Parameters Values
Bandwidth (B) 20 MHz
Sampling Interval (ta = 1/B) 50 ns
FFT length (NFFT) 256
OFDM symbol duration (Ts) 12.8 μs
Guard interval (TG) 2 μs
Frequency (fc) 1.9 GHz
Modulation scheme 16-QAM
SINRmin (γreq) 16 dB
Channel_threshold 42

5.1 Throughput of Multihop Adhoc Networks Based on Only the
Proposed DSA Algorithm and MAC Structure

Analysis Model. In this scenario, the performance of the proposed DSA algo-
rithm and the MAC structure is evaluated in a multi-hop adhoc network consid-
ering the effect of the length of selected routes and Ithr. Therefore, the routing
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Fig. 4. Flow chart of the proposed routing protocol



166 K. Nguyen Quang et al.

protocol used in this model is not the proposed routing protocol presented in
section IV. It is just the principle routing which considers only the distance of a
route as the cost of this route. The shortest route being selected as the optimal
route for transmitting data is obtained by using the dijkstra algorithm. The in-
put of the dijkstra algorithm is the Connection matrix of the network. Before
each transmission section, the Connection matrix is built as proposed in section
IV. Then, the shortest route outputted from the dijkstra algorithm is selected.
The data will be transmitted through the selected route. We consider a vehicles
network VANET includes 6 mobile stations MS indexed from 1 to 6 with the
initial state depicted in Fig. 5. MS1, MS5, and MS6 are running step by step
while the other mobile stations are fixed. The running step length is set 5 meters.
MS5 and MS6 run in the same direction being opposite the running direction
of MS1. While the mobile stations are running, MS1 is transmitting its data to
MS5. After each step, throughput of whole network is obtained. Fig. 6 gives an
example of the connection state of the network. It can be seen from Fig. 6 that
the shortest route (MS1,MS2,MS4,MS5) is selected for the transmitting data.

Fig. 5. Initial state of networks used in simulation in the case of ad-hoc multihop
network

Numerical Results. Fig. 7 plots the length of route from MS1 to MS5 with
respect to running steps. Since the routing protocol is not based on Ithr, the
length of routes for three cases of Ithr are the same. We truncate the process into
three groups A, B and C. In each group, we can see that lengths of routes seem
to be the same. When the length of a route is high, it means that the number of
intermediate nodes also high. Therefore, the data is transmitted through many
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Fig. 6. An example of the route from MS1 to MS5

sections. In some sections, some sub-channels do not meet the QoS. Hence, the
channel is not full-fill, thus making the decrease of throughput. This conclusion is
backed-up from group A and B where lengths of routes are high and throughput
is small in Fig. 8. On the other hand, when length of a route is small, the number
of intermediate nodes is also small. Data can be directly transmitted from source
to destination or through few intermediate nodes. In such the case, the effect of
interferences, expose node, and hidden node is reduced, and channel is full-fill.
Consequently, throughput of the network is significantly increased. It can be
seen from group C, the length of route at each step is small and throughputs
would, therefore, be high. Throughput is also depends on the Ithr which decides
a sub-channel be selected for transmission data or not. When Ithr is small, the
probability that a sub-channel is selected is high. Hence, throughput is also high.
The effect of Ithr is clear when the length of a route is high (in A and B group),
since it affects to the selection of sub-channel in many intermediate sections. On
the other hand, when mobile stations are close (in group C), the role of Ithr is
not so important. Therefore, throughputs seem to be similar for three cases of
Ithr of -20, -40, -60 dBm. It is clear that the throughput of the network depends
on the distance between the source and destination nodes as well as Ithr.

5.2 Throughput of Multihop Adhoc Networks Based on the
Proposed Routing Protocol Jointed with the MAC Layer

Analysis Model. The performance of the proposed routing protocol is eval-
uated in this section. We implemented the routing protocol jointed with the
proposed MAC layer on the network as one presented in section B. However, we



168 K. Nguyen Quang et al.

Fig. 7. Length of route from MS1 to MS5

Fig. 8. Throughput of the network when MS1 sends data to MS5
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consider the transmission the data from MS1 to MS6. The channel allocation for
the transmission data between nodes in the network is based on the proposed
DSA algorithm. The threshold Channel_threshold is experimentally set 42. A
mathematical method of deriving the optimal threshold will be proposed in our
future work. γmin and Ithr are set -80 dBW and 16 dB, respectively. An example
of a route found by using the proposed routing protocol is drawn in Fig. 9. In
this state, the shortest route was found by the dijkstra algorithm. The route,
however, does not meet the requirement of the number of selected sub-channels.
Hence, it was not selected for the transmitting data. On the other hand, our
proposed protocol derived another route which has a longer length than the
shortest route. Since the number of selected sub-channel of this route is larger
than Channel_threshold, it was selected as the optimal route.

Fig. 9. An example of a route from MS1 to MS6 by using the proposed routing protocol
and the conventional routing protocol

Numerical Results. The performance of the proposed routing protocol is de-
picted in Fig. 10 and Fig. 11 where Conventional routing protocol is the prin-
ciple routing based on only the dijkstra algorithm. It can be seen from these
results that the throughput of the network depends on the distance between
the source node and the destination node as the conclusion in section B. In
the group A where the destination and the source node are far, the number
of intermediate nodes is high. Hence, the transmission is significantly suffered
from the CCI as well as the hidden and expose node problem. Consequently,
the number of selected sub-channels of all available routes each is smaller than
Channel_threshold. Therefore, the proposed routing selected the shortest route
as the optimal route to transmit the data and there is no difference of throughput
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of the proposed routing protocol and the conventional one. On the other hand
in group C, since the source and the destination are very close, they transmit its
data directly or via a few of intermediate node. The effect of the CCI and the
hidden and expose node problem is considerably fell, thus making the increase
of the number of selected sub-channels. The number of selected sub-channel for
all routes each is larger than Channel_threshold. Therefore, as in group A, the
proposed routing protocol selected the shortest route as the optimal route. In
this group, the proposed routing and conventional routing protocol demonstrate
the same performance. In the group B, some routes have the number of selected
sub-channel being larger than threshold, while one of other routes each is smaller
than threshold. In some case, the shortest route does not meet the requirement
of the selected sub-channels; hence it is not selected as the optimal route. Our
proposed find another route satisfy the requirement with longer length of route.
Therefore, in this group, the proposed method outperforms the conventional
routing protocol in term of throughput of the network.

Fig. 10. Length of the route from MS1 to MS6 using the proposed routing protocol
and the conventional routing protocol

6 Conclusion

In this paper, we present a dynamic Sub-channel Assignment Algorithm base
OFDM and a new routing protocol. A concept of ad-hoc and multi-hop net-
works based on the DSA algorithm is simulated with the proposed routing pro-
tocol. The proposed algorithm has an interference avoidance mechanism, so the
throughput of the network can be maximized. The problems of cellular networks
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Fig. 11. Throughput of the network using the proposed routing protocol and the con-
ventional routing protocol

such as hidden and expose node are solved. A routing protocol which is joint
to the MAC protocol is proposed. The proposed routing protocol improves the
throughput of ad-hoc and multi-hop networks as well as ensures the mobility,
multi-hop of ad-hoc and multi-hop networks. In the future, we will study math-
ematic model for Channel_threshold to improve and optimize QoS of ad-hoc
multi-hop network.
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Abstract. The rapid growth of data size causes several problems such
as storage limitation and increment of data management cost. In order
to store and manage massive data, Distributed File System (DFS) is
widely used. Furthermore, in order to reduce the volume of storage, data
deduplication schemes are being extensively studied. The data dedupli-
cation increases the available storage capacity by eliminating duplicated
data. However, deduplication process causes performance overhead such
as disk I/O. In this paper, we propose a content-based chunk placement
scheme to increase deduplication rate on the DFS. To avoid performance
overhead caused by deduplication process, we use lessfs in each chunk
server. With our design, our system performs decentralized deduplica-
tion process in each chunk server. Moreover, we use consistent hashing
for chunk allocation and failure recovery. Our experimental results show
that the proposed system reduces the storage space by 60% than the
system without consistent hashing.

Keywords: Deduplication, Distributed file system, Chunk placement,
Consistent hashing.

1 Introduction

The amount of digital information is rapidly increasing all over the world. Ac-
cording to the forecast by IDC, the amount of digital information will grow by a
factor of 50 over the next decade [1, 2]. Also, most of data in the digital universe
is unstructured one such as image, video, audio, and document files [1]. More-
over, an influx of data is rapidly growing in cloud storage [1]. This rapid growth
of data size causes several problems such as storage limitation, increment of data
management cost, and network traffic congestion [3, 4]. For storing and manag-
ing massive data in cloud storage, cloud storage service provider generally uses
Distributed File System (DFS). However, despite wide adoption of DFS, rapidly
growing data size causes additional storage and management cost. Therefore,
data size optimization techniques are required for cloud storage systems. Among
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data size optimization studies [3–5], data deduplication is a representative re-
search issue. Data deduplication eliminates duplicated data, by which available
storage space is increased and additional storage cost is reduced.

Duplicated data reduces available storage space. Most of cloud storage services
use data deduplication to solve lack of available storage space. However, previous
research [6–11] on DFS do not support data deduplcation because of performance
overheads that are caused by additional computation cost and disk I/O. In this
paper, we propose a content-based chunk placement for the data deduplication
on the DFS. In order to distribute deduplication processes, we integrate lessfs
that is an inline deduplication file system with each chunk server of MooseFS.
Thus, we achieve decentralized data deduplication process, while maintaining
high performance. In MooseFS [6], a file is divided into multiple chunks and each
of them is stored in chunk server dispersedly. So, by using consistent hashing, the
chunk placement module gather same chunks in one chunk server, by which we
enhance the deduplication rate. We make following contributions in this paper:

• We introduce a new content-based chunk placement for deduplication sys-
tem on MooseFS. Furthermore, we design a content-based chunk placement
for deduplication system that replaces the file system of chunk server in
MooseFS with lessfs.

• We coordinate consistent hashing with a content-based chunk placement for
deduplication system for enhancing the deduplication rate. By performing
deduplication process in each chunk server, our system can avoid bottleneck
of the master server.

• We evaluate our chunk placement for deduplication system, and show its
effectiveness.

The rest of the paper is organized as follows: We review background in Section
2. Section 3 describes the key ideas and implementation details. In Section 4, we
evaluate our system and show the results. Finally, we conclude in Section 5.

2 Background and Related Work

2.1 DFS

A DFS is file system that allows access to files from multiple hosts via a com-
munication network [12]. With DFS, a client can access remote files in the same
way that it accesses local files. DFS generally consists of single master server
and multiple storage servers. Master server manages file metadata and chunk
server keeps chunk data of files. Typical open-source based DFSs are MooseFS
[6], XtreemFS [7, 8], Ceph [10], Google file system[11], and GlusterFS [9]. We
choose MooseFS as our DFS platform because it is general-purpose and good
performance file system. MooseFS consists of single master server, multiple meta-
data backup servers, and multiple chunk servers. Master server manages whole
file system and stores metadata for each file. Chunk servers store chunk data of
each file. Metadata backup servers store metadata changelogs and periodically
download metadata files from master server [6].
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2.2 Data Deduplication in Local File System

A data deduplication technique is used to increase the storage capacity by de-
tecting and eliminating duplicated data. With the scheme, each chunk can have
only a single copy in the system. The data deduplication exists in the following
types: post-process and inline data deduplication. Post-process data deduplica-
tion occurs after data has been written, whereas inline data deduplication occurs
before the data has been written [5]. Therefore, inline deduplication causes more
network traffic than post-process deduplication. On the other hand, post-process
deduplication requires storage space to store the duplicated data before dedu-
plication is performed. Typical open-source based deduplication file systems are
lessfs, zfs, and sdfs [4, 5]. We use lessfs because it is a good performance dedu-
plication file system. Lessfs is an inline block-level deduplication in Linux file
system and uses data compression (e.g., LZO, QuickLZ, Snappy, bzip, and gzip).
Also, block size can be defined as 4, 8, 16, 32, 64, and 128 KB. Through configur-
ing block size, we can adjust tradeoff between throughput and deduplicated size.
To store metadata, lessfs uses low-level FUSE API and database (e.g., Berke-
leyDB, hamsterdb, and Tokyo Cabinet). Also, by using cache, lessfs reduces
disk I/O.

2.3 Related Work

As the data size rapidly increases, the data deduplication is extensively studied
to optimize storage capacity. The data deduplication technique is divided into
two categories [3]: primary data deduplication and secondary data deduplica-
tion. Primary data storage directly interacts with application. In other words,
application directly affects data. Thus, primary data deduplication systems are
latency-aware and use RPC based protocols [13]. On the other hand, secondary
data storage copies and archives data to recover from data loss and corruption.
Secondary data deduplication systems are throughput-aware and use streaming
protocols [13] because this storage processes large amounts of data. Mayer et al.
[14] examined in primary data and secondary data. They found that block-level
deduplication saves just about 10% more space than the whole-file deduplica-
tion. However, experimental result of El-Shimi et al. [15] showed that block-level
deduplication saves from 2.3 times to 15.8 times more storage space than whole-
file deduplcation. This difference of experimental results is due to the difference
of Mayer’s data set and El-Shimi’s data set. HYDRAstor [16] is a secondary data
storage and block-level deduplication system, and uses distributed hash table for
scalability. iDedup [13] is a inline data deduplication for the primary storage,
and uses in-memory indexing and metadata cache. Lillibridge et al. [17] propose
a inline deduplication system and use parse indexing which is in-memory index.
Wei et al. [18] use bloom filter and dual cache. Zhu et al. [19] use summary
vector and locality preserved caching.

Previous research [13–20] regards deduplication process as performance degra-
dation factor because of disk I/O. Therefore, in-memory indexing or cache
is used to reduce deduplication overhead. In-memory indexing such as Bloom
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filter can reduce disk I/O and quickly searches chunk or block which is a unit of
deduplication. Cache is also used to reduce disk I/O.

However, most of studies [13–17, 19] perform centralized data deduplica-
tion. This causes bottleneck of the central server and increases I/O latency.
For this reason, we use lessfs in each chunk server of MooseFS to decentralize
deduplication.

3 Design and Implementation

3.1 Chunk Placement of Existing MooseFS

When the client of MooseFS executes the write operation, write operation steps
of existing MooseFS are as follows: (1) The client requests a chunk server list
to the master server to store chunks in chunk servers. (2) The master server
returns a chunk server list that consists of information of chunk servers which
have more available space than the other chunk servers. (3) The client sends the
chunk data to chunk servers that correspond with a chunk server list. (4) Chunk
servers receive and store chunk data.

Therefore, chunks are stored on the chunk server that has more available space
than the other servers. This approach is fitted for a system requiring storage load
balancing.

3.2 Deduplication on MooseFS

Master Server Client

Chunk Server

lessfs

Chunks

Chunk Server

lessfs

Chunks

Chunk Server

lessfs

Chunks

Chunk Server

lessfs

Chunks

Chunk Server

lessfs

Chunks

Chunk Placement
module

with Consistent
Hashing

Sending write request

Returning a chunk
server list

Storing chunk data

Executing write operation
from user

Fig. 1. Overall architecture
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We propose the deduplication on MooseFS. MooseFS is chunk-based DFS. If
a file size is larger than 64MB, a file is divided up into 64MB chunks. Other-
wise, a chunk size becomes the same as a file size. MooseFS can consist of a
single master server and the multiple chunk servers as Fig. 1 shows. Chunks are
dispersedly stored in chunk servers that are distributed on the network. Chunk
server can use many file systems but ext4 is generally used. To implement the
deduplication on DFS, we use a lessfs that is a block-level and inline deduplica-
tion file system. In chunk server of Fig. 1, we mount lessfs in the chunk server
for the data deduplication. Therefore, all chunks of chunk server are stored in
a mount point of lessfs and the duplicated chunk data are eliminated by lessfs.
The deduplication process is regarded as causing performance overheads such
as the additional computation cost and the disk I/O. If deduplication process
is performed in a master server, those overheads cause bottleneck of a master
server. Therefore, the data deduplication process is performed in each chunk
server so we can avoid the bottleneck to deduplicate in a master server. Also,
the disk I/O can be reduced because lessfs uses cache and in-memory database.

3.3 Consistent Hashing for MooseFS

Consistent Hashing. Consistent hashing [21, 22] is used in a changing popula-
tion of web server environment. If a sever node is added or removed, all objects
of web server nodes have to be relocated. We use consistent hashing to solve
this problem. Each node is mapped on a hash ring and has a hash value range.
Moreover, each data object has hash value and belongs to each node. When data
object is stored, the system finds a node by comparing hash value range of node
with hash value of data object. After the system find a node, the data object is
stored in the found node. By using consistent hashing, we can avoid all object
data relocation. Consistent hashing is used in many distributed system such as
Dynamo [23], Cassandra [24], and Memcached [25].

Consistent Hashing for MooseFS. When communicating with servers,
Moose-FS uses 32-bit CRC that is a hash function to detect error. For iden-
tifying chunk, we utilize 32-bit CRC. In master server, we make a data structure
for the chunk server node in consistent hashing. Each node also has start and
end of 32-bit CRC value, size of range, and next node pointer and consistent
hahsing is implemented as a circular linked list. When chunk server is regis-
tered, new node is created and included in a circular linked list. The range of
consistent hashing is from 0 to 232-1 because CRC is 32-bit. Each chunk server
has 32-bit CRC hash range and each chunk is stored in the corresponding chunk
server. To find the chunk server, the master server compares 32-bit CRC value
of chunk with a hash range of the chunk server. In Fig. 2-(a), consistent hash-
ing include the chunk servers and chunks. Chunk 1 belongs to chunk server A,
chunk 2 belongs to chunk server B, and chunk 3, chunk 4, and chunk 5 belong
to chunk server C. Subsequently, in Fig. 2-(b), if chunk server D is added in
consistent hashing, range of chunk server C is divided into two halves. So, range
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Fig. 2. Consistent Hashing for MooseFS

of chunk server C becomes from 231 to 3×230-1 and range of chunk server D be-
comes from 3×230 to 232-1. Therefore, chunk 4 and chunk 5 are relocated from
chunk server C to chunk server D because of changing range of chunk server C.
When the client executes a write operation, the write operation steps of the pro-
posed chunk placement are as follows: (1) The client generates 32-bit CRC value
that corresponds with foremost 4KB of the chunk data. (2) The client sends a
write request message to the master server with 32-bit CRC value. (3) To find
a appropriate chunk server, the master server travels a circular linked list with
comparing 32-bit CRC value with start and end value of each chunk server node.
(4) MooseFS not use replication, the master server stores node information to a
chunk server list. (5) Otherwise, replicas of chunk data are stored other chunk
servers. Therefore, the master server chooses found node of step (4) and its next
nodes. (6) The master server returns a chunk server list to the client. (7) The
client sends chunk data to chunk servers that correspond with a chunk servers
list. (8) Chunk servers receive and store chunk data. For content-based chunk
placement, master server compares 32-bit CRC range of chunk server and 32-bit
CRC value of chunk. However, the larger size data is input to 32-bit CRC, the
more time is spent. Therefore, 32-bit CRC computation of all 64 MB chunks
causes the bottleneck in the master server. If the master server performs 32-
bit CRC computation and comparing with 32-bit CRC values, the performance
of whole system is degraded. Chen et al. [26] propose content-based sampling
which produces 32-bit CRC value that corresponds with the first four bytes of
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each page. Moreover, they examined choosing other bytes and found that using
the first four bytes performs well. For this reason, we hash a foremost 4 KB of
a 64 MB chunk.

4 Evaluation

In this section, we evaluate how much our deduplication system reduces the data.
We installed client, master server, and chunk server in one PC and installed
chunk server in 17 PCs. Also, we mount lessfs on all PCs. Therefore, the total
number of chunk servers is 18. We used multimedia data set (about 936 MB)
which includes movie files, audio files, and document files. To identify what
amount of duplicated data is eliminated, we make data set-1, set-2, and set-3
that include same data and have different name.
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First of all, we experiment to find suitable block size of lessfs. In Fig. 3, single
copy of x-axis means that unique set-1 is stored in MooseFS, duplicate-1 of x-
axis means that both set-1 and set-2 were stored in MooseFS. Y-axis means
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stored data size on all chunk servers. 128 KB, 64 KB, and 32 KB are block size
of lessfs. Stored data size of 128 KB is smaller than 64 KB and 32 KB block size.

In Fig. 4, execution time of 128 KB is the fastest but execution time of 32
KB is almost twice as execution time of 128 KB and 64 KB in single copy. The
reason of this result is that block size is too small. 32 KB block size takes long
time to execute, because small block size occurs to create more metadata and
many comparision to detect data duplication. Therefore, optimal deduplication
block size is 128 KB, and we experiment our system using 128 KB block size.
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In Fig. 5, Default MooseFSmeans stored data size in default MooseFS which
not use lessfs. MooseFS+lessfs means stored data size in deduplication on de-
fault MooseFS that provide default chunk placement. MooseFS+conhash+lessfs
means stored data size in deduplication on MooseFS that provide chunk place-
ment using consistent hashing. Fig. 5 shows that our chunk placement scheme



Content-Based Chunk Placement Scheme for Decentralized Deduplication 181

is more effective than chunk placement scheme of default MooseFS. Data size
of single copy is more than 936 MB because lessfs creates metadata to manage
data. We define deduplication rate as 100 - ((single copy size × a number of du-
plicate) ÷ actual stored data size × 100). Deduplication rate of MooseFS+lessfs
is about 12%. In this regard, chunk placement scheme is needed for improving
deduplication rate. Therefore, we experiment applying chunk placement with
consistent hashing. As a result, deduplication rate is about 99%. This result
shows that proposed system reduces the storage space by 60% than the sys-
tem without consistent hashing. All data is not eliminated because lessfs creates
metadata about duplicated data.

In single copy of Fig. 6, execution time of MooseFS+conhash+lessfs is slightly
slower than Default MooseFS because of chunk hashing and deduplication over-
head. However, duplicated file copy causes fewer write operation due to elimi-
nating duplicated data. Because MooseFS+lessfs does not use content-based
chunk placement, MooseFS+lessfs rerely performs deduplication. Therefore,
MooseFS+lessfs is slower than the others. Duplicated file copy of MooseFS+con
hash+lessfs is faster than single copy and duplicated copy of Default MooseFS.

5 Conclusion

In this paper, we study content-based chunk placement for decentralized dedu-
plication on the DFS. We describe how we design our system in detail. We utilize
open-source based DFS (MooseFS) and deduplication file system (lessfs). We in-
tegrate the chunk server of MooseFS with lessfs. Therefore, contrary to general
deduplication studies, our system can avoid the bottleneck of master server be-
cause each chunk server performs decentralized deduplication processes. More-
over, in order to reduce chunk hash overhead, we design content-based chunk
placement with consistent hashing that hash foremost 4 KB of chunk data. As
a result, experimental results show that proposed system reduces the storage
space by 60% than the system without consistent hashing and execution time of
proposed system is similar to execution time of default MooseFS.
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Abstract. One of the critical issue of wireless sensor networks is a poor
sensor battery. It leads to sensor vulnerability for battery exhausting
attacks. Quick depletion of battery power is not only explained by in-
trusions but also by a malfunction of networks protocols. In this paper,
a special type of denial-of-service attack is investigated. The intrusion
effect is the depletion of sensor battery power. In contrast to general
denial-of-service attack, quality of service under the considered attack
is not necessarily degraded. Therefore, the application of traditional de-
fense mechanism against this intrusion is not always possible. Taking into
account proprieties of wireless sensor networks, a model for evaluation
of energy consumption under the attack is described. Using this model,
the attack detection method is offered.

Keywords: wireless sensor networks, intrusion detection, energy
exhausting attack.

1 Introduction

Wireless sensor networks (WSNs) have evolved over the last decade from a stage
where these networks were designed in a technology-dependent manner to a
stage where some broad conceptual understanding issues now exist. Significant
progress in the area micro-electro-mechanical technologies have enabled the de-
velopment of inexpensive sensor nodes that communicate wirelessly. Wireless
sensors can be used in a wide range of applications, such as, air pollution mon-
itoring [1], landslide detection [2], military applications and tracking [3], health
care [4]-[7], smart home [8]-[10] etc. As WSNs based applications are deployed,
security emerges as an essential requirement. However, wireless sensors are vul-
nerable for malefactor due to the following reasons. Sensor resources are limited.
Usually, WSNs nodes facilities do not allow the application of an efficient defense
scheme against intrusions. WSNs technologies are relatively new and so, the cor-
responding defense tools are poor. Wireless sensor uses unreliable channels. In
wireless communications, the signal transmission is disturbed by a noise. A sen-
sor has to contact with other sensors. It is a facility for infection extension. Thus,
a security problem is the critical issues of wireless sensor technology. Hence, it is
very important to investigate on the potential attacks against wireless terminals.
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There are many sources for the material on security issues in wireless sensor
networks (WSNs). Surveys of attacks against WSNs can be found in [11]-[14].
Particularly, taxonomy of denial of service (DoS) attacks in WSNs is described
in [15]. Several recent contributions to the literature have addressed privacy
issues in sensor systems [16]. Generally attacks against sensors can be classified
into attacks on physical, medium access control, network, transportation, and
application layers.

Typical attacks on sensor networks are as follows: jamming, lower duty cy-
cle tampering, manipulating routing information, selective forwarding attack,
Sybil attack etc. Possible defense techniques include spread-spectrum, tamper-
proofing, effective key management schemes, error correcting code, rate limita-
tion, authentication, encryption, redundancy, probing. However, this technique
does not protect against the following intrusions. First, a malware at infective
node may amplify the transmission range. High illegal electromagnetic emissions
cause an exhaustion of a sensor battery. It can also be a reason for noise and
degradation of the electromagnetic compatibility of the neighbor sensors. Next,
some data aggregation protocols allow to change a packets size. Hence, an in-
truder can drastically increase a size of legal packets. The mentioned intrusions
lead to quick battery exhausting. In this paper we consider a threat of rash de-
pletion of sensor node battery. This type of threat is distinguishing characteristic
of wireless sensors technology.

The rest of the paper is organized as follows. In Section 2 the author discusses
the reasons,which can lead to the effect of fast battery depletion. Then, we propose
a model for DoB attack, provide a method for sensor lifetime calculations, discuss
the concept of protection against DoB. Some particular protection strategies are
compared in Section 4. Finally, we conclude the paper in Section 5.

2 Energy Exhausting Attack

2.1 Attack Description

It is a well known fact that a cost of sensor components is a critical consideration
in the design of practical sensor networks. A cost of sensor network increases
with sensor battery power. It is often economically advantageous to discard a
sensor rather than sensor recharging. By this reason a battery power is usually a
scare component in wireless devices. On the other hand, sensor lifetime depends
on battery lifetime. High illegal electromagnetic emissions cause an exhaustion
of a sensor battery. It can also be a reason for noise and degradation of the
electromagnetic compatibility of the neighbor sensors. The goal of intrusions is
the sensors lifetime degradation. In contrast to common DoS attack, quality of
service under the considered attack is not necessary degraded.

The considered situation arises in the following cases. The attack affect can be
caused by external attack. The intrusion, exemplified by relaxed jamming attack,
is based on noise generating. If a sensor cannot adaptively change the power of
transmission then, the intrusion is equivalent to the well-known DoS (or DDoS)
attack on WSNs which is named as jamming. Jamming can disrupt wireless
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connections and can occur either unintentionally in the form of interference or
collisions. If a sensor can counteract against a noise by an increase in the power
of transmission then, the object of attack is the battery of a sensor. A jamming
attack is usually effective since no expensive hardware is needed in order to be
launched, it can be implemented by simply listening to the open medium and
broadcasting in the same frequency band as the network and if launched wisely,
it can lead to significant effects with small incurred cost for the intruder.

With regard to the system and impact of jamming attacks, they usually aim at
the physical layer and are realized by means of a high transmission power signal
that corrupts a communication link or an area. In the case of relaxed jamming
the generated noise does not disturb the signal transmission. But it stimulates
sensors to increase the power gain. All applications can get the required level of
service and do not feel the intrusion.

The second, exemplified by packets flooding, is based on spoofed traffic gen-
erating. Sensors have to spend energy for the spoofed packets transmission. To
make difficulties for the attack detection, an attacker can keep all legal traffic
and often retransmit legal packets only.

The third, exemplified by modifications of Hello flooding attack, is based on
illegal instructions to increase the signal power. In the Hello flooding attack,
sensors try to get an initiator of illegal Hello message, retransmit packets and
waste energy. In general, an intruder can send illegal instructions to sensors as
well as successful delivery notifications.

The energy exhausting attack is not limited by the relaxed jamming attack
or flooding attacks. For example, sybil or wormhole can get the same effect. In
same cases, the denial of sleeping attack can be organized by external way.

The next reason of the threat is an inner attack or malware. WSNs are prone
to the spread of self-replicating malicious codes known as malware. The malware
can be used to initiate different forms of attacks ranging from the less intrusive
eavesdropping of the sensed data to the more virulent disruption of node func-
tions such as relaying and establishing end-to-end routes, or even destroying the
integrity of the in transit sensed data, as in unauthorized access and session
hijacking attacks. Malware can deplete the energy reserves of the sensor nodes
and render them dysfunctional either deliberately or as a result of aggressive
media access actions in attempt to infect others.

The economic viability of the investments on the sensing infrastructure is
therefore contingent on the design of effective security countermeasures. The
energy exhausting effect can be generated by unintentional actions as well. It
can be failure of inner sensor protocols or inefficient function of network protocol.

2.2 Related Works

In previous works there have been several notions of energy exhausting attacks.
In [17] authors investigate reliability of transport protocols for WSNs. They
demonstrate that the method of end-to-end communications reliability support-
ing based on control packet injections and packets replication opens opportu-
nities for energy depletion attacks. It is concluded that it is impossible to fully
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protect a protocol against energy depleting attacks without authentication (using
cryptographic solutions). However, authors do not consider any tools to counter-
act against the intrusion. In [18], the battery depletion effect through reduction
of sleep cycles of is described. We mentioned it above.

In [19], [20] authors investigate malware attacks in wireless networks. They
represent the propagation of malware in a battery-constrained wireless network
by an epidemic model, provide technique to quantify the damage that the mal-
ware can inflict on the network, describe conditions for optimal attack policy.
However, specificity of WSANs is not properly used. Details of intrusion and
attack detection methods are not considered as well. It seems the provide results
cannot be used for WSNs protection against energy depleting attacks.

Thus, most of the existing work on security control of wireless sensor net-
works provide a general notion of energy exhausting attacks possibility. In par-
ticular cases the attack impact had been evaluated by simulation technique.
Comprehensive methods for performance analysis of energy exhausting attacks
and estimations of defense approaches efficiency have not been offered. Related
mathematical models have not been developed.

3 Attack Model

3.1 Assumptions and Designations

Assume, a firmware of sensors that supports sleeping mode. It is a widely used
approach on energy consumption optimization technique. A sensor can get the
following stages:

• Sleep stage - A sensor does not transmit any data and spends minute amount
of energy.

• Idle stage - A sensor works but it does not transmit any data.
• Transmit stage - A sensor transmits some data.

Assume, the sensor stay durations in the states are independent and exponen-
tially distributed. Because of these assumptions, the system can be modeled
with Markov chains. We could analyze the system in terms of continuous-time
Markov chain technique. It is sufficient, however, for our purposes in this paper
to use the simpler theory of discrete-time Markov chains.

Assume that the intensities of sensors activating are λsi and λst. This values
are defined by the MAC protocols for lifetime prolongation. Let the intensities
of the sensors deactivating and placing in the sleep mode be λis and λts.

Following some protocols, the sensor transmits data at the end of an active
period (directly before sleeping). In this cases, λis = 0. Other intensities are
defined by the target behavior, an offered load and the current capacity of a
sensor battery. Let us make designations for sensors energy consumption per a
time unit in the mentioned stages: Esleep;Eidle;Etransmit. The expected sensor
energy consumption is as follows.

E = PsleepEsleep + PidleEidle + PtransmitEtransmit (1)
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Fig. 1. The state diagram of sensor behavior

Here, Psleep;Pidle;Ptransmit are the steady-state occupancy probabilities for Sleep
states, Idle state, and Transmit state correspondingly. If the current capacity of
a sensor battery equals C then the sensor lifetime LT can be estimated as follows

LT = C/E

Let us remark that a sensor is under the attack in the Transmit state. There-
fore, we have to know probabilities of other states to evaluate counteracting
strategies against the attack.

3.2 Sensor Lifetime Estimation

From the state diagram above, we can derive a set of equations that can be solved
for steady-state occupancy probabilities. Application of equality (1) then yields
the estimation of sensor lifetime. By writing down the equilibrium equations for
the steady-state probabilities, we obtain

Psleep(λsi + λst) = Pidleλis + Ptransmitλts;

Pidle(λis + λit) = Psleepλsi + Ptransmitλti;

Ptransmit(λts + λti) = Psleepλst + Pidleλit.

The received equations are not independent. Using the normalization
condition,

Psleep + Pidle + Ptransmit = 1,

the system can be rewritten as,
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Psleep(λsi + λst + λis) + Ptransmit(λts − λis) = λis,

Psleep(λit − λst) + Ptransmit(λts + λti + λit) = λit.

Now we get the system of independent equations. It is convenient to rewrite
the equations as follows

a1Psleep + b1Ptransmit = λis;

a2Psleep + b2Ptransmit = λit;

where
a1 = λsi + λst + λis;

b1 = λts − λis;

a2 = λit − λst;

b2 = λts + λti + λit.

From these equations, we obtain

Ptransmit =
λisa2 − λita1
a2b1 − a1b2

,

Psleep =
λis − b1Ptransmit

a1
,

Pidle = 1− Ptransmit − Psleep.

Using the formulas for steady-state occupancy probabilities, we can calcu-
late a sensor lifetime LT . Note that the formula (1) represents the criterion for
comparison of different particular defense scenarios.

4 Counteracting Method

Generally, the defense method against the considered attack in wireless sensor
networks can be implemented by the following way,

• Step 1 - To detect the attack.
• Step 2 - To localize the attacked sensors.
• Step 3 - To place the attacked sensors in sleeping mode.

A sensor can be equipped with a firmware for sleeping mode activation depending
on the observed Bit Error Rate and battery capacity. From the above considera-
tion, it is clear that to effectively counteract intrusions, a protection mechanism
has to be activated in the attack stage and deactivated at the normal stage.
If the defense scheme is used in the normal stage then, the system functional-
ity degrades. Therefore, it is important to detect an intrusion presence. For the
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detection of the considered intrusion an algorithm for discord detection can be
used. Let us consider a random sequence of transmitted bits. Assume that the
probability of the error bit is constant. The probability of error in the normal
state differs from the probability of error under intrusions.

Thus, we have to detect a change point in a sequence of random variables dis-
tributed by Gauss CDF. Here, the change point is the star time of an attack. It
needs to minimize the difference between the change point and the alarm signal
generating moment. A change-point detection procedure based on cumulative
sums (CUSUM) can be used. It can be remarked that an attacked system can
work without significant losses during some time period. If a false alarm proba-
bility is given then, we can use the efficient algorithm for the detection of change
point with an admissible lag [21].

The detection procedure in the common case is as follows. Let us consider a
random sequence of consumed energy units. Assume that the probability of the
error bit is constant. The probability of error in the normal state differs from
the probability of error under intrusions. Thus, we have to detect a change point
t in a sequence of random variables {ei} distributed by using normal CDF. The
change point t is the star time of an attack (moment of discord).

Let A be a moment of time when a discord is detected (an alarm is generated).
It needs to minimize the difference A−t. If A < t then, a false alarm is generated.
This implies that the defense mechanism is used during a normal stage. It needs
to avoid this situation. An efficient point-of-change detection method seldom
generates false alarms. A conventional change-point detection procedure based
on cumulative sums (CUSUM) makes an alarm at that time

A = arg inf
i
{i ≤ 1;Si = max(0, Si−1 +Δi) > h},

S0 = 0.

Here, h is a threshold value. Optimal threshold calculation is a nontrivial
problem. It can be defined by simulation. Δi is a function of {ei}. Generally, it
is a logarithm of likelihood ratio.

Taking into account the results above, let us compare sensor survivability for
two defense scenarios. Let λst = λis = λti = 0. It means a sensor transmits data
at the end of an active slot of duty cycle. After transmission session, sensor gets
the sleep mode. A sensor does not transmit any data directly after awakening.
Assume, λit = 1. Let λsi and λts be controlled parameters. In this case the
formulas above are simplified.

Remark, Esleep << Eidle << Etransmit under DoB intrusions. If we reduce
λsi or λts then sensors lifetime is increased. Let us consider two scenario. In the
first, both x and y parameters are smoothly sequentially reduced, step by step.
In the second, λts is quickly reduced. It means a sensor increases sleeping time
and packets gathering happen. So, sometimes the parameter λsi gets stepwise
changes and increases the value. The second strategy seems preferable. But as it
was shown on the Figure 2 both strategies can be applied. A scenario advantage
depends on the concrete situation.
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Fig. 2. The state diagram of sensor behavior

Let us consider the effect of attack. We use the assumptions above and let
λit = λsi = λts = λ in the normal case, where λ is a constant. Let λit = A
under the attack and for the constant A it is true the inequality A >> λ. The
degradation of network lifetime under attack can be estimated by the ration of
transmission state probabilities, which are calculated in normal case and in the
case of intrusion. It need to take into account that an attacked sensor spends
additional energy in the transmission stage. Assume, the intensity of energy con-
sumption is proportional to the attack intensity. The results of network lifetime
degradation (fraction) is shown in the second column of Table 1.

Table 1.

ratio A/λ LF degradation sleep mode increasing

2 0.42 1.5

5 0.15 2.14

10 0.07 2.5

50 0.01 2.89

100 0.007 2.94

200 0.003 2.97

500 0.001 2.98
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If the intrusion is detected and sensor gets sleeping mode then the attack
effect is reduced. Assume, if defense mechanism is activated then λts = A. It is
clear that here

Pidle = Ptransmit << Psleep.

In this situation the attack is prevented, however sleeping time has to be
increased and the sensor duty cycle has to be revised. The third column of Table
1 shows the sleeping mode increasing (times).

Thus, the energy exhausting attack can be efficiently prevented by the pro-
posed approach.

5 Conclusion

In this paper we investigated a survivability of WSNs nodes under the at-
tack named Denial of Battery. A corresponding mathematical models based on
stochastic processes have been developed. The considered intrusion can be clas-
sified as a novel type of attack in wireless sensor networks. In contrast to the
previously considered attacks, the object of a novel potential attack is sensors
batteries. Preferable counteracting technologies can be implementation of mul-
tilevel independent power control and also, effective monitoring based on the
methods of discord detection.
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Abstract. The objective of the CEREALAB database is to help the breeders in
choosing molecular markers associated to the most important traits. Phenotypic
and genotypic data obtained from the integration of open source databases with
the data obtained by the CEREALAB project are made available to the users.
The CEREALAB database has been and is currently extensively used within the
frame of the CEREALAB project.

This paper presents the main achievements and the ongoing research to an-
notate the CEREALAB database and to publish it in the Linking Open Data
network, in order to facilitate breeders and geneticists in searching and exploit-
ing linked agricultural resources. One of the main focus of this paper is to dis-
cuss the use of the AGROVOC Linked Dataset both to annotate the CEREALAB
schema and to discover schema-level mappings among the CEREALAB Dataset
and other resources of the Linking Open Data network, such as NALT, the Na-
tional Agricultural Library Thesaurus, and DBpedia.

1 Introduction

The CEREALAB database [15] is a tool realized to help the breeders in choosing
molecular markers associated to the most important economically phenotypic traits. The
CEREALAB database can help breeders and geneticists to unravel the genetics of eco-
nomically important phenotypic traits, to identify and to choose molecular markers as-
sociated to key traits, and finally to choose the desired parentals for breeding programs.
The CEREALAB database development was one of the objectives of the CEREALAB
projects and of the BIOGEST-SITEIA laboratory1 funded by Emilia-Romagna regional
government (Italy), aiming to increase the competitiveness of Regional seed companies
through the use of modern selection technologies such as the Marker-Assisted Selection
(MAS).

The key feature of the CEREALAB database is that phenotypic and genotypic data
are obtained from the integration of open source databases with the data obtained by
the CEREALAB project. Data integration is obtained by using the MOMIS2 system
(Mediator envirOnment for Multiple Information Sources), a framework to perform in-
tegration of structured and semi-structured data sources [2,4]. MOMIS is characterized

1 www.biogest-siteia.unimore.it
2 http://www.dbgroup.unimore.it/Momis/

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 194–203, 2013.
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by a classical wrapper/mediator architecture: the local data sources contain the real data,
while a Global Schema (GS) provides a reconciled, integrated, read-only view of the
underlying sources. The GS and the mappings between the GS and the local sources
are semi-automatically defined at design time by the Integration Designer component
of the system [2]. After GS creation end-users can pose queries over the GS in a trans-
parent way w.r.t. the local sources. An open source version of the MOMIS system is
delivered and maintained by the academic spin-off DataRiver3.

The Linked Open Data (LOD) project is a community effort (founded by the W3C
Semantic Web Education and Outreach (SWEO) group4) which aims to extend the
Web with data by publishing various open data sets as RDF on the Web and by set-
ting RDF links between data items from different data sources[7]. Nowadays, LOD in-
cludes more than 300 data sets from different domains of knowledge: among them, we
recall general domain data sets like Wikipedia5 and WordNet6, and agriculture data sets
like AGROVOC7 and NALT8. The great majority of agricultural resources is typically
accessed only by closed communities and even when they are make available on the
Web, they look more as a sets of disconnected information units than as an integrated
information space [16].

As a consequence, this paper presents the main achievements and the ongoing re-
search to annotate the CEREALAB database and to discover semantic mappings be-
tween it and other LOD datasets in the network, in order to facilitate breeders and
geneticists in searching and exploiting linked agricultural resources. To this aim, we
propose the following process consists of three main steps:

RDF-ization for converting the data into RDF.
To publish and annotate CEREALAB in the LOD network, first of all, we need to
translate the relational CEREALAB database into an RDF database (this process is
called RDF-ization [17]).

Semantic Enrichment for understanding the semantics of source schemata.
Even if the LOD community is constantly growing, there is still a few applications
making use of its data sets. This is mainly due to the fact that links between LOD
data sets are almost exclusively on the instance level, while schema level informa-
tion is almost ignored [11]. To efficiently use LOD data sets, consumers need to
deeply understand the semantics of source schemata; moreover, the hidden mean-
ings associated to schema elements can be exploited in order to discover semantic
mappings and thus to perform integration of different LOD data sets [18].

Linking and mapping for discovering instance level-links and semantic mapping be-
tween the public data sets and other LOD resources;
After having published the data set to the LOD, we need to link the data set to other
LOD resorces; creating links and mappings between the published resources is a

3 http://www.datariver.it
4 http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/
LinkingOpenData

5 http://it.wikipedia.org/
6 http://wordnet.princeton.edu/
7 http://aims.fao.org/standards/agrovoc/about
8 http://agclass.nal.usda.gov/

http://www.datariver.it
http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://it.wikipedia.org/
http://wordnet.princeton.edu/
http://aims.fao.org/standards/agrovoc/about
http://agclass.nal.usda.gov/


196 D. Beneventano, S. Bergamaschi, and S. Sorrentino

key part of the Linked Open Data paradigm. We can identify two kinds of connec-
tion: Instance-Level links which are established between LOD data set instances
and Schema-level mappings which are established between schema concepts. In
the LOD cloud, instance-Level links represent the great majority of links; on the
contrary, schema-level mappings are almost absent in the LOD cloud even if, as
previously described, they represents a fundamental means to integrate different
LOD resources. Integrating LOD data sets from different organizations can yield
high value information [9]; in particular, schema-level integration of LOD data sets
is an issue which has been pointed out in [7] as a core challenge.

In this paper we focus on the Semantic Enrichment and mapping phases: to describe the
semantics at the schema level, we use semantic annotation, i.e. the explicit association
of one or more meanings to schema element labels (classes and attributes names) with
respect to reference knowledge sources. Then, we will show how semantic annotation is
a key tool in the context of LOD integrations since starting from semantic annotations
it is possible to discover schema-level mappings, i.e. semantic correspondences at the
schema-level.

One of the main focus of this paper is to discuss the use of AGROVOC Linked
Dataset either to annotate the CEREALAB schema and to discover schema-level map-
pings among the CEREALAB Dataset and other resorces of the Linking Open Data
network. The choice to use AGROVOC is motivated in section 2, after a brief synthesis
on the state-of-the-art. In particular, AGROVOC will be first used in the Semantic En-
richment step: in Section 3 we will discuss how to annotate the CEREALAB schema
with respect to AGROVOC. Then in Section 4, we will show how AGROVOC is used
as background knowledge to discover schema-level mappings among the CEREALAB
Dataset and other LOD resources. Finally in Section 5, we give our concluding remarks
and describe future work.

2 State of the Art and Motivations

Biological ontologies are essential tools for accessing and analyzing the rapidly grow-
ing pool of plant genomic and phenomic data, since they offer a flexible framework for
comparative plant biology, based on common botanical understanding [21]; in partic-
ular, the authors highlighted that as genomic and phenomic data become available for
more species, that the annotation of data with ontology terms will become less cen-
tralized, while at the same time, the need for cross-species queries will become more
common, causing more researchers in plant science to turn to ontologies.

As stated in [21], one of the most relevant ontologies for the plant sciences (excluding
specialized ontologies used by crop breeders and agronomists) is the Plant Ontology9,
which covers gross plant anatomy and morphology at the level of the cell and higher, as
well as plant development stages. In [10] a retrieval engine which exploits the content
and structure of available domain ontologies to expand and enrich retrieval results in
major plant genomic databases is proposed. A more sophisticated semantic application

9 http://www.plantontology.org/

http://www.plantontology.org/
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is Semantic J-SON [12] which can be used for biological applications including genome
design, sequence processing, inference over phenotype databases, and full-text search
indexing.

In the context of the Linked Open Data effort, the main agriculture data set is
AGROVOC10, a multilingual agricultural thesaurus developed by the United Nations
Food and Agricultural Organization and mainly used for controlled-vocabulary index-
ing and retrieving data in agricultural information systems; it was developed with the
aim of standardizing the indexing process of agricultural resources. In particular,
AGROVOC includes the AGRIS network11, an information system for indexing and
retrieval, based on a global public domain Database with 4190822 structured bibli-
ographical records on agricultural science and technology. AGROVOC is published as
Linked Open Data, containing links and references to many other Linked Datasets in the
LOD cloud, including EUROVOC12, a multilingual, multidisciplinary thesaurus cover-
ing the activities of the EU, NALT13, the National Agricultural Librarys Agricultural
Thesaurus, and DBpedia14.

As stated in [13], AGROVOC defines the stage for organizations around the world
to start publishing their agriculture knowledge models by linking them to AGROVOC,
as well as utilizing AGROVOC for resource management.

Starting from this consideration, one of the main focus of this paper is to discuss the
use of AGROVOC in the process of publishing and linking the CEREALAB database
to the LOD cloud. Another important reason behind the choice of using AGROVOC
as semantic resource for the CEREALAB database is that it covers the great majority
of the CERELAB names (indicatively a 80%) while Plant Ontology, another relevant
resource, only contains the 60% of the names.

Among the other tools for agricultural data management where AGROVOC is be-
ing used, one of the most significant is VocBench15; developed by FAO and its partners,
VocBench provides tools and functionalities that facilitate both collaborative editing and
multilingual terminology. the system architecture and significant set of features avail-
able in the VocBench are discussed in [19]; in particular, it facilitates as a collaborative
tool allowing experts to manage multilingual terminology and semantic concept; more-
over, it provides a workflow for the maintenance, validation, and consistency checks.
In our framework, we use AGROVOC mainly to to automatically discover mappings
between CEREALAB and other Liked Open Datasets.

3 Semantic Annotation of the CEREALAB Database

A preliminary idea to annotate the CEREALAB schema with respect to a reference
knowledge source was presented in [1]. As described above, we decided to exploit
AGROVOC as semantic resource for annotating the CEREALAB database. AGROVOC

10 http://aims.fao.org/website/AGROVOC-Thesaurus/sub
11 http://agris.fao.org/
12 http://eurovoc.europa.eu/
13 http://agclass.nal.usda.gov/
14 http://dbpedia.org
15 http://aims.fao.org/tools/vocbench-2

http://aims.fao.org/website/AGROVOC-Thesaurus/sub
http://agris.fao.org/
http://eurovoc.europa.eu/
http://agclass.nal.usda.gov/
http://dbpedia.org
http://aims.fao.org/tools/vocbench-2
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is a thesaurus made up of agricultural terms consisting of one or more words. Each
term is related to other terms via a set of relationships including BT (broader term), NT
(narrower term) and RT (related term).

Figure 1 shows an excerpt of the AGROVOC semantic network, for instance, for the
term “Lodging” we can easily derive that it is a kind of “plant damage” (as they are
connected by a BT relationship) and that it is related to other terms such as “Lodging
resistance”, “Rain” etc. Moreover, AGROVOC provides term definitions in different
languages (e.g., . This property is particularly relevant as, starting from the annotations,
we can automatically enrich the CEREALAB schema with the natural language de-
scriptions of its elements thus helping even not skilled users to understand the meaning
of specific agricultural terms.

Fig. 1. An excerpt of the AGROVOC semantic network for the term “Lodging”

However, CEREALAB contains several names that are not specific of the agricul-
tural domain and thus they are not present in AGROVOC (e.g. “index” and “ratio”). For
these terms, we decided to employ in association with AGROVOC the WordNet gen-
eral domain thesaurus. Since WordNet terms may have more than one possible meaning
(e.g., the term “index” may mean a numerical scale or the finger next to the thumb), a
Word Sense Disambiguation (WSD) algorithm is needed; we decided to use our CWSD
(Combined Word Sense Disambiguation) algorithm [6]; however, other WSD algo-
rithms might be applied.

The main problem we encountered in the application of WSD algorithms to our con-
text was the presence in CEREALAB of several compound nouns (i.e., nouns composed
by more than one term, e.g., “Septoria Tritici”). To annotate these terms we employed
the normalization tool described in [20] which allows to annotate compound names by
considering the meaning of its constituent terms. Moreover, it provides additional func-
tionalities to semi-automatically expand abbreviations and acronyms. Starting from the
semantic annotations, it is possible to automatically discover semantic mappings among
schema elements.
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Fig. 2. Schema mapping discovery between CEREALAB and DBPedia by using AGROVOC as
background knowledge

4 Schema Mapping Discovery between CEREALAB and Linked
Open Datasets

In this section, we describe how it is possible to discover semantic mappings among
CEREALAB and other LOD resources starting from the previous obtained semantic
annotations.

As described above, AGROVOC is published as Linked Open Data, containing links
and references to many other Linked Datasets in the LOD cloud. Among them there
is the general scope resources DBpedia16 (with 1099 matches to AGROVOC) and the
specific agricultural domain resource NALT (National Agricultural Librarys Agricul-
tural Thesaurus). As discussed in [8], the mappings between AGROVOC and the other
LOD resources are expressed by using SKOS (Simple Knowledge Organization sys-
tem)17 a language built upon RDF designed to represent thesauri and taxonomies. In
particular, two kind of mappings are considered: skos:exactMatch defined between an
AGROVOC terms and the terms of another specific agricultural LOD resource (e.g.,
NALT): these mappings were found by applying string similarity matching algorithms
to pairs of labels; then, some of these candidate mappings were validated by domain ex-
perts; skos:closeMatch defined between AGROVOC terms and the terms of a general
domain LOD resource (e.g., DBPedia).

16 http://dbpedia.org
17 http://www.w3.org/2004/02/skos/

http://dbpedia.org
http://www.w3.org/2004/02/skos/
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The objective when linking AGROVOC to other resources was to provide only main
anchors, privileging accuracy over recall. This is why they (mostly) rejected skos:close
Match and relied exclusively on skos:exactMatch, found by means of string-similarity
techniques as opposed to more sophisticated context-based approaches. Also, the One
Sense per Domain assumption specifies that ”the more specialized a domain is, the less
is the influence of word sense ambiguity”, supports our claim that (in our case) similar
strings correspond to equivalent meanings. The use of more sophisticated approaches
might have contributed to filtering out potential results more than widening their num-
ber (thus incrementing precision over recall), however this potential loss of precision
was well compensated by the manual validation of candidate links by a domain expert.

We can use AGROVOC as “background knowledge” in order to automatically dis-
cover mappings between CEREALAB and other Liked Open Datasets. Let us consider,
the example shown in figure 2: given the CEREALAB term “Awn” annotated with the
AGROVOC concept “Awns” and the DBPedia term “Leaves” linked to the AGROVOC
concept “Leaves”, as “Awns” is a narrower term of “LeavesAwns” in AGROVOC (i.e.,
they are connected by a chain of NT relationships), we can automatically derive and
NT/BT relationship between the AGROVOC term “Awn” and the DBPedia term
“Leaves”.

In the same way, we can address the problem of mapping discovery in case of com-
pound nouns. Let us consider the example shown in Figure 3 where we have annotated
the compound noun “Frost Damage” with respect to AGROVOC. However, this com-
pound noun is not present in DBPedia but there exist only its constituent terms “Frost”
and “Damage”. By exploiting the correspondences between DBPedia and AGROVOC
we can discover that the CEREALAB “Frost damage” term is connected to DBPedia
by an RT relationship to “Frost” and an NT/BT relationship to “Damage”.

The same mapping disocvery process can be applied to all the other LOD resources
aligned with AGROVOC. Figure 4 shows an example where we discover mappings
between CEREALAB and DBPedia and CEREALAB and NALT, starting from the
annotation of the CEREALAB term “Awn” and by exploiting the semantic network
of AGROVOC together with the LOD mappings.

In the above examples the alignement are based on SKOS relationship (NT/BT);
however, it is possible to discover other types of alignments like equivalence (the se-
mantic driven mapping discovery process is described in [6,5]).

5 Conclusion and Future Work

This paper presented the main achievements and the ongoing research to publish and
link CEREALAB to the LOD cloud in order to facilitate breeders and geneticists in
searching and exploiting linked agricultural resources.

One of the main directions for our future research will be the extension of the CE-
REALAB LOD with provenance, which is crucial in enriching the context surrounding
open data and can be used in the process of trustworthiness and quality assessment. The
Data Provenance in the Web of Data is a new technique which enabled the publishers
and consumers of Linked Data to assess the quality and trustworthiness of the data [14].
In [3], we discussed the ongoing effort on the design and development of a Provenance
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Management component for the MOMIS System and its application to the domain of
genotypic and phenotypic cereal-data management within the CEREALAB project.

Another future work will be the use of annotation (and provenance) to enrich the
GUI functionalities of the CEREALAB system; in particular, the use of semantic anno-
tation techniques might help users in querying CEREALAB through the GUI: we can
associate each GUI label with a description about its meaning and with is-a relation-
ships with other terms, thus helping also less skilled users to understand the meaning of
the specific agricultural terms used in the CEREALAB database.

From an implementation point of view, to perform semantic annotation and semantic
driven mapping discovery, we will use the open-source MOMIS data integration sys-
tem; the MOMIS tool functionalities that currently support such possibilities for seman-
tic enrichment and semantic driven mapping discovery are described in [6,5]; however,
MOMIS will need to be reviewed and adapted in order to deal with LOD resources. In
this way the proposed approach could be properly evaluated; in particular we will evalu-
ate whether is it possible to annotate all the entries of CEREALAB, what are the entries
which put difficulties and how the performances of the proposed approach depend on
the quality of the used sources.
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Abstract. The work presented in this paper is a part of Observox, a community 
environmental information system for the monitoring of agricultural practices 
and their pressure on water resources in the Vesle basin, Champagne-Ardenne, 
France. The construction of Observox is the result of several research projects, 
and it is based on a methodology involving the actors concerned by the issue of 
water quality. Furthermore such a system requires the use of information pro-
vided by multiple sources which are usually imperfect. To provide the most 
honest indicators to the system’s users, we integrate the notion of information 
quality by a degree of confidence. Thus we present the use of two main frame-
works for imperfect knowledge management in the environmental information 
system, the fuzzy logic for propagating imprecision and belief functions for 
merging classifications.  

Keywords: Belief function, fuzzy sets, agronomy, imperfect data, data merging. 

1 Introduction 

The urban community of Reims is located on the watershed of the Vesle, a territory 
with a high agricultural and viticultural activity. It is supplied with drinking water by 
three major water catchment areas (Couraux, Fléchambault and Auménancourt / 15 
million m3 per year). Since 1989, traces of phytosanitary molecules are detected in 
the water drawn from water catchment area of Couraux. This situation has for conse-
quence a pressure on the water and thus has an impact on its quality. To better man-
age this risk, it was necessary to establish a community environmental information 
system for the monitoring of agricultural practices and their impact on water re-
sources at the watershed of the Vesle.     

Community environmental information systems for the monitoring of agricultural 
practices were developed in the last years in order to assess and solve some problems 
encountered in agricultural territories, with the help of the actors involved in these prob-
lems. Observox is based on a methodological approach inspired by several research 
works, and aims to engage, participate and mobilize different actors in the studied area 



 Management of Multiple and Imperfect Sources       205 

 

(farmers, growers, technicians, water manager, citizens, politicians) around the protec-
tion and quality of water resources based on the expectations and needs. 

Observox has the objective of informing territory’s stakeholders concerned on the 
development of agricultural practices by providing a sustainable archiving of informa-
tion and helping them in their efforts to improve their practices (choice of molecules, 
grassing ...). It aims to organize and deploy information on phytosanitary practices, 
the nature of the products and their link with changes in cropping systems.  

In the absence of exhaustive knowledge on agricultural practices in the territory, 
Observox uses multiple sources of information, heterogeneous and subject to imper-
fection. The implementation of such systems therefore requires addressing the quality 
of information, in order to provide indicators as fair as possible to users. We have to 
manage information about uncertainty during the whole chain of treatments, from the 
first stage of data acquirement to their computation and visualization. To achieve 
these objectives, the mathematical theories of uncertainty [2] [4] provide a theoretical 
framework that allows to process and reason about imperfect information.  

In this article, we focus in section 2 on the implementation methodology we have 
developed for the establishment of Observox. In section 3, we introduce the notion of 
imperfection and describe different sources of information used in the Community 
environmental information system. In section 4, we focus on the management of un-
certain and imprecise information in a multi-sources environment using fuzzy sets and 
belief functions. This approach is illustrated by case studies under simulated agro-
nomic data. 

2 Conception Methodology of Observox  

The methodology used for the co-construction of Observox comes from several re-
search projects [13]. The works of [8] showed that it was difficult to follow this gen-
eral methodology because of the reality of the ground and the specificity of every 
couple stake-territory. Furthermore, every stage of the methodology can be inter-
preted by different manners according to contexts.  

 

Fig. 1. Spiral of Implementation of Observox 
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Taking into account the specific features of the project (human and financial cha-
racteristic) and the results of these projects, we have developed a suitable method 
based on previous work: the Spiral of implementation of Observox.  Thus we focused 
on ways to ensure the mobilization of actors involved in the issue of water quality. 

1. Group Diagnosis: To meet the needs of the territory and to be used by the actors 
concerned by the stake, a community must be co-constructed with them. For that 
purpose every spiral producing a version more succeeded in the device, must start 
with an analysis phase including a group diagnosis. 

2. Formalization phase aims to put on paper the different ways of constructing the 
Observatory, including the drafting of two specifications:  The website that de-
fines all the elements allowing to create a functional device in line with require-
ment and exceptions of the actors; It specifies, through various descriptive fields, 
all indicators and dashboard that will be developed and viewed on the website. The 
collective elaboration made upstream of writing this specification, is a lever that al-
lows mobilizing actors because it allows implying them in the conception of indi-
cators adapted to their needs and integrates their idea of development. 

3. Realization: In this phase begins data capitalization and legal tasks that relay on 
them.  

4. Evaluation phase: This last phase of the conception of the spiral of OBSERVOX 
aims to face up what was produced to the reality on the ground and determine what 
elements to be revised, eliminated or to be added. It precedes a second phase of di-
agnostic group, starting a new turn of the conception spiral.   

3 Multi-source and Imperfection 

In order to understand the agricultural practices in the absence of shared and exhaus-
tive knowledge, the project requires the exploitation of information resulting from 
multiple and varied sources. Moreover the information on the agricultural practices 
has the peculiarity to be multi-scale. They are collected at various levels of scales 
both for the spatial aspect and for the temporal aspect. Furthermore multi-varied 
knowledge can be of different natures: qualitative and quantitative, spatial and tem-
poral. The context is further complicated by the fact information is partial, evolutio-
nary and subject to imperfection. Imperfection can be due to imprecision, uncertainty, 
ambiguity, lack... Imprecision concerns the difficulty in formally and precisely ex-
pressing a state of reality. Uncertainty refers to the quality of the information; it ex-
presses a doubt on the validity of knowledge and describes a partial knowledge of the 
reality. The incompleteness describes the lack of information or missing information 
provided by an information source. The ambiguity involves two or several interpreta-
tions for the same information which can be in conflict. A study of the information 
sources in the context of Observox helps to identify a number of such imperfections. 
We will now describe some of those we can use in France. 
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3.1 Graphic Parcel Register 

The Graphic Parcels Register (RPG) serves us to acquire a basis of the truth on the 
studied ground. For needs and to discriminate between the various cultures of  
the territory, it was chosen to concentrate at first on five cultures: the wheat, the colza, 
the Lucerne, the potato and the sugar beet. These cultures are the most important in 
terms of surface of exploitation and in applied phytosanitary treatments. RPG’s no-
menclature used as actual knowledge on the studied territory, during the classification 
of satellite images suffers from indistinctness and from ambiguity. For example 
Wheat and Colza have separate and well informed classes that can be used to create a 
learning base. However this is not the case of three other cultures of interest within 
Observox area. In order to fill this imperfection, further studied were carried out in 
the territory and with farmers. 

3.2 The Survey of Viticultural Practices on the Experimental Area 

These surveys are conducted within the framework of the building of a recovery basin 
for water run-off in the studied territory; we interviewed the manager of each vi-
neyard. This information sources allow us to describe the viticultural practices on this 
territory and to know the technical routes for the dimension of soil management and 
plant protection via the results of field survey and the database on the phytosanitary 
practices of the cooperative of Nogent-l’Abbesse/Cernay-les-Reims.  

However some types of imperfection were identified as uncertain and imprecise 
due for example to declarative bias, expressed by the gap between what the farmer 
really makes and what he states. Similarly, sprayer type, model, and types of nozzles 
used, are factors that can influence the quality of the spray and therefore the amount 
of product or active substance actually applied. On the other hand, the estimation of 
the really treated surface is source of imprecision and uncertainty depending on the 
potential vegetation between rows of vineyard.  

3.3 « Pratiques Culturales » (PK) Survey 

Conducted every 5 years by the Department of Statistics and Forecasting of the Min-
istry of Agriculture, these surveys provide information about the quantities of phyto-
pharmaceutical products applied on a sample of more than 20000 plots surveyed. 
They provide precise information on agricultural practices, crop management, and the 
use of phytosanitary products on a large sample of agricultural parcels for the most 
present cultures on the national territory. They concern the main crops of the French 
territory, namely: industrial beet, durum wheat, common wheat, colza, corn grain 
(bead), corn feed, barley, protéagineux pea, potato, sunflower and, since 2006, the 
vineyard. Due to a sampling chosen for a representation at national scale, the number 
of plots surveyed across the Vesle watershed is very small. The use of this source of 
information is almost managed with a great margin of uncertainty.  

We can also note the absence of this survey on certain crops occupying a large area 
of the watershed as Lucerne. Other crops such as potato sunflower and corn are  
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surveyed, but they are not sampled on the territory. In that case, we are facing uncer-
tainty due to lack of information. 

3.4 E-phy (Phy2X) Database 

This is the catalog of all authorized plant protection products and their use in the 
French market. It associates to each commercial product its approved dose. This in-
formation source is used in our context to calculate or estimate indicator as TFI 
(treatment frequency index). But they are some mistakes and update is not frequent. 
Naturally, these errors induce a greater risk of providing wrong information if we do 
not manage a reliable index expressed with its imperfection. 

4 Management of Imperfection  

In order to build more accurate decisions such systems need to handle the quality of 
the information and especially to pay attention to the consideration of imperfect 
knowledge upon acquisition and during use. Geographical data must take into consid-
eration the quality of the stored information and its analyses [7]. The study of the data 
quality is essential in order to obtain results we can trust. As says Goodchild[12] 
“Quality could be viewed as a measure of the difference between the data and the 
reality they represent, and becomes poorer as the data and the corresponding reality 
diverge”. Therefore, the poorer the quality of data, the less they tell us about reality.  

Handling imperfect data often leads to data quality issues i.e. the management of 
data imprecision, ambiguity, incompleteness and/or uncertainty. Modeling data im-
perfection in the information system allows to reduce decision uncertainty and also 
improves the data quality.  

Taking into account data quality should cover the different process related to the 
acquisition, management, diffusion and use of information [7]. For this purpose, ma-
thematical theories of uncertainty provide a theoretical framework for reasoning about 
processes and imperfect information. Two of them will be presented in this part.  

4.1 Fuzzy Sets + Case Study 

Observox exploits data coming from heterogeneous sources; the construction of a 
unique set of entities implies the combination of information coming from all sources. 
The built entities induce some imprecision in the definition of spatial features and 
quantitative attribute [1]. Fuzzy sets introduced by Zadeh in [2], can be considered as 
a natural tool to manage uncertainty [9], [10], [11]. 

According to this, agronomical entities could be modeled as fuzzy geographical 
entities. Those entities have a label, a fuzzy spatial shape and a set of fuzzy quantities 
(each quantity corresponds to a specific attribute such as population or a specific 
chemical). The definition of a geographical entity may be defined as follows.  

Let Ω be the set of studied geographical entities { ,…, }. Let be Ϙ the set of 
monitoring quantitative information ( ,…, ) if one supervises m different  
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information ( ,…, ) as for instance m different molecules or products . Let us de-
fine a fuzzy geographical entity  in Ω as an object described by: 

• A label or concept  member of an ontology. 
• A fuzzy set  describing its spatial representation. The membership function 

 of  is defined on . 
• A fuzzy quantity  for each quantity (of ) in Ϙ. The member-ship func-

tion   of   is defined on . 
 

 

Fig. 2. Example of a fuzzy agronomical entity  

The imprecision, conceptualized using a classical fuzzy number for quantities and 
by fuzzy area for spatial feature, is propagated in the consideration of a fuzzy quanti-
ties at a specific location. Let consider x a location, we consider that the confidence in 

 should be put into perspective with the membership degree ,  in order 
to define ,  with its membership function ,  as: , ,                                        (1) 

with q in  and  an aggregation function usually a t-norm such as the multiplica-
tion or the minimum. 

As our goal is to consider all the quantities of a specific product at each location of 
the space, an aggregation operator is now needed for obtaining the combined informa-
tion. Then, we use the Zadeh’s extension principle that allows to extend usual opera-
tion in the fuzzy set context such as the sum in our context (due to the additive aspect 
of product diffusion).  

Thus, if we deal with an additive information , using this hypothesis and Zadeh’s 
extension principle, we define ,  the overall quantity at the position x by follow-
ing the equation (2) for the definition of its membership function ,  . , ,    , , , ,          (2) 

In order to view the usability of the previous approaches, we will work on simulated 
data. The study will be carried out on three plots of land: the first one  is a lucerne 
field; the second one  and the third one  produce maize. At the position  the 
membership degrees are: 0.3, 0.3, 0.1. 
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The study will be done for Bentazone, a molecule presented in chemical products. 
This corresponds to a major issue in water quality impact. The three plots are treated 
each year as follows. For the maize and lucerne fields, farmers use Basagran (a com-
mercial chemical product) which has Bentazone content of 87%. In P1, they use ap-
proximately 1.3kg/ha of Basagran, i.e. a quantity estimated between 1.2 to 1.4 kg/ha 
and thus a triangular number (1.2,1.3,1.4). In P2, the farmers spread approximately 
0.7 kg/ha of Basagran (between 0.6 to 0.8 kg/ha). In P3, they use roughly 0.6 kg/ha of 
Basagran (between 0.5 to 0.7 kg/ha).  

Therefore, the quantities of Bentazone, expressed in kg/ha, could be represented by 
the following triangular fuzzy numbers: = (1.0,1.1,1.2), = 
(0.5,0.6,0.7), and  = (0.4,0.5,0.6). They correspond to 87% of the Basagran 
quantities. 

Using the Zadeh t-norm we produce three intermediary fuzzy sets , , , , , . Then we use them to compute the fuzzy 
quantity defined by ,  presented in (figure 3).  

 

Fig. 3. The membership function ,  of the fuzzy Bentazone quantity at x 

All those results have to be stored in the information system with their genealogy. 

4.2 Belief Function + Case Study 

Now we focus on the exploitation of distinct ways to access to uncertain information 
in a multi-sources environment. For this purpose, we have chosen to work within the 
framework of the theory of belief functions. In terms of information fusion, this for-
malism provides tools, which allow us to combine information from diverse sources, 
manage conflict between different knowledge, and to weight information sources 
according to their reliability, and so to help in the decision making. Our goal is to use 
these tools for the management of imperfect data and establishing the reliability of the 
system.  

In this section, we briefly review the main concepts underlying the theory of belief 
functions. The Belief function theory, introduced by Dempster [5] and formalized by 
Shafer [4], provides a framework for processing uncertain and imprecise data. An 
illustrative case study is given to represent the processes of classifiers fusion using the 
Dempster-Shafer theory, and shows the effectiveness of the proposed method.  
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Representing Evidence 
Let be Ω a finite set of mutually exclusive hypotheses denoted by { , , . . , }, 
called the frame of discernment. In terms of land cover identification, Ω is the set of 
hypotheses about pixel class. The set of all subsets of Ω is denoted by 2Ω. The mass 
function, called basic belief assignment (bba), is defined by the mapping of each sub-
set of the space of discernment Ω onto [0,1], such that: 1                                                       3  

Subsets of Ω such that 0 are called focal elements of m. The Dempster-
Shafer theory provides a representation of both imprecision and uncertainty through 
the definition of two functions: plausibility (Pl) and belief (Bel). The belief and the 
plausibility function, derived from m, are respectively defined from 2Ω to [0,1]. The 
belief function gives the amount of evidence which implies the observation of A: ∑ , . 

The plausibility function can be seen as the upper bound on the degree of support 
that should be assigned to A: ∑ . 

Thus, uncertainty about A is represented by the value of the 
val , , which is called the belief interval and the length of this interval 
gives a measurement of the imprecision about the uncertainty value.  

Evidence Combination 
Given two mass functions, Dempster-Shafer theory provides a combination rule for 
combining them, which is defined in its normalized form, as follow:  ∑                              (4) 

where ∑  is the inconsistence of the combination. 
The obtained mass is the combination of the mass function of each different 

source. The denominator in Dempster’s rule is a normalization factor. K represents 
the mass which would be assigned to the empty set after combination and K is inter-
preted as a measure of conflict between the different sources. Conflict can occur if the 
sources are not reliable or if they give information about different phenomena. When 
K is equal to 1, the sources are in total conflict and cannot be combined. When K is 
equal to 0, the sources are in complete agreement. 

  
Decision Making 
Having computed the mass, belief and plausibility value for each simple and com-
pound hypothesis, Dempster-Shafer theory provides decision rules, in order to decide 
which hypothesis is the more relevant depending on context.  

The maximum of the plausibility (5)/credibility (6), a rather optimistic/pessimistic 
rule, selects between all the singletons, the one having the maximum of plausibili-
ty/credibility : 
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 ,| |                                       (5)  ,| |                                   (6) 

The maximum of pignistic probability [3], is generally considered as a compromise 
between the maximum of plausibility and the maximum of credibility. It is based on 
an equitable distribution of belief masses from non-singleton elements to singletons. 
It is given for all  2Ω by : 
 | | 1,                                        7  

And                Ω 8  

  
Case Study: Application to Multisource Classification 
The purpose of using the theory of belief functions in the structure of our information 
system is the management of multi-sources taking their quality into consideration. In 
fact, we want that the system provides information about the type of grown crop with 
its associated confidence and reliability for each location of the territory. The belief 
mass associated to the type of culture (using the pignistic probability for example) 
gives us information about the quality of the system response.  

We consider the context of a simulated but realistic example for which we have re-
sults of credibilistic classifications in the scale of the pixel, from a processing satellite 
images S1 and a classification provided by an expert in a part of the study area ac-
cording to the list of culture. Information on the type of crops is taken from the 
“Graphic Parcel Register”. We thus try to identify the type of culture in this location. 
The belief masses (  and  respectively) provided by these classifiers are shown 
in Table 1.  

Table 1. Masses m1 and m2 on Ω={Wheat,Barley,Maize} 

 Hypothesis  Hypothesis   

{Wheat} 0,1 {Wheat,Barley} 0,3 

{Maize} 0,5 {Wheat, Maize} 0,6 

{Wheat,Barley} 0,4 Ω 0,1 

 
Thus, we obtain the results of combination (table 2) for which at least one of the 

masses stemming from the classifiers is not null. We can observe that the conflict (K) 
is 0.15, which is not meaningful.  
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Table 2. Results of combination of masses m1 and m2 on Ω={ Wheat,Barley,Maize } 

 ,0.3 
,0.6 

Ω 0.1 

0.1 {  }=0.03 {  }=0.06 {  }=0.01 0.5 K=0.15 {  }=0.24 {Maize}=0.05 ,0.4 
{ Wheat,Barley 

}=0.12 
{  }=0.24 { , }

=0.04 

 
By applying the combination of Dempster, we obtain the masses presented in the 

table 3. 

Table 3. Results of combination of classifiers  and  on Ω={ Wheat,Barley,Maize }  

Hypothesis  Bel Pl BetP 

{  } 0.4 0,4 0,59 0,495 

{ Maize }  0.41 0.41 0.41 0.41 

{Barley} 0.19 0 0.19 0.095 

 
The study of the results gives: a very pessimistic reading would like that we choose 

the maize (maximum of faith), whereas a less pessimistic reading (maximum of prob-
ability pignistique) or optimist (maximum of admissibility) would give us the wheat. 
It is however necessary to qualify the possible choices by trying to reduce the conflict 
by balancing information sources and by privileging an approach negotiated with 
experts statements. This stage of knowledge merging allows then to supply to the 
users a result qualified by a degree of confidence. All of those results have to be 
stored in the information system with the merged data and their lineage (mathematical 
operators, algorithms, sources weighting…). 

5 Conclusion 

In this paper we present the context of the establishment of a community environmen-
tal information system, on the Vesle watershed. In the absence of exhaustive compre-
hensive knowledge on agricultural practices, the construction approach presented is 
based on a methodology that requires involving different actors of the territory con-
cerned by the issue of water quality. The first work undertaken within the framework 
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of Observox allowed us to understand the imperfection of information from its  
acquisition to its use. We address in this work the aspects of imperfect, uncertain, 
incomplete, partially wrong data coming from our diverse sources. Thus to model and 
manage these imperfection inside the information system, we have developed two 
approaches based respectively on fuzzy sets and on belief functions by integrating the 
quality notion of the information by a degree of confidence. In order to evaluate the 
feasibility of our approach, we considered two case studies simulated but realistic. 
The first results provide information integrating the quality notion ready to be stored 
in the agro-environmental information system of Observox.  

To enrich our information system, we envisage in our further work to characterize 
the uncertainty representation with fuzzy numbers and belief functions. We are inter-
esting also by the consideration of the imperfection in other types of indicators such 
as the treatment frequency index (TFI), we would like to focus other types of imper-
fect data representation as imprecise probabilities and establish a virtual platform of 
the environmental information system in order to integrate the different indicators 
with their confidence. 

Acknowledgements. We would like to thank the Seine-Normandy Water Agency, 
Champagne-Ardenne Region Council, S.I.A.B.A.V.E, France and European Union, 
through the FEDER, for their funding of the AQUAL State-Region Planning Project. 

References 

1. Shi, W.: Principles of Modeling Uncertainties in Spatial Data and Spatial Analyses. CRC 
Press (2010) 

2. Zadeh, L.A.: Fuzzy sets. Information and Control 8, 338–353 (1965) 
3. Smets, P., Kennes, R.: The transferable belief model. Artificial Intelligence 66, 191–234 

(1994) 
4. Shafer, G.: A mathematical theory of evidence. Princeton University Press, Princeton 

(1976) 
5. Dempster, A.: Upper and Lower Probabilities Induced by a Multivalued Mapping. In:  

Yager, R., Liu, L. (eds.) Classic Works of the Dempster-Shafer Theory of Belief Func-
tions. STUDFUZZ, vol. 219, pp. 57–72. Springer, Heidelberg (2008) 

6. Denœux, T., Younes, Z., Abdallah, F.: Representing uncertainty on set-valued variables 
using belief functions. Artificial Intelligence 174, 479–499 (2010) 

7. Devillers, R.: Qualité de l’information géographique: Traité Igat. Hermes Science Publica-
tions (2005) 

8. Le Ber, F., Nogry, S., Brassac, C., Benoît, M.: Capitalisation d’expériences pour la mise en 
place d’observatoires de pratiques agricoles. Revue internationale de Géomatique 21,  
99–118 (2011) 

9. Klir, G.J., Clair, U., Yuan, B.: Fuzzy set theory: foundations and applications. Prentice-
Hall, Inc., Upper Saddle River (1997) 

10. Fisher, P., Comber, A., Wadsworth, R.: Approaches to Uncertainty in Spatial Data. In: 
Devillers, R., Jeansoulin, R. (eds.) Fundamentals of Spatial Data Quality, pp. 43–59. ISTE 
(2010) 
 



 Management of Multiple and Imperfect Sources       215 

 

11. Bouchon-Meunier, B.: Logique floue et ses applications. Addison Wesley, Paris (1995) 
12. Goodchild, M.: Foreword. In: Devillers, R., Jeansoulin, R. (eds.) Fundamentals of Spatial 

Data Quality (2006) 
13. Passouant, M., Caron, P., Loyat, J., Tonneau, J.-P., Barzman, M.: Observatoire des agricul-

tures et des territoires: mise à l’épreuve d’une méthode de conception. In: SAGEO 2007 
(2007) 

 
 



Error Correction for Fire Growth Modeling

Kathryn Leonard and Derek DeSantis

CSU Channel Islands, Camarillo, CA, USA
kleonard.ci@gmail.com

Abstract. We construct predictions of fire boundary growth using level set meth-
ods. We generate a correction for predictions at the subsequent time step based
on current error. The current error is captured by a thin-plate spline deformation
from the initial predicted boundary to the observed boundary, which is then ap-
plied to the initial prediction at the subsequent time step. We apply these methods
to data from the 1996 Bee Fire and 2002 Troy Fire. We also compare our results
to earlier predictions for the Bee Fire using the FARSITE method. Error is mea-
sured using the Hausdorff distance. We determine conditions under which error
correction improves prediction performance.

1 Introduction

Developing accurate models for the growth of forest fires is a vexing problem with
life-and-death implications. The physical interactions between variables in a fire are
too complex to be captured by any solvable mathematical formulation. For example,
humidity plays an important role in rate of fire spread (ROS), but the fire itself alters
the humidity of the surrounding air. Additionally, collecting reliable measurements of
these variables is often impossible during a fire event.

The model currently used by US fire departments, FARSITE [3], propagates fires
locally along ellipses normal to the fire boundary via functions based on topography,
atmosphere, vegetation, and elevation above ground level of the fire [6]. Implemen-
tation often relies on coarse approximations to real-time input parameters, or none at
all. Recently, level set methods have been applied to model ROS [5]. Level set meth-
ods develop a global model of fire growth that depends on the geometry of the fire
front as well as an external vector field that can encompass the aforementioned exter-
nal variables. Again, implementations of the the level set model rarely account for the
complications of the physical reality of the fire.

Not surprisingly, none of these models produces very accurate predictions. As a re-
sult, attention has turned to error correction [4], [7], whereby correcting error in a cur-
rent prediction relies on errors at earlier times. The hope is that we can account for the
barriers to sophistication in our implementations by learning from their failures.

In one such approach, Fujioka defines a notion of bias in [4] based on a polar repre-
sentation of the fire boundary, and generates a correction based on removing that bias
from the prediction estimates. His work concludes that the uncorrected estimates are
more accurate. We compare our results with his in Section 3.2. In another approach,
Rochoux, et. al, develop a probabilistic framework using simulations and controlled
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burns to generate a best linear unbiased estimator (BLUE) of the correction using tech-
niques based on the Kalman Filter [7]. To date, the methodology has not been applied
to real-world fire prediction.

Our approach uses fire intensity data from the California Troy and Bee fires to ex-
plore the idea that past fire behavior can realistically inform future fire prediction on the
time scales for which data is available during an actual fire event. We also explore the
relative accuracy of level set and FARSITE methods for modeling fire spread for the
Bee fire, data that captures the first 105 minutes of fire growth.

We apply the level set method as implemented by Sumengen [9] to an initial fire
boundary. We determine a mismatch between the predicted fire boundary and the ob-
served fire boundary using thin plate spline (TPS) point matching as implemented by
Chui and Rangarajan [2]. The level set prediction at the following time step is then
adjusted according to the TPS deformation. Accuracy is measured using the Hausdorff
distance between the observed and predicted boundaries. We present accuracy results
for the Troy and Bee fires, and compare our results for the Bee fire with those found in
Fujioka [4].

2 Methods

Troy fire data consists of 13 heat intensity aerial images at approximately 10 minute
intervals beginning in the afternoon of June 19, 2002. The 1996 Bee fire data consists
of three images at 15, 45, and 105 minutes after ignition. All data was obtained from the
USDA Forest Service. In addition, our data includes predicted boundaries generated by
Fujioka’s method described in [4] for the Bee Fire. Fujioka’s method uses FARSITE, a
Rothermel-based method, with unusually detailed wind data to generate predictions.

2.1 Preprocessing

Bee fire data consists of UTM coordinates of the fire boundary points, which we scaled
down. To extract boundaries from the heat intensity images comprising the Troy fire
data, we segment the fire area using k-means clustering with k = 2, then extract the
coordinates of the boundary contour. Given the boundary coordinates, we compute the
signed distance function of the boundary for input to the level set method.

2.2 Level Set Method

The level set method models contours evolving in time as the zero level sets of a func-
tion φt(x, y). The level set function satisfies the level set equation:

dφ

dt
+ V · ∇φ = 0

where V (x, y) is a continuous vector field encoding both external forces and intrinsic
geometry of the curve [8]. For the Troy fire, V contains coarse wind information and
constant rate of spread normal to the curve. For the Bee fire, V is just the constant
normal rate of spread (wind data was not available). We compute a first-order Godunov
numerical solution as implemented in [9] with square mesh width dx = dy = 0.5, 1.5
iterations per minute of prediction, and α = 0.5 in determining dt.
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2.3 Thin-Plate Spline Matching

Thin-plate splines (TPS) approximate smooth planar deformations mapping one con-
tour onto another by defining a function f(v) =

∑n
i=1 aiφ(v − xi) based on pairings

of control points {(xi, yi)}ni=1 that minimizes the energy functional [1]:

n∑
i=1

||f(xi)− yi||+ λ

∫∫ [(
∂2f

∂x2

)2

+ 2

(
∂2f

∂x∂y

)
+

(
∂2f

∂y2

)2
]

.

Given two sets of boundary points {xi} and {yj}, the energy minimization is difficult
to compute. As implemented in Chui and Rangarajan [2], an approximate minimization
is found using deterministic annealing. At high temperatures, point sets are matched
based on geometric features. As the temperature decreases, points are matched based
on proximity. The output of the implementation is a point matching between the two
sets of boundary points, and the weights and coefficients for computing the resulting
transformation for any new input points. In our implementation, initial temperatures
range from 400 to 7500 and final temperatures range from 12 to 1000, based on magni-
tude of the coordinates.

2.4 Error Correction

At time t = t0, we input points on the initial fire boundary B0 to the level set method,
producing an estimate P1 for the observed boundary B1 at t = t1. In this first stage,
there is no history available to construct a corrected prediction, so the corrected pre-
diction Q1 = P1. We then compute the TPS matching between the level set prediction
P1 and the observed boundary B1, producing a function f1 : R2 → R2. We begin the
iteration at t = ti, i > 0, with the observed boundary Bi and the TPS mapping fi cap-
turing the error between the level set prediction Pi and Bi. We then generate the level
set prediction Pi+1 of the observed boundary Bi+1 at t = ti+1 and correct it according
to fi, generating a revised prediction Qi+1 of Bi+1, where Qi+1 = fi(Pi).

2.5 Error Measurement

We use the Hausdorff distance to measure the error between predicted and observed fire
boundaries. The Hausdorff distance captures the maximum Euclidean distance between
two boundaries. Given two boundaries B1, B2,

dH(B1, B2) = max
i,j=1,2

max
p∈Bi

min
q∈Bj ,i	=j

d(p, q)

where d(p, q) is the standard Euclidean distance between points p, q in the plane.

3 Results

We find that neither the level set predictions {Pi} nor the corrected predictions {Qi}
satisfactorily capture the fire behavior. For the Troy fire data, both methods provide
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adequate predictions, with better accuracy sometimes with correction and sometimes
without. For the Bee fire, neither corrected nor uncorrected method is satisfactory. We
judge Fujioka’s predicted boundaries to be superior. In other words, correction after the
fact does not adequately compensate for the inability of the original implementation to
adequately model the physical complexities of the fire.

3.1 Troy Fire Results

The Hausdorff distances between the observed boundary and the predicted boundaries
are given in Table 1. We also show a sampling of the level set predictions without cor-
rection (cyan), with correction (green), and the observed boundaries (yellow) in Figures
1 - 9. Note that the corrected and uncorrected predictions for the boundary at time t = 2
are the same because there is not yet a history of error. Note also in Figures 7 and 9 how
significant new growth areas emerge but are not captured at all by either corrected or
uncorrected predictions.

Table 1. Hausdorff distance between level set predictions of fire boundaries and the observed
boundaries, with and without TPS correction based on error at previous time step

Time-step Level Set Corrected

2 51.99 51.99
3 13.92 51.30
4 19.10 11.64
5 14.14 14.79
6 22.36 16.21
7 15.13 19.50
8 28.07 22.63
9 24.18 15.10

10 16.12 15.83
11 26.00 19.45
12 13.03 15.72

In certain cases, the correction contributes to a substantially more accurate prediction
(Figures 3, 8), but often the two predictions are roughly the same distance from the
boundary. As the images in Figures 1 - 10 show, the level set method errors tend to
underestimate growth while the TPS-corrected predictions tend to overestimate growth.

3.2 Bee Fire Results

For the Bee fire, only three time steps of data are useable (Figure 11) giving a very small
sample. We include results nonetheless because we are able to directly compare our
predictions with FARSITE predictions. The Hausdorff distances between the observed
boundary and the predicted boundaries are given in Table 2 for level set predictions,
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Fig. 1. Troy fire t = 2: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 2. Troy fire t = 3: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 3. Troy fire t = 4: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 4. Troy fire t = 5: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 5. Troy fire t = 6: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 6. Troy fire t = 6: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 7. Troy fire t = 7: level set prediction (cyan), TPS-corrected level set prediction (green), and
observed boundary (yellow)
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Fig. 8. Troy fire t = 10: level set prediction (cyan), TPS-corrected level set prediction (green),
and observed boundary (yellow)
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Fig. 9. Troy fire t = 11: level set prediction (cyan), TPS-corrected level set prediction (green),
and observed boundary (yellow)
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Fig. 10. Troy fire t = 12: level set prediction (cyan), TPS-corrected level set prediction (green),
and observed boundary (yellow)
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corrected level set predictions, and FARSITE predictions. We applied TPS correction
to the FARSITE predictions but found no improvement. We do not include those results
here. Again, recall that at t = 60 minutes, no history of error exists and so the corrected
prediction is equal to the original prediction. Note also that the scale of these errors is
different than the results for the Troy fire, as the coordinate systems are different.
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Fig. 11. Bee fire after 30, 60 and 105 minutes

Table 2. Hausdorff distance between FARSITE or level set predictions of fire boundaries and the
observed boundaries, with and without TPS correction based on error at previous time step

Time Level Set Corrected FARSITE

60 591.7 591.7 790.5
105 1907.7 1876.5 954.2

At the early stage, the two methods are comparable. At the later stage, however,
FARSITE error is half the error for either of the level set predictions.

We show the FARSITE predictions (white), level set predictions without correction
(green), and the observed boundaries (yellow) in Figures 12 and 13.

4 Discussion

We have shown that the level set method with and without TPS error correction mod-
els the Troy fire reasonably well. For time steps where the fire growth remains stable,
error correction does improve estimates meaningfully. An adaptive scheme where the
decision to correct or not is based on degree of change in atmospheric, terrain, or tem-
perature factors may be desirable.
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Fig. 12. Bee fire t = 60 minutes: FARSITE prediction (white), level set prediction (cyan), and
observed boundary (yellow)
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Fig. 13. Bee fire t = 105 minutes: FARSITE prediction (white), level set prediction (cyan), TPS-
corrected level set prediction (green), and observed boundary (yellow)
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We also show that the more accurate approximation for the Bee fire is the Rothermel-
based model. We believe this is largely due to the superiority of the FARSITE method
with detailed wind data to our implementation of the level set method with no wind
data.

Some of the most unpredictable behavior arises from newly formed bulges in the fire,
so-called “fire fingers,” which are among the most dangerous of fire behaviors. Current
work is underway to better model these localized events. Predicting when and where
fire fingers are likely to arise will be helpful, even if precise modeling of their boundary
evolution eludes us.

Our work demonstrates the challenges of applying historical error to correct current
prediction of fire boundaries. Particularly during the early stages of a fire, or for a fire
with unusual physical constraints, the orientation and magnitude of boundary evolution
is rapidly changing. Sophistication equal to that desired in the original model of bound-
ary evolution is likely necessary to produce useful correction. Past error alone, at least
as globally measured, is not reliably informative. Future work will consider local error
measures.
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and predictions for the Troy fire, Robert Tissell for sharing data from the Troy fire, and
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Abstract. Farmers in Sri Lanka are badly affected by not being able to get vital 
information required to support their farming activities in a timely manner. Some 
of the required information can be found in government websites, agriculture 
department leaflets, and through radio and television programs on agriculture. 
Due to its unstructured and varied format, and lack of targeted delivery methods, 
this knowledge is not reaching the farmers. Therefore, this knowledge needs to be 
provided not only in a structured way, but also in a context-specific manner. To 
address this shortcoming an international collaborative research project was 
launched to develop a Social Life Network to provide necessary information to 
farmers using mobile devices. Agricultural information has strong local 
characteristics in relation to climate, culture, history, languages, and local plant 
varieties. These local characteristics as well as the need to provide information in 
a context-specific manner made us to develop an ontology for agriculture. In this 
paper we present the approach we used to derive contextual information related to 
the farmers and the ontological approach that we developed to meet information 
needs of the farmers at various stages of the farming life cycle.  

Keywords: agricultural information, contextual information, knowledge 
representation, ontology, ontology development.  

1 Introduction 

In many developing countries, agriculture plays a major role in the country’s 
economy; Sri Lanka is no exception. The agriculture sector in Sri Lanka is the main 
source of livelihood for the rural population, which accounts for 70% of the total 
population. Often we hear news about farmers in Sri Lanka not being able to sell their 
harvest due to oversupply or not getting the planned harvest, selecting the wrong seed 
types, or lack of necessary information at the right time such as information about 
market prices [1]. Therefore, flow of information in the agriculture sector must be 
strengthened to attain higher growth rates and to contribute to the overall economic 
development of the country. There are many issues to be investigated to achieve a 
successful delivery of information from agricultural experts to rural farmers. Some 
important issues are: what information is required, what should be the delivery 
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methods, and how to customize the information to meet the needs of farmers in 
different regions. From time to time farmers need information such as accurate market 
prices, current supply and demand, seasonal weather, best cultivars and seeds, 
fertilizers and pesticides, information on pest and diseases and their control methods, 
harvesting and post harvesting methods, and information on farming machinery and 
practices, to make informed decisions at various stages of the farming cycle [2], [3].  
Some of this information is available from government websites [4], [5], leaflets, and 
mass media in several different formats; text, audio, video. Sometimes different 
terminologies to express the same concept have been used. Due to its unstructured, 
varied formats, general nature of information, and lack of appropriate delivery 
methods this knowledge is not reaching the farmers.  

Glendenning, Babu, and Asenso-Okyere [6] discussed clearly the importance of 
contextualized information and knowledge for the farmers in India. They further 
explained how effective this knowledge on their productivity and income since this 
information is more relevant to their farm enterprises and better reflects needs of the 
farmers. They therefore recommend that the existence of context-specific and relevant 
information should be considered when developing approaches for farmers as an 
agricultural extension.  

According to the above analysis, we have identified that, farmers need information 
relevant to their context rather than generic information. For instance, farmers need 
agricultural information relevant to their situation such as the location of their farm 
land, their economical condition, their interest and belief, need and available 
equipments and so on. Then, this information would be more relevant and appropriate 
to farmers’ needs and also could have a greater impact on their decision-making 
process.  

Since context-specific information is more important to farmers for successful 
farming, we need a novel way to deliver agricultural information to farmers in a 
context specific manner. Social Life Networks for the Middle of the Pyramid 
(www.sln4mop.org) is an International Collaborative research project aiming to 
develop mobile based information system to support livelihood activities of people in 
developing countries [7]. Our research work is part of the Social Life Network 
project, aiming to provide information to farmers based on their context. 

The idea of term context is treated in different ways in the literature [8], [9], [10]. 
One such definition is as follows [10]:  

“Context is any information that can be used to characterize the situation of an 
entity. An entity is a person, place or object that is considered relevant to the 
interaction between a user and an application, including the user and applications 
themselves”.  

This definition describes context clearly and generally as it can be used to describe 
the situation of a participant in interactive way.  

In this paper, we describe context specific to the farmers in Sri Lanka and the 
approach we developed to design the ontology to provide context-specific information 
and knowledge to farmers. It further discusses methodologies that were used for 
designing, technology selection for implementation as well as validation and 
evaluation techniques. The remainder of the paper is organized as follows. Section 2 
describes the modeling of farmer context for this application. Section 3 presents the 
need for an agricultural ontology and related research in this field. Section 4 
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introduces design approach of the ontology for farmers in Sri Lanka. Finally, section 
5 concludes the paper and describes the future direction. 

2 Contextual Information 

Our starting point was to gain a better understanding of information contexts specific 
to the farmers in Sri Lanka. Our main target group is farmers and people associated 
with agriculture in Sri Lanka such as researches, agriculture officers and instructors, 
and information specialists. To identify farmer’s context clearly, we have extracted 
domain specific knowledge using the following reliable knowledge sources:   

• Subject matter experts from universities in Sri Lanka and Australia, 
agriculture offices and farmers in Sri Lanka (by structured and unstructured 
interviews, group discussions, and questionnaires); 

• Research articles and books [2], [3], [11], [12], [13]; 
• Published authoritative online data sources (the Department of Agriculture,  

Sri Lanka [4], the Ministry of Agriculture, Sri Lanka [5], and 
NAVAGOVIYA [14]); 

• Mass media (newspapers, radio, and television) and meteorological data. 
 

By analyzing information gathered from various sources, we have identified what 
information is really required by the farmers at various stages to make better 
decisions. The required information can be broadly divided into two types; static that 
changes very slowly over time and dynamic that rapidly changes; sometime on a daily 
or hourly basis. The required static information includes seed types and corresponding 
properties, fertilizers, pesticides, weather patterns, soil factor, disease management, 
and post harvest issues and management. The dynamic information consist of market 
prices, consumer behavior and demand, information related to places to buy and sell 
products and services, and information about what other farmers grow in different 
regions. Information important to farmers was identified in the form of questions in 
this study. Some examples are given in Table 1.  

Table 1. Farmers’ Problems 

What are the suitable crops to grow? 
What are the best cultivars? 
What are the best fertilizers for selected crops and in what quantities? 
When is the appropriate time to apply fertilizer? 
What are the types of pests or crop diseases? 
How to protect crops from disease? 
Which are the most suitable control methods to a particular disease? 
What are the symptoms of a specific disease? 
What are the best techniques for harvesting?  
What are the important factors to maintain quality of harvested crops? 
Which post-harvest method is best for a particular crop? 
What are the crops cultivated by other farmers and in what amounts? 
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When responding to these questions following factors need to be considered. Thus 
response can vary from farmer to farmer.  

 
• Farm environment: information about environment based on location of farm 

such as elevation, rainfall, climate zone, temperature, humidity, sunlight, wind, 
soil, etc. 

• Types of farmers: farmers are classified based on size of the cultivated farm 
land and estimated budget for cultivation. There are two main categories; garden 
farmers and commercial farmers. Commercial farmers can be further categorized 
as small-scale farmers, medium-scale farmers, and large-scale farmers. For 
example, when applying the fertilizers, information varies based on size of the 
farm land, budget, and number of employees.   

• Preferences of farmer: farmers have their own preferences such as high yielding 
crops/varieties, preferred control methods (e.g. chemical, cultural, and biological) 
and fertilizers (e.g. organic, chemical, or bio), low labor cost crops, high disease 
and insect resistance crops/varieties, desired farming systems (e.g. shifting 
cultivation and bush cultivation) and techniques, etc.  

• Farming stages: required information varies based on different stages of the 
farming life cycle. We therefore have reviewed existing farming stages to 
identify suitable farming stages for our application. 
 
Lokanathan and Kapugama [2] categorized the information needs of farmers 
based on six stages of a crop cycle identified in De Silva and Rathnadiwakara 
[15].  It includes  Deciding stage, Seeding stage, Preparing and Planting stage, 
Growing stage, Harvesting, packing and storing stage, and Selling stage.  
 
Information needs of farmers are grouped by Narula and Nainwal [11] based on 
four stages from sowing the seeds to selling such as: Pre-sowing, Pre-harvest, 
Post-harvest, and Market Information.    
 
By analyzing each of the farming stages of the above studies, we have recognized 
that, according to the farmers’ needs identified in this section, the above two 
classifications of farming stages are not totally fit for our application.  Selecting 
proper crops and cultivars is paramount for successful farming. Therefore in our 
application, crop selection is selected as the first farming stage.  According to the 
farmers needs, post harvesting is an important factor. In our application we 
therefore have included Post-harvesting as a separate stage because this 
information can help farmers to reduce their post harvest losses. To improve 
overall decision making in farming, we specially have identified other farming 
stages according to following basis using the information needs identified earlier:  
 

• by covering all required information needed by farmers;  
• by placing right information at the right stage.  

 
Fig. 1 shows the identified farming stages from crop selection to selling stage.   
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Fig. 1. Farming Stages 

 
 Crop Selection: most important decision is deciding which crops to grow. 

Crop selection is a complex process because it depends on many factors. 
The environmental factors mostly affected this selection. Features of a 
crop (e.g. color, size, shape, flavor, and hardiness), farmer preferences, 
available resources, and market demand are other key determinant for this 
decision. 

 Pre-Sowing: refers to planning different activities related to growing the 
selected crop(s). At this stage farmer needs information on quality 
agricultural inputs such as seed rate (i.e. needed seed quantity based on 
size of the farm land or number of plants according to the land size), 
required plant nutrients (e.g. growth regulators) and fertilizers, which 
types of irrigation facilities needed for selected crop, and information on 
best planting methods and new techniques for field preparation.  

 Growing: includes information related to planting and managing the crop 
during the growth phase. Information on good agriculture practices 
(traditional practices and new technologies), common growing problems 
(diseases, weeds, insects, and nematode pests), and their symptoms, 
methods for management of growing problems (e.g. chemical, cultural, 
and biological methods) are required at this stage.  

 Harvesting: at this stage, farmer needs information related to harvesting 
such as maturity time, methods and techniques of harvesting, expected 
average yield, labor cost, and total production cost for cultivation. 

 Post-Harvesting: refers to proper handling after harvest. Required 
information includes post harvesting issues and management, packaging, 
grading, storing, standardization, transportation, and value added 
products. 

 Selling: refers to preparation for selling. Mainly includes information 
related to the market such as market prices, consumer behavior and 
demand, and alternative marketing channels. 

Selling 

Crop Selection 

Pre - Sowing 

Growing 

Harvesting 

Post - Harvesting 
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The nature of information required by farmers very much depends on what stage they 
are in, in the farming life cycle. For instance, when selecting crops, farmers are more 
interested to receive extra information about “diseases and its control methods”. In 
this stage, we can recommend to choose suitable cultivars (varieties) as a control 
method for particular disease. In crop selection stage, farmers can select this cultivar 
to avoid the particular disease. If the farmers have actually faced particular disease 
then farmers have gone beyond choose cultivars since it is in the growing stage. In 
this stage we want to provide suitable disease control methods to manage this attack, 
for example apply suitable fungicide sprays.   

This analysis suggests that, farm environment, types of farmers, farmers’ 
preferences, and farming stages are the important factors needed to be considered 
when delivering agricultural information and knowledge to farmers. Therefore, this 
forms the context model related to the farmers for Social Life Networks. If we 
provide agricultural information according to identified context model, then this 
information is more relevant and will satisfy farmer’s information needs. We 
therefore need to represent agricultural information and knowledge for farmers based 
on identified context model.       

3 Need for a New Agricultural Ontology 

Presently, many agricultural information systems have been developed to assist 
farmers’ in decision-making and problem-solving by providing required information 
or knowledge through computers and mobile phones. Some systems include 
information about weather forecast, pest and diseases, and systems like Fertilizer 
Expert System which provides the tailor-made fertilizer to farmers [16]. We can see 
that, these systems address only a particular problem and focus is not holistic.   

Making information context-specific way is more resource intensive as it requires  
procedures, methods, staff, and professional expertise to provide this information 
which is required at the farm level [17].  

Ontology provides a structured view of domain knowledge and act as a repository 
of concepts in the domain. This structured view is essential to facilitate knowledge 
sharing, knowledge aggregation, information retrieval, and question answering [18]. 
Furthermore, ontology represents a better data model (richer knowledge) than a 
normal data model because ontology provides precise and well-defined relationships, 
strong semantic capabilities, inference mechanism, and reasoning support [19]. 
Therefore, ontology can be used to find a response to queries within a specified 
context in the domain of agriculture. The most quoted definition of ontology was 
proposed by Thomas Gruber as “an ontology is an explicit specification of a 
conceptualization” [20]. 

At present, there are few ontologies for the domain of agriculture, for instance, 
Thai Rice ontology [21] and Soil Science ontology [22].    

Thai Rice ontology covers the domain of rice production from cultivation to 
harvesting in Thailand [21]. This is a prototype ontology developed for plant 
production using Thai rice. As existing, research knowledge repositories for plant 
production are not well organized; research policy administrators and researchers face 
many problems in finding relevant previous studies for research and development. 
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Therefore, Thai Rice ontology has been designed in a manner to facilitate the process 
of knowledge acquisition and information retrieval for research purposes.       

In agriculture domain, there exist many well-established and authoritative 
controlled vocabularies. Thesaurus can be interpreted as a simple ontology and it is 
useful to build domain ontology. One of the most well-established and authoritative 
controlled vocabularies in agriculture is the AGROVOC Thesaurus of the Food and 
Agriculture Organization (FAO) [23]. However, there are several limitations and 
drawbacks with current vocabularies such as semantic ambiguity in definitions and 
usage of vocabularies; lack of high-level cross-domain concepts; and meaning of their 
relationships is not precisely defined [24]. 

Bansal and Malik are  proposing an agricultural ontology for the crop production 
cycle to provide relevant information for farmers based on AGROVOC vocabulary in 
Semantic Web [19]. The point of this article seems to help individual farmers to get 
relevant and contextual agriculture information searching concepts on the user 
interfaces. However, it cannot be seen presenting information in context.  Also there 
is no clear design approach presented to describe how to represent information in 
context.   

The existing ontologies in the domain of agriculture are crop-specific thus too 
general and not specific enough to satisfy the farmers’ need for timely information in 
context. We did not come across any agricultural ontology that has been developed to 
represent the agriculture domain knowledge in the context of farmer information 
needs.  Having discovered this research gap we have focused on our attention to 
develop an agricultural ontology for farmers (i.e. farmer centric ontology in the 
domain of agriculture) to represent information needs according to farmer context.  

4 Our Design Approach 

As an initial step, this study focuses only on the static information to represent the 
knowledge which is important for the farmers to manage their farming activities. We 
took this decision because the static information represents data that rarely change 
over time while dynamic information such as market prices changes frequently and 
hard to obtain without an elaborate network to gather market data in real time. 

There are several methodologies and techniques for building ontologies reported in 
the literature [25]. We reviewed these to identify suitable ontology development 
methodology to represent information in context. Main characteristics of existing 
methodologies which are used to build ontologies have been compared. The 
Grüninger and Fox’s methodology [26] publish a formal approach to design ontology 
as well as providing a framework for evaluating the adequacy of the developed 
ontology. Its main strength is high degree of formality and focuses on building 
ontology based on first-order logic (FOL) by providing strong semantics. Being a 
formal ontology it is structurally and functionally rich enough for the description of 
the domain knowledge in context. It also provides a mechanism to address the 
drawbacks of terminological ambiguity in domain by defining rigorous, scientific, and 
meaningful terms. We therefore selected Grüninger and Fox’s methodology, a FOL 
based approach to develop agricultural ontology for farmers. 
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It is important to highlight that ontologies inherently have a social nature, i.e. 
concrete artifact represents a model of consensus within a community and a universe 
of discourse [27]. Therefore, our ontology creation begins with the definition of a set 
of farmers’ problems identified in section 2. For example, one of the most important 
questions made by the vegetable farmers is what are the suitable crops to grow? We 
take these real farmers’ problems as a main motivation scenario of our application to 
provide information in context. 

To represent information within the farmers’ context, we need to formulate well-
defined competency questions. Competency questions determine the scope of the 
ontology and use to identify the content of the ontology. The ontology should be able 
to represent the competency questions using its terminologies, axioms, and 
definitions. A knowledge-base created based on such ontology should be able to 
provide complete answers to the scenario questions [26]. In this application the 
completeness is the ability obtain answers to the scenario questions in context. To 
achieve this we had to derive a new way to formulate the competency questions in a 
systematic way. The following is our basis for formulating competency questions:   

  
• by covering all information of the farming stages, and its constraints 

(restrictions);  
• by introducing farmers’ conditions based on the farmers’ context. 
 

For example, we have formulated following competency questions related to the crop 
selection stage: 
 

• Which crops are suitable to grow in the ‘LowCountryDryZone’ agro-ecology 
region? 

• What are the crops involving in high labor cost? 
• What Brinjal’s cultivars are good for the ‘Bacterial Wilt’ disease? 
• Which crop’s cultivars are the most appropriate for ‘WetZone’ and ‘Maha’ 

season? 
• What are the suitable vegetable crops for ‘UpCountry’, applicable to the 

‘Well-drained Loamy’ soil, and average rainfall > 2000 mm? 
 

We have developed a novel approach to derive the competency questions shown 
above incorporating user context. This serves as a basis for formulating the 
competency questions in a user context because it satisfies the expressiveness and 
reasoning requirements of the ontology. The details of modeling competency 
questions and the design of the ontology are outside the scope of this paper and are 
explained in [28]. 

In order to answer these competency questions, we need to identify basic ontology 
components such as main concepts (e.g. Farmer, Crop, Zone, Season, Cultivar, 
Fertilizer), their properties (e.g. Zone has properties: maximum rainfall and minimum 
rainfall), and relationships between concepts (e.g. Crop dependsOn Zone, Crop 
hasCultivar Cultivar).  

We also define the sub classes by considering instances of the concepts and their 
properties. For example, AgroZone is a subclass of Zone, because there are several 
additional properties specific to the AgroZone such as maximum and minimum 
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temperature, and maximum and minimum elevation. Then the properties of concept 
Zone can be inherited by the AgroZone concept because of the taxonomic hierarchy 
(is_a relation). 

Definitions of terms in the ontology and constrains in their interpretation are 
specified using set of axioms in FOL. For example, the following axioms express that 
the main climate zones in Sri Lanka (Dry zone, Intermediate zone, and Wet zone) 
which are categorized by annual rainfall (in mm):  

 
∀x (Zone(x) ∧ (∃y Integer(y) ∧ avg_annual_rainfall(x,y) ∧ (y<1750)) ↔ Dry-

zone(x)) 
∀x (Zone(x) ∧ (∃y Integer(y) ∧ avg_annual_rainfall(x,y) ∧ (1750≤y≤2500))↔ 

Intermediate-zone(x)) 
∀x (Zone(x) ∧ (∃y Integer(y) ∧ avg_annual_rainfall(x,y) ∧ (2500<y)) ↔ Wet-

zone(x)) 
 
These axioms are required to represent and answer a set of competency questions. 

If the defined axioms are insufficient to represent the formal competency questions 
and solutions to the questions, then, additional concepts, relationships, or axioms must 
be added to the ontology.   

Next, we need to define the informal competency questions in a formal way using 
formal terminology. For example, the following query would model the answer to 
competency question: Which crops are suitable to grow in the LowCountryDryZone 
region?   

 
(∃x) (Crop(x)) ∧ (AgroZone(LowCountryDryZone)) ∧ dependsOn(x, 

LowCountryDryZone); it generates a list of crops suitable for the 
‘LowCountryDryZone’ region.  

 
The competency questions drive the development of the ontology. The answers to 

the competency questions can be retrieved from the knowledge base (i.e. ontology 
populated with instances). In this ontology, inference capability is to be represented 
by using inheritance and the first-order logic based axioms, i.e. it refers to the implicit 
knowledge derived from the ontology when reasoning procedures are applied to the 
ontology. We can use this ontology to organize domain knowledge by combining the 
farmers’ context and can also deduce answers to queries based on context. 

It is also important to check the validity of the ontology. Two aspects need to be 
validated; correctness of the contents and correctness of the construction. The content 
correctness depends on definitions of concepts, relationships between concepts, 
hierarchical structures, concept properties, and information constraints of the 
ontology.  

The Delphi Method is a research technique that is used to obtain the responses to a 
problem from a group of domain experts [29]. We selected the Delphi technique to 
receive expert advice and responses to validate the content of the ontology. The 
validation process is done by agricultural experts by examining the correctness, 
relevancy, and inconsistency of the ontology components. In this application, 
structured paper-based questionnaires will be used for validation of the content 
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correctness according to the Delphi method. The contents will be refined based on 
domain experts’ feedbacks and comments.      

However, creating ontology manually is tedious and time-consuming task. There 
are many ontology development tools and languages available to build a new 
ontology. By doing comparative study of ontology languages and tools, we have 
selected protégé [30] as ontology development environment and Web Ontology 
Language (OWL) [31] as ontology language. These are rich enough to represent our 
ontology since OWL is based on Description Logics (DLs) which is decidable 
fragment of first-order logic [32]. Fig. 2 shows the part of implemented ontology for 
farmers in Sri Lanka.  

 

 

Fig. 2. Part of the Agricultural Ontology 

We also used the competency questions to evaluate the ontological commitments 
to see whether the ontology meets the farmers’ requirements. The ontology that we 
developed for crop selection phase was tested with a group of 32 farmers in Sri 
Lanka. We used a mobile based application for the evaluation. In initial version of the 
mobile based system, the farmer can receive the information about a particular crop, 
select suitable crops according to the region of the farm location and their own 
preferences. There was universal agreement among the farmers participated in the 
field trial to varying degree (strongly agree, agree, moderately agree) to the question 
“All information for the crop selection stage is provided”. This information was 
provided to the farmers using farmer context via low cost Smart phones running 
Android operating system [33]. 

5 Conclusions 

Farmers in Sri Lanka need necessary and relevant information to make optimal 
decisions for successful farming. Currently, not having agricultural knowledge 
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repositories that can be easily accessed by farmers within their own context is a major 
problem. In this research project we have addressed this need.     

In this study, we have clearly identified the context related to the farmers in Sri 
Lanka to be farm environment, types of farmers, farmers’ preferences, and farming 
stages. Next we developed an ontological approach to meet information needs within 
the farmers’ context. To represent information in context, we have selected first-order 
logic based approach because its features support us to response to farmers’ queries in 
context. We have achieved this through modifying how competency questions are 
formulated in a well established methodology.   

In the paper we presented a novel ontological approach to organize domain 
knowledge using context effectively. Knowledge organized in this manner can better 
assist the decision making process. In the case of farmers this can result in high 
quality production, increase productivity, improve post harvest handling, and better 
identification of agricultural methods and technologies. Using this approach we can 
add more concepts, relationships, and constraints with different scenarios to the 
ontology to provide even richer knowledgebase to upgrade the farming industry and 
to contribute more towards the economic growth of the country.             
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Abstract. The need to perform complex analysis and decision making tasks has 
motivated growing interest in Geographic Information Systems (GIS) as a 
means to compare different scenarios and simulate the evolution of phenomena. 
However, data and function complexity may critically affect human interaction 
and system performances during planning and prevention activities. This is es-
pecially true when the scenarios of interest involve space or time in imprecise 
contexts. 

In this paper we propose a visual language which drives users to perform 
queries involving discrete objects by considering their temporal component. 
Moreover, in order to allow queries closer to the user mental model we add a 
specific hint for relaxing constraints and allowing fuzzy conditions. The visual 
language will be tested on two specific contexts concerning with the fire risk 
and the air pollution. 

Keywords: Visual language, GIS, Spatial Database, Temporal Conditions. 

1 Introduction 

Computers and their applications changed the face of many traditional activities re-
lated to territory including agriculture, environment, industry and so on. In particular, 
Geographic Information Systems thanks to their specific ability to enhance the  
interconnection between information and space, have strongly encouraged the devel-
opment of new decision models able to maximize productivity and effectiveness. 
Unfortunately, the gap between who should use those systems and who develops them 
is far to be filled. For this reason, the development of new techniques able to support 
the interaction of new unskilled users with these technologies seems very desirable. In 
this context, visual languages may provide users with the necessary abilities for filling 
the gap and make them as autonomous as possible.  

In this paper, we present a new visual notation for querying spatio-temporal data-
bases, which can be integrated for managing spatio-temporal data warehouse and can 
be profitably used for extracting useful information about data in a large variety of 
domains. The novelty of this research contribution consists in a uniform approach to 
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query at the same time spatial and temporal information which has been integrated 
with a hint that allows to relax the conditions in order to “fuzzify” queries. 

The paper can be structured as follows. Section 2 provides readers with an over-
view of the past approaches proposed for querying spatial database systems. Section 3 
introduces the running example used to describe the visual notation introduced in  
Section 4. Finally, Section 5 summarizes results and proposes the next steps of the 
research as well.   

2 Related Work 

In this Section we present the state of the art of the research concerning visual ap-
proaches for querying and exploring structured data organized as Spatial Databases, 
GIS and Spatial Data Warehouses. These approaches are all related in some aspects 
with our work. 

Some previous papers have been the basis of the current visual representation:  in 
[6] we presented a visual language for querying discrete objects in a 3D domain; in 
[16], [18], [21] visual languages able to compose queries concerning with discrete 
objects and continuous fields were defined. More generally, in [11], [19], [20] we 
faced the issue of querying spatial databases by means of query languages. 

Other works related to our research deal with visual languages for querying GIS or 
spatial databases. An excellent survey about visual query languages can be found in 
[5], where significant work has been analyzed and relevant issues have been outlined 
for the design of next generation visual query systems. A significant visual approach 
for GIS querying is represented by sketch-based visual languages which adopt a 
query-by-example approach where particular spatial elements configurations per-
formed by users are interpreted by the system. Sketch! is one of the first languages 
which adopted that approach for composing spatial queries [12]. In Spatial-Query-By-
Sketch [7] users interact with a touch sensitive screen to sketch the example spatial 
configurations. Even if some approaches offer support to the user during the drawing 
phase, exact queries can be generally ambiguous due to the several possible interpre-
tations of the visual configurations [8]. Another approach is followed by the Spatial 
Exploration Environment (SEE) [10], which is an integrated framework that adopts 
the visual paradigm for spatial query specification and result visualization. It relies on 
a visual query interface for two-dimensional spatial data and an underlying visual 
query system, SVIQUEL, which allows the specification of topological and direction-
al relationships between objects through direct manipulation.  

As for the visual composition of conditions, other work related to our proposal deal 
with visual search systems for databases, such as Filter/flow [13], Kaleidoquery [14] 
and FindFlow [9]. In Filter/flow, users adopt the pipe metaphor to describe the Boo-
lean logic. Each condition is considered as a filter for the water flow. If two condi-
tions are satisfied at the same time (AND) then they would be located as a sequence 
of faucets, whereas if at least just one is satisfied, then the flow would be divided into 
two minor flows which may be interrupted by faucets, namely the filter conditions. 
Downstream the faucets, flows are newly connected. Filter/flow is similar from  
the graphical point of view but it has been defined for use with structured data.  
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Kaleidoquery specifies AND and OR connections by using a representation similar to 
the one used to represent the AND and OR gates in electronics. With the AND gate a 
bulb will only light when both switches are closed (conditions are true) but with the or 
gate a bulb will light when either or both switches are closed. FindFlow creates a tree 
representation for searching data where each node contains the partial result of the 
query specified by using filters on arcs necessary to reach the node from the root. 

As for Data Warehouses, in [4] and [23] authors define OLAP queries by using a 
graphical representation of DWs. Users interact with graphical elements of the lan-
guage by setting dimensions levels queries. Subsequently, the visual sentence is trans-
lated into a classical OLAP query. The same approach is used in [25], where authors 
use sequence diagrams to visually define sequence of OLAP queries. The authors 
associate one diagram for each dimension where a sequence is a set of Roll-Up/Drill-
Down operations, represented by arrows, and a state which corresponds to a Slice 
operation visualized as a class object. Other works addressing in particular SOLAP 
queries define a correspondence between geographic layers of the visual language and 
the spatial dimensions levels, allowing to define spatial predicates on spatial levels 
(spatial slice) and spatial Roll-Up and Drill-Down operations on the spatial dimension 
[22]. However, the visual language does not provide a visual representation of all 
SOLAP concepts: aggregation functions, classical dimensions, (spatial) measures. 
Then, Drill and Slice operators on non-spatial dimensions cannot be defined by means 
of the visual language, as well as the choice of measures and aggregation functions. 
In[24] authors propose a visual query language for Spatial Data Warehouses where all 
the multidimensional elements and the spatial predicates are represented by Unified 
Modeling Language (UML) stereotypes. Then, they implement the spatial slice opera-
tor by means of Object Constraint Language (OCL) constraints on these stereotypes. 
However, this model does not allow users to visually define Drill operators. Moreo-
ver, using OCL to define topological and distance operators is a quite complex task 
for non-expert computer science users. In previous works, no visual language for 
spatial DWs allowed defining spatial DW data structures and drilling and slicing 
SOLAP operators using simple visual icons arrangements or sketch. In [2] the authors 
attempted to fill this gap. Differently from other approaches based on browsing, they 
described a method based on the query composition, by describing the conceptual 
structure for including the relationships with dimensions and measures, by defining 
the Nested Rectangle and the Condition Tree visual metaphors for aggregating meas-
ures and complex conditions, and by defining the Grouping Metaphor, a visual meta-
phor able to easily describe grouping operations. This particular approach has been 
implemented in Phenomena [16], a visual environment for querying heterogeneous 
spatial data, in order to test the interface. 

3 The Running Examples 

In this Section we illustrate two use scenarios which will be used throughout the pa-
per, in order to simplify the comprehension of our proposal and illustrate how it 
works. Based on these scenarios, different spatio-temporal queries are formulated and 
then used in the following sections. 
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3.1 NASA LANCE - FIRMS, 2011.MODIS Hotspot / Active Fire Detections 

The first scenario deals with active fire data from NASA/LANCE – FIRMS [15], a 
dataset which contains real time data about active fire hotspot in the real world (see 
Fig. 1). The Fire Information for Resource Management System (FIRMS) integrates 
remote sensing and GIS technologies to deliver global MODIS fire locations and 
burned area information to natural resource managers and other stakeholders around 
the world. The data are collected by the MODIS (MODerate Resolution Imaging 
Spectroradiometer) instrument, which is on board NASA’s Earth Observing System 
(EOS) Terra (EOS AM) and Aqua (EOS PM) satellites. The MODIS fire locations are 
good for determining the location of active fires, providing information on the spatial 
and temporal distribution of fires and comparing data between years. The attributes in 
the active fire data are the followings: 

• Latitude and Longitude: The center point location of the 1km (approx.) pixel 
flagged as containing one  or more fires/hotspots (fire size is not 1km, but variable). 

• Brightness: The brightness temperature, measured (in Kelvin). 
• Scan and Track: The actual spatial resolution of the scanned pixel. 
• Date: Acquisition date of the hotspot/active fire pixel. 
• Time: Time of the overpass of the satellite (in UTC). 

 

Fig. 1. The active fire data from NASA/LANCE – FIRMS [15] 

Based on the described data, the following two spatio-temporal queries are  
formulated: 

 
• Query 1 “What are the fires that occurred near the Italy country?” 
• Query 2 “What are the fires that occurred in the south and in the north of  

Brazil?” 
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3.2 BRACE – Monitoring of Air Quality 

The BRACE database [3], is an Italian database (see Fig. 2) that contains information 
about networks, stations and measuring sensors used for monitoring of air quality and 
related data of concentration of pollutants (measured in µg/m³).  

 

Fig. 2. Stations and measuring sensors location from BRACE 

Based on the described data, the following two spatio-temporal queries are  
formulated: 

• Query 3 “What are the pollutant concentration measured near Salerno during the 
last two August?” 

• Query 4 “What are the pollutant concentration measured in the north of Naples 
in the last July?” 

In the next Section, the main concepts of the visual query language are described. The 
language is meant to allow the visual formulation of queries and their subsequent 
translation into the underlying textual query language. 

4 The Visual Slice Notation 

In this section, we present the visual notation of the proposed visual language. Basi-
cally, it is composed by two main concepts. The Condition Tree which is the visual 
structure allowing to compose nodes representing the conditions. 

4.1 The Condition Tree 

Starting from the idea of the Predicate Tree proposed in a previous paper [17], in this 
paper we propose the visual language named Condition Tree (CT), able to hide the 
complexities of query composition by means of a simple and intuitive structure. 
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As depicted in Fig. 3, a Condition Tree C is defined as a Root Node R whose value 
is always set to the Boolean value True. Such a node may be connected with one or 
more Tree T. In turn, a Tree T is either an empty tree Ø or a Condition Node N, 
whose value is a predicate which may result either true or false. The Condition Node 
N may be also connected with zero or more Tree T. From a graphical point of view, 
the Condition Tree supports users in defining visual complex conditions through its 
structure. In this structure, nodes represent simple conditions and edges represent 
AND connectors. Moreover, edges starting from the same node are ORed connected 
to each other. 

 

Fig. 3. Visual definition of a Condition Tree 

4.2 The Spatial Fuzzy Condition Nodes 

When spatial database querying is necessary, it is firstly required to understand which 
granularity level and which requests designers want to satisfy, namely it is necessary 
to define the Calculus which they refer to. In this section, we have to refer to two 
specific calculus: the first concerning the topological relationships while the second 
the Cardinal directions. The method proposed in this paper to represent fuzzy condi-
tions is based on the Region Connection Calculus 8, RCC8 for short: 
 

 1-disjoint,  
 2-meet,  
 3-partially overlap,  
 4-tangent proper part,  
 5-nontangent proper part,  
 6-tangent proper part inverse,  
 7-nontangent proper part inverse, and  
 8-equal.  
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and the Cardinal Directional Calculus, CDC4 for short: 
 

 1-east, 
  2-north, 
  3-west, 
  4-south. 

 
Relations are expressed in numeric values where each value represents the percentage 
area of two objects under either a specific topological or Cardinal relation. In order to 
represent this kind of relationships we propose a visual metaphor which allows to 
represent spatial combined conditions bounded by means of fuzzy values. Two ob-
jects represented by two ovals are located inside the rectangle. It is possible to move 
the objects within the rectangle as we want in order to figure out the desired condi-
tion. On the basis of the visual arrangement is determined which topological condition 
the user wants to represent and the fuzziness desired. As an example, in Fig. 4 we 
show two example of a disjoint condition representation. In both cases, ovals are dis-
joint but the strength of the condition derives from the distance of the two oval. In 
order to visually represent this strength of the relationship, a bar located under the 
rectangle gives the idea of the topological strength. As an example, the brown bar 
gives the idea of the topological strength. Clearly, in the second image the disjoint 
condition is stronger.  

 

 

Fig. 4. Two examples of Disjoint fuzzy representations with two different fuzzy values 

In the same way, it is possible to represent conditions for the Cardinal relationships. 
Differently from the previous representation, a new bar representing the Cardinal condi-
tion strength and two lines dividing the rectangle into four parts for helping users to 
understand where locating objects.  In Fig. 5, we give an example of possible represen-
tations. As for the topological relationship, on the left side, the green oval is partly lo-
cated over the red oval. In this case, the topological bar is almost in half. On the other 
hand, on the right side of the image, the green is much more overlapping the red. In this 
case, the brown bar is higher. As for the Cardinal direction, on the left side just a part of 
the green is in the East side whereas on the right side the green is totally in the East side. 
As we can see, the Cardinal left bar is lower than the right one. 

The first query “What are the fires that occurred near the Italy country?” requires 
just one fuzzy topological node in the tree. Indeed, as shown in Fig. 6(a), there is a 
node which locates “fires” (green) near the “Italy” country (red). The concept of near  
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Fig. 5. Two examples of Overlap-East condition fuzzy representations with two different fuzzy 
values 

is managed by the system moving the green oval closer or farther. The fuzzy value is 
indicated by the brown bar located under the node. The second query “What are the 
fires that occurred in the south and in the north of the Brazil?” is a little bit more 
complicated. In this case, as shown in Fig. 6(b), there are two nodes because we are 
looking for both the fires in North and in South of Brazil. For this situation, it is ne-
cessary to define a branch under the root indicating both the conditions. Each node is 
primarily arranged by overlapping the Brazil (red) and the fires (green) to each other, 
then we move the composition in the top for the North selection, while for the South 
selection we move the composition in the bottom. By activating the Cardinal option a 
new bar indicating the direction appears in the bottom of each node which indicates 
the fuzzy value of the Cardinal direction. 

 

 
  (a)     (b) 

Fig. 6. The Running example queries concerning with the NASA/LANCE – FIRMS dataset (a) 
Query 1, (b) Query 2 

4.3 The Temporal Fuzzy Condition Nodes 

Following the principles of the Allen’s theory proposed in [1], we propose a set of 
temporal conditions representations which may be used to compose complex queries. 
Basically, each node contains two temporal bars which represent a generic time inter-
val. The temporal bars are differently colored in order to distinguish the left temporal 
side (green) from the right temporal side (red) in the condition (i.e. T1 before T2, T1 
is the left temporal side and temporal T2 is the right side). In Fig. 7, a small set of 
examples of temporal nodes is shown. 
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Fig. 7. A set of temporal nodes representing After 

In order to move from crisp to fuzzy, we relaxed the concept of temporal relation-
ship. Basically, in fuzzy terms a visual representation may represent more than one 
condition (i.e., Fig. 7 (3a) may represent time overlap, time finish and, in some way, 
time after). To solve this ambiguity we select the condition having the higher percen-
tage, so in this specific case it represents a finish. As the green bar is moved to the left 
side, the predominant condition became overlap, and so on). Similarly to the spatial 
condition, each representation is provided with a brown bar which indicates the fuzzi-
ness of the relationship. 

 

 
(a) 

 

 
(b) 

Fig. 8. The Running example queries concerning with the BRACE dataset. (a) Query 3, (b) 
Query 4. 
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The third query “What are the pollutant concentration measured near Salerno dur-
ing July and August?” involves the temporal component. In this case, as shown in  
Fig. 8(a), we have to firstly create a node which select all the pollutants (green) near 
the city of Salerno, then we have to create two nodes, which branch from the previous 
one and filter, using the During representation, on the basis of the months required 
(July and August). 

Finally, the fourth query is “What are the pollutant concentration measured at 
north of Naples in the last July?”. In this case, as shown in Fig. 8(b), two nodes are 
sufficient to describe the query. The first is a topological-cardinal node which select 
the fires (green) near Naples located at North. It is possible to note that the topologi-
cal bar indicates a medium fuzzy value. In this case, we are relaxing the query involv-
ing also some fires located inside Naples but always in the North side. To complete 
the query we have to filter fires happened during July. To this aim we connect one 
temporal node with the During condition. 

5 Conclusion 

In this paper, we presented a visual notation for querying spatio-temporal database or 
spatio-temporal data warehouse which can be profitably used for extracting useful 
information concerning with data in a large variety of domains. Specifically, in order 
to prove its effectiveness, we applied this visual notation on the NASA/LANCE – 
FIRMS a dataset which contains real time data about active fire hotspot in the world, 
and BRACE an Italian database that contains information about networks, stations 
and measuring sensors used for monitoring of air quality and related data of concen-
tration of pollutants. In both cases, the paper clearly highlights the simplicity of query 
building. The novelty of this paper may be focused on two specific aspects: a uniform 
approach which allows to query at the same time spatial and temporal information and 
an hint which gives the opportunity to relax the conditions in order to “fuzzify” the 
results.  

At the moment, this is a preliminary result and it needs to be implemented and suc-
cessively further investigated in terms of efficacy and effectiveness in order to under-
stand the real support it can provide to users.  
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Abstract. This work was initiated to tackle issues met by the ITK Company in 
developing and designing new crop models for decision support systems. At the 
crossroads of two disciplines, Computer Science and Agronomy, we propose 
the use of Model-Driven Engineering which has the potential to be the future of 
software engineering. This paper presents the model-driven approach retained 
to achieve a full-fledge crop modeling and simulation environment. The meta-
model and graphical concrete syntax designed are overcoming the lack of for-
mal tool for conceptual modeling. The presented prototype permits to improve 
ITK production process through the use of code generation techniques.  

Keywords: Crop Models Design, Model-Driven Engineering, Domain Specific 
Language, Visual Modeling, Code Generation. 

1 Introduction 

The ITK firm develops web-based Decision Support Systems (DSS) for wine growers 
and croppers. These DSSs are based on mechanistic models of plant growth and de-
velopment. Historically, crop modeling has followed the development pattern of 
software engineering practice and technologies. First, with the use of procedural lan-
guages like Fortran [1] then the onset of object-oriented programming has led to the 
adoption of this paradigm and the resulting research on genericity [2]. Concurrently 
different initiatives have achieved modularity like APSIM [3] or DSSAT [4]. Mod-
ularity interest is still advocated for the most recent plant-modeling tools based on 
components [5]. Model-Driven Engineering (MDE) is thought to be the next major 
step in software engineering and should in turn bring its advances to modeling and 
simulation (M&S) in agronomy as it does already in other M&S fields [6,7].  

The work presented in this paper has been initiated to provide an answer to ITK 
specific production problem through the use of MDE techniques. Indeed, in the crop 
model development process adopted at ITK, agronomists first design an informal 
conceptual model. This conceptual model describes the main characteristics of the 
intended crop model. It depicts the model hierarchy, the ordering of the biophysical 
processes and flows of information using flowchart representations like in [8,9]. Once 
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designed, the conceptual model is used as a basis to achieve a prototype in the Mat-
lab® environment. Due to the lack of formal tool for conceptual modeling [10], this 
prototype implementation soon becomes the de facto reference for the crop model. 
Afterwards, software engineers use this reference to implement the model in the Java 
language to achieve its integration into the DSS running on a Java Enterprise Edition 
platform. This development process is suboptimal: managing both codes evolution 
causes losses in production costs. Moreover it presents disjunction risks which cannot 
be overlooked.  

MDE offers possibilities which could overcome such software production problem 
and in particular it can address ITK specific needs. In addition, such possibilities 
could also prove to be of interest for the crop modeling community in general. First of 
all, MDE makes it possible to use domain-specific graphical languages [11] which 
could lead to the definition and design of conceptual models editors. These editors 
may be further enhanced with mathematical and logical expressions design to achieve 
the complete design of a crop model. The obtained set of editors may be improved by 
enabling the crop model executability [12]. And lastly, MDE offers code generation 
techniques [13] to obtain the corresponding Java implementation. Our work is aimed 
at producing an environment providing all these functionalities; we named it CMF 
(Crop Model Factory) as an analogy to software factories [14]. 

To better understand the presented work, an overview of MDE concepts is fol-
lowed by the description of the retained MDE approach (Section 2). In line with this 
approach, the analysis of the crop modeling domain has been achieved (Section 3). 
This analysis enables the design of a metamodel which is the core of CMF (Sec-
tion 4). This metamodel has then been coupled with a graphical concrete syntax to 
provide conceptual model editors to CMF (Section 5). CMF has been enhanced with 
code generation capabilities to provide the Java code corresponding to the conceptual 
model (Section 6).  

2 Steps of a Model-Driven Approach 

This section does not aim at providing an extensive presentation of Model-Driven 
Engineering (MDE), interested readers may refer to [11,15-17], however basic know-
ledge and information on the approach applied to achieve our crop modeling factory 
should improve the understanding of the following sections. Basically, MDE main 
goal is to achieve industrialization of software production through the use of models. 
Modeling is nothing new in software engineering, but rather than using contemplative 
models as before, MDE permits to obtain productive model [18]: models from which 
code is generated. MDE makes it possible through the design of Domain-Specific 
Languages (DSLs). A given DSL is intended to enclose the concepts and rules of a 
given application domain. With a narrow-enough domain, the number of concepts 
handled by the DSL are limited. This results in the DSL being more concise than a 
general-purpose language; therefore, it enables a productivity increase. Moreover it 
may be tailored so that domain experts may use it without having to develop any 
software engineering skill. 
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In MDE, the DSL concepts and their association rules are defined by a metamodel. 
Any model expressed using the DSL is said to conform to the metamodel. The con-
formity relationship is denoted as χ. The metamodel is the abstract syntax of the DSL; 
it is not intended to be used by end-users in their modeling task. The model design is 
achieved by handling the concrete syntax of the DSL. The concrete syntax is a set of 
textual and/or graphical notations. As a model designed with the DSL uses the re-
stricted set of concepts defined by the metamodel, it is possible to apply transforma-
tions to the model to obtain code expressed in a general purpose language. The  
transformation relationship is denoted as τ. A complete taxonomy of model transfor-
mations can be found in [19]. 

Figure 1 gives an overview of the approach we have retained to produce the crop 
model factory. From a set of legacy applications (S1…Sn) reverse engineering is ap-
plied to achieve the domain analysis. The models (M1…Mn) recovered from the re-
verse engineering enable the identification of the domain essential concepts and thus, 
the metamodel design. In parallel, the legacy applications reengineering leads to a 
framework design used by the reengineered applications (S’1…S’n). The main goal of 
designing this framework is to limit the amount of code that has to be generated 
through transformation. The M1…Mn models are then reengineered using the DSL to 
obtain the M’1…M’n models conforming to the metamodel. These latter are used to 
design the transformation τ which is validated with the reengineered applications 
S’1…S’n. 

 

Fig. 1. The model-driven approach retained to design the crop model factory 

Following this model-driven approach, the first steps of our work was dedicated to 
the analysis of the crop modeling domain. This analysis was led by using ITK legacy 
crop models and also by conducting an extensive bibliographic review of the domain. 
The results of this analysis are exposed in the next section.  
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3 Mechanistic Modeling in Agronomy: A Domain Analysis  

Three legacy crop models were used to conduct the analysis. Those are combinations 
of different published formalisms for wheat [20,21], vine [22,23] and cotton [24]. The 
complementary literature review led to considering the case of Functional Structural 
Plant Models (FSPMs) [25]. FSPMs consider explicitly the plant architecture and 
interactions between organs at fine-grained scale. Though powerful research tools 
they have been ruled out of the analysis since their level of detail seems unfit for pre-
diction at the field scale. However an explicit topology is considered in our study as it 
is used in the vine and cotton model. 

Two different sets of concepts have been identified in the crop models: on one 
hand the structure describing the soil-plant system and on the other hand the biophys-
ical processes (e.g. light interception, potential evapotranspiration) interacting with 
this structure. The former may be very basic like in the big-leaf models [26], have a 
higher complexity like in the leaf-layered model Sirius [21] or detail each organ [24]. 
The last two imply that the plant structure is dynamic: new layers or organs are 
created during simulation.  

In any way, the soil-plant structure contains state variables which are read and/or 
updated by the biophysical processes. These processes are characterized by their in-
puts, outputs, parameters and the logical and mathematical expressions ruling their 
behavior. This behavior is defined at a specific time step; different processes pertain-
ing to the same crop model may be configured with different time steps. In most cas-
es, the processes are considered sequentially during simulation and always are in the 
context of ITK crop models. Modelers naturally adopt a logical decomposition of 
their models. They consider large biophysical concepts and divide them into sub-
models until they obtain the simplest processes. Lastly, an ever-present process seems 
to require specific care: the process associated to the plant development commonly 
called the phenological model. Behaving like a state machine, this model impacts the 
other processes at simulation time.  

This analysis, more detailed in [27], enabled the definition of a set of concepts and 
rules. This identification is the prerequisite to the design of the core element of CMF: 
its metamodel.  

4 A Metamodel for Crop Models 

This metamodel has been defined and refined thanks to the reverse engineering and 
refactoring of the legacy models used in the ITK DSS as advised by [28]. The evolution 
of our previous work can be seen in the two following publications [27] and [29]. We 
present here the metamodel in use in the current operational prototype of our crop mod-
el factory. In Figure 2, is shown an excerpt of the metamodel oriented towards the re-
presentation of the different processes and their logical decomposition. The hierarchy of 
biophysical processes is handled through a Composite design pattern [30]. A Composi-
teModel is used to define a crop model hierarchy and the terminal elements of this tree-
like hierarchy are ExecutableModels which describe the mathematical logic of the crop 
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model. A model execution supposes a simulation sequence which gives the order by 
which ExecutableModels are processed at simulation time, a timestep attribute of the 
Model class defines the models respective timescales. This sequence is formalized by 
the firstInFlow and nextInFlow relationships. An ExecutableModel can be either an 
AtomicModel or a PretreatmentModel. Finally AlternateSequenceModel can define 
alternative sequences depending on logical conditions. 

 

Fig. 2. Excerpt of our Crop Model Metamodel presented with the Unified Modeling Language 

With regards to the data flow between modeling elements we have identified two 
types of behavior (Figure 3): entities providing data (DataSource) or consuming data 
(DataSink). Data is sourcing from model Outputs and DataProviders, which give 
access to external data sources (e.g., weather database), and from Adapters. The latter 
are our answer to the variety of model linking and data conversion possibilities.  
 

 

Fig. 3. Part of C3M showing the concepts associated to data flows 



258 G. Barbier, V. Cucchi, and D.R.C. Hill 

 

Adapters also behave as data sinks as do the model Inputs. Four types of adapters 
have been identified so far. The Convertor adapter ensures conversion between a data 
source expressed in units different from those of the sources linked to it. The Time-
Adapter permits to link sources and sinks belonging to executable models having 
different time steps. The Aggregator adapter merges different sources into a single 
one. Lastly, the ConditionalAdapter permits to switch from a data source to another 
depending on certain conditions.  

As stated in section 2, the metamodel is the basis of the expected DSL. Its graphi-
cal concrete syntax has been defined and the editors which permit conceptual model-
ing have been achieved.  

5 A Graphical Syntax for Agronomists 

The semantics associated with our graphical syntax is specific to our domain even 
though some concepts are common with other simulation domains. The visual aspects 
are designed to give a general description of crop models. To handle the inner logic of 
the biological processes we prefer a textual approach with logical expressions and ma-
thematical equations. To produce a first prototype we have used the Eclipse Modeling 
Framework (EMF), the Graphical Modeling Framework (GMF) and EuGENia [31]. 

Figure 4.A exhibits elements of the graphical syntax we have retained to design 
crop models within CMF. It shows the main elements of the syntax needed to under-
stand the screen caption of CMF while the vine model is being edited (Figure 4.B). 
The open diagram corresponds to a subpart of the vine model. This part is dedicated 
to computing the daily actual evapotranspiration, representing the actual loss of water 
by the soil-plant system. Effective computation is done by the atomic model compu-
teETR (1). This requires the reference evapotranspiration ETP (2) - which represents 
the theoretical loss of water by soil-plant system should there be an unlimited amount 
of accessible water - as an input. However ETP data cannot always be provided by a 
weather station. In this case, the ETP must be computed, thus an AlternateSequence-
Model (3) is used to access the alternative sequence. This sequence consists in com-
puting the quantity of sunrays received by the earth (4) and then in using the result to 
compute the ETP (5). A ConditionalAdapter (6) is then needed to determine which of 
the computed ETP or the provided ETP should be used as an input for the compu-
teETR model.  

The current editors of CMF permit to design a conceptual model in an efficient 
way. The rather simple syntax will soon be tested with new models developed at ITK. 
From the models designed with these editors, CMF is already able to automatically 
generate Java code. 

6 Code Generation 

The approach we have retained for the code generation rely on the serialization fea-
tures of the GMF generated editors. GMF editors produce XML Metadata Interchange  
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Fig. 4. A. Excerpt of the graphical syntax defined for designing models with CMF. B. Screen-
shot of CMF while editing part of the vine model. 

files that can be processed by the Acceleo Model to Text (M2T) software 
(http://www.eclipse.org/acceleo/). Acceleo generates from this file the final Java code 
as expected from our crop model factory. The code generation relies on the use of 
templates and the Object Constraint Language (OCL). The use of templates permits to 
obtain readable code and thus quality code (see as an example figure 5). This code is 
correctly indented and presents comments linked to the information given by the 
modeler at design time. In our case, the templates have been designed to produce code 
which relies on a software framework we have designed and obtained by reengineer-
ing our legacy models in accordance with the approach explained in Section 2. An 
excerpt of this framework is presented in figure 6. 

In this framework some elements stem from concepts enclosed in our metamodel, 
whereas some others are specific constructs dedicated to a better simulation execu-
tion. For instance the Workflow class handles the simulation sequence depending on 
the current time step; whereas the time flow is delegated by the Simulator to the 
Clockwork class which implements the IClockworkAccess interface. This interface 
enables an easy access to various time representations (e.g. Julian date, hour of day, 
date comparisons). The data flow handling is achieved by the DataLinker class which 
links the various data sinks and sources thanks to a common reference to the same 
data representation. 
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Fig. 5. Excerpt of the Java workflow class generated with correct indents and comments 

 

Fig. 6. Presentation of our Java code framework for Java code generation 
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The use of the Observer design pattern eased the handling of simulation outputs. A 
class registers a list of observers on the corresponding data sources and as the outputs 
of a simulation are entirely configurable, we can easily adapt the simulation outputs to 
the targeted DSS needs. This can be done without modifying the source code of the 
model and/or the simulator and it has been found a valuable asset for model valida-
tion. A first empirical validation of CMF generative capabilities has been achieved by 
comparing generated code for the vine and wheat models with the refactored legacy 
ones. 

The tree-like structure of our models enabled an easy parsing of the hierarchical 
model without having to ponder over possible circular cross-references and thus it 
facilitated the code generation of the essential parts of the code (structure, models, 
blackboard, data sources and data sinks). As an example, from 60 visual elements to 
conceptualize the vine model, 1500 code lines have been generated with a mere 300 
lines left to hand-code corresponding to the behavior of the executable models. The 
biggest advantage is that each executable model matches a single Matlab® function. 
Thus, to complete the code with the appropriate behavior, the software engineers only 
have to translate the content of this function into the generated executable model. This 
prevents them from having to ponder over the relationships (execution sequence and 
dataflow) between the different models which were the biggest source of error during 
the translation process. This improves the development process and limits the disjunc-
tion risk between the Matlab and Java implementations. That way, a significant step 
has been achieved in providing an environment for improving the software produc-
tivity for DSS at ITK. 

7 Conclusion 

We have presented in this paper the key elements leading to a prototype of Crop 
Model Factory (CMF) in the field of agronomy. Thanks to a reverse engineering and a 
reengineering of legacy models at ITK, we have proposed, with a model-driven ap-
proach, a metamodel for mechanistic models in agronomy. Relying on MDE Tools 
we have diminished the risks of code disjunction that were observed at ITK between 
the model prototypes written in Matlab® and industrial models written in Java. This is 
particularly the case since we have tackled automatic Java code generation using Ac-
celeo, a part of the Eclipse Model to Text (M2T) project which implements the Object 
Management Group Model to Text Language specification. 

In future work we will complete the Java code generation by enabling the defini-
tion of the processes (with mathematics and logics). The formalization of a textual 
syntax has already started and this inner logic is directly available in functions written 
in the Matlab® prototypes and its integration in CMF will be the next step of our 
developments. Another point that we would like to handle is the improvement in con-
sistency checking of the designed models. Avoidance of loops in the simulation flow 
or preventing model inputs to be unlinked are part of the rules expected to be inte-
grated in CMF. We plan to use the Object Constraint Language (OCL) which is well-
integrated into EMF and GMF to handle this part. 
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Abstract. Timely and relevant agriculture information is essential for farmers to 
make effective decisions. Finding the right approach to provide this information to 
empower farmers is vital due to the high failure rate in current agricultural informa-
tion systems. As most farmers now have mobile phones we developed a mobile 
based information system. We used participatory action research methodology to 
enable high farmer participation to ensure sustainability of the solution. The initial 
version of the application based on the preliminary studies focused on the crop 
choosing stage of the farming life cycle. This initial prototype was evaluated with a 
sample of farmers to check their willingness in adapting such technology, useful-
ness of provided information and usability of the application in order to support 
their day to day decision making process. The sample group strongly endorsed the 
various aspects of the prototype application and provided valuable insights for  
improvement. 

Keywords: Farming Life Cycle, Action Research, Crop Choosing Stage,  
Mobile Technology, Agriculture Information Systems. 

1 Introduction 

Today we are in an era where we have access to almost any information regardless of 
our current location. The evolving technology is the prime reason for this availability 
and accessibility of information. Information is vital to make optimal decisions at the 
right time. However, making this information available at the right time via correct 
technology targeting the right population is the challenge unrelieved among the re-
search community.  

Even though the technology is in place, today there are people in developing coun-
ties who are unable to access information that are crucial for their livelihood activities 
due to lack of information visibility.  Farming community in Sri Lanka is such a 
group of people. As a result farmers face many challenges within their entire farming 
life cycle. Main reason behind this issues is the lack of information visibility at the 
time of decision making [1]. This results in farmers not being able to make optimum 
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decisions at different stages of the farming life cycle making a huge impact on the 
farmer’s revenue.  

Not being able to meet the expected yield quality, supply and the demand at the 
market level are some of the main issues faced by these people. As a result, a huge 
increase in suicide rate has been reported among the farming community [2]. Accord-
ing to reports this is mainly due to the frustration that they undergo being unable to 
pay their debts. As such poverty has risen creating a huge impact on the sustainability 
of the agriculture sector. Consequently, this has generated an impact on the younger 
generation as they tend to go away from the farming industry threatening the near 
future of the country. Further information related to the issues faced by the farming 
community and the need for better farmer centric information flow model can be 
found in [1].  

In our preliminary studies it was identified that farmers need information at the 
right stage of the farming life cycle to make better informed decisions [1, 3]. The 
information need varies mainly depending on the stage of the farming life cycle [4]. 
Further, it was identified that the way this information should reach the farmer should 
be made more efficient due to the inefficacy of the existing information dissemination 
methods such as face to face communication via agriculture officers, web sites and 
other applications implemented targeting the farming community. The preliminary 
studies [1, 3] and other surveys carried out by different researchers [5-7] highlighted 
the need for a systematic approach to address the information gap among the farming 
community. Moreover, providing information along is not sufficient to empower the 
farming community [8]. Thus, it is essential to identify how the farmers can be moti-
vated to use this information in decision making. This motivated us to conduct in 
depth research to explore how this can be made more efficient using evolving tech-
nology in a systematic way. 

This work is a part of an international Collaborative research project which aims in 
developing an artefact based on mobile technologies for people in developing coun-
tries. Due to the prevailing need Sri Lanka is chosen as the test bed for this research. 
Various researchers based on their expertise provide their valuable research insights 
and findings [1, 3, 8-15] to this national project to make it a success.  More informa-
tion regarding the collaborative project and the members associated with it can be 
found on www.sln4mop.org web site. The work presented in this paper describes the 
evaluation study carried out with our first application to assist farmers with crop se-
lection which was developed aiming to address the problems farmers in Sri Lanka 
face due to lack of information visibility. . 

The rest of the paper is comprised of the following sections. Following this intro-
duction, section 2 discusses the methodology that was adapted in this study. The main 
reason behind choosing this methodology is highlighted under this section. It also 
describes the systematic process which is adapted in this study.  Section 3 provides a 
detail description of the evaluations. Objectives, evaluation planning and the actual 
evaluation setup were discussed in this section. Results that were obtained followed 
by the discussions will be found in Section 4. The way forward is illustrated in section 
5 and finally the concluding remarks in section 6. 
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2 Research Methodology 

The study adapted participatory action research to ensure active stakeholder collabo-
ration. This methodology has been extensively used in healthcare and education to 
successively improve and enhance their current practices [16-19]. Action research is a 
systematic investigation where collaboration between the researchers and stakehold-
ers are highly anticipated [20-22].  Due to this systematic behaviour it looks into the 
practical problem in a scientific and a holistic manner.  

Specific characteristics of action research; the practical nature, change and profes-
sional development, cyclical process and high user participation [23] made us use this 
approach to make an intervention to the current practical situation faced by the farm-
ing community. The key point in applying action research to a problem of this nature 
is the ability to integrate the research and the actions rather than applying them sepa-
rately. Further, action research addresses the utility of the system from the stakeholder 
point of view [24], which is lacking in the existing systems developed for the farming 
community. As stated by Denzin and Lincoin “it sees human beings as co-creating 
their reality through participation, experience and action” [25] thus adding more bene-
fits while enhancing relationships, communication and participation between all 
stakeholders [26]. 

Kurt Lewin who is known as the farther of Action research described it as a cycle 
of planning, executing and fact finding [27]. Gradually, with more research, research-
ers started to define the action research life cycle more precisely [21, 22, 28]. As 
stated by Susman and Everd action research life cycle consists of five main phases; 
Diagnosing, Action planning, Action taking, Evaluating and Specifying learning [22].  

1. Problem Diagnosis:  At this phase the specific problem and the broader applica-
tion domain context relevant to the problem is identified. In order to understand the 
application domain we have conducted several preliminary field visits. These in-
cluded meetings with Department of Agriculture officers and a group of farmers at 
Dambulla where high population of people are engaged in cultivation. Based on 
the information collected we carried out a causal analysis [1] and identified the in-
formation need by the farmers at the different stages of the farming life cycle to 
make informed decisions. Further analysis carried out with aid of other agriculture 
experts such as agriculture extension officers and officials involved in preparing 
reports to higher authorities enabled us to identify gaps in the current information 
flow model [1]. Having identified these ground level issues we have come up with 
a conceptual model to meet the information gap of the farmers [3]. This led us to 
design the farmer centric information flow model via a mobile phone to intervene 
the current situation faced by the farming community at different stages of the 
farming life cycle.  
 

2. Action Planning: We adopted mobile technologies having identified the increase 
use of mobile phones even among the farming community irrespective of the edu-
cation level. Another aspect observed by the researchers is the facts behind Smart 
phones. Due to the rapid growth in mobile technologies now Smartphone comes 
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with different types of sensors and other multimedia capabilities. Thus, by using 
these mobile phones one can deliver valuable information to the farming communi-
ty while capturing context specific information such as geo coordinates using these 
capabilities. Moreover, most significantly the prices of the Smartphone are rapidly 
decreasing. It was further observed that now low end Smartphone are within the af-
fordable range of Sri Lankan farmers. Thus, feasibility in providing information 
via a Smartphone is identified to be the best solution in order to address the lack of 
information visibility among the farming community. Another reason behind 
choosing this technology is the high failure rate of the current computer based ap-
plications developed for the farming community [3]. Hence we have planned our 
solution to address the information need of the farmers at different stages of the 
farming life cycle, using especially low cost Smartphones.  

Farming life cycle undergoes several stages. Mainly, crop choosing, crop grow-
ing and crop harvesting. Crop choosing stage where farmers decide what to grow 
in the coming season is the most crucial stage of the farming life cycle. The se-
lected crop(s) will go through different stages of the farming life cycle. At each 
stage farmer has to invest labour, time and money to obtain good revenue from the 
harvest.  Thus, if they choose a wrong crop at this stage their entire expectations 
might go in vain. As such we decided to select this phase of the farming life cycle 
to plan the first set of actions. Actual development of the first mobile prototype 
targeting the crop choosing stage came about only after few iterations of user stu-
dies carried out with aid of mobile paper prototypes. The information need at this 
stage of the farming life cycle made us to prepare the paper prototypes of the actual 
mobile interfaces to obtain real user feedback on the proposed design. This is a 
technique which can be used to get real user feedback quickly and easily to refine 
the design based on the user need [29]. This design was evaluated using a sample 
set of farmers and some agriculture extension officers at the Dambulla region. 
Evaluation results gave us promising insights to developing the actual model to ad-
dress the information needs of the farming community.     
 

3. Action Taking: Based on the findings we designed the first mobile prototype tar-
geting the crop choosing stage of the farming life cycle. Issues related to the hu-
man computer interaction were addressed by the Italian Research team; one of the 
partners of the overall project. Thus further research on suitable mobile interfaces 
[12, 13] were carried out by this team of researchers. Ontology approach [14, 15] 
to designing the agriculture knowledge base was researched by some other re-
searchers from Sri Lanka and Australia. The backend and the aggregation module 
were developed by the researchers in Australia and USA. Through this collabora-
tion research effort the initial mobile information system mainly targeting the crop 
choosing stage was developed. The first working prototype was then evaluated 
with the aid of 32 farmers.  
 

4. Evaluation and Reflective Learning: Next two sections of this paper will describe 
the evaluation process of the initial mobile information system and the results  
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derived from these user studies. This will be further supported using a discussion 
based on the analysis of the statistics. 

3 Mobile Prototype Evaluation 

3.1 Objectives 

The main objectives behind this mobile prototype evaluation was to 

• assess the farmer reaction towards the mobile technology. 
• identify the usability issues in using the application. 
• find out detail information to facilitate their decision making in relation to crop 

selection. 

3.2 Design of Evaluation Study and Main Instruments  

Evaluation study activities were designed in order to assess the above mentioned ob-
jectives. Foremost, farmers’ ability to adapt to the new technology was assessed while 
letting them few minutes to play with the mobile phone. As the application was de-
signed for a low cost Smartphone, this activity was identified as an important aspect 
to make them familiar in using a Smartphone. The farmer reaction was further cap-
tured using a questionnaire at the end of this activity. 

The initial prototype and the questionnaire are the main instruments used in this 
evaluation study. The questionnaire included both multiple choice questions and open 
ended questions to encourage and capture wide range of answers based on the partici-
pants’ knowledge. This gave us the capability to capture farmers’ ideas freely. One 
such open ended question was to identify the factors / functionality which attracted 
the farmers towards using this application. The prototype that we used for the trials 
was in Sinhala language which is the native language in Sri Lanka. However, in this 
paper we are showing the English language version except for two interfaces. 

The prototype included a basic login facility to identify the farmer and directed to 
an interface where the 6 main stages of the farming life cycle is included as shown in 
Fig. 1(a). As mentioned earlier the prototype targeted mainly the crop choosing stage. 
Thus, only the crop planning functionalities were available in the initial version used 
for the evaluation. Crop planner function directed the user to the next screen, illu-
strated in Fig. 1(b). It included 3 main categories of crop namely vegetables, fruits 
and other. These categories were identified based on the preliminary field trials car-
ried out with a sample of farmers and other agriculture experts. Suitable vegetables 
and varieties were listed based on the region and the season.  

A colour coding scheme was used to visually represent the current production level 
of a crop as shown in Fig. 1(c). Specific colours were used to represent different thre-
sholds and when it reaches a specific threshold farmers were warned of the danger 
(highlighted using Red) of selecting the same crop as it may create an oversupply at 
the market level. Once the farmer selects a specific crop variety it shows the variety  
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(a) (b) 

 

(c) (d) 

 

(e) 

 

(f) 

 

Fig. 1. Screenshots of the initial mobile prototype used in the user evaluation. (a) Stages of the 
farming Life Cycle, (b) Vegetables types and varieties (c) Colour code scheme (d) Special 
information related to a vegetable type (e) History (f) Comparison facility   
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specific special characteristics such as yield colour, weight, length/size etc. Moreover, 
it also illustrates special statistics (refer Fig 1(d)) such as current production and last 
year production to make farmers aware of the current as well as the last year situation. 

The image illustrated in Fig 1(e) relates to the functionality provided under Histo-
ry. This functionality was included to show what farmer has cultivated or planned in 
the recent past. Another special feature included in this prototype is the comparison 
facility of two or more crops. As shown in Fig 1(f), it has facilitated to compare two 
or more crops based on one’s desire and to decide on what to select minimizing the 
risk of losses. 

The issues related to usability were investigated by assigning 3 individual tasks as 
listed below.  

• Select a crop and a quantity to be cultivated. 
• Compare two or more crops using the comparison facility. 
• Use the history functionality to check the cultivated or planned crops in recent past.  

In order to gain an understanding of the effort required, the starting and the end time 
were recorded during each task. After performing the tasks separate questionnaire was 
given to get their feedback on the initial prototype. Main intension behind this part of 
the study was to identify possible problems farmers might experience in using the 
mobile application to make decisions and what new features can be incorporated in 
order to enhance the usability.  

This part of the questionnaire was also used to assess the issues in relation to the 
information provided for the crop choosing stage of the farming life cycle and to iden-
tify new functionalities that are needed. 

3.3 Evaluation Setup 

Matale District is one of the districts in Sri Lanka involved in cultivating wide range 
of vegetables. Farmers in this area engage in producing vegetables in large scale 
mainly due to the rich weather and soil conditions. Thus, as a test bed we have chosen 
this district for the initial investigation. Within this district we selected two main agra-
rian service divisions where a high percentage of the population is engaged in the 
farming industry.  

The evaluation study was conducted with 18 farmers during the first day at the 
Dambulla Agrarian Division and 14 farmers on the second day at the Galewela Agra-
rian Division. 

The evaluation study comprised of a demonstration session where farmers were 
given a small introduction to what the research is about and what is expected from 
them. Five key researchers took part in the evaluation process in the two consecutive 
days taking one or two farmers at a time. First a training session was carried out to 
make farmers familiar with the touch screen technology. Their demographic data was 
collected using a questionnaire. 

Next the crop planner prototype was demonstrated while illustrating the key fea-
tures incorporated in to the application. Then the activities mentioned on section 3.2 
were given in order to evaluate the prototype.  
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4 Evaluation Results and Discussion 

4.1 Demography 

Basic characteristics of the sample population mentioned in the evaluation process are 
listed in Table 1. As shown in this table 75% of the sample population is of age less 
than 50 years. When considering the education level of the farmers, it is evident that 
today most of them are well educated. Based on the percentages listed in Table 1 
around 91% have at least completed their secondary education to the level of taking 
Ordinary Level examination.  

Table 1. Demographic Data of the Sample Population 

Age % Education % 

Galewela 14 44% Primary 2 6% 

Dambulla 18 56% Secondary (O/L) 22 69% 

Age % Secondary (A/L) 5 16% 

21 - 30 4 13% Diploma 0 0% 

31 - 40 9 28% Graduate 2 6% 

41 - 50 11 34% Post Graduate 0 0% 

> 51 8 25% No Proper Education 1 3% 

4.2 Farmer Reaction towards Technology 

While analysing these statistics it was clear that today’s farming community represent 
a portion of well educated population when compared to latter days. Thus, their wil-
lingness to get expose to new technology is high.    

Computer vs. Internet 
Basically, we had questions to find out related technology usage among farmers. This 
is to find out how many use a computer or the Internet facility in their daily activities. 
In general the computer usage among farmers was reported to be low. This was con-
sistent with findings during our earlier field trials. In this sample population it was 
reported to be around 25%. Also the Internet usage among the farming community is 
relatively low. It was around 3% for the sample population. There was one farmer 
even not heard about the Internet. Rest had a basic idea of what Internet is and 9% of 
them were frequent Internet users. Out of the frequent Internet users two of them ac-
cessed Internet at least once a day and the other on average once in 2 weeks.  

We have also checked their awareness of the availability of different services pro-
vided via Internet through a mobile or a computer. As illustrated on the pie chart in 
Fig. 2, 56% of the sample population was aware of at least one service provided via 
the Internet while unawareness reported to be around 44%. The statistics of the 
awareness of different services provided via Internet is depicted on the bar chart in  
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eagerness in adoption even though, most of the farmers are new to the touch screen 
technology. 

4.3 Usability Evaluation 

The usability issues were monitored with the aid of the activities listed in section 3.2. 
According to the observations in general the initial version was a success as most of 
the farmers used the mobile device in few minutes time and were able to do the activi-
ties as instructed by the researchers. However, in some instances it was identified that 
some farmers had issues in navigation due to poor wordings and onscreen instruc-
tions. Further, it was also observed that some farmers tend to select wrong options as 
the button areas were too small.   

According to the farmer response around 56% was attracted to the idea presented 
using the colour coding scheme. Farmers were bit concern on the accuracy of yield 
information through this method and the ability to make a correct decision based on 
the colour code. A percentage around 47% farmers found the information provided 
with respect to crop types and different varieties very useful for them to continue in 
using the application. As our initial prototype contains all possible vegetables and 
their different varieties on the same screen without having a better classification, far-
mers found it difficult to select or search for the crop varieties that they were looking 
for. 34% responses were received in favour of the comparison facility and around 
25% for the information provided using the functionality history. However, some 
have also mentioned the importance of showing more information such as the price 
sold and the issues faced with respect to the selected crops in the previous seasons 
will add more value to the history functionality. Some mentioned that they were at-
tracted as information was presented in their native language “Sinhala” and the pres-
entation of information which is clear for any novice users to learn and understand. 
Similarly, some have liked the application as it provides more valuable information 
which can be accessed in lesser time and cost. Around 81% of the correspondents 
mentioned that there is nothing they can identify as an unwanted feature. However, 
some have mentioned that it is difficult to find the next action due to the lack of clari-
ty, making it harder to use the application.  

Further, based on the questionnaire which included questions as listed in Table 2 
was evaluated on a liker scale; strongly agree (SA), agree (A), neutral (N), disagree 
(D) and strongly disagree (SD). To better visualize the responses the percentages 
recorded under SA and A, D and SD were aggregated and based on Fig. 3 the above 
claims were further verified.  

As such we were been success in delivering a message using a colour code schema. 
According to the bar chart illustrated in Fig. 3, 100% of the participants fully agreed 
to the fact that the message trying to deliver using such a colour coding scheme is 
clear to them. They were also fascinated by the added functionalities such as compari-
son facility and history. According to the observations almost all got familiar with the 
application during the evaluation process. Further, according to the statistics a total of  
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knowledge to their limited experience to enhance their farming activities. At the same 
time, they have started seeing the ability in making decisions with help of this infor-
mation to enhance their cultivation practices. Ability to acquire knowledge at any 
time from any place was the benefit they have seen from this type of technology when 
compared to other existing approaches. 

In total as shown in Fig. 3, 63% of the farmers agreed that the initial prototype has cov-
ered the basic information needs at the crop choosing stage. Rest expected more informa-
tion related to crop variety and seeds. They also agreed that this information is essential 
knowledge during this stage of farming life cycle which they lack in current practices.  

5 Way Forward: Specifying Learning 

As mentioned earlier in the paper the main intension of this evaluation process is to 
check the farmer motivation and willingness to use the technology to obtain required 
information to make optimal decisions on time. In order to facilitate this we have only 
added some basic functionality to the first prototype. Thus, limited information rele-
vant to the crop selection stage was made available in the initial prototype.  

After analysing the evaluation results it is evident that there is a need for more fea-
tures or functionalities in addition to what was provided within the initial prototype. 
Information with respect to quality seeds, new cultivation techniques, possible pest 
and disease attacks were among the farmer feedback. Most of these responses were 
also similar to what was gathered from the preliminary studies [3]. Due to the time 
limitation though these were not incorporated in the initial version we would look into 
these features before going on with further development to aid the crop choosing 
stage of the farming life cycle. In addition to that, we would also look into the new 
requirements identified such as water availability, cost prediction per crop, market 
condition etc and will further analyse how these can be incorporated in order to facili-
tate decision-making. 

Now we are in the process of developing the next version of the mobile prototype 
addressing the missing needs for the crop choosing stage. Further, we are planning 
few more user evaluations based on this initial version with other stakeholders of the 
farming community such as agriculture extension officers, agriculture experts and 
vendors. This will aid us further verification as it is essential to review other view-
points to support better decision making. Further, it will open up opportunities in 
resource sharing strengthening sustainability and making the application a success.  

The initial version will be enhanced based on the farmer feedback as well as based 
on other studies that will be conducted among other stake holders in the near future. 
The second version will be deployed in the near future to record their usage pattern. 
Thereby, we will get more feedback to make it better. 

6 Conclusion 

As a whole farmers wanted to use the application with more features included to ac-
quire new knowledge for their farming practices. At the same time they have  
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witnessed the importance of such technology to bridge the information gap and there-
by to make optimal decisions at the right phase of the farming life cycle to enhance 
their livelihood. Most notably their readiness in moving towards the technology to 
enhance their current practices was extremely astounding. Thus, they have shown a 
positive reaction towards using the mobile application. Moreover, they have hig-
hlighted the importance of using such techniques to help educate the inexperience 
younger generation to encourage them to retain within the farming industry. It was 
also mentioned the importance of providing highly accurate, recent information if 
they are to rely on the application. The importance of making linkages between other 
agriculture research institutes all over the world to obtain new knowledge is also 
pointed out by some farmers to make this application a success. Moreover, some have 
brought up the idea of providing the information for free and to give a thorough train-
ing for the farmers to teach them how to use it and what can be get out of the applica-
tion to increase the popularity towards using the application. 

Thus, it is obvious that the possibility of presenting the information using right 
technology in a user friendly manner will aid the farming community to make better 
decisions.  Further, this will add new opportunities while ensuring sustainability both 
in terms of farmer and the solution.   
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1 Introduction

Pattern search methods are widely used for the minimization of non-convex
functions without the use of derivatives or approximations to derivatives. Pat-
tern search methods are organized around two steps at every iteration: the poll
step and the search step. The poll step guarantees global convergence to station-
ary points by performing a local search in a neighborhood around the current
iterate using the concepts of positive bases. The search step consists of a search
away from the current iterate, free of rules as long as the search is finite. One
of the main features of pattern search methods is the flexibility to incorporate
different search strategies in the search step, taking advantage of the imported
global optimization techniques, without jeopardizing their convergence proper-
ties. Different techniques for global optimization have been successfully incor-
porated on the search step, including surrogate optimization, e.g., radial basis
functions [15], or global optimization, e.g., particle swarm optimization [19]. Pat-
tern search methods can also be adapted to problem contexts where the user can
provide points incorporating physical or a priori knowledge of the problem that
can lead to an objective function decrease [1]. Here, an automated incorporation
of a priori knowledge in pattern search methods is implemented instead of an
algorithm that requires the user’s contribution. Moreover, a priori knowledge
can also play a role on the choice of the initial point(s), an important aspect in
the success of a global optimization process.

The pattern search approach presented in this work is tailored for addressing
the beam angle optimization (BAO) problem in intensity-modulated radiation
therapy treatment planning. The intensity-modulated radiation therapy (IMRT)
is a modern type of radiation therapy, whose planning leads to complex opti-
mization problems, including the BAO problem - the problem of deciding which
incidence radiation beam angles should be used. The pattern search methods
framework has been used to address the BAO problem successfully due to its
ability to avoid local entrapment and its need for few function value evalua-
tions to converge [14,15]. Here, a priori knowledge of the problem is incorpo-
rated in pattern search methods using beam’s-eye-view dose ray tracing metrics.
The beam’s-eye-view concept considers topographic and/or dosimetric criteria
to rank the candidate beam directions.

The goal of the paper is twofold: to discuss the influence of a priori dose met-
ric knowledge on the choice of the initial point(s) and to discuss the benefits of
incorporating a priori knowledge in pattern search methods. A couple of retro-
spective treated cases of head-and-neck tumors at the Portuguese Institute of
Oncology of Coimbra is used to discuss these benefits for the optimization of
the BAO problem. Our approach is tailored to address this particular problem
but it can be easily extended for other general problems. The paper is organized
as follows. In the next Section we describe the BAO problem. Beam’s-eye-view
dose ray tracing metrics and its use within the pattern search methods frame-
work is presented in Section 3. Computational tests using clinical examples of
head-and-neck cases are presented in Section 4. In the last Section we have the
conclusions.
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2 Beam Angle Optimization in IMRT Treatment
Planning

The BAO problem consists on the selection of appropriate radiation incidence
directions in radiation therapy treatment planning and may be decisive for the
quality of the treatment plan, both for appropriate tumor coverage and for en-
hance better organs sparing. Many attempts to address the BAO problem can
be found in the literature including simulated annealing [3], genetic algorithms
[9], particle swarm optimization [11] or other heuristics incorporating a priori
knowledge of the problem [13]. The BAO problem is quite difficult, and yet
to be solved in a satisfactory way, since it is a highly non-convex optimization
problem with many local minima [4].

In IMRT, the radiation beam is modulated by a multileaf collimator, trans-
forming the beam into a grid of smaller beamlets of independent intensities,
allowing the irradiation of the patient using non-uniform radiation fields from
selected angles aiming to deliver a dose of radiation to the tumor minimizing the
damages on the surrounding healthy organs and tissues. The IMRT treatment
planning is usually a sequential process where initially a given number of beam
directions are selected followed by the fluence map optimization (FMO) at those
beam directions. Obtaining the optimal fluences for a given beam angle set is
time consuming due to the dosimetric calculations required. For that reason,
many of the previous BAO studies are based on a variety of scoring methods or
approximations to the FMO to gauge the quality of the beam angle set. However,
when the BAO problem is not based on the optimal FMO solutions, the resulting
beam angle set has no guarantee of optimality and has questionable reliability.
Therefore, our approach for modeling the BAO problem uses the optimal solu-
tion value of the FMO problem as the measure of the quality for a given beam
angle set. Thus, we will present the formulation of the BAO problem followed
by the formulation of the FMO problem we used. Here, we will assume that the
number of beam angles is defined a priori by the treatment planner and that all
the radiation directions lie on the same plane.

2.1 BAO Model

Let us consider n to be the fixed number of (coplanar) beam directions, i.e., n
beam angles are chosen on a circle around the CT-slice of the body that contains
the isocenter (usually the center of mass of the tumor). In our formulation,
instead of a discretized sample, all continuous [0◦, 360◦] gantry angles will be
considered. Since the angle −10◦ is equivalent to the angle 350◦ and the angle
370◦ is the same as the angle 10◦, we can avoid a bounded formulation. A simple
formulation for the BAO problem is obtained by selecting an objective function
such that the best set of beam angles is obtained for the function’s minimum:

min f(θ1, . . . , θn)

s.t. (θ1, . . . , θn) ∈ Rn.
(1)



282 H. Rocha et al.

Here, for the reasons stated before, the objective f(θ1, . . . , θn) that measures
the quality of the set of beam directions θ1, . . . , θn is the optimal value of the
FMO problem for each fixed set of beam directions. The FMO model used is
presented next.

2.2 FMO Model

In order to solve the FMO problem, i.e., to determine optimal fluence maps,
the radiation dose distribution deposited in the patient needs to be assessed
accurately. Each structure’s volume is discretized into small volume elements
(voxels) and the dose is computed for each voxel considering the contribution of
each beamlet. Typically, a dose matrix D is constructed from the collection of
all beamlet weights, by indexing the rows of D to each voxel and the columns to
each beamlet, i.e., the number of rows of matrix D equals the number of voxels
(Nv) and the number of columns equals the number of beamlets (Nb) from all
beam directions considered. Therefore, using matrix format, we can say that the
total dose received by the voxel i is given by

∑Nb

j=1 Dijwj , with wj the weight
of beamlet j. Usually, the total number of voxels is large, reaching the tens of
thousands, which originates large-scale problems. This is one of the main reasons
for the difficulty of solving the FMO problem.

For a given beam angle set, an optimal IMRT plan is obtained by solving
the FMO problem - the problem of determining the optimal beamlet weights for
the fixed beam angles. Many mathematical optimization models and algorithms
have been proposed for the FMO problem, including linear models [18], mixed
integer linear models [10] and nonlinear models [2]. Here, we will use this later
approach that penalizes each voxel according to the square difference of the
amount of dose received by the voxel and the amount of dose desired/allowed
for the voxel. This formulation yields a quadratic programming problem with
only linear non-negativity constraints on the fluence values [18]:

minw

Nv∑
i=1

1
vS

⎡⎣λi

(
Ti −

Nb∑
j=1

Dijwj

)2

+

+ λi

(
Nb∑
j=1

Dijwj − Ti

)2

+

⎤⎦
s.t. wj ≥ 0, j = 1, . . . , Nb,

where Ti is the desired dose for voxel i of the structure vS , λi and λi are the
penalty weights of underdose and overdose of voxel i, and (·)+ = max{0, ·}.
This nonlinear formulation implies that a very small amount of underdose or
overdose may be accepted in clinical decision making, but larger deviations from
the desired/allowed doses are decreasingly tolerated [2].

The FMO model is used as a black-box function and the conclusions drawn
regarding BAO coupled with this nonlinear model are valid also if different FMO
formulations are considered.
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3 Pattern Search Methods Incorporating a Priori
Knowledge

The incorporation of a priori knowledge in pattern search methods is done using
beam’s-eye-view dose ray tracing metrics. We will briefly describe the concept
of beam’s-eye-view and the strategy used to take advantage of the incorporation
of the resulting metrics in the pattern search method framework applied to the
BAO problem.

3.1 Beam’s-eye-view Dose Metrics

Conventional beam’s-eye-view (BEV) tools consider only geometric criteria, i.e.,
topographic localization of tumor volume(s) versus surrounding healthy struc-
tures, to evaluate each candidate beam direction. The use of beam’s-eye-view
dose metrics (BEVD) was introduced by Pugachev and Xing [12] to evaluate
and rank the irradiation beam directions using a score function that accounts
for beam modulation unlike the traditional BEV. An intensity-modulated beam
can intercept a large volume of an organ at risk (OAR) or normal tissue and
may not be necessarily a bad beam direction, which makes the geometrical cri-
teria used by BEV limited. The computation of a metric to gauge the quality
of incidence radiation directions should also consider the dose tolerances of the
involved structures. Thus, in IMRT, a score function based on dosimetric criteria
is more appropriate to measure the quality of a radiation beam direction.

The measure of the quality of a radiation beam direction adopted is based on
sensitive structures tolerance dose as a determinant factor for deliverable target
dose. A given incidence radiation direction is preferred if it can deliver more dose
to the target without exceeding the tolerance dose of the OARs or normal tissue
located on the path of the beam [12,13]. The BEVD score for a given beam angle
corresponds to the computation of the maximum achievable intensity for each
beamlet involved, which depends on the locations and tolerances of the OARs
along the path of the beamlet.

The BEVD score calculation of a beam requires the assumption of a single
incident beam. Initially, all beamlets are assigned with an intensity that assures
the delivery of a dose that fulfills the prescription to every target voxel. Beamlet
intensities are then iteratively updated until tolerance dose for every structure’s
voxel crossed by the all the beamlets is not exceeded. The intensities obtained
for each beamlet correspond to the maximum usable intensity of the beamlet
without exceeding the tolerance of the sensitive structures. Finally, a forward
dose calculation using the maximum usable beamlet intensities is performed and
the score of a given beam direction is computed [12,13]:

Sk =
1

NT

∑
i∈Target

(
dik
DT

P

)2

,

whereNT is the number of voxels in the target,DT
P is the target prescription dose

and dik is the “maximum” dose delivered to the target voxel i by the radiation
beam direction k.
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The BEVD score is based on an intuitive consideration of the deliverable
dose capability to the target of a single beam direction. This information can
be used to construct initial point(s) whose neighborhood may be worth of being
thoroughly explored. However, the optimal beam configuration for an IMRT
treatment should balance the BEVD score and the beam interplay as a result of
the overlap of radiation fields. Thus, BEVD scores are used as a priori knowledge
to construct an insightful algorithm for beam angle optimization. This a priori
knowledge of the problem is used by a pattern search methods framework.

3.2 Pattern Search Methods Incorporating BEVD

Pattern search methods are derivative-free optimization methods that use the
directions of positive bases to explore the search space, such that iterate progres-
sion is solely based on a finite number of function evaluations in each iteration,
without explicit or implicit use of derivatives. We will briefly describe pattern
search methods for unconstrained optimization problems such as the beam angle
problem formulated in (1).

Pattern search methods use the concept of positive bases (or positive span-
ning sets) to move towards a direction that would produce a function decrease. A
positive basis for Rn can be defined as a set of nonzero vectors of Rn whose pos-
itive combinations span Rn (positive spanning set), but no proper set does. The
motivation for directional direct search methods such as pattern search methods
is given by one of the main features of positive basis (or positive spanning sets)
[7]: there is always a vector vi in a positive basis (or positive spanning set) that
is a descent direction unless the current iterate is at a stationary point, i.e., there
is an α > 0 such that f(xk +αvi) < f(xk). This is the core of directional direct
search methods and in particular of pattern search methods.

Pattern search methods are iterative methods generating a sequence of non-
increasing iterates {xk}. Given the current iterate xk, at each iteration k, the
next point xk+1, aiming to provide a decrease of the objective function, is chosen
from a finite number of candidates on a given mesh Mk defined as

Mk = {xk + αkVz : z ∈ Z
p
+},

where αk is the mesh-size (or step-size) parameter, Z+ is the set of nonnegative
integers and V denote the n × p matrix whose columns correspond to the p
(≥ n+ 1) vectors forming a positive spanning set.

Pattern search methods consider two steps at every iteration. The first step
consists of a finite search on the mesh, free of rules, with the goal of finding a new
iterate that decreases the value of the objective function at the current iterate.
This step, called the search step, has the flexibility to use any strategy, method
or heuristic, or take advantage of a priori knowledge of the problem at hand,
as long as it searches only a finite number of points in the mesh. The search
step provides the flexibility for a global search since it allows searches away from
the neighborhood of the current iterate, and influences the quality of the local
minimizer or stationary point found by the method. If the search step fails to
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produce a decrease in the objective function, a second step, called the poll step,
is performed around the current iterate. The poll step follows stricter rules and,
using the concepts of positive bases, attempts to perform a local search in a
mesh neighborhood around xk, N (xk) = {xk + αkv : for all v ∈ Pk} ⊂ Mk,
where Pk is a positive basis chosen from the finite positive spanning set V. For a
sufficiently small mesh-size parameter αk, the poll step is guaranteed to provide
a function reduction, unless the current iterate is at a stationary point [1]. So, if
the poll step also fails to produce a function reduction, the mesh-size parameter
αk must be decreased. On the other hand, if the search or the poll steps obtain an
improved value for the objective function, the mesh-size parameter is increased
or held constant.

The efficiency of pattern search methods improved significantly by reordering
the poll directions according to descent indicators built from simplex gradients
[6]. Here, the poll directions are reordered according to the BEVD scores mean-
ing that directions with higher dosimetric value are tested first. Adding to the
efficiency provided by an insightful reordering of the poll directions, the search
step was recently provided with the use of minimum Frobenius norm quadratic
models to be minimized within a trust region, which can lead to a significant
improvement of direct search for smooth, piecewise smooth, and noisy problems
[5]. The prior knowledge of the problem is also included in this step to take ad-
vantage of BEVD scores. A trial point is tested by considering the current best
beam angle configuration and replacing the beam direction with smallest BEVD
score by a beam direction with larger score that is not in the close neighborhood
of the remaining beam directions. Last, but not least, the prior knowledge of
the problem is used on the choice of initial point(s) by considering initial beam
angle sets whose beam directions correspond to the largest BEVD scores. The
strategy sketched is tailored for addressing the BAO problem taking advantage
of prior knowledge of the problem:

Algorithm 1 (PSM framework incorporating BEVD).

0. Initialization Set k = 0. Compute BEVD scores for each beam angle.
Choose a positive spanning set V, α0 > 0, and x0 ∈ Rn considering the
beam directions with largest BEVD scores.

1. Search step Evaluate f at a finite number of points in Mk with the goal
of decreasing the objective function value at xk. If xk+1 ∈ Mk is found
satisfying f(xk+1) < f(xk), go to step 4. Both search step and iteration
are declared successful. Otherwise, go to step 2 and search step is declared
unsuccessful.

2. Poll step This step is only performed if the search step is unsuccessful. Re-
order the poll directions according to the BEVD scores. If f(xk) ≤ f(x) for
every x in the mesh neighborhood N (xk), then go to step 3 and shrink Mk.
Both poll step and iteration are declared unsuccessful. Otherwise, choose a
point xk+1 ∈ N (xk) such that f(xk+1) < f(xk) and go to step 4. Both poll
step and iteration are declared successful.

3. Mesh reduction Let αk+1 = 1
2 × αk. Set k = k + 1 and return to step 1.

4. Mesh expansion Let αk+1 = αk. Set k = k + 1 and return to step 1.
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4 Computational Results for Head-and-neck Clinical
Examples

Our tests were performed on a 2.66Ghz Intel Core Duo PC with 3 GB RAM. In
order to facilitate convenient access, visualization and analysis of patient treat-
ment planning data, as well as dosimetric data input for treatment plan optimiza-
tion research, the computational tools developed within MATLAB and CERR
– computational environment for radiotherapy research [8] are used widely for
IMRT treatment planning research.

The incorporation of BEVD into the pattern search methods framework was
tested using two clinical examples of retrospective treated cases of head-and-
neck tumors at the Portuguese Institute of Oncology of Coimbra (IPOC). In
general, the head-and-neck region is a complex area to treat with radiotherapy
due to the large number of sensitive organs in this region (e.g., eyes, mandible,
larynx, oral cavity, etc.). For simplicity, in this study, the OARs used for treat-
ment optimization were limited to the spinal cord, the brainstem and the parotid
glands. The spinal cord and the brainstem are some of the most critical organs
at risk (OARs) in the head-and-neck tumor cases. These are serial organs, i.e.,
organs such that if only one subunit is damaged, the whole organ functionality
is compromised. Therefore, if the tolerance dose is exceeded, it may result in
functional damage to the whole organ. Thus, it is extremely important not to
exceed the tolerance dose prescribed for these type of organs. Other than the
spinal cord and the brainstem, the parotid glands are also important OARs. The
parotid gland is the largest of the three salivary glands. A common complication
due to parotid glands irradiation is xerostomia (the medical term for dry mouth
due to lack of saliva). This decreases the quality of life of patients undergoing
radiation therapy of head-and-neck, causing difficulties to swallow. The parotids
are parallel organs, i.e., if a small volume of the organ is damaged, the rest of the
organ functionality may not be affected. Their tolerance dose depends strongly
on the fraction of the volume irradiated. Hence, if only a small fraction of the
organ is irradiated the tolerance dose is much higher than if a larger fraction is
irradiated. Thus, for these parallel structures, the organ mean dose is generally
used instead of the maximum dose as an objective for inverse planning opti-
mization. The tumor to be treated plus some safety margins is called planning
target volume (PTV). For the head-and-neck cases in study it was separated in
two parts with different prescribed doses: PTV1 and PTV2. The prescription
dose for the target volumes and tolerance doses for the OARs considered in the
optimization are presented in Table 1.

The patients’ CT sets and delineated structures are exported via Dicom RT
to a freeware computational environment for radiotherapy research – CERR.
We used CERR 3.2.2 version and MATLAB 7.4.0 (R2007a). An automatized
procedure for dose computation for each given beam angle set was developed,
instead of the traditional dose computation available from IMRTP module ac-
cessible from CERR’s menubar. This automatization of the dose computation
was essential for integration in our BAO algorithm. To address the convex
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Table 1. Prescribed doses for all the structures considered for IMRT optimization

Structure Mean dose Max dose Prescribed dose

Spinal cord – 45 Gy –
Brainstem – 54 Gy –
Left parotid 26 Gy – –
Right parotid 26 Gy – –
PTV1 – – 70.0 Gy
PTV2 – – 59.4 Gy
Body – 80 Gy –

nonlinear formulation of the FMO problem we used a trust-region-reflective al-
gorithm (fmincon) of MATLAB 7.4.0 (R2007a) Optimization Toolbox.

We choose to implement the incorporation of BEVD scores into the pattern
search methods framework taking advantage of the availability of an existing
pattern search methods framework implementation used successfully by us to
tackle the BAO problem [15,16,17] – the last version of SID-PSM [5,6]. The
spanning set used was the positive spanning set ([e − e I − I]. Each of these
directions corresponds to, respectively, the rotation of all incidence directions
clockwise, the rotation of all incidence directions counter-clockwise, the rota-
tion of each individual incidence direction clockwise, and the rotation of each
individual incidence direction counter-clockwise.

Treatment plans with five to nine equispaced coplanar beams are used at
IPOC and are commonly used in practice to treat head-and-neck cases [2]. There-
fore, treatment plans of five coplanar orientations were obtained using SID-PSM
and using an algorithm that incorporates a priori knowledge in pattern search,
denoted BEVD-PSM. These plans were compared with the typical 5-beam eq-
uispaced coplanar treatment plans denoted equi. Since we want to improve the
quality of the typical equispaced treatment plans, a starting point considered is
the equispaced coplanar beam angle set. The choice of this initial point and the
non-increasing property of the sequence of iterates generated by pattern search
methods imply that each successful iteration correspond to an effective improve-
ment with respect to the usual equispaced beam configuration. A different initial
point is considered using the BEVD scores. Beforehand, we need to compute the
BEVD scores that will be the prior knowledge of the problem to be incorpo-
rated in the BAO optimization algorithm. For each patient, the scores for every
beam angle are computed as described in Section 3.1. The initial point using the
BEVD scores is obtained considering the peaks of the BEVD score curve that
are not too close and correspond the solution obtained directly using BEVD cri-
teria [12]. The obtained scores for the two patients and the corresponding initial
points considered are displayed in Fig. 1.

The results of BAO optimization concerning the improvement of the objec-
tive function value for the two clinical cases of head-and-neck tumors using
SID-PSM and BEVD-PSM considering the equispaced configuration (equi) and
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Fig. 1. BEVD scores as a function of the gantry angle and the BEVD initial point for
cases 1 and 2, 1(a) and 1(b) respectively

the beam’s-eye-view configuration (bevd) as starting points are presented in Ta-
ble 2. Overall, the comparison of the best beam angle configurations obtained
by both approaches with the equispaced beam angle configuration in terms of
objective function value is clearly favorable to the pattern search approaches,
regardless of the initial point used. It is important to emphasize that the use of
a priori knowledge through BEVD scores has a positive influence both in the
choice of the initial point and also incorporated in the pattern search methods
algorithm. That conclusion can be also withdrawn from the simple inspection of
Fig. 2 where the performances of SID-PSM and BEVD-PSM are compared with
respect to the objective function value decrease versus the number of function
evaluations. The benefits of using an initial point that takes into account the
dosimetric characteristics of the case at hand are highlighted by the compari-
son between SID-PSM starting with the equispaced configuration (equi) and the
the beam’s-eye-view configuration (bevd), favorable to the later. Even starting
from higher function values, when the bevd configuration does not correspond
to better function values compared with the equi configuration, as in case 2, it
seems to be advantageous to start from search regions where the neighbor beam
directions of the initial configuration also have high BEVD scores. The advan-
tage of incorporating BEVD scores in pattern search methods is clear since the
best results are obtained by BEVD-PSM.

Despite the improvement in FMO value, the quality of the results can be
perceived considering a variety of metrics. Typically, results are judged by their
cumulative dose-volume histogram (DVH). The DVH displays the fraction of a
structure’s volume that receives at least a given dose. Another metric usually
used for plan evaluation is the volume of PTV that receives 95% of the prescribed
dose. Typically, 95% of the PTV volume is required. Using only 5 beam directions
makes harder to obtain a satisfactory target coverage. DVH results for the two
cases are displayed in Fig. 3. For clarity, the DVHs are split in PTV 1 and PTV 2
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Table 2. FMO value improvement obtained by SID-PSM and BEVD-PSM compared
with the typical equispaced coplanar treatment plans, equi, considering the equispaced
configuration (equi) and the beam’s-eye-view configuration (bevd) as starting points.

equi equi + SID-PSM bevd + SID-PSM bevd + BEVD-PSM

Case Fvalue Fvalue % decrease Fvalue % decrease Fvalue % decrease

1 165.8 144.1 13.1% 139.9 15.6% 136.5 17.7%
2 228.9 180.6 21.1% 179.2 21.7% 177.4 22.6%
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Fig. 2. History of the 5-beam angle optimization process using SID-PSM and BEVD-
PSM, considering the equispaced configuration (equi) and the beam’s-eye-view config-
uration (bevd) as starting points, for cases 1 and 2, 2(a) and 2(b) respectively

and the remaining structures distributed as an attempt to better visualize the
results. The asterisks indicate 95% of PTV volumes versus 95% of the prescribed
doses. The results displayed in Fig. 3 confirm the benefits of using the optimized
beam directions obtained and used in BEVD-PSM treatment plans, with an
improved target coverage and generally better organ sparing compared to the
equispaced beam angle configuration, typically used in clinical practice.

5 Conclusions

The BAO problem is a continuous global highly non-convex optimization prob-
lem known to be extremely challenging and yet to be solved satisfactorily. This
paper proposes an alternative approach to the BAO problem which is yet an-
other step on the quest that may take us closer to find the global or near global
optimum in a clinical acceptable time. The pattern search methods framework
had already proved to be a suitable approach for the resolution of the non-convex
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Fig. 3. Cumulative dose volume histogram comparing the results obtained by equi and
BEVD-PSM for cases 1 and 2, 3(a) and 3(b) respectively

BAO problem due to their structure, organized around two phases at every it-
eration. The poll step, where convergence to a local minima is assured, and the
search step, where flexibility is conferred to the method since any strategy can
be applied. The search step is provided with the use of minimum Frobenius norm
quadratic models to be minimized within a trust region, which can lead to a sig-
nificant improvement of direct search for the type of problems at hand. A novel
approach for the resolution of the BAO problem, incorporating prior knowledge
in a pattern search methods framework, was proposed and tested using a set
of clinical head-and-neck cases. For the clinical cases retrospectively tested, the
use of prior knowledge of the patient in our tailored approach showed a positive
influence on the quality of the local minimizer found. The improvement of the
solutions in terms of objective function value corresponded, for the head-and-
neck cases tested, to high quality treatment plans with better target coverage
and with improved organ sparing. Moreover, the choice of the initial point also
benefits from the prior knowledge of the problem leading to better solutions.
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Abstract. The aim of our contribution is to call attention to the rela-
tionship between totally regular variables, introduced by R. Delanghe in
1970, and Appell sequences with respect to the hypercomplex derivative.
Under some natural normalization condition the set of all paravector val-
ued totally regular variables defined in the three dimensional Euclidean
space will be completely characterized. Together with their integer pow-
ers they constitute automatically Appell sequences, since they are iso-
morphic to the complex variables.

Keywords: totally regular variables, Appell sequences, hypercomplex
differentiable functions.

1 Introduction

Some years ago, authors of this note (see [6]) introduced for the first time
monogenic power-like functions (i.e. Appell sequences with respect to the hy-
percomplex derivative) as examples for the generation of monogenic (cf. [3]), or
Clifford holomorphic (cf. [10]) functions by special polynomials given in terms of
a paravector variable and its conjugate. Meanwhile Appell sequences have been
subject of investigations by different authors with different methods and in vari-
ous contexts (cf. [2]). The concept of a totally regular variable, introduced by R.
Delanghe in [5] and later also studied by Gürlebeck ([7], [9]) for the special case
of quaternions, has some obvious relationship with the latter. It describes the set
of linear monogenic functions whose integer powers are also monogenic (without
demanding to form an Appell sequence as it is the case for the integer powers
of the complex variable z = x + iy). Indeed, the simple example of the totally
regular Fueter-polynomials (cf. [10], [12]) shows, that not every totally regular
variable and its integer powers form an Appell sequence with respect to the hy-
percomplex derivative. From the other side, the Appell sequence constructed in
[6] is not constituted by a totally regular variable and its integer powers.
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These facts motivated us to ask for the relationship between totally regu-
lar variables and Appell sequences with respect to the hypercomplex derivative
in the case of a paravector valued variable in R3. Therefore we characterize
completely the set of all paravector valued totally regular variables. The higher
dimensional case can be treated in the same way. In view of our aim to connect
totally regular variables with Appell sequences, we are using a natural normal-
ization condition for the set of all paravector valued totally regular variables. We
prove that under that normalization condition all totally regular variable consti-
tute automatically Appell sequences, since they are isomorphic to the complex
variables. We finish with some remarks on the role of polynomials in terms of
the totally regular Fueter-polynomials (which are not normalized in the afore-
mentioned way) as well as their use in the construction of Appell sequences with
respect to the hypercomplex derivative.

2 Basic Notations

As usual, let {e1, e2, . . . , en} be an orthonormal basis of the Euclidean vector
space Rn with a non-commutative product according to the multiplication rules

ekel + elek = −2δkl, k, l = 1, . . . , n,

where δkl is the Kronecker symbol. The set {eA : A ⊆ {1, . . . , n}} with

eA = eh1eh2 · · · ehr , 1 ≤ h1 < · · · < hr ≤ n, e∅ = e0 = 1,

forms a basis of the 2n-dimensional Clifford algebra C�0,n over R. Let Rn+1 be
embedded in C�0,n by identifying (x0, x1, . . . , xn) ∈ Rn+1 with

x = x0 + x ∈ An := span
R
{1, e1, . . . , en} ⊂ C�0,n.

Here, x0 = Sc(x) and x = Vec(x) = e1x1+· · ·+enxn are, the so-called, scalar and
vector parts of the paravector x ∈ An. The conjugate of x is given by x̄ = x0−x
and its norm by |x| = (xx̄)

1
2 = (x2

0 + x2
1 + · · ·+ x2

n)
1
2 .

To call attention to its relation to the complex Wirtinger derivatives, we
use the following notation for a generalized Cauchy-Riemann operator in Rn+1,
n ≥ 1:

∂ :=
1

2
(∂0 + ∂x), ∂0 :=

∂

∂x0
, ∂x := e1

∂

∂x1
+ · · ·+ en

∂

∂xn
.

Definition 1 (Monogenic function).
C1-functions f satisfying the equation ∂f = 0 (resp. f∂ = 0) are called left
monogenic (resp. right monogenic).

We suppose that f is hypercomplex-differentiable in Ω in the sense of [8,12],
that is, it has a uniquely defined areolar derivative f ′ in each point of Ω (see
also [13]). Then, f is real-differentiable and f ′ can be expressed by real partial
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derivatives as f ′ = ∂f where, analogously to the generalized Cauchy-Riemann
operator, we use ∂ := 1

2 (∂0 − ∂x) for the conjugate Cauchy-Riemann operator.

Since a hypercomplex differentiable function belongs to the kernel of ∂, it follows
that, in fact, f ′ = ∂0f = −∂xf which is similar to the complex case.

In general, C�0,n-valued functions defined in some open subset Ω ⊂ R
n+1

are of the form f(z) =
∑

A fA(z)eA with real valued fA(z). However, in several
applied problems it is very useful to construct An-valued monogenic functions
as functions of a paravector with special properties. In this case we have

f(x0, x) =

n∑
j=0

fj(x0, x)ej (1)

and left monogenic functions are also right monogenic functions, a fact which
follows easily by direct inspection of the corresponding real system of first order
partial differential equations (generalized Riesz system).

Example 1.

1. Consider the A3-valued function

f(x) = f(x0, x1, x2, x3) = x1x2x3 − x0x2x3e1 − x0x1x3e2 − x0x1x2e3.

Simple calculations allow to conclude that ∂̄f = 0 which means that f is
left monogenic. Since f is of the form (1), it follows that f is also right
monogenic. Moreover, f ′(x) = ∂0f(x) = −x2x3e1 − x1x3e2 − x1x2e3.

2. Consider now the A2-valued functions

fk(x0, x1, x2) = (x0 + x1e1 + x2e2)
k, k = 1, 2, . . . .

It follows easily that

∂̄f1 =− 1;

∂̄f2 =− 2x0;

∂̄f3 =− 3x2
0 + (x2

1 + x2
2);

∂̄f4 =
(
−4x2

0 + 4(x2
1 + x2

2)
)
x0.

In fact, by induction, on can prove that

∂̄fn =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

r−1∑
k=0

(−1)1+k

(
2r

2k + 1

)
x2r−1−2k
0 (x2

1 + x2
2)

k, if n = 2r;

r∑
k=0

(−1)1+k

(
2r + 1

2k + 1

)
x2r−2k
0 (x2

1 + x2
2)

k, if n = 2r + 1.

Therefore, neither z := f1(x) nor any of its nonnegative integer powers are
left or right monogenic functions.
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We use also the classical definition of sequences of Appell polynomials [1] adapted
to the hypercomplex case.

Definition 2 (Generalized Appell sequence).
A sequence of monogenic polynomials (Pk)k≥0 of exact degree k is called a gen-
eralized Appell sequence with respect to the hypercomplex derivative if

1. P0(x) ≡ 1,

2. P ′
k = kPk−1, k = 1, 2, . . . .

The second condition is the essential one while the first condition is the usually
applied normalization condition which can be changed to any constant different
from zero.

3 Totally Regular Variables

Underlining the fact that, in general, an integer power of a hypercomplex variable
is not monogenic, Delanghe introduced the following concept (see [5])

Definition 3 (Totally regular variable).
A totally regular variable is a linear monogenic function of the form

z = x0eA0 + x1eA1 + . . .+ xneAn ∈ C�0,n (2)

whose integer powers are monogenic.

Depending on the choice of eAk
, Delanghe obtained for the general Clifford

Algebra valued case, where e2i = εie0, for real εi, (i = 1, . . . , n), necessary
and sufficient conditions for a hypercomplex variable z to be totally regular [5,
Theorem 4]. For our purpose here, we would like to call attention to the following
weaker result, involving a much simpler condition.

Theorem 1. [5, Corollary 1 of Theorem 4] Any monogenic variable z of the
form (2) for which

eAk
eAl

= eAl
eAk

, k, l = 0, . . . , n, (3)

is totally regular.

Additionally, Delanghe showed that (3) is only sufficient, by referring to the
special case of the totally regular variable z = x2e1e2 + x3e1e3, with e21 = ε1 =
0, e22 = e23 = 0, for which clearly e1e2 · e1e3 = e1e3 · e1e2.

Later on Gürlebeck [7] studied the case of quaternion valued (H - valued)
variables in the form of

z = x0d0 + x1d1 + x2d2 + x3d3 ∈ H, (4)
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with dk = ak0e0 + ak1e1 + ak2e2 + ak3e1e2 not necessarily linearly independent
(see also [9]). In order to obtain H-totally regular variables he found a necessary
and sufficient condition, expressed by the rank of the matrix

A =

⎛⎜⎜⎝
a01 a02 a03
a11 a12 a13
a21 a22 a23
a31 a32 a33

⎞⎟⎟⎠ , (5)

which can be rewritten as follows:

Theorem 2. Let z be a quaternionic holomorphic variable of the form (4). The
following statements are equivalent:

I. z is a a totally regular variable;

II. dkdl = dldk, l, k = 0, 1, 2, 3;

III. The rank of the matrix (5) is less than 2.

We note that the general form of a totally regular variable has not been explicitly
determined, neither in the general case (2) nor in the quaternionic case (4). The
aim of the present work is to characterize totally regular variables defined in R3.

Following this idea we study here the case of linear paravector valued func-
tions of three real variables, subject to a normalization condition with respect
to the real variable x0. This normalization condition is given in terms of the
hypercomplex derivative by demanding that

∂z = z∂ = 1. (6)

This is motivated by the fact that at the same time we are looking for the
characterization of all totally regular variables whose integer powers form an
Appell sequence in the sense of Definition 2 as we know it from the complex case
for z = x+ iy.

We note that not every totally regular variable (TRV) and its powers form an
Appell sequence. In addition the first degree polynomial of an Appell sequence
is not necessarily a TRV. The following examples illustrate these situations.

Example 2.

1. The variables
zs := xs − x0es, s = 1, 2, (7)

are TRV, which are not Appell sequences in the sense of Definition 2, because

∂zks = 0, k = 1, 2, . . . but ∂zs = ∂0zs = −es = 1.

2. A sequence of the form considered in [6]

Pk(x) =

k∑
s=0

1

2s

(
k

s

)(
s

� s2�

)
xk−s
0 xs, (8)
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is an Appell sequence which does not consist of a TRV and its powers, since
besides the fact that

z̃ := P1(x) = x0 +
1
2 (x1e1 + x2e2)

is not a TRV, we also have z̃k = Pk, k > 1.

3. The variables

ẑs := x0 + xses, s = 1, 2, (9)

are TRV and their powers form an Appell sequence, because

∂ẑks = 0 and ∂ẑks = ∂0ẑ
k
s = kẑk−1

s , s = 1, 2, . . . .

4 The Explicit Form of Paravector Valued Totally
Regular Variables

As mentioned before, for reasons of applications and simplicity we concentrate
on the computation of the explicit form of TRV given by

z = x0d0 + x1d1 + x2d2 ∈ A2 ⊂ Cl0,2. (10)

We first note that from ∂z = 0 it follows that

d0 + e1d1 + e2d2 = 0. (11)

In addition, the application of the normalization condition (6) implies immedi-
ately that

d0 = 1 (12)

and therefore, combining (11) and (12) we obtain as a first condition on the dk’s
the following relation

1 + e1d1 + e2d2 = 0. (13)

For z to be TRV we also need that the square of z and all other integer powers
of z are monogenic. We will see, that the case of z2 implies conditions which
guarantee the same property for all integer powers. Since

∂z2 = x0(1 + e1d1 + e2d2) + (1 + e1d1)x1d1 ++(1 + e2d2)x2d2

+ 1
2 (x2e1 + x1e2)(d1d2 + d2d1)

= x0(1 + e1d1 + e2d2) + (1 + e1d1 + e2d2)x1d1 + (1 + e1d1 + e2d2)x2d2

+ 1
2 (x1e2 − x2e1)(d1d2 − d2d1)

and taking into account condition (13), we obtain a second condition on the dk’s,
namely

d1d2 − d2d1 = 0. (14)
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Notice that (14) is identical to the necessary and sufficient conditions, mentioned
in Theorem 2. For a detailed analysis of the consequences of (13) and (14) we
use the notation of [7] and write

d1 = a10 + a11e1 + a12e2,

d2 = a20 + a21e1 + a22e2,

with alm ∈ R, l,m = 0, 1, 2. Therefore, from (13) it follows easily that

a11 + a22 = 1, (15)

a12 = a21 (16)

and
a10 = a20 = 0, (17)

while condition (14) implies

a11a22 − a12a21 = 0. (18)

We note that, based on (10) and (12), the matrix (5) has the form

A =

⎛⎝ 0 0 0
a11 a12 0
a21 a22 0

⎞⎠ ,

which has obviously rank less than 2, due to (18).
Relation (16) together with (18) gives

a11a22 = λ2, for some real λ.

Let us now consider the two possible cases, for the values of the parameter λ.

Case A: λ = 0.

In this first case, a11 and a22 have the same sign and as a consequence of (15),
both coefficients are positive. Therefore we can define

i21 := a11; i22 := a22 with i21 + i22 = 1,

in order to write
λ2 = (i1i2)

2.

Remark: Because of

i21 + i22 = 1,

we can choose, for instance,

i1 = t, i2 =
√
1− t2, (with |t| = |i1| ≤ 1),
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or

i1 = cosα, i2 = sinα, (for some angle α).

The relation with the roots of unity is obvious and permits interesting applica-
tions (see [4]).

The consequences of case A for the general form of the TRV z are the following:

z = x0 + x1(i
2
1e1 + i1i2e2) + x2(i1i2e1 + i22e2)

= x0 + i1x1(i1e1 + i2e2) + i2x2(i1e1 + i2e2)

= x0 + (i1x1 + i2x2)(i1e1 + i2e2),

where the constant “imaginary unit”

ı̂ := i1e1 + i2e2

is such that ı̂2 = −i21 − i22 = −1. Writing

xı̂ := i1x1 + i2x2,

we recognize the isomorphism with z = x+ yi ∈ C:

x→ x0; y → xı̂; i→ ı̂.

Moreover, under the conditions of case A, z is a TRV whose integer powers

zk = [x0 + (i1x1 + i2x2)(i1e1 + i2e2)]
k = (x0 + xı̂ ı̂)

k

form an Appel sequence, because obviously (zk)′ = kzk−1 and z0 = 1.

Consider now the second case:

Case B: λ = 0

If
a11 = 0 and a22 = 0,

then a11 = 1 and z = x0 + x1e1 (trivial case). On the other hand, if

a11 = 0 and a22 = 0,

then a22 = 1 and z = x0 + x2e2 (also a trivial case).

The above considerations can be summarized as follows:

Theorem 3. The set of all linear monogenic variables of the form

z = x0 + x1d1 + x2d2 ∈ A2 ⊂ Cl0,2,
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which are TRV explicitly consists of pseudo-complex variables of the form

zı̂ = x0 + (i1x1 + i2x2)(i1e1 + i2e2) = x0 + xı̂ı̂,

with (i1, i2) ∈ R2 and i21 + i22 = 1.
Moreover, due to their isomorphism with the complex variable z = x+yi these

pseudo-complex variables together with their integer powers zkı̂ form automati-
cally an Appell sequence with respect to the hypercomplex derivative.

5 Concluding Remarks

Even the consideration of homogeneous polynomials of degree k, with a “relaxed”
binomial expansion (characteristic property of Appell sequences) of the form

Pk(z) =

k∑
0

ms

(
k

s

)
xk−s
0 [X1(x1, x2)e1 +X2(x1, x2)e2]

s, (19)

where Xi(x1, x2), i = 1, 2, are real valued functions in x1 and x2, leads only to
the cases A e B of TRV with ms ≡ 1 or to the case where

ms =
1

2s

(
s

� s2�

)
, s = 0, 1, . . . , k, (20)

with X1(x1, x2) = x1 and X2(x1, x2) = x2 (not covered by A or B and not based
on the integer powers of a TRV, since P1

2 = P2).

Polynomials of the form (19) as elements of generalized Appell sequences of
paravector valued monogenic polynomials in A2 have been studied in [14]. It
was proved that both mentioned cases, i.e. where ms ≡ 1 or ms given by (20),
are the only one examples of Appell sequences with respect to the hypercomplex
derivative and normalized as in Definition 2. This means that with the exception
of polynomials (19) in the special form

Pk(z) =

k∑
0

1

2s

(
s

� s2�

)(
k

s

)
xk−s
0 (x1e1 + x2e2)

s,

all other Appell sequences with respect to the hypercomplex derivative and nor-
malized as in Definition 2, consist of totally regular variables (TRV) and its
integer powers in the form

zı̂ = x0 + (i1x1 + i2x2)(i1e1 + i2e2) = x0 + xı̂ı̂.

Further, let us mention the following. If we admit that the usually used nor-
malization condition P0 = 1 (or initial value of the polynomial of degree 0) in
Definition 2 is changed to P0 = −e1, resp. P0 = −e2, (a possibility that we
mentioned), then also the TRV in the examples of Section 4

zs = xs − x0es = −es(x0 + xses), s = 1, 2, (21)
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form together with its integer powers Appell sequences, which can be verified
by straightforward calculations. The initial value appears as the constant factor
−e1 resp. −e2 of the considered zkı̂ with (i1, i2) = (1, 0), resp. (i1, i2) = (0, 1). Of
course, the same is true for other choices of initial values of the polynomial of
degree 0 and constant factors of the “natural” two copies of the complex variable
z = x+ yi, i.e. for the first degree polynomials

zr = x0 + xrer, r = 1, 2.

But since both TRV zs of the form (21) are the first degree Fueter polynomials
(see [10]), we mention finally a remark of Habetha in [11, p. 233], on the use of
those “natural” copies of several complex variables, i.e. x0 + xses = eszs, with
s = 1, 2, instead of Fueter polynomials for the power series representation of any
monogenic function. Theorem 3 shows (here only for the case of R3), that also the
more general pseudo-complex variables of the form zı̂ = x0+(i1x1+ i2x2)(i1e1+
i2e2) = x0 + xı̂ ı̂ can play a decisive role in the power series representation of
any monogenic function. Of course, this is also true in the general case for Rn+1

where one has to work analogously with a parameter set (i1, i2, . . . , in).
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Abstract. This paper presents a genetic algorithm for the Team Ori-
enteering Problem with double Time Windows (TOPdTW). The aim
is to study TOPdTW to model a real problem that arises within the
operating rooms in a hospital. The Genetic Algorithm uses a peculiar
way to construct solutions that only generates valid solutions, which
improves the global performance. This constructive algorithm reads the
chromosome and decides which operation is scheduled next in the route.
The algorithm was tested using some public instances of the TOPTW
and instances generated for TOPdTW. The computational results are
presented.

1 Introduction

Health care services are in increasing demand in modern societies, because the
access of people to the heath care has been democratized, and also due to the
aging of populations. However, due to budgetary constraints the available re-
sources in the health care facilities cannot be increased infinitely. Given this
situation, the list of patients waiting for health care is also increasing. So, the
units providing the health care have to rationalize their activities in order to
increase the use of their resources. Nowadays the message that the managers
send to their employees is that one must seek to increase the level of service
jointly with reducing the operating costs.

The rationalization of health care services is a subject that has received at-
tention from academic researchers over time and this interest has increased in
recent years. Joint work of Operations Research practitioners with health care
professionals promoted the publication of several studies in this subject. Exam-
ples can be pointed out from some studies such as: designing ambulance interiors
layout [1], improving hospital logistics [2], and also the research related with shift
scheduling for personnel [3,4,5,6].

As van Essen et al. [7] stated, the operating room (OR) is the most expensive
resource in a hospital. Also, Su et al. [8] refer to the level of expenses in the ORs,
which account for approximately 40% of a hospital’s total expenses, according
to reporting data of 2005. Attending the importance of this level of expenses
the work in the ORs should be well planned in order to fully occupy their avail-
ability. Several studies concerned with the ORs [7,8,9,10,11] presented different
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methodologies that can be integrated in decision support systems. Cardoen et
al. [12] provide an important review of recent operational research on operating
room planning and scheduling.

However, planning and scheduling the operating room is a hard problem due
to the high level of constraints to be considered. There are several works that deal
with this problem trying to provide the optimal solution using (mixed) integer
linear programming (MILP) [7,8,9,10,13,14,15,16]. Particularly, these formula-
tions attempt to solve different aspects of the planning problems of the operating
room, but all of them share the conclusion that it is not an easy task solving large
instances optimally. Often, to deal with large instances of these problems one
should use heuristic procedures to obtain solutions in an acceptable computation
time.

In this paper we intend to study the possibility of model planning and schedul-
ing problems of operating rooms in terms of choice elective patients, aiming for
throughput maximization. Indeed, several simplifications were made to the real
problem, however the model allows to verify if the selection of elective surgeries
and its scheduling in the operating rooms could be done using a new variant
of the Team Orienteering Problem with Time Windows (TOPTW) as a basis
model. For this new variant of TOPTW a MILP and also a Genetic Algorithm
are presented to solve the problem.

The paper is structured into six sections. Section 2 discusses some known
versions of Team Orienteering Problem (TOP) and TOPTW, their application
to the real problems, and also the developed methodology. Section 3 describes
various topics related with the real problem of Operating Rooms Scheduling.
Also, Section 3 proposes a mixed integer linear programming (MILP) model
for Operating Rooms Scheduling and discusses the model. Section 4 describes
the Genetic Algorithm (GA) for TOPTW and its adaption for the Operating
Rooms Scheduling. Section 5 presents preliminary computational results with
practical-sized instances. Section 6 discusses the main conclusions of this study.

2 TOP and TOPTW Variants

Team Orienteering Problem (TOP) is a fairly recent concept, first suggested by
Butt and Cavalier [17] under the name of Multiple Tour Maximum Collection
Problem. Later, Chao et al. [18] formally introduced the problem and designed
one of the most frequently used sets of benchmark instances. In 2006, Archetti
et al. [19] achieved many of the currently best-known solutions for the TOP
instances by presenting two versions of Tabu Search, along with two metaheuris-
tics based on Variable Neighbourhood Search (VNS). Also, Vieira et al. [20] and
Ferreira et al. [21] presented recently evolutionary procedures to the TOP. In
the Team Orienteering Problem it is necessary to choose a subset of nodes in a
graph to visit and collect a prize, using a given set of paths. Each node could
be visited at most by one path. If there are time constraints to visit a node, we
have the Team Orienteering Problem with Time Windows (TOPTW) and can
be considered a generalization of the TOP.
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There were several published studies about TOPTW. Lin and Yu [22] pre-
sented two versions of simulated annealing based heuristic approach for TOPTW.
The computational study indicates that both versions of the SA presented in
this paper are capable of producing high quality TOPTW solutions. Labadie
et al. [23] proposed a Variable Neighborhood Search (VNS) procedure based on
the idea of exploring, most of the time, granular instead of complete neighbor-
hoods in order to improve the algorithm’s efficiency without losing effectiveness.
Computational results have shown that a proposed VNS approach is already an
effective algorithm, whereas the introduction of the granularity can improve the
algorithm’s efficiency while maintaining effectiveness. Garcia et al. [24] model
the tourist planning problem, integrating public transportation, as the time-
dependent team orienteering problem with time windows (TD-TOPTW) in or-
der to allow personalized electronic tourist guides to create personalized tourist
routes in real-time. They develop and compare two different approaches to solve
the TD-TOPTW. Both algorithms are applied on a set of test instances based
on real data for the city of San Sebastian. The main contribution of this re-
search is that the authors develop two approaches that solve the TD-TOPTW
in real-time. Also, Vansteenwegen et al.[25] deal with the planning problem of a
personalized electronic tourist guide that was modeled as a TOPTW. The main
contribution of this paper is a simple, fast and effective iterated local search
meta-heuristic to solve the TOPTW. On a large set of test instances, the aver-
age gap with the best-known solutions is only 1.8% and the computation time is
decreased with a factor of several hundreds compared to other algorithms. Even
when the computation time is limited to 1 s, high quality results are obtained.
This is achieved by speeding up the evaluation of possible improvements and the
specific implementation of the shake step to better explore the whole solution
space. All this makes the algorithm appropriate for the personalized tourist guide
application. Tricoire et al. [26] presents the multi-period orienteering problem
with multiple time windows (MuPOPTW), a new routing problem combining
objective and constraints of the orienteering problem (OP) and team orienteering
problem (TOP), constraints from standard vehicle routing problems, and orig-
inal constraints from a real industrial case. Another study from Garcial et al.
[27] deals with a problem that can be directly related to the Multi Constrained
Team Orienteering Problem with Time Windows (MCTOPTW). It introduces
an Iterated Local Search (ILS) based algorithm to solve the MCTOPTW fast
and effectively. The algorithm performs well on a published set of Selective Ve-
hicle Routing Problems with Time Windows (SVRPTW) and a large set of new
MCTOPTW instances. Dohn et al. [28] consider the manpower allocation prob-
lem with time windows, job-teaming constraints and a limited number of teams
(m-MAPTWTC). Given a set of teams and a set of tasks, the problem is to
assign to each team a sequential order of tasks to maximize the total number
of assigned tasks. An integer-programming model is presented for the problem,
which is decomposed using Dantzig-Wolfe decomposition. The problem is solved
by column generation in a branch-and-price framework. Simultaneous execution
of tasks is enforced by the branching scheme.
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3 The TOPdTW

In this paper a model is presented to deal with a planning and scheduling problem
that arises in Operating Rooms in a hospital. The bibliography about Operating
Rooms is huge, and it is not possible to discuss all the different ways that the
main problem and its variants were modelled. The model that this study presents
is a variant of TOPTW. In this variant not only the vertex has a time window to
be visited, but also the path will have a time window to be fulfilled. This variant
is called Team Orienteering Problem with double Time Windows (TOPdTW).
To the best of our knowledge, TOPdTW was never presented before, and no
other studies using this model were applied to the planning of ORs. For this new
TOP variant a MILP and also a GA are presented to solve the problem. This
problem is a generalization of TOPTW, because in TOPTW all paths could be
started at time zero, and the ending time may occur in a time defined by the
last node visited in the path. In TOPdTW a path must be started at a time that
respects the available time of a vehicle, or facility, or even an Operating Room.
This strategy allows using a facility (vehicle / Operating Room / etc.) several
times during a given planning horizon.

3.1 The Real Problem

In a hospital there are several Operating Rooms that could be used in different
shifts along the different days of a week. In this paper, the number of paths
is given by the number of rooms times the number of shifts times the number
of days. Given an available list of possible surgeries, that has different levels of
importance, time windows to be considered, and a duration to be processed, the
objective is to select the best set of elective surgeries to be scheduled in the given
horizon planning. This is a very elementary approach to the real problem, since
it does not consider directly other important resources, just as medical staff,
rostering personnel constraints, specific equipment, and other relevant issues.
However it is also possible to extend this model to make it more representative
of a real problem. Furthermore, it is believed that this model could be used at a
planning level of decisions that could be then enhanced at an operational level
of decisions, promoting several decisions to be considered in a decision support
system (DSS).

3.2 The Mixed Integer Linear Programming

The aim of the present study is to solve the TOPdTW, which means to develop
a method that determines v paths, which start in the same location and have
the same destination, in order to maximize the total profit made in each path,
while respecting the time windows constraints. A determined number of vehicles
is given at the instance formulation and a path is generated for each vehicle.
Following the MILP model presented by Labadie et al. [23] and the model pre-
sented by Vansteenwegen et al. [25] the objective function of the TOPdTW is
presented next in Equation 1, where v represents the number of vehicles; xijd is a
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binary variable set to 1 if the vehicle d goes from node i to j and to 0 otherwise;
pi represents a positive integer score (profit) associated with the node i. The
objective function consists of finding v feasible routes that maximize the total
reward or profit.

max
v∑

d=1

n−1∑
i=1

n∑
j=2

pixijd, i = j (1)

Additionally to the TOPTW formulation presented in [25] the constraints (2)
and (3), that model the time window of each path are added, as well as the
parameters Rd and Fd that represent the ready time for path d and the finished
time for path d. This means that the path d has a time window [Rd;Fd] to be
performed.

Rd + c1jdx1jd − sjd ≤M(1− x1jd), (i = 2, . . . , n; d = 1, . . . , v; ) (2)

sjd +Tj + cjndxjnd ≤ Fd +M(1− xjnd), (j = 2, . . . , n− 1; d = 1, . . . , v; ) (3)

, where cijd is the time needed to travel from location i to j by path d; Tj is a
service or visiting time at node i; sjd is the time instant to start the service at
node i; and M is a constant with a large value.

As with the problems TOP and TOPTW also TOPdTW is NP-hard, and
then the use of heuristics is of great importance to quickly generate solutions to
be available in a DSS. In this study, a genetic algorithm was chosen because it
is easy to implement.

4 The Genetic Algorithm

The Genetic Algorithm (GA) is a search heuristic that imitates the natural pro-
cess of evolution as it is believed to happen to all the species of living beings. This
method uses nature-inspired techniques such as mutation, crossover, inheritance
and selection, to generate solutions for optimization problems. The success of a
GA depends on the type of problem to which the algorithm is applied and its
complexity.

In a GA, the chromosomes or individuals are represented as strings, which
encode candidate solutions for an optimization problem, that later evolve to-
wards better solutions. Designing a GA requires a genetic representation of the
solution domain, as well as a fitness function to evaluate the solutions produced.
The GA evolutionary process starts off by initializing a population of solutions
(usually randomly), which will evolve and improve during three main steps:

- Selection: A portion of each successive generation is selected, based on their
fitness, in order to breed the new and probably better fit generation.

- Reproduction: The selected solutions produce the next generation through
mutation and/or crossover, propagating the most crucial changes to the fu-
ture generations by inheritance.

- Termination: Once a stopping condition is met, the evolutionary process
ends.
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The developed genetic algorithm consists on three components. The most el-
ementary one is the chromosome, which represents a set of vehicles and their
respective routes. The next component is the evolutionary process, responsible
for executing crossovers and mutations within the population of chromosomes.
The third and last component of the algorithm controls the evolutionary pro-
cess, ensures the validation of chromosomes according to the limitations imposed
by the TOPdTW and its instances, and also carries out the evaluation of the
chromosomes based on a fitness function.

In the GA presented here, a possible solution for the TOPdTW is represented
in the form of a chromosome. At each new generation, a renewed population
of chromosomes is obtained; each vehicle available and each route includes a
sequence of customers to be visited under a given time limit and within their
respective time windows. An example of a valid solution is showed in Fig. 1.
There are six customers denoted as numbered vertices and two vehicles avail-
able. There is also a starting point (S) and an ending point (E). In this case,
vertex 6 is not included in any route because otherwise it would turn the solution
invalid by violating the time constraints. While addressing the team orienteering

Fig. 1. Representation of a valid solution example, for an instance with six vertices
and with two available vehicles

problem with double time windows, the fitness function of the algorithm was set
to correspond to the sum of all the collected rewards in each customer visited
during the identified routes. In order to produce solutions for the TOPdTW,
the algorithm starts by generating an initial population of valid chromosomes.
Then, some genetic operators are applied to the population in order to promote
their evolution towards better fitness levels. This evolution process is repeated
until a stopping criterion is met. As explained before, the chromosomes in the
GA contain routes to be assigned to the available vehicles in a certain TOPdTW
instance. Consequently, the creation of a new random chromosome is in fact the
creation of a group of random valid routes. All these routes include the required
starting and ending points. In order to assemble a route, customers are added
in from an availability list that is common to all routes. The attempt to add a
customer to a route is only successful if that addition keeps that route feasible
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while not exceeding the given time budget and the respective time windows con-
straints for each customers are met. In other words, the new customer insertion
will be tried between two other customers. To ensure that the given time budget
and the time windows constraints are met, the time budget, from the beginning
of the route, until the previous customer to where the new one is attempting to
be inserted, is calculated. Then the new customer respective travel distance and
operation time are inserted. The time budget and time windows constraints are
again validated and if feasible, the time for the rest of the route is calculated
and it is verified if the given time budget was not exceeded. Once added to a
route, a customer is then removed from the list and marked as checked. Each
and every customer in the list is tested for an insertion in the current route. A
chromosome must contain as much routes as the number of vehicles available in
a chosen TOPdTW instance. Figure 2 presents a simple scheme of how a random
route is created. The algorithm uses parallel processing in order to assemble all
the routes in a chromosome. In respect to the evolutionary process, it includes

Fig. 2. Creation of a random route

two genetic operations: crossover and mutation. The crossover procedure is done
by exchanging routes between two chromosomes, resulting in the creation of two
new chromosomes. The routes to be exchanged are randomly selected, yet entire
blocks of consecutive routes are copied to the new chromosomes, as it can be
observed in Fig. 3. The chromosomes used for crossover are chosen based on

Fig. 3. Crossover procedure between two parents, resulting in two children chromo-
somes (each bar represents the route of a vehicle)

a roulette-wheel selection, also known as fitness proportionate selection, which
assesses the probability of a chromosome being used in combinatorial methods.
Therefore, a chromosome with high fitness level is more likely to be selected as
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a parent for the next generation. The other genetic operation used is mutation
and it consists on the removal of a random customer from a randomly chosen
route within a chromosome. Then, an attempt is made in order to insert one or
more customers from the availability list of chromosome. The customers in this
list are checked one by one in a random order, and when the current customer
represents a valid option, it is added to the route. During this process, an at-
tempt is made in order to add as many new customers as possible to the route.
In Fig. 4, a simple mutation is presented, where only one customer is removed
from a route. There is also the possibility to perform more complex mutations
by removing more than one customer from a route, and the process is executed
in a similar way as in the simple mutation. There are two special classes of

Fig. 4. Crossover procedure between two parents, resulting in two children chromo-
somes (each bar represents the route of a vehicle)

chromosomes within the population, the elite and the sub-elite groups, to which
different rules are applied. The elite class is the group of the highest fitness chro-
mosomes within the population in a certain generation, and these chromosomes
are immune to mutation until they are replaced by new chromosomes in further
generations. As for the sub-elite class, it includes the fittest chromosomes imme-
diately after the elite ones. This group is kept intact during the crossover phase
but suffers mutation right after. During the evolutionary process, the resultant
chromosomes from both crossover and mutation processes are kept, even if their
fitness is lower than the chromosomes that originated them.

5 Computational Test Results and Discussion

In order to evaluate this model several computational experiments were per-
formed. As a first step the experiments were conducted with a set of TOPTW in-
stances whose optimal values are known. Five instances of Solomon and Derosiers
[29] of the first set were chosen (c101, c102, c104, c108 and c109) and three dif-
ferent numbers of paths were considered.

5.1 MILP Model

Using the NEOS Server with AMPL/Gurobi [30,31,32] the MILP could not find a
solution for all vertices. Several experiments with subsets of vertices of different
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sizes were performed to find out the maximum number of vertices that it is
possible to solve optimally. Tables 1-3 present these results. It is possible to verify
that only instance c101 could be solved for all vertices. For the others it was not
possible to obtain results considering more than the first 30 vertices. PK means
“Process Killed” after 180 minutes. When it is available, the time (in seconds) to
reach the solution is indicated in parentheses. As the number of paths increase,
the number of vertices in the instance is also increased, because it becomes
easier to obtain the optimal solution. To evaluate the MILP and the NEOS

Table 1. NEOS Server results for the test problems of Solomon (paths = 2)

Instance/Nodes 10 15 20 25 30 35 40 45 50 100

c101 - - - - - - - - - 590(280s)

c102 150 260 360(173s) 450(14585s) PK PK PK PK PK PK

c104 150 260 360 PK PK PK PK PK PK PK

c108 150 260 PK PK PK PK PK PK PK PK

c109 150 260 360(15s) PK PK PK PK PK PK PK

Table 2. NEOS Server results for the test problems of Solomon (paths = 3)

Instance/Nodes 10 15 20 25 30 35 40 45 50 100

c101 - - - - - - - - - 810(12105s)

c102 150 260 360 460(2s) PK PK PK PK PK PK

c104 150 260 360(1s) 460(24s) 520(7s) PK PK PK PK PK

c108 150 260 360 460(2s) PK PK PK PK PK PK

c109 150 260 360(1s) 460(6s) 520(14224s) PK PK PK PK PK

Table 3. NEOS Server results for the test problems of Solomon (paths = 4)

Instance/Nodes 10 15 20 25 30 35 40 45 50 100

c101 150 260 360 460 520 640(12s) 720(22s) 720(45s) 770(65s) PK

c102 150 260 360 460(1s) 520(566s) PK PK PK PK PK

c104 150 260 360(1s) 460(20s) 520(27s) PK PK PK PK PK

c108 150 260 360 460 520(19s) PK PK PK PK PK

c109 150 260 360 460(2s) 520(7s) PK PK PK PK PK

Server with AMPL/Gurobi [30,31,32] solving the TOPdTW, five instances of
50 surgeries were generated randomly, varying the time windows and processing
time for each elective surgery. The MILP could not find a solution for all vertices.
Several experiments with subsets of vertices of different sizes were performed to
find out the maximum number of vertices that it is possible to solve optimally.
Two operating rooms and four shifts were considered, resulting in 8 paths. Table
4 presents results of the computational experimentation. Two operating rooms
and nine shifts were considered, resulting in 18 paths. Table 5 presents results
of the computational experimentation.
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Table 4. NEOS Server results for the test problems of Operating Rooms (paths = 8)

Instance/Nodes 10 15 20 25 30 50

OR01 24 36(3s) PK 69(255s) PK PK

OR02 31 44(6s) 59(698s) PK PK PK

OR03 35(1s) 52(1s) 69(27s) 83(274s) PK PK

OR04 27(1s) 45(6s) 62(19s) PK PK PK

OR05 27(2s) 41(3s) 55(92s) PK PK PK

Table 5. NEOS Server results for the test problems of Operating Rooms (paths = 18)

Instance/Nodes 10 15 20 25 30 50

OR01 24 36(19s) 55(19s) 69(83s) PK PK

OR02 31 44(3s) 71(285s) PK PK PK

OR03 35 52 69 PK 99(360s) PK

OR04 27 45(11s) PK 75(117s) 94(3643s) PK

OR05 27(4s) 41(10s) 55(233s) PK PK PK

5.2 Genetic Algorithm

In order to evaluate the GA, several experiments with the same set of instances
were performed, using two different population sizes. For each instance 10 runs
were performed. Table 6 presents the results of these runs and some statistics
are also presented such as the Best Solution, Worst Solution, and Average Value.
Also the Best Known Solution (BKS) for each instance is presented. The pre-
sented algorithm was implemented using the JAVA Swing Framework, and the
resulting software tool incorporates a Graphical User Interface that allows ad-
justment of various parameters. The tests were run on a desktop computer with
an Intel Core i7 quad-core at 2.7 GHz processor and 16GB of RAM at 1600
MHz. During the tests, the maximum number of generations to be produced
for each instance was set to be the stopping criterion, with its value limited to
3000. The CPU time to perform 1000 iterations is around 2 minutes using a
total population of 520 chromosomes, with 10 being in the Elite and another 10
in the Sub-Elite. Most of the times, the best solution was found in the first 500
iterations.

To evaluate the GA solving the TOPdTW, the same five instances of 50
surgeries were considered, with two operating rooms and nine shifts (18 paths).
Table 7 presents results of the computational experimentation. The UB column
shows the total value of prizes of all nodes. This value can be seen as a coarse
Upper Bound, because in this type of problems (TOP, TOPTW, TOPdTW)
normally it is not possible to visit all vertices. The GA performs reasonably and
presents deviations below 25% of the “Upper Bound”. These are preliminary
results, and therefore may be considered promising.
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Table 6. Results for the test problems of Solomon (paths = 4)

Instance PopSize Run1 Run2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 Run 10

c101 Pop520 960 980 970 950 950 950 970 970 960 950
Pop120 970 980 990 940 940 960 930 940 950 980

c102 Pop520 1080 1080 1060 1100 1050 1120 1070 1080 1050 1100
Pop120 1080 1030 1050 1060 1080 1030 1010 1070 1090 1090

c104 Pop520 1120 1140 1130 1140 1130 1040 1090 1090 1100 1130
Pop120 1130 1090 1110 1130 1130 1130 1090 1120 1120 1120

c108 Pop520 1070 1050 1080 1060 1080 1070 1040 1060 1070 1070
Pop120 1030 1050 1020 1070 1070 1050 1080 1070 1070 1030

c109 Pop520 1100 1100 1110 1080 1160 1100 1110 1090 1070 1110
Pop120 1080 1090 1090 1090 1130 1120 1130 1100 1070 1130

Instance PopSize BestSolution WorstSolution Avg BKS Avg/BKS

c101 Pop520 980 950 961 1020 0,942
Pop120 990 930 958 1020 0,939

c102 Pop520 1120 1050 1079 1150 0,938
Pop120 1090 1010 1059 1150 0,921

c104 Pop520 1140 1090 1121 1260 0,89
Pop120 1130 1090 1117 1260 0,887

c108 Pop520 1080 1040 1065 1130 0,942
Pop120 1080 1020 1054 1130 0,933

c109 Pop520 1160 1070 1103 1190 0,927
Pop120 1130 1070 1103 1190 0,927

Global Average 0,925
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Table 7. Results for the test problems of Operating Rooms (paths = 18)

Instance PopSize Run1 Run2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 Run 10

OR01 Pop520 109 112 114 112 113 109 111 113 112 111
Pop120 111 111 112 116 108 110 113 114 113 114

OR02 Pop520 98 99 95 99 99 99 99 97 97 100
Pop120 98 99 99 100 96 100 95 98 99 94

OR03 Pop520 139 143 141 142 144 141 142 142 144 142
Pop120 141 144 140 140 144 142 144 143 142 142

OR04 Pop520 99 98 99 99 98 99 100 97 100 98
Pop120 97 98 98 98 99 97 100 100 97 97

OR05 Pop520 123 123 125 124 121 122 124 122 124 123
Pop120 119 122 122 123 121 122 127 123 122 121

Instance PopSize BestSolution WorstSolution Avg UB Avg/UB

OR01 Pop520 114 109 111,6 140 0,797
Pop120 116 108 112,2 140 0,801

OR02 Pop520 100 95 98,2 140 0,701
Pop120 100 94 97,8 140 0,699

OR03 Pop520 144 139 142 156 0,91
Pop120 144 140 142,2 156 0,912

OR04 Pop520 100 97 98,7 152 0,649
Pop120 100 97 98,1 152 0,645

OR05 Pop520 125 121 123,1 142 0,867
Pop120 127 119 122,2 142 0,861

Global Average 0,784

6 Conclusions and Future Work

This paper presented a genetic algorithm for the Team Orientering Problem with
double Time Windows that is a new variant of TOP. The aim to study TOPdTW
it to model a real problem that arises within the operating rooms in a hospital.
The Genetic Algorithm was tested using some public instances of the TOPTW
and instances generated for TOPdTW. The computational results presented are
preliminary, however they show the potential of this methodology to be applied
for these types of problems. The solution obtained in TOPdTW reveals a level
of temporal occupation of the operating rooms, which seem promising.

There are still some enhancements that can be done to improve the results,
like modifying the crossover and mutations procedures. Improvements can also
be achieved by finding a better balance between parameters such as the total
population size and the number of elite and sub-elite chromosomes. A possi-
ble way of doing this is to use dynamic parameters to set the behaviour of the
evolution process within the genetic algorithm. This could be achieved by im-
plementing a Machine Learning algorithm that would tune the parameters of
the genetic algorithm by evaluating its performance during the tests and would
apply the best parameter configuration to overcome adversities while aiming
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for better results. The assessment of the software tool developed for the pre-
sented study was important in order to identify its functionalities, advantages
and limitations. Future experimentations will focus on the usage of the C++
programming language, which might perform faster than JAVA.
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Abstract. The most common approach for solving constrained opti-
mization problems is based on penalty functions, where the constrained
problem is transformed into an unconstrained problem by penalizing
the objective function when constraints are violated. In this paper, we
analyze the implementation of penalty functions, within the DIRECT
algorithm. In order to assess the applicability and performance of the
proposed approaches, some benchmark problems from engineering de-
sign optimization are considered.
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1 Introduction

This paper aims to illustrate the behavior of some penalty functions combined
with the DIRECT algorithm for solving nonlinear global optimization problems
of the form:

minimize f(x)
subject to gi(x) ≤ 0, i = 1, . . . ,m

x ∈ Ω,
(1)

where f : Rn → R, g : Rn → R
m are nonlinear continuous functions, Ω = {x ∈

Rn : l ≤ x ≤ u} and x corresponds to the main variables, decision or controllable
through which will optimize f(x). We do not assume that functions f and g are
convex. There may exist many local minima in the feasible region. This class of
global optimization problems arises frequently in engineering applications. Spe-
cially for large scale problems of type (1), derivative-free and stochastic methods
are the most well-known and used methods.

DIRECT is a deterministic global optimization algorithm developed by Jones,
Perttunen and Stuckman [19] and the name “DIviding RECTangles” describes
the way the algorithm moves towards the optimum. The DIRECT method starts
the iterative process by dividing the solution space into hyperrectangles, using
criteria (size and value of the function center) well defined. Hence, the algorithm,
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based on a space-partitioning scheme, performs both global exploration and local
exploitation [9].

DIRECT was initially developed to solve difficult global optimization prob-
lems with simple bound constraints [9,10]. However, over the years the method
has been improved and some modifications were done in order to solve other
kind of problems [11,12].

There is a set of strategies for solving nonlinear constrained problems consist-
ing of transforming the constrained problem into a sequence of unconstrained
subproblems, whose solutions are related in some way to the solution of the
original problem. Solutions of the successive unconstrained subproblems will
eventually converge to the solution of the original constrained problem. The
subproblems created by penalty methods involve a penalty function that incor-
porates the objective function and the constraints of the problem. The penalty
function may include one or more penalty parameters which determine the rela-
tive importance of each constraint, or set of constraints. When these parameters
are suitably modified, the effects of constraints become increasingly evident in
the sequence of generated problems.

Penalty methods are simple to implement, are applicable to a broad class
of problems and take advantage of powerful unconstrained minimization meth-
ods. Thus, they have been widely accepted in practice as an effective class of
methods for constrained optimization. The appropriate selection of penalty pa-
rameter values is vital for a fast convergence. A function that determines its
value at the beginning of each round of optimization may be defined. Different
penalty functions may emerge depending on the way penalties vary throughout
the minimization process.

In this paper we intend to analyze the performance of different penalty ap-
proaches embedded in the DIRECT algorithm, namely, the l1 penalty func-
tion, Quadratic Penalty function, Dynamic Penalty function, Hyperbolic Penalty
function and Augmented Lagrangian Penalty function. Some preliminary results
are presented when solving a benchmark of engineering design optimization prob-
lems with the proposed methods.

The remainder of this paper is as follows. We briefly describe the DIRECT al-
gorithm in Section 2. In Section 3 we briefly introduce the penalty function tech-
nique and in Section 4 the proposed penalized DIRECT algorithm approaches
are outlined. Section 5 describes the experimental results and finally we draw
the conclusions of this study in Section 6.

2 DIRECT Algorithm

The DIRECT optimization algorithm was first presented in [19], and emerged
by a modification to Lipschitzian optimization, that has proven to be effective in
a wide range of application domains. The motivation for the DIRECT algorithm
comes from a different way of looking at the Lipschitz constant. In particular,
the Lipschitz constant is viewed as a weighting parameter that indicates how
much emphasis is to be placed on global versus local search.
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Fig. 1. First three iterations of DIRECT on a sample problem

DIRECT is a sampling algorithm and requires no knowledge of the objective
function gradient. Furthermore, the algorithm samples points in the search space,
and uses the information it has obtained to decide where to search next. DIRECT
can be very useful when the objective function is a “black box” function or
simulation. An example of using DIRECT to solve a large industrial problem
can be found in [4].

DIRECT begins the optimization by transforming the domain of the problem
into the unit hypercube and its center point, c, is evaluated. Then the hypercube
is divided in three hyperrectangles along the coordinate with best objective
function value. That is, the evaluation of the function at points c ± δei for
i = 1, 2, ..., n where c is the central point of the hypercube, δ is a third side
of the hypercube and ei is the ith unit vector. Then, the new points evaluated
in this coordinate will be the central points of the new hyperrectangles. At
each iteration, a set of potentially optimal hyperrectangles are defined for further
divisions [10]. Subsequently, the central hyperrectangle that contains c must
be partitioned into another three hyperrectangles along the coordinate with the
second best value of the objective function and so on. Figure 1 shows an example
of DIRECT algorithm.

DIRECT searches locally and globally by dividing all hyperrectangles that
meet the following criteria. Thus, for a hyperrectangle i, the value of the ob-
jective function at ci, the center of the hyperrectangle, and di, the distance
from the center point to the vertices are required. A hyperrectangle j is said
to be potentially optimal if there exists some K > 0, thought as the Lipschitz
approximation value, such that,
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f(cj)−Kdj ≤ f(ci)−Kdi, for all i = j (2)

f(cj)−Kdj ≤ fmin − ε |fmin| (3)

where fmin is the current best function value and ε > 0 is a positive constant [11].
The parameter ε > 0 was introduced in order to avoid an exhaustive local search.
Tests performed with classic problems of global optimization showed that values
between 10−7 and 10−2 did not degrade the performance of DIRECT. The value
of 10−4 was suggested in [19] presenting results more robust, in practice.

In the last years many modifications have been suggested by some authors
with the aim of improving the DIRECT [11,12,14]. For global optimization of
noisy functions, [12] presented a new approach, designated by, noisy DIRECT
algorithm. This algorithm can be divided into two phases. In the first phase,
the algorithm must find multiple promising regions of interest. In the second
phase, local search algorithms must be applied around those promising regions
aiming to refine solutions. A method involving a non-traditional penalty function
and a heuristic for determining the penalty parameters, was proposed by [14].
The method only solves inequality constrained problems. For the same type of
problems, a traditional exact l1 penalty function approach was implemented with
DIRECT in [9], where the penalty parameter is maintained constant along the
optimization process.

3 Penalty Function Technique

The most common approach to solve constrained optimization problems is based
on penalty functions. In this approach, penalty terms are added to the objective
function to penalize the objective function value of any solution that violates
the constraints.

Penalty methods were originally proposed by Courant in 1940s [7] and later
expanded by Carroll [3] and Fiacco & McCormick [8]. The idea of this method
is to transform a constrained optimization problem into a sequence of uncon-
strained subproblems by adding a certain value to the objective function based
on the amount of constraint violation present in a certain solution. The solu-
tions of the successive unconstrained subproblems will eventually converge to
the solution of the original constrained problem.

Although penalty functions are very simple and easy to implement they often
require one or more penalty parameters that are usually problem dependent and
chosen with a priori knowledge by users. The basic penalty approach defines
a penalty function for each point x, herein denoted by Φ(x), by adding to the
objective function value a penalty term, P (x, μ), that aims to penalize infeasible
solutions

Φ(x) = f(x) + P (x, μ), (4)

where f(x) is the objective function of the constrained problem and μ is a positive
real number denoted by penalty parameter. The goal of the penalty method is to
solve a sequence of unconstrained subproblems, minimizing the penalty function.
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Ideally the penalty parameter should be kept as low as possible, just above
the limit below which infeasible solutions are near-optimal (this is called the
minimum penalty rule) [5]. This is due to the fact that if the penalty is too high
or too low, then the problemmay be difficult to solve. A large penalty discourages
the exploration of the infeasible region since the very beginning of the search
process. On the other hand, if the penalty is too low, a lot of the search time will
be spent exploring the infeasible region because the penalty will be negligible
with respect to the objective function. Thus, the selection of appropriate penalty
parameter values is vital for a fast convergence and accuracy. Further, the initial
penalty parameter value also has a key role in the convergence behavior of the
method.

According to (1) the level of constraints violation is measured by the vector

vj(x) = max{0, gj(x)}, j = 1, . . . ,m . (5)

and a measure of constraints violation for a point x, is given by

viol =
m∑
j=1

vj(x).

If viol = 0 then x is a feasible point, otherwise is infeasible.

4 The Proposed Penalized DIRECT Algorithm

Different penalty functions have been presented in the past which can be clas-
sified according to the way the penalties are added [1,5,13,23]. In this study,
the l1 penalty, the quadratic, the dynamic, the hyperbolic and the augmented
Lagrangian penalty functions are implemented within the DIRECT algorithm.
Different penalties may emerge depending on the way penalties vary throughout
the minimization process. A brief description of these penalties follows.

4.1 l1 Penalty

A traditional exact l1 penalty function approach was already implemented in
DIRECT [9]. In the linear penalty method the penalty term is the l1 norm of
the constraint violation. Although continuous, the penalty function l1 is not
differentiable at all points. This is the major disadvantage of the l1 penalty
method [18].

In this method the penalty term [9] is given by

P (x, μ) = μ

m∑
i=1

max(0, gi(x)) (6)

where μ is the penalty parameter. Finally, the sequence of subproblems, parame-
terized by the penalty parameter μ, is solved by DIRECT algorithm. We remark
that in [9] the penalty parameter is maintained constant during the optimization
process.
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4.2 Quadratic Penalty

In the quadratic penalty, the penalty term is based in the square of the constraint
violation [18]. The penalty term of quadratic penalty method can be defined as,

P (x, μ) = 2μ

m∑
i=1

max(0, gi(x))
2 (7)

where μ is the penalty parameter that tends to infinite. The update of the penalty
parameter, in a k iteration, is given by

μk+1 = min(μmax, αμk)

where α > 1 and μmax is an upper bound to the penalty parameter μ.

4.3 Dynamic Penalty

Joines and Houck [13] proposed that the penalty parameters should vary dy-
namically along the search according to exogenous schedule, as

P (x, μ) = μ
m∑
i=1

max(0, gi(x))
γ(max(0,gi(x))) (8)

where μ is a dynamically modified penalty parameter. This penalty parameter
is updated by

μk+1 =

{
(C(k + 1))α if viol > 0
μk otherwise

(9)

where k represents the iteration counter, and the constants C and α are set as
0.5 and 2, respectively. The power of the constraint violation, γ(.), is a violation
dependent constant: γ(z) = 1 if z ≤ 1, and γ(z) = 2, otherwise. See, examples
of dynamic penalties in [17,20].

Another interesting and quite efficient rule for the penalty update, found in
the literature [20], is given by μk+1 = k

√
k. Note that, the penalty parameter

does not depend on the number of constraints although the pressure on infeasible
solutions increases as k increases.

4.4 Hyperbolic Penalty

In the hyperbolic penalty method the sequence of subproblems is obtained by
controlling two parameters in two different phases of the optimization process. In
the first phase, the initial parameter λ increases, thus causing an increase in the
penalty, P , to the points outside the feasible region and directing the search to
the feasible region. This phase continues until a feasible point is obtained. From
this point on, λ remains constant and the values of τ decrease sequentially.
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In this context, [26] proposed the hyperbolic penalty function below, where
only problems with inequality constraints are considered

P (x, λ, τ) =

m∑
i=1

(λigi(x) +
√
(λi)2gi(x)2 + (τi)2) (10)

with λ ≥ 0, τ ≥ 0 are penalty parameters and λ→∞, τ → 0.
The penalty parameters are updated by⎧⎨⎩

λk+1
i = min(λmax, γλλ

k
i ) and τk+1

i = τki if max(0, gi(x
k+1)) > 0,

τk+1
i = max(τmin, γττ

k
i ) and λk+1

i = λk
i , otherwise

for i = 1, . . . ,m, where λmax and τmin are upper and lower bounds respectively
to the penalty parameters λ and τ . The goal is to define safeguards to prevent
the subproblems from becoming ill-conditioned and more difficult to solve as λ
increases or τ decreases.

We remark, the hyperbolic penalty function allows the use of optimization
methods which use derivatives information, such as quasi-Newton method, to
obtain the solution of the problem, since this is a continuously differentiable
function.

4.5 Augmented Lagrangian Penalty

The augmented Lagrangian method uses the Lagrangian multipliers vector which
reduces the possibility of generating ill-conditioned subproblems [2].

Combining the quadratic penalty function and the Lagrangian function, it is
possible to obtain the penalty term of the augmented Lagrangian function [16],

P (x, δ, μ) =
1

2μ

m∑
i=1

(max(0, δi + μgi(x))
2 − δ2i ) (11)

where μ is the penalty parameter and δ is the Lagrange multipliers vector as-
sociated with the inequality constraints. The initial values set to the Lagrange
multipliers and penalty parameter need not be large to occur a good approxi-
mation to the solution of the first subproblem of the sequence of subproblems
to be solved [18].

An augmented Lagrangian penalty method is a multiplier-based method re-
quiring [2]:

– The sequence {δk} must be bounded;
– The sequence of penalty values {μk} must satisfy 0 < μk ≤ μk+1, for all k

and μk →∞.

The updating scheme for the Lagrange multipliers δi associated with the con-
straints gi(x) ≤ 0, i = 1, . . . ,m is given by

δk+1
i = max(0, δki + μkgi(x

k+1))
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and the penalty parameter is updated by

μk+1 = min(μmax, αμk)

where α > 1 and μmax is an upper bound to the penalty parameter.

4.6 The Penalized DIRECT Algorithm

The general steps of the penalized DIRECT algorithm is described in Algo-
rithm 1. At the end of the algorithm φmin is the global optimal solution.

Algorithm 1. Penalized DIRECT algorithm

1: normalize the original domain Ω to the unit hypercube in R
n with center c1.

2: evaluate φ(c1); φmin = φ(c1); set k = 1
3: evaluate φ(c1 ± 1

3
ei), 1 ≤ i ≤ n and divide hypercube

4: while stopping criterion is not reached do
5: identify the set S of all potentially optimal hyperrectangles/cubes
6: for all j ∈ S do
7: identify the longest side(s) of hyperrectangle j
8: update the penalty parameter
9: evaluate φ at centers of new hyperrectangles and divide hyperrectangle j into

smaller hyperrectangles
10: update φmin

11: end for
12: set k = k + 1
13: end while

The stopping criterion could be based on the maximum number of iterations
and a maximum number of function evaluations.

5 Numerical Experiments

In this section, we report the numerical results obtained by running the Al-
gorithm 1 based on the linear, quadratic, dynamic, hyperbolic and augmented
Lagrangian penalty functions using six benchmark engineering design problems.

The implementation details of the proposed approach could be found in [25],
as well as its application on a well-known and hard optimization problem from
the chemical and bio-process engineering area.

Problems of practical interest are important for assessing the effectiveness
of any algorithm. Thus, Table 1 contains a summary of the characteristics of
the selected problems, where all of them have simple bounds and inequality
constraints [6,15,21,22] and where n is the number of variables of the problem,
m is the number of inequality constraints and f(x∗) is the optimal solution
known in the literature.
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Table 1. Characteristics of the engineering design problems

Problem n Type of Objective Function m f(x∗)
Spring 3 quadratic 4 0.0126
Speed 7 nonlinear 11 2994.4991
Brake 4 quadratic 6 0.1274
Tubular 2 linear 2 26.5313
3-Bar 2 linear 3 263.896
4-Bar 4 linear 1 1400

5.1 Parameter Sensitivity Analysis

The choice of penalty parameters is a hard and very important task since the
performance of DIRECT depends on the magnitude of the penalty parameters.
On some problems, an extremely large penalty parameter is necessary for the
algorithm to converge to a feasible point. However, a large penalty parameter
is a critical issue for DIRECT, since could bias the algorithm away from hyper-
rectangles near the boundary of feasibility [9].

Regarding this, it turns out to be very important to perform a sensitivity
analysis in order to find the best values to provide to each problem. Depending
on the penalty function and the problem, the values of the parameters could be
different.

Below, it is graphically shown the influence of the tolerance ε, see (3), when
solving different problems, for the local performance assessment of the algo-
rithm. Figure 2 shows results for the l1 penalty function when solving the 3-Bar
problem. The bars of the right plot represent the number of function evalua-
tions using the l1 penalty and the circles represents the value of the objective

Fig. 2. Sensitivity analysis of parameter ε for the 3-Bar problem when using l1 penalty
function
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Fig. 3. Sensitivity analysis of parameter ε for the 3-Bar problem when using the aug-
mented Lagrangian function

function attained for each ε value. Similar quantities obtained by the augmented
Lagrangian function are shown in Fig. 3.

Figures 2-3 show that for lower values of ε, the value of the achieved penalty
function value is, also, lower, although spending higher number of function eval-
uations. Thus, it is concluded that a reasonable value of ε, ε = 10−6, would be
used for both penalties.

In addition to the parameter ε, which balances between local and global search,
other parameters are associated with the penalty algorithm that affect its per-
formance. For example, with the augmented Lagrangian penalty, initial values
for the penalty parameter μ, for the multipliers vector δ, and for the penalty
update α are required.

Table 2 shows the influence of these parameters in the augmented Lagrangian
penalty algorithm, for 3-Bar problem. In the table, δ1, refers to the initial value
for all coordinates of the multipliers vector, ’Fopt’ is the obtained solution and

Table 2. Penalty and multiplier values of augmented Lagrangian function for 3-Bar
problem

μ1 δ1 α Fopt Nfe

1 1 2 141.9291∗ 1487
10 10 2 195.4431∗ 7659
100 100 2 231.6233∗ 5137
1000 1 1.5 263.8959 3567
1000 1 2 263.8959 2609
1000 10 2 263.8959 2985
1000 1000 2 263.8959 5011
∗ infeasible solution
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’Nfe’ denotes the number of function evaluations required to achieve a solution
with a tolerance of ε = 10−6.

The solutions marked with ∗ violate the constraints. By analyzing the Table 2
it appears that with initial higher values of μ, a better solution is obtained with
fewer number of function evaluations. On the other hand, the algorithm seems
to be more efficient with small initial values of Lagrange multipliers than with
large ones.

5.2 Comparing Different Penalty Functions

To assess the performance of the penalty functions, the previously referred en-
gineering design problems are used. The results are reported in Table 3 and
include the number of iterations (Nit), the number of objective function evalu-
ations (Nfe) and the optimal solution found (Fopt) with the l1, quadratic, hy-
perbolic, dynamic and augmented Lagrangian penalty functions. The stopping
criterion was based on three conditions: a relative tolerance to the known optimal
solution of 0.001, a maximum of 250000 function evaluations or a maximum of
3000 iterations. We remark that we also stopped the algorithm when the penalty
parameters stabilized and the solution could not improve, since DIRECT is a
deterministic algorithm.

Table 3. Comparison results of the penalty functions for the engineering problems

Spring Speed Brake Tubular 3-Bar 4-Bar

Fopt 0.0144 2995.1358 0.1303 26.5313 263.8958 1400.0013
l1 Nfe 38659 249917 164389 113713 50191 2679

Nit 890 2599 35 2785 1181 50

Fopt 0.0144 2995.1358 0.1274 26.5313 263.8958 1400.0001
Quadratic Nfe 157199 249979 14319 3841 48721 3497

Nit 3000 2616 158 108 1251 57

Fopt 0.0225 2995.6809 0.1362 26.5425 263.8969 1400.0003
Dynamic Nfe 106443 224611 295167 179545 142283 3167

Nit 3000 2074 39 3000 3000 54

Fopt 0.0225 2994.5967 0.1303 26.5316 263.8962 1400.0003
Hyperbolic Nfe 114339 200599 101887 53035 5327 1943

Nit 3000 3000 3000 1172 199 55

Fopt 0.0201 2995.7613 0.1362 26.5313 263.8958 1400.0001
Aug. Lagrangian Nfe 89387 289381 450969 6449 2609 3615

Nit 3000 3000 42 177 110 58

The results reported in Table 3 show that, in general, all functions show good
results in all problems, i.e., there is no evidence of a penalty function obtain-
ing the best results for all problems. However, the quadratic penalty function
achieved the best results for Brake, Tubular and 4-Bar problems. The hyperbolic,
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dynamic and augmented Lagrangian penalty functions only achieved good re-
sults for one problem. A study based on the adaptive penalty function when
solving these engineering problems could be found in [24].

During the experiments, we noticed, for some problems, the need to use a
rather low penalty parameter, i.e., the penalty function need not be so penaliz-
ing. For example, in the dynamic penalty the update of the μ parameter is based
on the number of iterations and it was realized that after some iterations it was
obtained a large penalty parameter, which does not benefit the output solution
of the algorithm.

5.3 Behavior in Search Space

For a better understanding of the algorithm’s performance, the search space
visited by DIRECT combined with the penalty functions is presented below.

Since the 3-Bar problem is a bidimensional problem it is possible to represent
the points in a Cartesian plane. Figure 4 contains a graphical representation of
the search points of the algorithm in the space of the 3-Bar problem. The fea-
sible points are marked with blue stars and the infeasible ones are marked with
red points for all tested penalties. Figure 4a) plots the feasible and infeasible
points visited by the DIRECT algorithm when combined with the augmented
Lagrangian during the 110 iterations; Fig. 4b) shows the visited points by DI-
RECT with quadratic penalty function (1251 iterations); and Fig. 4c) depicts the
points generated by DIRECT with the dynamic penalty (3000 iterations). The
contours of the 3-Bar problem’s functions (the objective and three constraints)
are exhibited in Figure 4d) where the red star locates the global optimal solution.

We may conclude that DIRECT with the tested penalties performed an effi-
cient and effective search around the area of the global optimal solution. How-
ever, the augmented Lagrangian function is able to achieve a better performance,
visiting fewer points, since the plot presents a less dense cloud when compared
with the quadratic and dynamic penalty functions.

6 Conclusion

This paper presents the performance of the DIRECT algorithm combined with
quadratic, dynamic, hyperbolic and augmented Lagrangian penalty functions
when solving six constrained engineering design problems.

In order to achieve the best solutions found by each algorithm, a sensitivity
analysis to some parameters of the algorithm, namely the ε tolerance of DI-
RECT and penalty parameters of the tested penalty functions is carried out.
We conclude that a consistent value for the penalty parameters appropriate for
all tested penalty functions and for all problems is difficult to be found.

Generally, we may conclude that the obtained results with the different penalty
functions showed competitive results when compared with the results from l1
penalty function implemented in the DIRECT [9].
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Fig. 4. Graphical representation of the points visited by DIRECT, for the 3-Bar prob-
lem. a) Augmented Lagrangian penalty function. b) Quadratic penalty. c) Dynamic
penalty. d) Contours of the 3-Bar problem’s functions.
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Abstract. Multilocal programming aims to locate all the local solutions
of an optimization problem. A stochastic method based on a multistart
strategy and a derivative-free filter local search for solving general con-
strained optimization problems is presented. The filter methodology is
integrated into a coordinate search paradigm in order to generate a set
of trial approximations that might be acceptable if they improve the
constraint violation or the objective function value relative to the cur-
rent one. Preliminary numerical experiments with a benchmark set of
problems show the effectiveness of the proposed method.

Keywords: Multilocal programming, multistart, derivative-free, coor-
dinate search, filter method.

1 Introduction

Multilocal programming has a wide range of applications in the engineering field
[8,10,18,19] and aims to compute all the global and local/non-global solutions of
constrained nonlinear optimization problems. The goal of most multistart meth-
ods presented in the literature is to locate multiple solutions of bound constrained
optimization problems [1,21,23,24] (see also [15] and the references therein in-
cluded). Multistart may also be used to explore the search space and converge
to a global solution of nonlinear optimization problems [6]. When a multistart
strategy is implemented, a local search procedure is applied to randomly gen-
erated (sampled) points of the search space aiming to converge to the multiple
solutions of the problem. However, the same solutions may be found over and
over again. To avoid convergence to an already computed solution, some multi-
start methods use clustering techniques to define prohibited regions based on the
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closeness to the previously located solutions. Sampled points from these prohib-
ited regions are discarded since the local search procedure would converge most
certainly to an already located solution. MinFinder is an example of a clustering
algorithm that competes with multistart when global and some local minimizers
are required [21,22]. Alternatively, niching, deflecting and stretching techniques
may be combined with global optimization methods, like the simulated anneal-
ing, evolutionary algorithm and the particle swarm optimization, to discover the
global and some specific local minimizers of a problem [17,18,20]. A glowworm
swarm optimization approach has been proposed to converge to multiple optima
of multimodal functions [13].

The purpose of this paper is to present a method based on a multistart tech-
nique and a derivative-free deterministic local search procedure to obtain multi-
ple solutions of an optimization problem. The novelty here is that a direct search
method and the filter methodology, as outlined in [3,7], are combined to con-
struct a local search procedure that does not require any derivative information.
The filter methodology is implemented to handle the constraints by forcing the
local search towards the feasible region. Bound, as well as linear and nonlinear
inequality and equality constraints may be treated by the proposed local search
procedure.

Direct search methods are popular because they are straightforward to im-
plement and do not use or approximate derivatives. Like the gradient-based
methods, direct search methods also have their niche. For example, the matura-
tion of simulation-based optimization has led to optimization problems in which
derivative-free methods are mandatory. There are also optimization problems
where derivative-based methods cannot be used since the objective function is
not numerical in nature [11].

The problem to be addressed is of the following type:

min f(x)
subject to gj(x) ≤ 0, j = 1, ...,m

li ≤ xi ≤ ui, i = 1, ..., n
(1)

where, at least one of the functions f, gj : Rn −→ R is nonlinear and F = {x ∈
R

n : g(x) ≤ 0 , l ≤ x ≤ u} is the feasible region. Problems with general equality
constraints can be reformulated in the above form by introducing h(x) = 0 as
an inequality constraint |h(x)| − τ ≤ 0, where τ is a small positive relaxation
parameter. This kind of problems may have many global and local optimal so-
lutions and so, it is important to develop a methodology that is able to explore
the entire search space and find all the minimizers guaranteeing, in some way,
that convergence to a previously found minimizer is avoided.

This paper is organized as follows. In Section 2, the algorithm based on the
multistart strategy and on the filter methodology is presented. In Section 3,
we report the results of our numerical experiments with a set of benchmark
problems. In the last section, conclusions are summarized and recommendations
for future work are given.
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2 Multistart Coordinate Search Filter Method

The methodology used to compute all the optimal solutions of problem (1),
hereafter called MCSFilter method, is a multistart algorithm coupled with a
clustering technique to avoid the convergence to previously detected solutions.
The exploration feature of the method is carried out by a multistart strategy that
aims at generating points randomly spread all over the search space. Exploitation
of promising regions is made by a simple local search approach. In contrast to
the line search BFGS method presented in [24], the local search proposal, a
crucial procedure inside a multistart paradigm, relies on a direct search method,
known as coordinate search (CS) method [11], that does not use any analytical
or numerical derivative information.

Since the goal of the local search is to converge to a solution of a constrained
optimization problem, started from a sampled approximation, progress towards
an optimal solution is measured by a filter set methodology, as outlined in [7],
which is integrated into the local search procedure. The filter methodology ap-
pears naturally from the observation that an optimal solution of the problem (1)
minimizes both constraint violation and objective function [3,4,7,9]. Thus, the
proposed CS method is combined with a (line search) filter method that aims at
generating trial iterates that might be acceptable if they improve the constraint
violation or the objective function relative to the current iterate.

2.1 The Multistart Strategy

Multistart is a stochastic algorithm that repeatedly applies a local search to
sampled points (randomly generated inside [l, u]) xi = li + λ(ui − li) for i =
1, . . . , n, where λ is a random number uniformly distributed in [0, 1], aiming to
converge to the solutions of a multimodal problem. When a multistart strategy is
applied to converge to the multiple solutions, some or all of the minimizers may
be found over and over again. To avoid convergence to a previously computed
solution, a clustering technique based on computing the regions of attraction of
previously identified minimizers is to be integrated in the algorithm. The region
of attraction of a local minimizer, yi, associated with a local search procedure
L, is defined as:

Ai ≡ {x ∈ [l, u] : L(x) = yi} , (2)

where L(x) is the minimizer obtained when the local search procedure L starts at
point x. The ultimate goal of a multistart algorithm is to invoke the local search
procedure N times, where N is the number of solutions of (1). If a sampled point
x ∈ [l, u] belongs to a region of attraction Aj then the minimizer yj would be
obtained when L is started from x. Ideally, the local search procedure is to be
applied only to a sampled point that does not belong to any of the regions of
attraction of already computed minimizers, or equivalently to the union of those
regions of attraction, since they do not overlap. However, computing the region
of attraction Ai of a minimizer yi is not an easy task. Alternatively, a stochastic
procedure may be used to estimate the probability, p, that a sampled point
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will not belong to the union of the regions of attraction of already computed
minimizers, i.e.,

p = Prob[x /∈ ∪k
i=1Ai] =

k∏
i=1

Prob[x /∈ Ai] ≈ Prob[x /∈ An]

where An is the region of attraction of the nearest to x minimizer yn (see details
in [24]). The value of p may be approximated using Prob[x /∈ B(yn, Rn)], where
B(y,R) represents a sphere centered at y with radius R.

Let the maximum attractive radius of the minimizer yi be defined by:

Ri = max
j

{∥∥∥x(j)
i − yi

∥∥∥} , (3)

where x
(j)
i is one of the sampled points that led to the minimizer yi. Given x, let

di = ‖x− yi‖ be the distance of x to yi. If di < Ri then x is likely to be inside
the region of attraction of yi. However, if the direction from x to yi is ascent
then x is likely to be outside the region of attraction of yi and the local search
procedure is to be implemented started from x, since a new minimum could be
computed with high probability. Thus, using these arguments, similarly to [24],
the probability that x /∈ Ai is herein estimated by:

Prob(x /∈ Ai) =

{
1, if z ≥ 1 or the direction from x to yi is ascent
� φ(z, r), otherwise

(4)
where � ∈ [0, 1] is a fixed parameter, z = di/Ri ∈ (0, 1), r is the number of times
yi has been recovered so far and φ(z, r) ∈ (0, 1) is taken as

φ(z, r) = z exp(−r2(z − 1)2), where limz→0 φ(z, r)→ 0, limz→1 φ(z, r)→ 1,
limr→∞ φ(z, r)→ 0.

In this derivative-free approach, the direction from x to yi is considered ascent
when f(x + β(yi − x)) − f(x) > 0 for a small β > 0. In the gradient-based
approach [24], � is a function that depends on the directional derivative of f
along the direction from x to yi.

Figure 1 illustrates the behavior of the multistart method when converging
to four minimizers. The point represented by a � (in black) is the first sampled
point that converges to a minimizer. The points represented by � (in full blue)
lie outside the region of attraction and thus the local search procedure is ap-
plied to be able to converge to a minimizer. For example, the global minimizer
(leftmost and bottom of the figure) has been recovered seven times. The other
points (represented by ◦) are sampled points inside the region of attraction of a
minimizer. They have been discarded, i.e., the local search has not been applied
to them.

Algorithm 1 shows the multistart algorithm. Although this type of methods is
simple, they would not be effective if a bad stopping rule is used. The main goal
of a stopping rule is to make the algorithm to stop when all minimizers have
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Fig. 1. Illustration of the multistart method

been located with certainty. Further, it should not require a large number of
local searches to decide that all minimizers have been found (see [14]). A simple

stopping rule uses the estimate of the fraction of uncovered space P (k) = k(k+1)
t(t−1) ,

where k is the number of recovered minimizers after having performed t local
search procedures. The multistart algorithm then stops if P (k) ≤ ε, for a small
ε > 0.

2.2 The Coordinate Search Filter Procedure

The coordinate search filter (CSFilter) method, combining a derivative-free para-
digm with the filter methodology, is proposed as the local search procedure L,
to compute a minimizer y starting from a sampled point x ∈ [l, u]. Briefly, a
minimizer y of the constrained optimization problem (1) is to be computed,
starting from x. The basic idea behind this approach is to interpret (1) as a bi-
objective optimization problem aiming to minimize both the objective function
f(x) and a nonnegative continuous aggregate constraint violation function θ(x)
defined by

θ(x) = ‖g(x)+‖2 + ‖(l − x)+‖2 + ‖(x− u)+‖2 (5)

where v+ = max{0, v}. Therefore, the proposed CSFilter approach computes an
approximate minimizer, y, to the bi-objective optimization problem

min
x

(θ(x), f(x)) . (6)

The filter technique incorporates the concept of nondominance, present in the
field of multi-objective optimization, to build a filter that is able to accept trial
approximations if they improve the constraint violation or objective function
value. A filter F is a finite set of points y, corresponding to pairs (θ(y), f(y)),
none of which is dominated by any of the others. A point y is said to dominate
a point y′ if only if θ(y) ≤ θ(y′) and f(y) ≤ f(y′).
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Algorithm 1. Multistart algorithm

Require: Parameter values; set Y ∗ = ∅†, k = 1, t = 1;
1: Randomly generate x ∈ [l, u]; compute Amin = mini=1,...,n{ui − li};
2: Compute y1 = L(x), R1 = ‖x− y1‖; set r1 = 1, Y ∗ = Y ∗ ∪ y1;
3: repeat
4: Randomly generate x ∈ [l, u];
5: Set o = argminj=1,...,k dj ≡ ‖x− yj‖;
6: if do < Ro then
7: if the direction from x to yo is ascent then
8: Set p = 1;
9: else
10: Compute p = � φ( do

Ro
, ro);

11: end if
12: else
13: Set p = 1;
14: end if
15: if ζ‡ < p then
16: Compute y = L(x); set t = t+ 1;
17: if ‖y − yj‖ > γ∗Amin, for all j = 1, . . . , k§ then
18: Set k = k + 1, yk = y, rk = 1, Y ∗ = Y ∗ ∪ yk; compute Rk = ‖x− yk‖;
19: else
20: Set Rl = max{Rl, ‖x− yl‖}�; rl = rl + 1;
21: end if
22: else
23: Set Ro = max{Ro, ‖x− yo‖}; ro = ro + 1;
24: end if
25: until the stopping rule is satisfied

—————————————————-
† - Y ∗ is the set containing the computed minimizers.
‡ - ζ is a uniformly distributed number in (0, 1).
§ - y /∈ Y ∗.
� - ‖y − yl‖ ≤ γ∗Amin.

A rough outline of a coordinate search filter is as follows. At the beginning
of the optimization, the filter is initialized to F = {(θ, f) : θ ≥ θmax}, where
θmax > 0 is an upper bound on the acceptable constraint violation.

Let D⊕ denote de set of 2n coordinate directions, defined as the positive and
negative unit coordinate vectors, D⊕ = {e1, e2, . . . , en,−e1,−e2, . . . ,−en}. The
search begins with a central point, the current approximation x̃, as well as 2n
trial approximations yic = x̃ + αdi, for di ∈ D⊕, where α > 0 is a step size.
The constraint violation value and the objective function value of all 2n + 1
points are computed. If some trial approximations improve over x̃, reducing θ or
f by a certain amount (see (7) and (8) below), and are acceptable by the filter,
then the best of these non-dominated trial approximations, ybestc , is selected,
and the filter is updated (adding the corresponding entries to the filter and
removing any dominated entries). Then, this best approximation becomes the
new central point in the next iteration, x̃← ybestc . If, on the other hand, all trial
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approximations yic are dominated by the current filter, then all yic are rejected,
and a restoration phase is invoked.

To avoid the acceptance of a point yic, or the corresponding pair
(
θ(yic), f(y

i
c)
)
,

that is arbitrary close to the boundary of F , the trial yic is considered to improve
over x̃ if one of the conditions

θ(yic) ≤ (1− γθ) θ(x̃) or f(yic) ≤ f(x̃)− γf θ(x̃) (7)

holds, for fixed constants γθ, γf ∈ (0, 1).
However, the filter alone cannot ensure convergence to optimal points. For

example, if a sequence of trial points satisfies θ(yic) ≤ (1− γθ) θ(x̃) then it could
converge to an arbitrary feasible point. Therefore, when x̃ is nearly feasible,
θ(x̃) ≤ θmin for a small positive θmin, the trial approximation yic has to satisfy
only the condition

f(yic) ≤ f(x̃)− γf θ(x̃) (8)

instead of (7), in order to be acceptable.
The best non-dominated trial approximation is selected as follows. The best

point ybestc of a set Y = {yic : yic = x̃ + αdi, di ∈ D⊕} is the point that satisfies
one of two following conditions:

– if there are some feasible points in Y , ybestc is the point that has the less
objective function value among the feasible points:

θ
(
ybestc

)
= 0 and f

(
ybestc

)
< f

(
yic
)
for all yic ∈ Y such that θ

(
yic
)
= 0;

(9)
– otherwise, ybestc is the point that has less constraint violation among the

non-dominated infeasible points

0 < θ
(
ybestc

)
< θ

(
yic
)
and yic /∈ F . (10)

We remark that the filter is updated whenever the trial approximations yic verify
conditions (7) or (8) and are non-dominated.

When it is not possible to find a non-dominated best trial approximation,
and before declaring the iteration unsuccessful, a restoration phase is invoked.
In this phase, the most nearly feasible point in the filter, xinf

F , is recuperated
and the search along the 2n coordinate directions is carried out about it to
find the set Y = {yic : yic = xinf

F + αdi, di ∈ D⊕}. If a non-dominated best trial
approximation is found, this point becomes the central point of the next iteration
and the iteration is successful. Otherwise, the iteration is unsuccessful, the search
returns back to the current x̃, the step size is reduced, for instance α = α/2, and
new 2n trial approximations yic are generated about it. If a best non-dominated
trial approximation is still not found, the step size reduction is repeated since
another unsuccessful iteration has occurred. When α falls below αmin, a small
positive tolerance, the search terminates since first-order convergence has been
attained [11]. At each unsuccessful iteration, the CSFilter algorithm reduces the
step size and tries again the coordinate search about the current point x̃.
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Thus, to judge the success of the CSFilter algorithm, the below presented
conditions are applied⎧⎨⎩

α ≤ αmin

θ(ybestc ) < 0.01 θmin∣∣f(ybestc )− f(y)
∣∣ < 10−6 |f(y)|+ 10−8,

(11)

where 0 < αmin << 1 and y is the previous current point. The proposed algo-
rithm for the local procedure is presented in Algorithm 2.

Algorithm 2. CSFilter algorithm

Require: x (sampled in the Multistart algorithm) and parameter values; set x̃ = x,
xinf
F = x, y = x̃;

1: Initialize the filter;

2: Set α = min{1, 0.05
∑n

i=1 ui−li
n

};
3: repeat
4: Compute the trial approximations yi

c = x̃+ αdi, for all di ∈ D⊕;
5: repeat
6: Check acceptability of trial points yi

c using (7) and (8);
7: if there are some yi

c acceptable by the filter then
8: Update the filter;
9: Choose ybest

c using (9) or (10);
10: Set y = x̃, x̃ = ybest

c ; update xinf
F if appropriate;

11: else
12: Compute the trial approximations yi

c = xinf
F + αdi, for all di ∈ D⊕;

13: Check acceptability of trial points yi
c using (7) and (8);

14: if there are some yi
c acceptable by the filter then

15: Update the filter;
16: Choose ybest

c using (9) or (10);
17: Set y = x̃, x̃ = ybest

c ; update xinf
F if appropriate;

18: else
19: Set α = α/2;
20: end if
21: end if
22: until new trial ybest

c is acceptable
23: until the conditions (11) are satisfied

3 Numerical Results

To analyze the performance of the MCSFilter algorithm, a set of 30 test problems
is used (see Table 1). The set contains bound constrained problems, inequality
and equality constrained problems, multimodal objective functions, with one
global and some local, more than one global, and a unimodal optimization prob-
lem. Table 1 reports the acronym of the tested problems, under ‘Prob.’, refer-
ences with details of the models and the known number of solutions, ‘Min’. Five
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minimization problems, 2Dt+1, 2Dt+2, MMO+1, CB6+1 and BR+1 are de-
fined from well-known problems by adding constraints: 2Dt+1 comes from 2Dt
by adding the constraint (x1 + 5)2 + (x2 − 5)2 − 100 ≤ 0; 2Dt+2 is 2Dt+1 with
an additional linear constraint −x1 − x2 − 3 ≤ 0; MMO+1 comes from MMO
by adding the linear constraint −2x1 − 3x2 + 27 ≤ 0; CB6+1 comes from CB6
with the constraint (x1 +1)2+(x2− 1)2 ≤ 2.25; BR+1 comes from BR with the
additional constraint (x1 − 5)2 + 2(x2 − 10)2 ≤ 100. Problem g8 is a maximiza-
tion problem that was rewritten as a minimization problem. g11 has an equality
constraint which was transformed into an inequality constraint using τ = 10−5.

Table 1. Problem, reference and known number of solutions

Prob. Min Prob. Min Prob. Min

ADJ [8] 3 SHK10 [2,14,16] 10 MMO+1 [5] 4
CB6 [2,8,14] 6 2Dt [14,18] 4 CB6+1 4
BR [2,14,18] 3 3Dt [14,18] 8 BR+1 3
GP [2,8,14] 4 4Dt [14,18] 16 g8 [9,12,18] 2
H3 [2,8,14] 3 5Dt [14,18] 32 g9 [9,18] 1
H6 [2,8,14] 2 6Dt [14,18] 64 g11 [9] 2
MMO [18] 4 8Dt [14,18] 256 EX. 2.2 [10] 2
SBT [16] 760 10Dt [14,18] 1024 EX. 3.3 [10] 2
SHK5 [14,16] 5 2Dt+1 [5] 4 EX. 6.17 [10] 4
SHK7 [14,16] 7 2Dt+2 [5] 5 EX. 1 [19] 2

The MCSFilter method was coded in MatLab and the results were obtained
in a PC with an Intel Core i7-2600 CPU (3.4GHz) and 8 GB of memory. In the
CSFilter method, we set after an empirical study: γθ = γf = 10−5, αmin = 10−5,
θmin = 10−3, θmax = 103max{1, 1.25θ(xin)}, where xin is the initial point in
the local search. We also set � = 0.5, β = 0.001, γ∗ = 0.1 and ε = 0.1 in the
stopping rule of the multistart algorithm. Each problem was solved 10 times and
the average values are reported.

Table 2 contains the results obtained when solving the bound constrained
problems, where the columns show:

– the average number of computed minimizers, ‘Minav’;

– the average number of function evaluations, ‘nfeav’;

– the average time (in seconds) ‘Tav’.

For comparative purposes, Table 2 also reports:

(i) in columns 5–7, the results presented in [18], relative to the problems BR
and nDt with n = 2, 4, 6, 8, 10;

(ii) in columns 8–9, the results presented in [14], relative to the problems CB6,
BR, GP, H3, H6, SHK5, SHK7, SHK10 and nDt with n = 4, 5, 6.
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Table 2. Numerical results obtained with bound constrained problems

MCSFilter algorithm results in [18] results in [14]

Prob. (n) Minav nfeav Tav Minav nfeav Tav Minav nfeav

ADJ (2) 2.5 5768 27.970 - - - - -

CB6 (2) 6† 1869.1 0.262 - - - 6 5642
BR (2) 3† 1571.1 0.221 3 2442 0.45 3 2173

GP (2) 4† 13374.9 2.021 - - - 4 5906
H3 (3) 2.9 2104.3 0.313 - - - 3 3348

H6 (6) 2† 6559.2 0.840 - - - 2 3919

MMO (2) 4† 1328.3 0.200 - - - - -
SBT (2) 25.2 9276.2 5.738 - - - - -
SHK5 (4) 4.6 6240.3 0.782 - - - 5 8720
SHK7 (4) 6.4 8335.2 1.036 - - - 7 11742
SHK10 (4) 8.6 10312.6 1.293 - - - 10 16020

2Dt (2) 4† 1372.6 0.193 2 1067 0.17 - -

3Dt (3) 8† 3984.4 0.521 - - - - -
4Dt (4) 16† 11718.5 1.471 2 3159 0.29 16 17373
5Dt (5) 31.9 32881.7 4.373 - - - 32 37639
6Dt (6) 63.8 102490.3 16.105 2 10900 0.75 64 81893
8Dt (8) 254.3 659571.6 368.674 1 36326 2.28 - -
10Dt (10) 1016 3863756 18563 1 58838 3.71 - -
† - All the minimizers were computed in all runs.

- Not available.

The algorithm presented in [18] implements a function stretching technique com-
bined with a simulated annealing approach, known as SSA method. We observe
that the MCSFilter algorithm has a good performance and is able to find almost
all minimizers of the problems with acceptable number of function evaluations.
The algorithm finds all minimizers in all runs when solving eight of the 18 tested
bound constrained problems and an average of 85% of the minimizers in the re-
maining ones (94% when the problem SBT is excluded from these statistics). In
terms of time needed to find all the solutions, the worst cases are observed with
the problems 8Dt and 10Dt. An average of 1.45 seconds and 2593.7 function
evaluations are required to compute each solution of problem 8Dt, and an aver-
age of 18.3 seconds, with an average of 3802.9 function evaluations, to compute
each solution in 10Dt. We remark that the global minimum has been always
identified in all runs and in all problems of Table 2. We observe from the com-
parison with the results of [14] that MCSFilter is slightly more efficient although
the multistart method implemented in [14] seems to retrieve a greater number
of minimizers.

When a comparison is made with the number of solutions reported in [18], we
find that for problems 2Dt and 4Dt, our method finds all the minimizers while
SSA identifies only two in each problem. The average number of function evalua-
tions and time to locate each minimizer required by the MCSFilter algorithm for
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problems 6Dt and 8Dt are smaller than those of the SSA method. Furthermore,
MCSFilter finds almost all the minimizers, while SSA finds only two and one
respectively. For problem BR, both methods obtained the same number of min-
imizers, although MCSFilter requires a smaller number of function evaluations
and time than SSA. Results for the problem MMO, with 50 and 100 variables
are presented in [18], with 4 and 6 found minimizers respectively. Their results
were obtained after 1000000 function evaluations. For comparative purposes, we
implemented this condition to stop the MCSFilter algorithm and obtain the fol-
lowing results: Minav=48, when n = 50, and Minav=14, when n = 100. In both
cases MCSFilter method finds more minimizers than SSA. A total of 100000
function evaluations were used by SSA (in [18]) to find one minimizer of prob-
lem 10Dt. Using the same condition to stop MCSFilter, we obtain Minav=85.3.
We note that the problems of the set nDt have 2n minimizers, where n is the
number of variables. We may conclude that the MCSFilter method consistently
finds more minimizers.

Table 3. Results obtained with inequality and equality constrained problems

MCSFilter algorithm other results

Prob. (n,m) Minav nfeav Tav Minav nfeav Tav

2Dt+1 (2,1) 3.9 10127.6 7.986 [5] 3.8 9752.5 51.6
2Dt+2 (2,2) 4.6 28065.4 24.242 [5] 3.1 13417.4 69.9

MMO+1 (2,1) 4† 1858.5 0.527 [5] 4 7630.1 8.8
CB6+1 (2,1) 3.4 12319.1 40.626
BR+1 (2,1) 3† 4128.9 2.525

g8 (2,2) 1 1930 3.087 [6] 1§ 4999 -

[9] 1§ 56476 -
[18] 5 67753 -

g9 (7,4) 1.4‡ 5767.7 0.737 [6] 1§ 38099 -

[9] 1§ 324569 -
[18] 1 183806 -

g11 (2,1) 2 84983.3 191.629 [6] 1§ 139622 -
[9] 1§ 23722 -

EX. 2.2 (2,2) 2† 2469.2 2.315
EX. 3.3 (2,1) 1.7 6435.9 9.403
EX. 6.17 (2,3) 3.7 53292.5 141.114
EX. 1 (2,1) 2.1‡ 65133.0 593.220
† - All the minimizers were computed in all runs.
‡

Some cases of premature convergence have been observed, thus identifying

a new minimizer.
§

Only one global minimizer was required to be found.

- Not available.
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Table 3 lists the results obtained with inequality and equality constrained
problems. A comparison is made with the results reported:

(i) in [5,6], where a multistart method coupled with a stochastic approach to
derive approximate descent directions and a filter technique is used;

(ii) in [9], which implements a filter simulated annealing method;
(iii) in [18], which implements the SSA method with a penalty function

technique.

We may conclude that the presented MCSFilter has a good performance since
the average number of function evaluations required to locate each minimizer is
smaller than those of the other methods in comparison. We also observe that
the algorithm finds all minimizers in all runs when solving MMO+1, BR+1 and
EX. 2.2 and an average of 94% of the minimizers in the remaining nine problems.
Thus, we may conclude that MCSFilter is able to consistently find almost all
minimizers within a reduced time.

4 Conclusions

We present a multistart algorithm based on a derivative-free filter method to
solve multilocal programming problems. The method is based on a multistart
strategy which relies on the concept of regions of attraction in order to avoid
convergence to previously found local minimizers. The proposal for the local
procedure is a coordinate search combined with a filter method to generate
a sequence of approximate solutions that improve either the constraint viola-
tion or the objective function relative to the previous approximation. A set of
benchmark problems was used to test the algorithm and the results are very
promising. One problematic issue of the proposed MCSFilter method is related
to the large number of search directions in the set D⊕. For large dimensional
problems, the computational effort in terms of number of function evaluations
and consequently CPU time greatly increases with n. We have observed that the
proposed method consistently locates all or almost all minimizers of a problem.
To improve the effectiveness of the algorithm, a stopping rule that balances the
number of estimated minimizers with local search calls is to be devised in the
future.
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10. Hendrix, E.M.T., G.-Tóth, B.: Introduction to Nonlinear and Global Optimization.
Springer Optimization and Its Applications, vol. 37 (2010)

11. Kolda, T.G., Lewis, R.M., Torczon, V.: Optimization by Direct Search: New Per-
spectives on Some Classical and Moddern Methods. SIAM Rev. 45(3), 385–482
(2003)

12. Koziel, S., Michalewicz, Z.: Evolutionary algorithms, homomorphous mappings,
and constrained parameter optimization. Evol. Comput. 7(1), 19–44 (1999)

13. Krishnanand, K.N., Ghose, D.: Glowworm swarm optimization for simultaneous
capture of multiple local optima of multimodal functions. Swarm Intell. 3, 87–124
(2009)

14. Lagaris, I.E., Tsoulos, I.G.: Stopping rules for box-constrained stochastic global
optimization. Appl. Math. Comput. 197, 622–632 (2008)

15. Marti, R.: Multi-start methods. In: Glover, F., Kochenberger, G. (eds.) Handbook
of Metaheuristics, pp. 355–368. Kluwer Academic Publishers (2003)

16. Ozdamar, L., Demirhan, M.: Experiments with new stochastic global optimization
search techniques. Comput. Oper. Res. 27, 841–865 (2000)

17. Parsopoulos, K.E., Vrahatis, M.N.: On the computation of all global minimizers
through particle swarm optimization. IEEE T. Evolut. Comput. 8(3), 211–224
(2004)

18. Pereira, A., Ferreira, O., Pinho, S.P., Fernandes, E.M.G.P.: Multilocal Program-
ming and Applications. In: Zelinka, I., et al. (eds.) Handbook of Optimization.
Intelligent Systems Series, pp. 157–186. Springer (2013)

19. Ryoo, H.S., Sahinidis, N.V.: Global optimization of nonconvex NLPs and MINLPs
with applications in process design. Comput. Chem. Eng. 19(5), 551–566 (1995)

20. Singh, G., Deb, K.: Comparison of multi-modal optimization algorithms based on
evolutionary algorithms. In: GECCO 2006, pp. 1305–1312. ACM Press (2006)

http://icacm.iam.metu.edu.tr/all-talks


346 F.P. Fernandes, M.F.P. Costa, and E.M.G.P. Fernandes

21. Tsoulos, I.G., Lagaris, I.E.: MinFinder: Locating all the local minima of a function.
Computer Phys. Com. 174, 166–179 (2006)

22. Tsoulos, I.G., Stavrakoudis, A.: On locating all roots of systems of nonlinear equa-
tions inside bounded domain using global optimization methods. Nonlinear Anal.
Real 11, 2465–2471 (2010)

23. Tu, W., Mayne, R.W.: Studies of multi-start clustering for global optimization.
Int. J. Numer. Meth. Eng. 53(9), 2239–2252 (2002)

24. Voglis, C., Lagaris, I.E.: Towards “Ideal Multistart”. A stochastic approach for
locating the minima of a continuous function inside a bounded domain. Appl.
Math. Comput. 213, 1404–1415 (2009)



 

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 347–357, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Performance Evaluation of Flooding Schemes  
on Duty-Cycled Sensor Networks: Conventional,  

1HI, and 2HBI Floodings 

Boram Hwang1, Minhan Shon1, Mihui Kim2, Dongsoo S. Kim1, 
and Hyunseung Choo3,* 

1 College of Information and Communication Engineering, Sungkyunkwan University, Korea 
{boramhw,minari95,dskim61}@skku.edu  

2 Department of Computer Engineering, Hankyong National University, Korea 
mhkim@hknu.ac.kr 

3 Department of Interaction Science Sungkyunkwan University, Korea 
choo@ece.skku.ac.kr 

Abstract. The 1-Hop Information flooding (1HI) and 2-Hop Backward Infor-
mation flooding (2HBI) schemes for choosing the retransmission nodes have 
been studied to solve the broadcast storm Problem for data flooding in wireless 
sensor networks (WSNs). These schemes do not consider duty cycles to save 
the energy of sensor node. Recently duty cycle approach is very commonly 
used as it performs well to save the energy of sensor nodes We analyze the per-
formance of Conventional flooding, 1HI and 2BHI with duty cycles.In the well-
known test environment, the result with 30% duty cycle shows that 2HBI 
scheme can reduce energy consumption up to 65%, increase the number of 
floodings up to 2 times, and increase the flooding duration up to 6 times. The 
comparison shows that 2HBI scheme takes the longest flooding time with duty 
cycle approach, where as it takes the shortest flooding time in non-duty cycled 
networks. Through various experiments, this paper suggests that proper 
schemes for various deployment conditions. 

Keywords: Wireless Sensor Networks, Flooding, Duty Cycle, Delay Time, 
Energy Consumption. 

1 Introduction 

In Wireless Sensor Networks (WSNs), redundancy and collision are the problems of 
fundamental flooding operation [1]. 1HI scheme and 2HBI scheme are proposed to 
solve those problems and these two schemes also manage the energy consumption 
efficiently [2-3]. The efficient energy consumption is a important issue because sen-
sor node has a limited energy [4]. Unfortunately, 1HI and 2HBI scheme have not been 
studied on duty cycled WSNs. At recently applying duty cycle research is progressing 
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activity, duty cycled flooding scheme study is needed. This paper analyses the impact 
of duty cycle on several flooding schemes, and then suggests a suitable flooding 
scheme and a reasonable duty cycled value for each particular environment. 

To analyses the impact of duty cycle on the conventional flooding, 1HI flooding, 
2HBI flooding schemes,  the performance of these schemes in 30%, 50%, and 80% 
duty cycled scenarios are compared with those of the schemes in non-duty-cycled 
environment, i.e. all sensor nodes always active. Trivially, 100% duty-cycled is 
equivalent with non-duty-cycled. All sensor nodes have the same transmission range. 
We deploy the sensor nodes randomly and use the Mica2 energy mode in the analysis 
environment. The data arrive every 60 time unit and the experiments are finished until 
a sensor node depletes its energy. The number of floodings, the energy consumption, 
and the flooding time is measured to analysis. The number of floodings represents 
how many flooding are from the time when the first data arriving in the network to 
the time when one sensor node uses its all energy. It is used to measure the workload 
of the sensor nodes. The energy consumption is measured to check how much energy 
consumed by the sensor nodes in duty-cycled environment. Flooding time is used to 
measure the delay time to flood a message in the network, i.e. all sensor nodes receive 
the broadcast message. 

According to the result, three flooding schemes cause the reduction of energy con-
sumption, the increment of number of flooding and flooding time. According to result 
of analysis, 64.8% reduction in energy consumption, 1.9% increment in the number of 
floodings, the flooding time of 2HBI is increased 6 times in 30% duty-cycled envi-
ronment. In Conventional schemes, 1.4% increment in the number of flooding, 45.1% 
reduction in energy consumption, and 2.8 times increment in flooding time in 30% 
duty-cycled scenario. In 1HI schemes, 1.7% increment in the number of flooding, 
60.2% reduction in energy consumption, and 2.9 times increment in flooding time in 
30% duty-cycled scenario. In 2HBI schemes, 1.9% increment in the number of flood-
ing, 64.79% reduction in energy consumption, and 6 times increment in flooding time 
in 30% duty-cycled environment. Especially, 2HBI scheme takes the longest flooding 
time with duty cycle approach, and it takes the shortest flooding time in non-duty 
cycled networks. The suitable flooding scheme with duty cycle for each environment 
in WSNs is follow. The energy consumption, network lifetime, and the number of 
floodings are the important factors for the environment. 2HBI scheme is suitable for 
the non-duty-cycled networks, in which the important factor of the environment is the 
flooding time.  

In chapter 2, related flooding schemes are explained. Chapter 3 introduces the per-
formance evaluation method and chapter 4 analyses the results. Finally, a conclusion 
is presented in chapter 5. 

2 Related Work 

2.1 Conventional Flooding 

Conventional flooding is a traditional scheme and a simple protocol [2, 5]. In this 
scheme, a sensor node broadcasts data to all neighbor nodes in its transmission range. 
After receiving the data, the node repeats the data until the destination of the data is 
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the node itself or the data is reached the maximum hop [1]. If the sensor node receives 
the data which it sent, it stops the repeating. Conventional flooding does not require 
maintain costly topology and complex algorithms. 

The flooding scheme has implosion and overlap problems. Implosion means that the 
duplicate messages are sent because sensor node broadcasts the data to all neighbor 
nodes Overlap means that more than two sensor nodes sensing the same data from same 
area [1, 5]. Sensor node cannot use their energy well because of above problems [6]. 

2.2 1HI Flooding 

The 1HI scheme was proposed to reduce the number of retransmission nodes. When a 
source node generates the data in the network, it attaches a forwarding set that in-
cludes retransmission nodes to the data. The sensor node receives the data and then 
checks whether or not the first. If the sensor node has already received the data, the 
data is discarded. Nevertheless if the sensor node is the first to receive the data, it 
checks the node list in forwarding set. If there is a sensor node ID in the forwarding 
set, the sensor node makes a forwarding set. For the optimization step, sensor node ID 
and geographical information of one hop neighbors are used. The receiver node opti-
mizes its forwarding set by removing the nodes covered by the sender node and the 
node which its transmission range is covered by other nodes. This scheme is a simple 
protocol and incurs little overhead. Moreover, it uses energy efficiently, since it re-
duces the number of retransmission and collisions more effectively than the conven-
tional flooding scheme. However, the number of retransmission nodes is still high, 
because this scheme uses only 1-hop information to optimize the forwarding set.  

Consider the example in Fig. 1. The source node 
 makes its own forwarding set, and then broad-

casts the data with the forwarding set. Nodes , , 
and  exist in the transmission range of  source 
node. However, node c does not send the data, 
since the transmission coverage is covered by 
nodes , , and . Nodes  and  are in the 
forwarding set of source node . The data is re-
ceived for the first time by nodes , , and . 
These nodes check the forwarding set in data. If 
there is its own ID, the node optimize their own 
forwarding sets, and broadcast the data with the 
forwarding sets. However, node c dose not broad-
cast, since the ID is not in the forwarding set. In 

conventional flooding, nodes , , and  broadcast the data, but the 1HI scheme 
reduces energy consumption by choosing the retransmission node. 

 

 

Fig. 1. An example of 1HI  
Flooding 
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2.3 2HBI Flooding 

The 2HBI scheme uses 2-hop backward information to reduce the number of retrans-
mission nodes, which allows nodes to save more energy than 1HI. In this scheme, it is 
assumed that all sensor nodes have the same transmission range, a unique ID, and 
know the two-hop backward information regarding sensor node ID, geographical 
information, and the forwarding set. The 2-hop backward information is this. For 
example, let a node i send data to a node j, which is a 1-hop backward node. If a 
node k sent the data to node i, node k is a 2-hop backward node of node j. The 
2HBI scheme optimizes the forwarding set, and sends the data and forwarding set as 
in the 1HI scheme. All sensor nodes optimize the forwarding set based on the follow-
ing rules. Rule 1: the retransmission node removes some nodes from its forwarding 
set that have already been covered by its sender node. Rule 2: if a node is in an over-
lapping zone, the retransmission node that is close to the sender removes the nodes 
from its forwarding set. Rule 3: based on the forwarding set information of the 2-hop 
backward node, the retransmission node removes the nodes that are in the neighbor 
coverage area of the 2 hop backward node from the forwarding set. 

An example is shown in Fig. 2, sensor node s generates the data and broadcasts it 
and its forwarding set. Nodes a, b, and c broadcast the data after optimizing their 

own forwarding set and incorporating it into 
the data. The step of node f receiving the op-
timization forwarding set from node b is as 
follows. The initial forwarding set of node f is F f   b, e, g, j . Node f removes the node e, which received data from a sender node 
based on rule 1. Then, the forwarding set F f   g, j . Node j  is in an overlapping 
zone between nodes f and d, and it is re-
moved from the forwarding set, since it is in 
the coverage area of node d, which is farther 
from the sender node b. Based on rule 2. The 
forwarding set of node f is F f   g . Node g is in the coverage area of the previous-hop 
retransmission node s  (which is a next-hop 
retransmission node of 2-hop backward node 
of node f). It is removed from the forwarding 
set based on rule 3. Then, the forwarding set of 

node f contains nothing. Finally, the forwarding set is F f   , and this node does 
not the retransmission. This scheme efficiently optimizes the forwarding set, which 
allows sensor nodes to save energy by reducing the number of transmissions, receiv-
ing, and collisions. 

Fig. 2. An example of 2HBI Flooding 
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2.4 Duty Cycle 

In WSNs, the main factors of wasted energy consumption are collision, overhearing, 
control overhead, and idle listening. The most energy is wasted during the idle listen-
ing state [7-9]. Idle listening is the state when sensor node just waits without any 
sending or receiving. Generally, this phenomenon occurs when sensor node waits the 
receiver node to send the data. Duty cycle is used to improve energy efficiency by 
reducing the time in the idle listening state.  

Duty cycle changes the sensor node communication module to sleep and wake up 
states periodically [10]. The sensor node can save the energy at sleep state. However, 
in sleep state data cannot be received and it makes the data delay. Data transmission 
can occur at sleep state. 

3 Evaluation Method 

This chapter introduces the environment to analyze the impact of duty cycle on flooding 
scheme. The object flooding schemes are Conventional, 1HI and 2HBI schemes. The per-
formance evaluation metrics are the number of floodings, energy consumption, flooding 
time, and number of transmissions and Table 1 defines the metrics. 

The number of floodings is an important metric to measure the amount of sensors work-
ing. Energy consumption is used to measure how much energy a sensor node is using. The 
flooding time is used to measure the delay, since the flooding schemes incur flooding delay 
when duty cycled. To examine the amount of working, the number of transmissions is used. 

Table 1. Performance metrics and their definitions 

Performance Metrics Definition 

Energy consumption 
The total amount of energy consumed by all nodes in data inter 
arrival time (T) 

Flooding time 
The time spent for all nodes to receive data since the data was gen-
erated 

Number of 
transmissions 

The total number of transmissions in a flooding, including retrans-
missions 

 
 

The 30%, 50%, 80%, and 100% duty cycles are used. A period comprises ten time slots, 
and all sensor nodes are synchronized [11-13]. A sensor node has just one state, which can 
be wake up, sleep, transmission, and receive on a time unit states. In the sleep state, data can 
be transmitted, but not received. The duty cycle % setting is described as follows. If the 30% 
duty cycled, wake up process initiating slots are selected randomly from ten time slots. And 
then, wake up slots and three slots in a row are assigned to be active.  
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The simulation environment is same as the 2HBI paper to verify the experiment and set 
the following environment to reduce the time of simulation. In a simulation, with a topology 
size of 100x100, every sensor node has the same 20m transmission range, and a Mica 2 
energy model is used, with sensor node locations randomly chosen and data occurring every 
60 time units. The average results are derived from 60 simulations. In each simulation, the 
sensor nodes have different wake up times. A sensor node makes a forwarding set before 
flooding. It is assumed that every sensor node knows the wake up time of the neighboring 
nodes. In our case sensor node is fixed and is connected to a power supply. When a node 
except the source node uses its all energy, the simulation is finished. 

Table 2. Mica2 energy model [14] 

State Transmission Receive Wake up Sleep 

Consumed Energy 27mJ 10mJ 8mJ 15µJ 

4 Performance Results on Various Duty Cycles 

In chapter 4, we evaluate the result. For simulation collision environment and colli-
sion free environment are considered. Nevertheless, in cases where result from both 
environment show similar trend, only duty cycle environment results are presented. In 
this paper, we evaluate the number of floodings, energy consumption, and flooding 
time on various duty cycles. 

4.1 The Number of Floodings 

Fig 3 shows the flooding result in an environment with collisions, and Fig 4 shows the result 
for the collision-free environment. According to the Fig 3 and 4, the schemes increase flood-
ings are 2HBI, 1HI, and the conventional schemes. The number of floodings are increaser 
1.4 times in Conventional, 1.7 time in 1HI, 1.9 times in 2HBI than on 100% duty cycle with 
collisions environment. First, the conventional scheme on 30% duty cycle use 45.1% energy 
less than that of 100% duty cycled, up to 60.3% in 1HI and up to 64.8% in 2HBI. The sensor 
nodes waste energy for the wake up state with high duty cycle. The network time is ex-
panded, and the number of transmissions increased, since the wake up state is increased. As a 
result, the floodings are increased, regardless of the schemes having low duty cycle. In in-
creasing order of floodings is due to the number of transmission gaps. The network time is 
expanded, and floodings are increased through the reduction of the energy consumed, be-
cause the transmission state needs a large amount of energy. This result is same as the colli-
sion free environment.  

The differences between the collision and collision-free cases are as follows. Retransmis-
sion due to collision does not exist in a conflict-free environment, and most of the transmis-
sions are successful. Therefore, the number of floodings of the three flooding schemes is 
increased. The other characteristic is that among the schemes, there is a little gap between the 
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30, 50, and 80% duty cycles. The schemes in order of increasing gaps of floodings are the 
conventional, 1HI, and 2HBI schemes in the collision environment. However, floodings of 
the three schemes are decreased in the collision-free environment. The collision and colli-
sion-free environments affect the floodings. 

 

 

Fig. 3. The Number of Floodings with Collisions 

 

Fig. 4. The Number of Floodings without Collisions 
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4.2 Energy Consumption 

Three characteristics can be observed about the energy consumption. The energy 
consumption on high duty cycle increaser than low duty cycle, and the schemes listed 
in increasing order of consumption are the conventional, 1HI, and 2HBI schemes. 
Additionally, the energy consumption gap is increased among the three schemes with 
low duty cycle. The implications of the three characteristics are as follows. 

First, the conventional scheme on 30% duty cycle use 45.1% energy less than that of 
100% duty cycle, up to 60.3% in 1HI and up to 64.8% in 2HBI. Because the time of a node 
spent in the wake up state is increased by increasing the duty cycle. The amount of energy 
consumption of the entire sensor node is increased by increasing the energy consumption in 
the wake up mode. Second, The gap of energy consumption between conventional, and 1HI, 
2HBI on high duty cycle is about 1.06J and 5J on low duty cycle. Because the number of 
transmission gap increase on low duty cycle. A sensor node broadcasts the data right away 
after receiving the data without duty cycle. However, the wake up time of the sensor node is 
reduced by decreasing the duty cycle. The sensor node waits for the wake up time, and many 
sensor node data transmissions occur during the wake up time. Consequently, the number of 
collisions and retransmissions is increased. Also, the 1HI and 2HBI schemes have lower 
numbers of retransmission nodes than the conventional scheme, and consequently, the num-
bers of collisions and retransmissions are low as well. Third, the schemes listed in order of 
increasing energy consumption are the conventional, 1HI, and 2HBI schemes over the entire 
duty cycle. The main factor is the gap among the three schemes. Nevertheless, the amount of 
energy consumed for transmission is important. Since the transmission requires the most 
amount of energy comparing to other states. 

 

 

Fig. 5. Energy consumption 
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4.3 Flooding Time 

The flooding time is longer in low duty cycle environment because of transmission 
delay, the number of collisions increased, the big forwarding set, longer waiting time 
of sensor nodes. The collision is increased because sensor nodes transmit the data at 
same active time slot of receiver. The smaller the forwarding set is, the higher proba-
bility the waiting time of receiver increases. If there are many retransmission nodes, 
receiving opportunity is improved and the data delay is reduced. However, in 2 HBI, 
there are a few retransmission nodes; the opportunity of transmission thus is low. This 
leads to the longer flooding time.  

Figure 6 illustrates that the 2HBI flooding time is the shortest one among the three 
schemes in 100% duty cycle with collision environment. However, it incurs the poor per-
formance compared with others on 30% duty cycle. The sensor node transmits the data im-
mediately on 100% duty cycle, thus the data delay is decreased because of small forwarding 
set. Nevertheless, in 30% duty cycle environment the sensor node should wait longer time 
and the number of collision is higher than those on 100% duty cycle.  

In the flooding time results, there are many cases as follows: (Conventional > 1HI, 2HBI), 
(Conventional > 1HI = 2HBI), (Conventional = 1HI = 2HBI), (1HI > Conventional > 2HBI), 
(1HI > 2HBI > Conventional). The flooding time depends on the wake up time of sensor 
node, which leads to a variety of results. However, the flooding time cannot significantly 
affect the energy consumption. 
 
 

 

Fig. 6. Flooding time with collisions 
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Fig. 7. Flooding time without collisions 

5 Conclusion 

This paper analysis the impact of duty cycle on Conventional, 1HI, and 2HBI flooding 
schemes. As the results, above mentioned flooding schemes reduce the energy con-
sumption and increase the number of floodings in network lifetime but at the downside 
flooding time is also increased. In Conventional flooding with the introduction of 30% 
duty cycle, the number of floodings in network lifetime is increased up to 1.4 times, 
energy consumption is reduced by 45.1% and flooding time is increased up to 2.8 
times. In 1HI flooding with the introduction of 30% duty cycle, the number of flood-
ings in network lifetime is increased up to 1.7 times, energy consumption is reduced by 
60.3%, and flooding time is increased up to 2.9 times. In 2HBI flooding with the intro-
duction of 30% duty cycle, the number of floodings in network lifetime is increased up 
to 1.9 times, energy consumption is reduced by 64.79%, and flooding time is increased 
up to 6 times. The above results clearly mentions that, 2HBI scheme takes the longest 
flooding time with duty cycle approach, and it takes the shortest flooding time in non-
duty cycled networks.  

Characteristics of each flooding scheme in terms of energy consumption and flood-
ing time with duty cycling are summarized below. Conventional flooding scheme use 
less energy than other two schemes but shows the fastest flooding time. 1HI flooding 
scheme use the energy efficiently comparing to Conventional flooding and shows 
similar energy consumption as 2HBI. Whereas it’s flooding time is shorter than 2HBI 
and similar to Conventional flooding. 2HBI flooding reduces the energy consumption 
more than the other two schemes but the flooding time is the highest. For example, 
2HBI on low duty cycle is suitable if the energy consumption is an important factor, 
whereas 2HBI scheme on 100% duty cycle is suitable when important factor is flood-
ing time. 
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Based on the discovered features of this paper, efficient flooding schemes of the 
duty cycle when applied to environments are to be suggested in next research. To 
lessen the delay of time, a scheme of shortened flooding time using features of 2HBI 
in the low duty cycle or an idea of using active time of sensor nodes can be suggested. 
There can be more suggestions regarding not only flooding time but also energy effi-
ciency, network lifetime, floodings, et cetera for flooding schemes in a duty cycle.  
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Abstract. The formal verification of cyber-physical systems is a chal-
lenging task mainly because of the involvement of various factors of
continuous nature, such as the analog components or the surrounding
environment. Traditional verification methods, such as model checking
or automated theorem proving, usually deal with these continuous as-
pects by using abstracted discrete models. This fact makes cyber-physical
system designs error prone, which may lead to disastrous consequences
given the safety and financial critical nature of their applications. Lever-
aging upon the high expressiveness of higher-order logic, we propose to
use higher-order-logic theorem proving to analyze continuous models of
cyber-physical systems. To facilitate this process, this paper presents the
formalization of the solutions of second-order homogeneous linear differ-
ential equations. To illustrate the usefulness of our foundational cyber-
physical system analysis formalization, we present the formal analysis of
a damped harmonic oscillator and a second-order op-amp circuit using
the HOL4 theorem prover.

1 Introduction

Cyber-physical systems (CPS) [25] are characterized as computational systems,
with software and digital and/or analog hardware components, that closely inter-
act with their continuously changing physical surroundings. These days, CPS are
widely being used and advocated to be used in a variety of applications ranging
from ubiquitous consumer electronic devices, such as tele-operated health-care
units and autonomous vehicles, to not so commonly used but safety-critical do-
mains, such as tele-surgical robotics, space-travel and smart disaster response
and evacuation. Due to the tight market windows or safety-critical nature of
their applications, it has become a dire need to design error-free CPS and thus a
significant amount of time is spent on ensuring the correctness of CPS designs.

Traditionally, physical and continuous aspects of a CPS are analyzed by cap-
turing their behaviors by appropriate differential equations [31] and then solving
these differential equations to obtain the required design constraints. This kind
of analysis can be done using paper-and-pencil proof methods or computer based
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numerical techniques. Whereas, the software and digital hardware components
of a CPS are usually analyzed using computer based testing or simulation meth-
ods, where the main idea is to deduce the validity of a property by observing its
behavior for some test cases. However, all the above mentioned analysis tech-
niques, i.e., paper-and-pencil proof methods, numerical methods and simulation,
cannot ascertain the absence of design flaws in a design. For example, paper-and-
pencil proof methods are error prone due to the human error factor. Moreover,
it is quite often the case that many key assumptions of the results obtained us-
ing paper-and-pencil proof methods are in the mind of the mathematician and
are not documented. Such missing assumptions may also lead to erroneous CPS
designs. Similarly, computer based numerical methods cannot attain 100% ac-
curacy as well due to the memory and computation limitations and round-off
errors introduced by the usage of computer arithmetics. Thus, given the above
mentioned inaccuracies, these traditional techniques should not be relied upon
for the analysis of CPS, especially when they are used in safety-critical areas,
such as medicine and transportation, where inaccuracies in the analysis could
result in system design bugs that in turn may even lead to the loss of human
life.

In the past couple of decades, formal methods [3] have been successfully used
for the precise analysis of a variety of software, hardware and physical systems.
The main principle behind formal analysis of a system is to construct a computer
based mathematical model of the given system and formally verify, within a
computer, that this model meets rigorous specifications of intended behavior.
Two of the most commonly used formal verification methods are model checking
[2] and higher-order-logic theorem proving [18]. Model checking is an automatic
verification approach for systems that can be expressed as a finite-state machine.
Higher-order-logic theorem proving, on the other hand, is an interactive approach
but is more flexible in terms of tackling a variety of systems. The rigorous exercise
of developing a mathematical model for the given system and analyzing this
model using mathematical reasoning usually increases the chances for catching
subtle but critical design errors that are often ignored by traditional techniques
like paper-and-pencil based proofs, numerical methods or simulation.

Given the extensive usage of CPS in safety-critical applications, there is a
dire need of using formal methods for their analysis. However, the frequent in-
volvement of ordinary differential equations (ODEs) in their analysis is a main
limiting factor in this direction. For example, ODEs are essential for modeling
the motion of mechanical parts, analog circuits and control systems, which are
some of the most common elements of any CPS. Thus, automatic state-based
formal methods, like model checking, and automatic theorem provers cannot
be used to model and analyze the true CPS models due to their inability to
model continuous systems. This is the main reason why most of the formal ver-
ification work about CPS utilizes their abstracted discrete models (e.g., [28]).
These limitations can be overcome by using higher-order-logic theorem prov-
ing [13] for conducting the formal analysis of CPS since the high expressiveness
of higher-order logic can be leveraged upon to model elements of continuous
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nature. However, the main challenge in this direction is the enormous human
guidance required in the formal verification of CPS due to the non-decidable na-
ture of higher-order logic. In order to minimize this effort, we propose to develop
a formal library of foundational results that can be built upon along with the
automatic simplifiers to automatically reason about the correctness of CPS in a
theorem prover.

In this paper, as a first step towards the proposed direction, we present the
formal reasoning support for the solutions of second-order homogeneous linear
differential equations [14], i.e., a simple yet the most widely used class of differ-
ential equations. In particular, we present a formal definition that can be used
to specify arbitrary order homogeneous linear differential equations and the for-
mal verification of some mathematical facts, like a couple of general solutions
of second-order homogeneous linear differential equations and the quadratic for-
mula, that allow us to reason about the correctness of their solutions in a very
straightforward way. The prime advantage of these results is that they greatly
minimize the user intervention for formal reasoning about differential equations
and thus facilitate the usage of higher-order-logic theorem proving for verifying
the solutions of differential equations for CPS. In order to demonstrate the prac-
tical effectiveness and utilization of the reported formalization, we utilize it to
analyze a damped harmonic oscillator and a second-order op-amp, in this paper.

Our formalization primarily builds upon the higher-order-logic formalization
of the derivative function and its associated properties. This formalization is
available in a number of theorem provers like HOL4 [16], PVS [7] and CoQ [10].
Our work is based on Harrison’s formalization [16] that is available in the HOL4
theorem prover [27]. The main motivations behind this choice include the past
familiarity with HOL4, the availability of formalized transcendental functions,
which play a key role in the reported work, and the general richness of Harrison’s
real analysis related theories. Though, it is important to note here that the ideas
presented in this paper are not specific to the HOL4 theorem prover and can be
adapted to any other LCF style higher-order-logic theorem prover as well.

The rest of the paper is organized as follows: Section 2 presents an overview of
the related work. Section 3 presents a brief introduction to theorem proving and
the HOL4 theorem prover. This is followed by a brief introduction to the HOL4
formalization of the derivative and integration functions in Section 4. In Section
5, we present the formalization of the solutions of the second-order homogeneous
linear differential equation. The illustrative examples are presented in Section 6.
Finally, Section 7 concludes the paper.

2 Related Work

Formal methods have been extensively used these days for analyzing CPS due
to their ever increasing usage in various safety and financial-critical domains.
Zhang et. al [21] proposed to use formal specification for CPS in order to reduce
the infinite set of test parameters in a finite set. Similarly, the aspect-oriented
programming based on the UML and formal methods is utilized for QoS modeling
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of CPS in [20]. Moreover, in order to formally specify CPS along with their
continuous aspects, a combination of formal methods Timed-CSP, ZimOO and
differential (algebraic) equations is used in [30]. Even though such rigorous formal
specifications allow us to catch bugs in the early stages of the design but they do
not guarantee error-free analysis since the analysis or verification is not based
on formal methods.

For formal verification of CPS, model-checking has been frequently explored.
For example, Akella [1] proposed to dicretize the events causing the change of
flow and thus model the CPS as a deterministic state model with discrete values
of flow within its physical components. This model is then used to formally ver-
ify insecure interactions between all possible behaviors of the given CPS using
model checking. Similarly, Bu et. al [6] used hybrid model checking for verifying
CPS. However, this verification is also not based on true continuous models of
the system and instead a short-run behavior of the model is observed by provid-
ing numerical values of various parameters in order to reduce the state-space. A
statistical model checker has been recently utilized to analyze some aspects of
CPS [9]. However, this approach also suffers from the classical model checking
issues, like the state-space explosion and inability to reason about generic math-
ematical relations. Thus the model checking approach, even though is capable of
providing exact solutions, is quite limited in terms of handling true continuous
models of CPS and thus various abstractions [28] have to be used for attaining
meaningful results. The accuracy of the analysis is thus compromised, which is
undesirable in the case of analyzing safety-critical applications of CPS.

Higher-order-logic theorem proving is capable of overcoming all the above
mentioned problems. Atif et. al [22] used the HOL4 theorem prover for the
probabilistic analysis of cyber-physical transportation systems. However, their
focus was only on the formal verification of probabilistic aspects of CPS and
they did not tackle the continuous aspects, especially the ones that require to
be modeled by ODEs, which is the main focus of the current paper.

3 Preliminaries

In this section, we give a brief introduction to theorem proving in general and
the HOL theorem prover in particular. The intent is to introduce the main ideas
behind this technique to facilitate the understanding of this paper for the CPS
research community.

3.1 Theorem Proving

Theorem proving [13] is a widely used formal verification technique. The system
that needs to be analyzed is mathematically modeled in an appropriate logic and
the properties of interest are verified using computer based formal tools. The use
of formal logics as a modeling medium makes theorem proving a very flexible
verification technique as it is possible to formally verify any system that can be
described mathematically. The core of theorem provers usually consists of some
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well-known axioms and primitive inference rules. Soundness is assured as every
new theorem must be created from these basic or already proved axioms and
primitive inference rules.

The verification effort of a theorem in a theorem prover varies from trivial to
complex depending on the underlying logic [15]. For instance, first-order logic
[12] is restricted to propositional calculus and terms (constants, function names
and free variables) and is semi-decidable. A number of sound and complete first-
order logic automated reasoners are available that enable completely automated
proofs. More expressive logics, such as higher-order logic [5], can be used to
model a wider range of problems than first-order logic, but theorem proving
for these logics cannot be fully automated and thus involves user interaction to
guide the proof tools. For analyzing continuous aspects of systems, we have to
use higher-order logic as first-order logic is not expressive enough to represent
real numbers and calculus fundamentals.

3.2 HOL Theorem Prover

HOL is an interactive theorem prover developed by Mike Gordon at the Uni-
versity of Cambridge for conducting proofs in higher-order logic. It utilizes the
simple type theory of Church [8] along with Hindley-Milner polymorphism [23]
to implement higher-order logic. HOL has been successfully used as a verifica-
tion framework for both software and hardware as well as a platform for the
formalization of pure mathematics.

Secure Theorem Proving. In order to ensure secure theorem proving, the
logic in the HOL system is represented in the strongly-typed functional pro-
gramming language ML [24]. An ML abstract data type is used to represent
higher-order logic theorems and the only way to interact with the theorem prover
is by executing ML procedures that operate on values of these data types. The
HOL core consists of only 5 basic axioms and 8 primitive inference rules, which
are implemented as ML functions. Soundness is assured as every new theorem
must be verified by applying these basic axioms and primitive inference rules or
any other previously verified theorems/inference rules.

Terms. There are four types of HOL terms: constants, variables, function ap-
plications, and lambda-terms (denoted function abstractions). Polymorphism,
types containing type variables, is a special feature of higher-order logic and is
thus supported by HOL. Semantically, types denote sets and terms denote mem-
bers of these sets. Formulas, sequences, axioms, and theorems are represented
by using terms of Boolean types.

Theories. A HOL theory is a collection of valid HOL types, constants, axioms
and theorems, and is usually stored as a file in computers. Users can reload a HOL
theory in the HOL system and utilize the corresponding definitions and theorems
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right away. The concept of HOL theory allows us to build upon existing results
in an efficient way without going through the tedious process of regenerating
these results using the basic axioms and primitive inference rules.

HOL theories are organized in a hierarchical fashion. Any theory may inherit
types, definitions and theorems from other available HOL theories. The HOL
system prevents loops in this hierarchy and no theory is allowed to be an ancestor
and descendant of a same theory. Various mathematical concepts have been
formalized and saved as HOL theories by the HOL users. These theories are
available to a user when he first starts a HOL session. We utilized the HOL
theories of Booleans, lists, sets, positive integers, real numbers and calculus in
our work. In fact, one of the primary motivations of selecting the HOL theorem
prover for our work was to benefit from these built-in mathematical theories.

Writing Proofs. HOL supports two types of interactive proof methods: forward
and backward. In forward proof, the user starts with previously proved theorems
and applies inference rules to reach the desired theorem. In most cases, the
forward proof method is not the easiest solution as it requires the exact details
of a proof in advance. A backward or a goal directed proof method is the reverse
of the forward proof method. It is based on the concept of a tactic; which is
an ML function that breaks goals into simple sub-goals. In the backward proof
method, the user starts with the desired theorem or the main goal and specifies
tactics to reduce it to simpler intermediate sub-goals. Some of these intermediate
sub-goals can be discharged by matching axioms or assumptions or by applying
built-in decision procedures. The above steps are repeated for the remaining
intermediate goals until we are left with no further sub-goals and this concludes
the proof for the desired theorem.

The HOL theorem prover includes many proof assistants and automatic proof
procedures [15] to assist the user in directing the proof. The user interacts with a
proof editor and provides it with the necessary tactics to prove goals while some
of the proof steps are solved automatically by the automatic proof procedures.

4 Derivatives and Integrals in HOL4

Harrison [16] formalized the real number theory along with the fundamentals of
calculus, such as limits of a function, derivatives and integrals and verified most
of their classical properties in HOL4. The derivative of a function f , of data type
(real→ real), is defined as follows [16]:

Definition 1. Derivative of a Function (Relational Form)

� ∀ f l x. (f diffl l) x = ((λ h.(f (x + h) - f x) / h) → l) (0)

where (f → y0)(x0) represents the HOL4 definition of limit of a function f
lim(x→x0)f(x) = y0. Definition 1 provides the derivative of a function f at point

x as the limit value of f(x+h)−f(x)
h when h approaches 0, which is the standard

mathematical definition of the derivative function. Now, the differentiability of
a function f is defined as the existence of its derivative [16].
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Definition 2. Differentiability of a Function

� ∀ f x. f differentiable x = ∃l. (f diffl l) (x)

A functional form of the derivative, which can be used as a binder, is also defined
using the Hilbert choice operator @ as follows [16]:

Definition 3. Derivative of a Function (Functional Form)

� ∀ f x. deriv f x = @l. (f diffl l) x

The function deriv accepts two parameters f and x and returns the derivative
of function f at point x.

The above mentioned definitions associated with the derivative function have
been accompanied by the formal verification of most of their classical properties,
such as uniqueness, linearity and composition [16]. Moreover, the derivatives
of some commonly used transcendental functions have also been verified. For
example, the derivative of the Exponential function has been verified as follows:

Theorem 1. Differential of the Exponential Function

� ∀ g m x. ((g diffl m) x ⇒
((λ.x. exp (g x)) diffl (exp (g x) * m)) x)

where exp x represents the exponential function ex and (λx.f(x)) represents the
lambda abstraction function which accepts a variable x and returns f(x).

Similarly, the Gauge integral has also been formalized as a function Dint (a, b)

f k [16], which mathematically describes
∫ b

a
f(x) dx = k. The corresponding

functional form is given as follows:

Definition 4. Integral of a Function (Functional Form)

� ∀ a b f . integral (a,b) f = @k. Dint (a,b) f k

Many interesting properties of integration have been formally verified in [16];
one of them being the second fundamental theorem of calculus.

Theorem 2. Second Fundamental Theorem of Calculus

� ∀ f f’ a b. (a ≤ b) ∧
(∀x. a ≤ x ∧ x ≤ b ⇒ (f diffl f’(x))(x))

⇒ Dint(a,b) f’ (f(b) - f(a))

We build upon the above mentioned formalization to develop formal reasoning
support for second-order homogeneous linear differential equations in the next
section.

5 Second-Order Homogeneous Differential Equations

A second-order homogeneous linear differential equation can be mathematically
expressed as follows:

p2(x)
d2y(x)

dx
+ p1(x)

dy(x)

dx
+ p0(x)y(x) = 0 (1)
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where terms pi represent the coefficients of the differential equation defined over
a function y. The equation is linear because (i) the function y and its derivatives
appear only in their first power and (ii) the products of y with its derivatives are
also not present in the equation. By finding the solution of the above equation,
we mean to find functions that can be used to replace the function y in Equation
(1) and satisfy it.

We proceed to formally represent Equation (1) by first formalizing an nth-
order derivative function as follows:

Definition 5. Nth-order Derivative of a Function

� (∀ f x. n order deriv 0 f x = f x) ∧
(∀f x n.n order deriv (n+1) f x = n order deriv n (deriv f x) x)

The function n order deriv accepts an integer n that represents the order of
the derivative, the function f that represents the function that needs to be
differentiated, and the variable x that is the variable with respect to which we
want to differentiate the function f . It returns the nth-order derivative of f with
respect to x. Now, based on this definition, we can formalize the left-hand-side
(LHS) of an nth-order differential equation in HOL4 as the following definition.

Definition 6. LHS of a Nth-order Differential Equation

� ∀ P y x. diff eq lhs P y n x =

sum(0,n)(λn.(EL n L x) * (n order deriv n y x))

The function diff eq lhs accepts a list P of coefficient functions corresponding
to the pi’s of Equation (1), the differentiable function y, the order of differen-
tiation n and the differentiation variable x. It utilizes the HOL4 functions sum
(0,n) f and EL n L, which correspond to the summation (

∑n−1
i=0 fi) and the

nth element of a list Ln, respectively. It generates the LHS of a differential equa-
tion of nth order with coefficient list P . The second-order differential equation
of Equation (1) can now be formally modeled by instantiating variable n of
Definition 6 by number 3.

If the coefficients pi’s of Equation (1) are constants in terms of the differ-
entiation variable x then, using the fact that the derivative of the exponential
function y = erx (with a constant r) is a constant multiple of itself dy/dx = rerx,
we can obtain the following solution of Equation (1):

Y (x) = c1e
r1x + c2e

r2x (2)

where c1 and c2 are arbitrary constants and r1 and r2 are the roots of the
auxiliary equation p2r

2 + p1r
1 + p0 = 0 [31]. In this paper, we formally verify

this result which plays a key role in formal reasoning about the solutions of
second-order homogeneous linear differential equations in a higher-order-logic
theorem prover.

Theorem 3. General Solution of a Homogeneous Linear Differential Equation

� ∀ a b c c1 c2 r1 r2 x.

(c + (b * r1) + (a * (r1 pow 2)) = 0) ∧
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(c + (b * r2) + (a * (r2 pow 2)) = 0) ⇒
(diff eq lhs (const list [c; b; a])

(λx. c1 * (exp (r1 * x) + c2 * (exp (r2 * x)) 3 x = 0)

where [c; b; a] represents the list of constants corresponding to the coefficients p0,
p1 and p2 of Equation (1), r1 and r2 represent the roots of the corresponding
auxiliary equation as given in the assumptions, c1 and c2 are the arbitrary con-
stants and x is the variable of differentiation. The function const fn list used
in the above theorem transforms a constant list to the corresponding constant
function list recursively as follows:

Definition 7. Constant Function List

� (const fn list [] = []) ∧
(∀ h t. const fn list (h::t) = (λ(x:real). h) :: (const fn list t))

The function diff eq lhs permits coefficients that are functions of the variable
of differentiation but Theorem 3 is valid only for constant coefficients. Thus,
using const fn list we provide the required type for the coefficient list of the
function diff eq while fulfilling the requirement of Theorem 3. The formal rea-
soning about Theorem 3 is primarily based on Theorem 1 and the linearity
property of higher-order derivatives, which has been verified in our work for
class Cn functions, i.e., the functions for which the first n derivatives exist for
all x as the following higher-order-logic theorem:

Theorem 4. Linearity of nth-order Derivative

� ∀ f g x a b.

(∀m x. m ≤ n ⇒ (λx. n order deriv m f x) differentiable x) ∧
(∀m x. m ≤ n ⇒ (λx. n order deriv m g x) differentiable x) ⇒
(n order deriv n (λx. a * f x + b * g x) x =

a * n order deriv n f x + b * n order deriv n g x)

where variables a and b represent constants with respect to variable x. The formal
reasoning about Theorem 4 involves induction on variable n, which represents
the order of differentiation, and is primarily based on the linearity property of
the first order derivative function [16].

If the roots of Equation (1) are real and repeated then we can obtain the
following solution:

Y (x) = c1e
rx + c2xe

rx (3)

where c1 and c2 are arbitrary constants and r is the real and repeated root of
the auxiliary equation p2r

2 + p1r
1 + p0 = 0 [31]. Just like Theorem 3, we also

formally verified that this solution satisfies Equation (1).

Theorem 5. Differential Equation with repeated roots

	 ∀ a b c c1 c2 r1 r2 x.

(c + (b * r) + (a * r2) = 0) ∧ (b2 - (4 * a * c) = 0) ∧ b �= 0 ⇒
(diff eq lhs (const list [c; b; a])

(λy. c1 * (exp (r * y)) + c2 * (y * exp (r * y))) 3 x = 0)
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where r represents the sole root of the corresponding auxiliary equation and the
rest of the variables are the same as Theorem 3. The formal reasoning about The-
orem 5 is also mainly based on Theorems 1 and 4 and the well-known quadratic
formula which was also formally verified in our development as the following
theorem in our development.

Theorem 6. Quadratic Formula

� ∀ a b c x. (a = 0) ∧ (4 * a * c < b pow 2) ⇒
aux eq roots list [((-b + sqrt (b pow 2 - 4 * a * c)) / (2 * a));

((-b - sqrt (b pow 2 - 4 * a * c)) / (2 * a))]

(const fn list [a; b; c]) x

where the functions sqrt and pow represent the square-root and square of a
real number, respectively. The theorem essentially says that the roots of the
auxiliary equation ax2+bx+c are given by the first list argument of the function
aux eq roots list. The assumption (4 * a * c < b pow 2) guarantees that
the roots are always real.

We will build upon the results presented in this section to formally reason
about the applications in Section 6 of this paper.

6 Applications

In this section, we formally analyze two widely used continuous components of
CPS, i.e., a damped harmonic oscillator and a second-order op-amp circuit. The
first one being a widely used mechanical model for CPS whereas the later is a
widely used analog component of CPS.

6.1 Damped Harmonic Oscillator

Behaviors of many CPS are mathematically equivalent to harmonic oscillators,
that is, these systems can be described by an ODE that is similar to the ODE
of the damped harmonic oscillator. Some prominent examples include the spring
mass system and the classical RLC circuit [11]. Therefore, the analysis of the
damped harmonic oscillator, depicted in Figure 1, has gained interest from the
CPS community [4,26]. The ODE of a damped harmonic oscillator can be ex-
pressed as

d2x

dt2
+ z

dx

dt
+ w2x = 0 (4)

Where x is the extension produced, w =
√
(k/m) represents the angular fre-

quency of the oscillator in terms of spring constant k and the mass of spring m
and z =

√
(b/m) represents the damping ratio in terms of the damping coeffi-

cient b and the mass of spring m.
Based on the formalization of the last section, the solution of the above dif-

ferential equation can be formally verified as the following theorem:
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Fig. 1. Damped Harmonic Oscillator

Theorem 7. Damped Harmonic Oscillator

	 ∀ w z c1 c2 x. (z2 = w2) ⇒
(diff eq lhs (const list [w2; z; 1])

(λx.c1 * exp((-z + sqrt (z2 - w2)) * x) +

c2 * exp((-z - sqrt (z2 - w2)) * x)) x = 0)

This theorem is formally verified primarily using Theorem 3. The assumptions
of Theorem 7 declare the relationships between the various parameters that are
required for the solution to hold. This is one of strengths of the proposed theorem
proving based verification as all the assumptions have to be explicitly stated
besides the theorem for its formal verification. Thus, there is no chance of missing
a critical assumption which often occurs in paper-and-pencil proof methods. It
is also important to note the generic and continuous nature of Theorem 7 as all
the variables are of type real and they are universally quantified. Such results
cannot be obtained via state-based formal methods tools.

6.2 Second-Order Op-Amp

As a second example, consider a second-order op-amp circuit (Figure 2), which
has a wide range of applications in oscillators, filters, audio buffers and line
drivers [19,29]. Thus, it is a widely used continuous component of many CPS.

The behavior of this circuit can be modeled as the following differential
equation [19]:

d2v

dt2
− (

1

R2C2
)v = 0 (5)

We formally verified its solution, i.e., an expression for the voltage v, as the
following theorem.

Theorem 8. Second-order Op-Amp Circuit

	 ∀ R L c1 c2. (R * C �= 0) ⇒
(diff eq lhs (const list [-1/(R2 * C2);0;1])

(λx. c1 * exp ((1/R*C) * x) + c2 * (x * exp ((1/R*C) * x)) x = 0))
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Fig. 2. Second-order Op-Amp Circuit

The proof of the above theorem is based on Theorem 5, which presents the
formally verified solution of the homogeneous linear differential equation with
real and repeated roots, along with some arithmetic reasoning, which can be
done in an automatic manner using the HOL4 arithmetic simplifiers.

The proof script for all the theorems, presented in this section, is composed
of just 300 lines approximately. This is far less than the proof script for the for-
malization, presented in the previous section, which is more than 3500 lines of
HOL code. This fact clearly indicates the usefulness of our foundational formal-
ization presented in Sections 5 of this paper. Just like the case studies, presented
in this section, our formalization results can be utilized to automatically verify
interesting properties of a wide variety of CPS in a straight-forward manner and
the results would be guaranteed to be correct due to the inherent soundness of
theorem proving.

7 Conclusions

In this paper, we propose to use higher-order-logic theorem proving to analyze
continuous aspects of CPS. Due to the high expressiveness of the underlying
logic, we can formally model the continuous components of CPS while capturing
their true behavior and the soundness of theorem proving guarantees correct-
ness of results. To the best of our knowledge, these features are not shared
by any other existing CPS analysis technique. The main challenge in the pro-
posed approach is the enormous amount of user intervention required due to
the undecidable nature of the logic. We propose to overcome this limitation by
formalizing the foundational mathematical theories so that these available re-
sults can be built upon to minimize user interaction. As a first step towards this
direction, we presented the formalization of the solutions of second-order ho-
mogenous linear differential equations in this paper. Based on this work, we are
able to formally analyze the damped harmonic oscillator and the second order
op-amp circuit, which are both quite frequently encountered in CPS analysis, in
a very straightforward way.

The proposed approach opens the doors to many new directions of research.
We are working on developing reasoning support for non-homogeneous linear
differential equations. Moreover, the calculus theories available in HOL-Light



370 M.U. Sanwal and O. Hasan

[17] are based on multivariate real numbers and thus can model complex num-
bers. Our formalization can be ported in a very straight-forward manner to this
formalization of complex numbers in HOL-Light, which would enable handling
the formal analysis of CPS that can be modeled in the complex plane only.
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gram for Universities grant (number 1543) of Higher Education Commission
(HEC), Pakistan.
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Abstract. Cloud computing is the top issue of IT industry. In addition,
the mobile platform has become a major keyword of IT technologies.
Thus, we introduce the mobile cloud computing that consist of the union
of two concepts. This conflated model can provide a high performance
computing in mobile platform. To provide the mobile cloud computing
service, it needs various IT technologies. Among these technologies, re-
mote access protocol is one of major issues because it is directly related
in a performance of mobile cloud computing. There are two major stan-
dard protocols to provide remote access. They are Remote Frame Buffer
protocol(RFB protocol) and Remote Desktop Protocol(RDP protocol).
RFB protocol relays the view image from a server to a client. It has a sim-
ple architecture, but it makes many network traffics structurally. On the
other hand, RDP protocol sends the message of a server event to client
and the client creates and shows the view image to users. It has smaller
traffic than the RFB protocol, but it is only used in Windows platform
due to the license problem. The other protocol called SPICE can solve
problems from two standard protocols. This protocol has similar architec-
ture to RDP protocol and it is an open-source program. However, SPICE
protocol cannot support Android platform now. In this paper, we intro-
duce the way to convert SPICE protocol to support Android platform.
However, the modified protocol has some additional delay. Therefore, we
also propose the way to enhance the performance of this protocol. It can
provide a high performance and be suitable for the mobile cloud.
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1 Introduction

Cloud computing is one of major issues in IT technologies. Recently, various
investigation agencies such as Gartner and IDC have submitted the forecast
reports related with increasing of cloud computing. For this trend, many people
are interested in the cloud computing. It is divided to a public cloud and a private
cloud. Between two types, the public cloud has more important elements than
the other because the public cloud is used in wide area and has more limitation
than the private cloud. Among many organizations, the government agencies
in many countries invest in public cloud services. In Gartner research, Cloud
computing market will be growing up rapidly. In particular, the part related
with business process services is the best growth. Figure 1 shows the public
cloud services forecast overview.

Fig. 1. Public cloud services market size[1]

In addition, people who use mobile devices such as smart phones or tablet
PC are increasing more and more. Due to a user explosion of a mobile device,
people began to pay attention to the mobile cloud computing. It is a model of
high performance computing with accessing to a virtual machine at a mobile
device. It requires the remote access protocol to serve it due to providing the
connection between the mobile terminal and a virtual machine in cloud server.
Because the performance of a remote access protocol is directed related with a
mobile cloud computing, this is a major issue in mobile cloud computing.

To provide the remote control, there are two standard remote access
protocols[2]. They are the RFB protocol and the RDP protocol. The RFB pro-
tocol has a simple architecture. It just sends the output display image from a
remote server to a client. The client receives this image and shows directly. The
RDP protocol sends the event message and the client creates the remote view
from received message. In a mobile cloud computing, RDP protocol is better than
RFB protocol because the RDP protocol needs smaller traffic than RFB proto-
col. Thus, the RDP protocol is good for mobile cloud computing. However, it
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cannot use at mobile cloud computing due to Microsoft license problem. There-
fore, the alternative instead of two standard protocols is needed. The SPICE
protocol is the alternative of two protocols. The architecture of this is similar to
the RDP protocol and it is an open-source protocol. Thus, it is able to be used
in mobile platform and it can be expected small traffics. However, it cannot be
supported in mobile platform yet.

In this paper, we introduce the way to provide the SPICE protocol to support
in Android platform. The Android SPICE protocol is a name of modified SPICE
protocol to run in Android platform. However, it has some delays. These delays
are occurred by additional encoding process in itself. Therefore, we also propose
the solution of these delays. This protocol can be changed the encoding mod-
ule and removed unnecessary image processing. As a result, enhanced Android
SPICE protocol gets about half of delay reducing from the image encoding. Or-
ganization of this paper is as follows. In section 2, we explain the concept of
mobile cloud computing and the typical remote access protocols. Then we intro-
duce the possibility of Android SPICE protocol and the way to change SPICE
protocol to support Android platform in section 3. Also, we delineate the prob-
lem about performance of Android SPICE protocol and propose the solution of
this problem in section 4. Finally, in section 5, we present the conclusion and
future works.

2 Related Work

2.1 Mobile Cloud Computing

The attentions about cloud computing is increased. For this trend, various ser-
vices of cloud computing are being developed and offered. In addition, the num-
ber of mobile device users is also increased rapidly. Thus, mobile device users
require the mobile cloud computing service. In this paper, the mobile cloud
computing service provides high performance computing to users from a mobile
Virtual Machine(VM) in the cloud server[3]. In order to connect the mobile VM,
the service can use the remote access protocol such as RFB, RDP or SPICE. The
remote access protocol is the important element of performance of the service.
If the protocol has low performance, users experience some control delay. Figure
2 shows the structure of mobile cloud computing.

2.2 Remote Access Protocols

There are many protocols to provide a connection with mobile virtual machine.
Among them, the RFB protocol and the RDP protocol are standard protocols.
The RFB protocol captures the screen view from a remote server and shows
this view to client[4]. This is simple structure. Also, many open source programs
are based on this protocol. Thus, many users can freely to use this program
based on this protocol. Typical program using RFB protocol is Virtual Network
Computing(VNC)[4]. VNC also has free version. Figure 3 shows the overview of
the RFB protocol.
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Fig. 2. Mobile cloud architecture

Fig. 3. RFB protocol

The RDP protocol sends the message of events from a remote server to a
client[5]. A client creates the remote view image from this message and shows
the remote view to users. Since the RDP protocol sends a message data instead of
a remote server image, this protocol can save a network traffic. However, a client
device has to guarantee a minimum performance to make remote view from the
message. In addition, it is used to Windows server only but a client services can
support most OS because Microsoft has a license of the RDP protocol. Figure 4
shows the overview of RDP protocol.



376 J.-K. Jung et al.

Fig. 4. RDP protocol

2.3 SPICE Protocol

In mobile cloud environment, the service provider needs the effective remote
access protocol. Due to the characteristic of mobile environment, reducing net-
work traffic is major consideration. From this perspective, the RFB protocol
sends the capture image of remote server. Thus, it occurs considerable network
traffic by using the remote view image. Therefore, the RDP protocol is superior
to the RFB protocol. However, the RDP protocol cannot support mobile plat-
forms. Also, the RDP protocol supports server platform only Windows due to
Microsoft licenses of this protocol. Thus, mobile cloud service provider cannot
select it.

The SPICE protocol is a solution of above problems. It is one of open-source
protocol among remote access protocols and it deals with various types of mes-
sages such as accessing, controlling, and receiving inputs. The structure of this
is similar to the RDP protocol. The SPICE protocol manages the message which
is created by remote server. This protocol consists of many channels[7]. These
channels can communicate separately.

Due to the specifications like the RDP protocol, the SPICE protocol can
serve with small network traffic. Also, this protocol support working in virtu-
alization environment. This protocol is developed to support Virtual Desktop
Infrastructure(VDI). Therefore, the SPICE protocol is best suitable for mobile
cloud service than other remote access protocols. Figure 5 shows the architecture
of the the SPICE protocol.

Although the SPICE protocol has some advantages, it cannot support mobile
platform yet. It supports just PC platform such as Windows and Linux. To
use SPICE protocol in Android, SPICE protocol need to be converted. Because
Android is based on Linux kernel, SPICE protocol for Linux can be converted to
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Fig. 5. SPICE protocol

Android version. Therefore, next section describes usefulness of SPICE protocol
in Android platform and how to convert from Linux to Android.

3 SPICE for Android

The SPICE protocol in Linux platform has a possibility of conversion to use other
platforms. In particular, if it can be changed to Android version, the Android
SPICE protocol will be effective remote access protocol. The SPICE protocol in
Linux platform can be changed to Android version, because Android platform is
based on Linux kernel[6]. To convert this, some modules are needed to be cross-
compiled to mobile platform earlier. These modules such as iconv, glib, openssl,
and jpeg help to run the SPICE protocol. Also, the Android Native Development
Kit(NDK) helps to create the library file from cross-compiled SPICE protocol
object with other essential modules. Created library file name is ‘libspicec.so’.
This supports the Android platform to use the SPICE protocol.

Figure 6 shows the structure of the Android SPICE protocol. It works on a
Java Native Interface(JNI) and created remote view by Android SPICE protocol
is shown at an activity. Due to the structure of Android, the remote view image
is not directly shown to user. It is created as a native library but it cannot
show this view directly. The Android SPICE protocol must relay the remote
view image to an activity. For this process, this protocol fulfills additional image
encoding. First, this protocol creates BGRA raw image when client receive the
message then it converts this image to RGB raw image. The converted image is
encoded to jpeg image by libjpeg module. The encoded image is sent to main
activity and then it represents remote view finally. In this activity, the received
remote view image is additionally resized and rotated for convenience of end
user. As a result, the Android SPICE protocol needs to such additional process
unlike Linux SPICE protocol which is shown the remote view through using x11.
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Fig. 6. Android SPICE protocol

This processes make a delay to represent the remote view. It consumes about
400ms per each frame. Thus, this processing delay occurs inconvenient use of
this protocol. Therefore, The next section introduces the cause of the delay and
how to solve this problem.

4 Improvement of SPICE for Android

Simply converted SPICE protocol is insufficient to support the Android platform.
This protocol need to be improved by removing some delay points in it. If the
defect of this protocol is cleared, it changes to best remote access protocol for
the Android platform. There are two major delay points in this protocol. One
is a jpeg encoding. This protocol encodes a RGB raw image to a jpeg image
before relaying to an activity. If it can show raw image directly, the protocol can
relay a raw image to an activity without encoding process. The createBitmap()
method can support a raw image view. Thus, the test of representing dummy raw
image is successful. However, it is very slow. In a Galaxy Note with a resolution
of 1280 × 800, white dummy raw image is shown for about 200 ∼ 250ms each
frame. The size of it is about 3 Mbytes(1280 × 800 × 3). The device cannot
handle this processing load which consists of dozens of frames in each second
yet. Therefore, Android SPICE protocol cannot remove a jpeg encoding process.
Because this process is not removed, the other way that it is changing faster
encoding module is selected. The jpeg-turbo library in Linux is an alternative
of existing encoding module. If this protocol can replace a jpeg module with a
jpeg-turbo, it has slightly reduced the encoding delay. The jpeg-turbo module
can be cross-compiled similar to an iconv module. In addition, the activity has
an extra bitmap creating process. This process works the changing a remote view
to user suitably. It is also additional delay point. If this process may be removed,
the Android SPICE protocol will be fast more. Figure 7 shows the delay points
and enhanced points in it.
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Fig. 7. Encoding delay points and modified points in Android SPICE protocol

The test result with a jpeg-turbo module has better than we expected. The
replaced module brings reduced response time. Table 1 and Figure 8 present the
results of improving the SPICE protocol.

Table 1. Processing delay time of Android SPICE protocol(ms)

libjpeg libjpeg-turbo time-difference
trial 1 221 106 115
trial 2 228 125 103
trial 3 222 109 113
trial 4 336 123 213
trial 5 238 152 86
average 249 123 126

Fig. 8. Time difference between two SPICE protocols(ms)
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Moreover, if it assumes that users want cloud services with same environ-
ment as own terminal device, the Android SPICE protocol can reduce a few
more processing delays to remove resizing process. This protocol has a process
of resizing and rotating view to provide more various server environments to
users. This characteristic satisfies a requirement of the mobile cloud comput-
ing. Thus, Android SPICE protocol must provide the expandability of platforms
and resolutions. However, we want to reduce more processing delay. If the An-
droid SPICE protocol improves this process, it brings additional reducing delays.
Among functions of Android SPICE protocol, there are a rotate function and a
zoom function in optional functions. Therefore, Android SPICE protocol is able
to provide multiple resolution using these optional functions. In our test, this
manner gets about 160ms delay reducing. Table 2 presents the results of reduc-
ing time of this manner. This result is better than Table 1, but this way limits
to support various resolution of mobile virtual machine. For the expandability of
mobile cloud services, we do not recommend unconditional removal of resizing
process to service provider.

Table 2. Processing delay time of removing resizing process(ms)

before after delay-difference
trial 1 222 62 160
trial 2 246 43 203
trial 3 200 49 151
trial 4 193 62 131
trial 5 225 58 197
average 223.2 54.8 168.4

Fig. 9. Delay difference by removing resizing process(ms)
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5 Conclusion

The cloud computing services grows up and up, and many people use the smart
devices. According to these trends, users want the mobile cloud computing. This
provides higher mobile computing resource. To offer better mobile cloud com-
puting, the mobile cloud is required an effective remote access protocol. This
protocol has many types, but the SPICE protocol is the best one from two per-
spectives - performance and platform compatibility. However, due to the mobile
platform support problem, we introduce the Android SPICE protocol that is
modified SPICE protocol to use in Android platform. In addition, because per-
formance problems of Android SPICE protocol, we also find the points of delay
of the Android SPICE protocol and propose the enhanced Android SPICE pro-
tocol. New encoding module and removal of additional image object decreases
of process delay in Android SPICE protocol. The improved protocol makes a
decrease of processing delay about 50%. The Android SPICE protocol will be
improved more and more for providing high speed mobile cloud services. More-
over, another mobile platform needs SPICE protocol for mobile cloud. For future
work, we study about SPICE protocol for iOS and the other mobile platform.
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Abstract. Nowadays, the smartphone has become the critical issue of
users information security. The smartphone services not only principal
functions of a cellular phone but also personalized functions such as mo-
bile banking and GPS location tracking. It means that an attacker will
be able to obtain a variety of personal information when an attacker
compromises the smartphone. For this reason, malwares target environ-
ments have been changed to the smartphone platforms from computers.
The android OS has the permission mechanism that was designed to
prevent malicious behaviors of installed applications. However most of
the users are not concerned about permissions of application to install.
Thus, the android OS needs an advanced security mechanism that will be
able to warn malicious behaviors of installed applications to the user. In
this paper, we proposed permission-based application monitoring model,
which is performed at the Android OS-level.

Keywords: Mobile Security, Android Malware Analysis, Malicious
Behavior Detecting, Android Permission Mechanism.

1 Introduction

The Android phone is composed of various devices, which are network interfaces
(e.g., cellular network interface, WiFi interface, Bluetooth network interface,
and near field communication interface) and sensors (e.g., GPS and gyroscope).
The Google opens the Android Software Development Kit [1] which is able to
access and control these devices to the 3rd party application developer for de-
veloping user applications and provides an official market, called GoolgePlay, for
distributing 3rd party developed applications. As a result, a wide variety of ap-
plications have been developed and distributed. According to the announcement
of the Android Official Blog, it had reached 25 billion downloads and 675,000
total apps in the GooglePlay [2,8]. The Android phone users can personalize
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their phone through downloading and installing freely these 3rd party developed
applications from official markets or unofficial markets. Nowadays, people can be
provided with various convenient services by using personalized Android phone.

However, the smartphone quickly has become the critical point of users in-
formation security as it started to take large portion of our lives. It is able to
perform various new tasks by using mobility and network connectability besides
the existing tasks of the PC. As a result, a small hand-held smartphone has a lot
of complex and sensitive information on users pictures, contacts, interests, social
relationship, business information and etc. The smartphone targeted malware
has increased significantly with the rising use of smartphone [3]. In particularly,
the Android OS recently has become the main target of the malware.

The Android OS has three security weaknesses: (i) policies of the Android OS
are opened, so user can install an untrustworthy application which is downloaded
from unofficial markets; (ii) official market of the Android OS does not check
whether 3rd party developed application is malicious or not in application regis-
tration process. Thus, it is difficult to block registration of application that con-
tains malicious code in advance. Actually, lots of malwares have been distributed
through official market such as Android.Adsms, Android.DroidDream, and An-
droid.Zeahache [4]; (iii) every applications are authorized their permissions at
installing time and these authorized permissions are unalterable until applica-
tion is updated or deleted. The Android OS does not report about permissions
of application except installing time. Thus, if user does not find mis-authorized
permissions at installing time, finding these mis-authorized permissions is very
difficult; (iv) permission authorization process is very inflexible. User cannot
give permissions to application flexibly. User just determine whether installing
application or not. In many cases user doesnt care about permissions when user
installs application [5].

Advanced security model is necessary to protect the Android devices from
increasing threats of malwares [13]. The Android OS is primitively designed to
restrict every behavior, escape from sandbox, of user applications. It means user
application cannot communicate with other applications and access to databases
or devices [6]. This policy increases the overall security of the Android OS but
bring restricting functionality of applications. To relieve restrictions of function-
ality of applications, the Android OS provides permission mechanism. A per-
mission of the Android OS is composed of the component that is accessible by
the application and operation like ACCESS, READ, WRITE, SET, GET, and
so on.

In this paper, we propose the permission-based malicious behavior monitor-
ing model. Our model traces permission validation check methods for detecting
malicious behavior of user applications. Permission validation check methods are
called by system processes when user application access to the component that
is protected by permission mechanism. If user application contains malicious
codes, it must accesses the component such as ContentProviders.

In the following Sections 2 we describe trend, types, and researches for de-
tecting of malwares on the Android platform. In Section 3 we discuss permission
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mechanism of the Android OS. While in Section 4, we propose security model
for detecting and reporting malicious behaviors. Lastly, we conclude this paper
in Section 5.

Table 1. The number of discovered malwares for the Android OS

Discovered date The number of
discovered malwares

2010 5
2011 42
2012 82

total 127

Table 2. Classification of Android malwares that are discovered over the period 2010-
2012

Malware type The number of malwares Rate

Trojan 130 84.4%
Spyware 19 12.3%
Potentally Unwanted App 2 1.3%
Security Assessment 1 0.65%
Tool Trojan

total 157 100%

2 Android Malware

2.1 Trend of Android Malware

After the first-ever malicious program, AndroidOS.FakePlayer, for the Android
OS was detected in August 2010, the number of malicious program for the An-
droid OS has been steadily increasing [7]. Table 1 shows the number of discovered
malwares for the Android OS from Aug 2010 to Dec 2012. This information was
extracted from the public database of Symantec [4]. The total number of Android
malwares that are registered on the database of Symantec is 153 in period 2010-
2012. Among malwares that are registered, only 127 of them have specific date of
detection. According to this information, android malwares has increased annu-
ally and this trend is expected to continue: 5 malwares were discovered in 2010,
42 malwares were discovered in 2011, and 82 malwares were discovered in 2012.

2.2 Types of Android Malware

Great feature of the smartphone is able to be personalized to the needs of the
individual by using user applications. Malware authors are generally using this
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feature to propagate malicious code. To attract users attention, malware authors
pass their malware off as useful application on the application market or create
and distribute malware that is repackaged legitimate application with malicious
codes. Type of these malwares is classified as a Trojan. The Trojan is a large part
of malwares in Android malwares. Android malwares are classified as Trojan,
Spyware, Potentially Unwanted Application, or Security Assessment Trojan and
the classification results are shown in Table 1.

– Trojan: A Trojan is a type of malware which appears to provide useful
functions that are whatever user wants. A Trojan malware performs complex
and various operations to accomplish its purpose. A Trojan is downloaded
(and installed) by user.

– Spyware: A Spyware stealthily collects information (e.g., SMS, E-mail, and
GPS location) and reports to malware authors. Sometimes user installs spy-
ware, such as Android.Beaglespy [9], himself on their smartphone in case it
gets lost.

– Potentally Unwanted Application: Applications of this group are actu-
ally not malware but these applications can be used maliciously. For instance,
Android.Ecardgrabber [10] reads credit card information through NFC mod-
ule and prints this information on screen. Android.Ecardgrabber can be mis-
used for credit card information leakage.

2.3 Android Malware Detection

Misused detection is a signature-based malware detection mechanism. The signa-
ture is a kind of malicious patters that are extracted through malware analysis.
Misused detection is mainly used mechanism for anti-virus tools in the PC plat-
form. It has some problems in applying misuse detection methods to the Android
platform: (i) mobile devices are always suffering from a lack of resources. Detec-
tion overhead of misused detection methods depends on the amount of malicious
signatures. As the number of android malware increases, more resources will
be consumed for misused detection. From a long-term perspective, application-
based misused detection methods are not suitable in mobile environments; (ii)
the Android platform allows downloading applications from unofficial markets
and installing these applications. Thus, a fledgling developer who is a lack of
security knowledge can easily distribute his applications through unofficial mar-
kets. As a result, signatures for misused detection are increased as potentially
malicious applications are on the rise; (iii) it is difficult to determine the policies
about applications that contains malicious code but it is not downloaded due
to low recognition. It is inefficient to create a signature for these applications.
However, if misused detection cannot find known malwares, misused detection
loses its reliability.

Anomaly detection is a behavior-based malware detection mechanism.
Anomaly detection is usually using machine learning to determine whether a
series of operation is malicious behavior or not. Anomaly detection can detect
unknown malwares, but a lot of discussion about its accuracy. Bose et al [11]
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proposes behavioral detection mechanism by training Support Vector Machines
(SVMs).

3 Permission of the Android OS

In this section, we describe the permission architecture of the Android OS and
the enforcing mechanism of permission.

3.1 Architecture of the Permission

Fig. 1. Relationship of Objects, Actions, and Results

Fig. 1 shows relationship of Object, Action, Behavior, Sequence of Behavior, and
Result. The upper case denotes a set (e.g., each O, A, B, S, and R mean each
set of object, action, behavior, sequence of behavior, and result). The arrows
denote relationship between entities. In case that both sides are double-headed
arrows, it means many-to-many relationship. In other case that only one side
is double-headed arrow, it means one-to-many relationship. In this figure, the
left-side indicates original architecture of permission in the Android OS and
the right-side indicates relation of sequence of behaviors and purpose or goal of
malware.

The permission of the Android OS is composed of the Object, which is a set
of protected components, and the Action, which is a set of restricted operations.
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The Object and the Action are arranged Table 3 and Table 4. The Behavior
means individual permissions such as to send SMS messages. Each Behavior
maps one Object to relate many Actions. The Sequence of Behaviors and The
Results are additional concept for anomaly detection. The Sequence of Behaviors
is a set of sequential operations that are analyzed to potentially malicious oper-
ations. The Results is purpose or goal of malwares. It is extracted from data-set
of Android malwares.

Table 3. Objects

Object Type Objects

User Information Contact, E-mail, SMS, MMS, Phone, Call log, Web history and
bookmark, account, calendar, and etc.

Device Information IMEI, IMSI, Phone number, APN, Device manufacture and mo-
del, Version of OS and SDK, WiFi state, BLUETOOTH, CAM-
ERA, status bar, External storage, system setting, and etc.

Table 4. Actions

Actions Descriptions

SEND Process sends Message by using Internet or cellular network
READ Process accesses to OBJECT and gets DATA from OBJECT
WRITE Process accesses to OBJECT and sets DATA to OBJECT
DELETE Process accesses to OBJECT and delete DATA from OBJECT
BLOCK Process deletes or hides received Message from user
ACCESS Process takes reading or writing permission about OBJECT
DISCOVER Process discovers paired bluetooth devices
PAIR Process pairs smartphone with bluetooth device
BROADCAST Process received broadcast messages such as packet incoming
CALL Process dials some numbers without user’s cognitive
INSTALL Process setups additional application including malicious codes
GET Process takes information
KILL Process stops the other process
REBOOT Process restart compromised device

3.2 Enforcing mechanism of the Permission

The Android OS is primitively designed to restrict every behavior, escape from
sandbox, of user applications. It means user application is restricted to call some
APIs that are related to sensitive services such as to control devices (e.g., CAM-
ERA, BLUETOOTH, WiFi, gyroscope and etc) or to access internal databases.
The Android OS checks permissions of user application when this application
tries to access components that can affect other applications and global phone
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state. Permissions of user process are specified on the AndroidManifest.xml.
Every user process has its AndroidManifest.xml file which has information for
running user application such as unique identifier for user application, appli-
cation components, permissions, and etc. Fig. 2 is an example code, which is
declaring part of user applications permissions on the AndroidManifest.xml.

The Android OS is composed of the user space and the kernel space. Every
user application is running in the user space. User application is written in the
Android API libraries. The Android API libraries have no ability to directly
access other applications or kernel. The libraries just provide interfaces to ac-
cess other applications or kernel through the internal APIs. The internal APIs
are running in the kernel space and these APIs can access user applications or
change kernel states. The system process checks validation of permissions when
application, which is running in the user space, uses the Android API libraries
[12]. Generally, permission check is done using following methods in the Context
class:

– checkPermission();
– checkCallingPermission();
– checkCallingOrSelfPermission();
– enforcePermission();
– enforceCallingPermission();
– enforceCallingOrSelfPermission().

Fig. 2. Declaring part of user applications permissions on the AndroidManifest.xml

Enforcing permissions is different depending on the components [6]. Generally,
permissions are checked at any call into a service. Fig. 3 shows source code that
is part of internal class IccSmsInterfaceManager.java. Activity and service per-
missions is checked during start methods like Context.startActivity() and Con-
text.startService(). ContentProvider, which is kind of internal database, permis-
sion is composed of two detail permissions: read permission and write permission.
Read permission is checked during ContentResolver.query() and Write permis-
sion is checked during ContentResolver.insert(), ContentResolver.update(), and
ContentResolver.delete().
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Fig. 3. Source code of sendText() methods in IccSmsInterfceManager class

4 The Permission-Based Malicious Behaviors Monitoring
Model

The permission-based malicious behavior monitoring model detects and reports
malicious behavior of user applications through tracing permission validation
check processes.

4.1 Concept of the Monitoring Model

In the Android platform, most of infection is occurred by user due to download
and install Trojan malware. Some people do not want to pay for download-
ing applications. Thus, these people download paid application from unofficial
markets. Malware authors use these habits for malware propagation. Malware
authors repackage paid application with malicious code and distribute it through
unofficial markets for free. Sometime malware is disguised as a useful applica-
tion. If user can confirm behaviors of downloaded applications, he will be able
to judge whether downloaded applications are malicious or not. In fact, per-
mission mechanism is responsible for warning to about potential malicious of
applications. However, user generally doesnt pay attention to permission list of
application [5]. Moreover, permission list is notified only during installing time,
not running time. As a result, the warning role of permission mechanism has
become the titular role. Because of this reason, the Android OS needs the mon-
itoring model that can trace behaviors of user application and report potential
malicious of application during running time.
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4.2 Users Role in Our Model

Fig. 4. Assumed high-level behaviours of the two example applications

Distinguishing malicious behavior from normal behavior is a very difficult task.
So, the monitoring model assigns responsibility of decision, whether malicious
or not, to user. For example, we compare two applications. One is the normal
behavior application that tracks GPS coordinates for recording jogging history.
Another one is the Trojan malware that leaking GPS coordinates. Fig. 4 shows
assumed behaviors of two applications. The normal application needs user in-
terfaces. So, this application is started by startActivity(). When the normal
application is launched, it attempt to connect with its web server that provides
useful information such as jogging history, amount of exercise, calorie consump-
tion, and so on. In the running, the normal application collects GPS coordinates
and creates useful information. If jogging is over, this application uploads jog-
ging history to the web server. The Trojan malware is leaking GPS coordinates
stealthily. So, the Trojan malware does not need user interfaces. If the Tro-
jan malware has user interfaces, it will be fake user interfaces for hiding itself.
The Trojan malware is executing at the background, so the Trojan malware is
started by startService(). The Trojan malware is launched successfully, it try-
ing to communicate with Command Server. Then, the Trojan malware performs
malicious behaviors, which are pre-defined or received from Command Server. In
this example, malicious behaviors are collecting GPS coordinates and uploading
information to Command Server. Behaviors of the normal application and the
Trojan malware are very similar, thus it is impossible to detecting malicious
behavior just by using difference of behaviors. For distinguishing the Trojan
malware, additional patterns are necessary like IP address of Command Server,
package name, and so on. However, if detecting mechanism depends on these
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additional patterns for detecting, it will not be able to detect unknown mali-
cious codes.

We define the Android malwares as that application performs unexpected
behaviors. So, user determines whether running application is malicious or not.

4.3 Monitoring System Architecture

Fig. 5. Location of the Malicious Behavior Monitor in System Architecture

The malicious behavior monitor is core component, which is responsible for de-
tecting and reporting malicious behavior of user application. Fig. 5 shows loca-
tion of the malicious behavior monitor in the Android OS system architecture.
This monitor is located in the android runtime layer for communication with
the dalvik virtual machine (DVM). The malicious behavior monitor receives val-
idation results of permission from the DVM for tracing sensitive behaviors of
user application in real-time. The malicious behavior monitor records sequential
behaviors of each application and reports warning when it catches suspicious
behaviors.

The malicious behavior monitor uses the permission mechanism of the An-
droid OS for detecting malicious behaviors of each application. The Android OS
restricts operations that will be able to affect other applications or change global
phone state by using application permissions. Thus, if the malware invokes one
or more restricted API libraries that escape the sandbox of user application to
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Fig. 6. An example of permission validation in IccSmsInterfaceManager class

accomplish its purpose, the malware is many times experienced permission val-
idation. Therefore, the malicious behavior monitor can trace behaviors of each
application through validation results of permission.

Fig. 6 is a detail example of permission’ validation check. It figures sequen-
tial flow of method calls abstractly when sendTextMessage(), which is defined in
the SmsManager class, is invoked in user application. If sendTextMessage() is in-
voked, the control of user application is changed to system process and then inter-
nally implemented method is invoked. The internally implemented method of the
SmsManager.sendTextMessage() is the IccSmsInterfaceManager.sendText(). The
permission checking is operated in this internal method. In the sendText() case,
enforceCallingOrSelfPermission() is invoked for permission validation and it veri-
fies that SEND SMS permission is specified in its the AndroidManifest.xml file of
the user. If SEND SMS permission is not specified in the AndroidManifest.xml,
enforceCallingOrSelfPermission() returns the SecurityException. Therefore, it is
necessary to internal method modification for receiving validation results.

Fig. 7 shows the malicious behavior monitors architecture. The malicious be-
havior monitor is composed of three modules and two data. First module is a
communication module, which is responsibility for communication with the other
components such as the DVM. This module delivers validation results from per-
mission validation checking methods (e.g., enforceCallingOrSelfPermission) to
the table handler module or reports analyzing result to user through popup
message or status bar. Second module is a table handler module, which handles
the application behavior state table. The application behavior state table has in-
formation of running applications behaviors. The columns of this table are index
number, insert timestamp, last update timestamp, and the head pointer of each
applications behavior data that is a linked-list data structure. The table handler
module is notified validation results through the communication module. If this
module is received report about new activity or service, it adds new entry on the
application behavior state table. If not, this module finds the entry on the table
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and inserts new behavior information on the end of the behavior pointer. This
module delivers table update notification to an analyzer module. The analyzer
module is core module in the malicious behavior monitor. This module compares
a series of applications behaviors with the data-set of malicious behaviors. In this
data-set, a set of potentially malicious behaviors is stored. If updated a set of
behaviors are same with a set of potentially malicious behaviors, this module
requests to send report to the communication module.

Fig. 7. The malicious behavior monitor’s architecture

An operation order of the malicious behavior monitor is described in fig. 7:
(i) a validation result is incoming to the communication module; (ii) the com-
munication module requests table update to the table handler module; (iii) the
table handler module updates the application behavior state table; (iv) the table
handler module reports result of table update to the analyzer module; (v) the
analyzer module compares applications behaviors with stored potentially mali-
cious behaviors; (vi) according to analyzing results, the analyzer requests user
report to the communication module; (vii) the communication reports malicious
behaviors of application through popup message or status bar.

5 Conclusion

Recently, security for Android platform is highly researched as risks of the An-
droid malware are sharply increased. In particular, research about malware de-
tecting mechanism has become very important research field. In the Android OS,
the permission mechanism has responsibility to notify user of applications risk
as basic security feature. However, this role, actually, is not accomplished. In
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many cases, most users do not care about notified permission list of application.
As a result, advanced security feature is necessary for the Android OS. In this
paper, we propose the permission-based malicious behavior monitoring model.
This monitoring model is located in android runtime layer, and it traces opera-
tion sequences for detecting malicious application. The monitoring model reports
presumed malicious behaviors to user in real-time, and users determine whether
these behaviors are malicious or not. We must consider following features for
the future works: (i) it is necessary to design detection mechanism about two
or more malicious applications cooperation for their purpose. Our model traces
sequential behaviors of each application and decides whether these behaviors
are malicious or not through tracing result. However, if a series of behaviors
are split into two or more malicious applications, our model cannot trace these
whole of malicious behaviors; (ii) it is necessary to improve detection accuracy
for reliability about security reports of out model. If our model lost reliability,
it has become same state with the Android OSs permission mechanism.
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the Ministry of Education, Science and Technology(2012-0005861).
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Abstract. A number of similar structured wireless sensors, constituting a Wire-
less Sensor Network (WSN) are used for activity recognition— particularly for 
coaching of a bowler to practice correct bowling action in the game of cricket. 
Several experiments are conducted for training certain algorithms, like K-means 
and Hidden Markov Model, etc., and the real-time data acquired by a subject 
under study, or a cricket bowler, is tested for statistical characteristics’ compari-
son. This paper explains the whole implemented system and the prime applica-
tion in which it can assist in the field of cricket. 

Keywords: components: WSN, Bluetooth, K-means, MM, HMM, Cricket, 
Sports biomechanics. 

1 Introduction and Motivation 

A Wireless Sensor Network (WSN) comprises a number of devices known as wireless 
sensors that are designed specifically for acquiring data and processing it according to 
requirements [1]. In context of research, WSN is a major field in which extensive 
research work is being done nowadays. However, as the technological evolution con-
tinues, many unexplored areas are being discovered and thus, present an excellent 
opportunity for the researchers to expand their knowledge by innovation in the area of 
wireless sensors and wireless communications.  

The latest technology has enabled us to design such compact and versatile devices 
that can greatly assist us in daily-life activities [2]. Weiser investigated how the pre-
existing technologies can be used to integrate the latest information technology in 
daily-life activities of the people [3]. WSNs are deployed for a variety of applications, 
most of them related to daily life activities. Extensive research has been conducted in 
the past decades, and is still going on, particularly in the area of activity recognition.  
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Activity recognition is a process of identifying certain activities of a subject under 
study that are being carried out in real-time, by comparing them with the information 
readily stored in the system. Human Activity Recognition is another perspective of 
activity recognition in which human activities are recognized by deploying external 
sensors such as motion, acceleration and video sensors [4]. Usually, the activity rec-
ognition process is used for medicine or biomechanics related applications. A WSN 
for activity recognition of a patient suffering from Parkinson’s disease has been dis-
cussed by Akay [5] and thus, the movement of various body parts is monitored which 
eventually helps in the recovery process. Activity recognition can also be used for 
security purposes or for monitoring the data traffic in a particular space at a particular 
instant of time as done by Weaver et. al [6]. Recently, inertial sensors are integrated 
with antenna for developing a compact device capable of performing the body motion 
analysis [7].  

Activity recognition can be used for certain applications in sports technology. Pre-
viously, Aerts [8] has developed a wearable device for monitoring different factors 
like velocity, acceleration, body temperature, etc., for sports like jogging, swimming, 
cycling and similar sports. Recently, inertial sensors have been extensively deployed 
for various applications, and activity recognition is one of them. The use of inertial 
sensors for activity recognition purpose has been further extended for deployment in 
particular fields of sports and training; swimming, golf, sprint-running and tennis to 
name a few. Sports regulatory bodies have also shown keen interest in developing 
compact devices that can be easily used for training and monitoring of developing 
players and athletes [9 -10].  Cricket is one major sport in which researchers are car-
rying out advance level studies in order to develop an efficient device that can be 
specifically used to monitor and detect legality of a move during a bowling action  
[9, 11]. Researchers like Portus and Wixted [9, 11] are working in collaboration with 
some testing facilities to achieve a solution for monitoring and  detecting an illegal 
bowling action performed by a player on-field, instead of doing the same at a dedicat-
ed facility and under unnatural circumstances.  

Wixted et. al. [11] have proposed a method for elbow axis  alignment to compare 
the output of sensors for known data  sets for legal and illegal deliveries, and the 
system was vali-dated with the help of a video based motion capture system. Another 
approach of detecting the illegal bowling action has been discussed by Wixted et. al. 
[9] by monitoring the angle of  bowling arm during a delivery, by comparing the data 
collect-ed from MEMS devices with that obtained using Vicon markers. Research is 
also being carried out in determining the accuracy of wearable sensor device data in 
comparison with the data obtained using the testing facilities available today.  

Although the problem of designing an efficient and compact device to detect the 
legality of bowling action in the game of cricket has been addressed by many re-
searchers [9-10], however, the coaching technique using miniature sensors has not 
been given much attention. Further, the equipment cost made the solution unviable for 
use by the developing players or for personal training purposes. The use of video 
based system in well-established laboratories was also of concern for personnel due to 
privacy issues. Besides, the use of cameras limited the application in terms of viewing 
angle possibility with a fixed number of camera devices.   
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As mentioned earlier, coaching is also necessary to properly train the bowlers to 
comply with the rules of cricket.  Most of the time, the coaching is done by showing 
the videos of experienced bowlers to the developing players. Some players also prac-
tice in the vicinity of biomechanics laboratory specialized for monitoring the bowling 
action. Nowadays, inertial sensor based devices are used for coaching in sports  like 
sprint running [12], tenpin bowling [13], baseball [14],  etc. Similar coaching strate-
gy can also be applied for coaching the cricket bowlers using inertial sensors.  

As mentioned in the work by Eric Guetenberg et. al. [15], parameter extraction is 
also possible without direct calculation of angle and position to identify an activity. 
Our system is different from the one proposed by Eric Guetenberg et. al. [15] as the 
acquired data from inertial sensors is used to train the HMM to generate the corres-
ponding template for checking the validity of a test data set against it. The identifi-
cation of key events is not necessary since the training data set is acquired only for 
one particular action, signifying only a specific bowling style.  This paper is based on 
an activity recognition system specifically designed for coaching a cricket bowler. 
The Micro-Electro-Mechanical Systems (MEMS) based Inertial Motion Units (IMUs) 
namely gyroscope and accelerometer, are used  in this system. The data is collected 
from the sensors wirelessly and is passed on to a computational unit where it is com-
pared with another data set that complies with the standards specified by the regulato-
ry body (International Cricket Council (ICC), in this case). Care is taken that the rule 
of arm extension angle not exceeding 15 degrees [16] is followed in the  standard 
data set, based on which the test data is classified as  incorrect if it is not closely cor-
related to the standard data set.  Section 2 of the paper discusses the design chal-
lenges that are faced at the system level, followed by a description of implementation 
methodology of the proposed system in section 3. The test scenarios and experimental 
setup for testing the implemented system is discussed in section 4, whereas the results 
and a discussion on critique are provided in section 5. The conclusion of the proposed 
system and the results is covered under section 6. 

2 System Design Challenges 

Proper coaching and training of a player in a game requires very precise details about 
parameters associated with movement so as to correctly follow the rules of the game. 
The technical challenges that are faced at every stage, from component level design to 
the system level design, while designing a system for training a bowler for a particular 
bowling action can  be divided into two major categories; device level and, data  
processing and classification inference level, both of which are  discussed as follows:   

2.1 A. Device Level Structure 

Keeping in view the work reported in literature [11], the designing of inertial sensor was 
accomplished by thorough investigation of each related parameter. MEMS based IMUs 
namely gyroscope and accelerometer are preferable to use because of their compactness 
in size, minimal power consumption and motion data capturing characteristics [17, 18]. 
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Sensor data resolution is the next important parameter, as it specifies the number of 
samples of acceleration and angular velocity obtained to correctly model the action. 
However, care must be taken that higher data resolution may not lead to extra power 
consumption. 

2.2 B. Choice of Communication Technology 

Once the components are properly calibrated, a suitable technique needs to be chosen 
for communicating the data collected by the device to the processing module. The 
chosen wireless communication technology should meet the requirements for ade-
quate data rate, proper networking, data aggregation process, low power consumption, 
greater communication range and most importantly the accuracy. Greater the accuracy 
of data acquired, the more reliable is the system functioning.  Keeping in view all 
these constraints, the best suitable communication technology is chosen to be Blu-
etooth Class 2. Its transmission range is between 10 meters to 33 feet, power con-
sumption is very low (about 25mW), and most importantly its operating frequency 
lies in the unlicensed spectrum [19]. Also, Bluetooth is feasible for use in most WSNs 
[20] and also because high data rate communication is required over a short range as 
it is an efficient technology for reducing end-to-end data transmission time [21]. Fur-
thermore, the Adaptive Frequency Hopping (AFH) capability in Bluetooth technology 
makes it feasible for usage with other technologies operating in the 2.4 GHz spec-
trum, without interference [19]. The prime advantage of using inertial sensors coupled 
with wireless technology is the ease of mobility. Such devices can be easily used by 
coaches to train the developing players as well as by the players themselves while 
playing on field. Another advantage of such device design is that privacy of a player 
is not affected, since only the data associated with the bowling action is captured, 
instead of the player profile as done in the video based activity recognition processes. 
Moreover, the security of the player is not invaded since no information about physi-
cal features of the player is used for checking the bowling action. 

2.3 C. Processing of Device Data for Testing the Correct Action 

After successful acquisition of accurate data, the main task is to define sequence of 
steps to process the data and finally, to determine the correctness of action associated 
with it. The acquired data is first calibrated by passing it through a filter, which re-
moves the noise in the data as well. The calibrated data is then refined using data 
estimation techniques commonly employed for mathematical analysis.  

After noise removal and data refinement, the preprocessed data will contain two 
types of values; one for acceleration in the x, y and z axes, and the second for angular 
velocity obtained through gyroscope. This preprocessed data is used for feature ex-
traction on the basis of which the classification engine will work. The classification 
engine comprises certain algorithms that have been deployed in the previous literature 
for machine learning. The choice of classification algorithm depends on the accuracy 
of detection required as well as the features extracted from the data. High level accu-
racy is required for this system to correctly classify the bowling action as correct or 
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incorrect, therefore such algorithm is to be chosen that ensures an accuracy of nearly 
100 percent. 

3 Methodology 

Based on the design challenges, discussed in the previous section, the proposed metho-
dology can be divided into the following sub-categories: 

3.1 A. Device Level Design 

The initial WSN design is limited to three sensors to be placed on the arm. The sensors 
are similarly structured and are capable of acquiring data. The IMU is calibrated for a 
data rate of 150Hz so that data samples can be collected accurately without significant 
power consumption, however the calibration can be increased till 400Hz at the cost of 
greater power consumption. The data transmission is accomplished using Bluetooth 
class2. A microprocessor is used for interfacing the IMU and the Bluetooth transmis-
sion module to complete the device level design. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The schematic of the sensor is shown in figure 1 (a). The sensor is made up of four 

separate parts; and all of them are connected in such a way that the sensor, as a whole, 

(a) 

 

    
(b) 

Fig. 1. The sensor module (a) schematic and (b) final form 
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is compact and comfortable for use in lab environment or on-field. The microproces-
sor, Arduino Pro-Mini, is connected to the IMU 3000 Fusion Board. Transceiver op-
eration is completed by the use of Bluetooth class2 compatible module. The whole 
assembly is connected to a 3.6 Volt rechargeable Lithium battery, placed at the bottom 
of the wearable sensor device and all the boards are connected in overlapping fashion 
to achieve compactness. The combined assembly is attached to a flexible band, so as to 
support its fixture on the desired body part. Figure 1(b) shows the sensor module used 
for the experiment discussed in this paper. 

The placement of these sensors on the arm has to be carefully decided so as to cor-
rectly determine the anomaly in action, if any. Since the objective is to test the arm 
extension angle with respect to a standard data set, the three sensors are to be placed 
on the upper arm, the elbow joint and the wrist of the subject under test. This place-
ment of three sensors will ensure maximum accuracy in determination of correctness 
of the delivery. Figure 2 shows the sensors placed at the upper arm, elbow joint and 
the wrist of a test subject.  

The implemented system works according to a procedure outlining several steps. 
The first among them is to acquire real-time data from the sensor using Bluetooth. 
This is achieved by interfacing the Bluetooth module attached to the sensor, to the 
computation machine where either it is stored to be used later, or is processed on real-
time basis. This data is pre-processed through calibration by a filter using signal 
processing techniques and then interpolated to smooth out the filtered data [22].  

The output of preprocessing block gives a six tuple data; i.e., triple axis (X, Y, Z) 
acceleration and angular velocity. From this data, useful information has to be ob-
tained for further processing. After detailed research and extensive literature review 
[14] following features were decided on 

• Mean 
• Mode 
• Standard Deviation 
• Peak to Peak Value 
• Minimum 
• Maximum 
• First and Second derivative 
 

These features are supposed to be evaluated at each data point and therefore take a 
shape of a multi-axis waveform. The resulting wave is then fed to the algorithmic 
block comprising the algorithms as elaborated in the following sub-section. 

3.2 B. Classification Algorithms 

The training of a bowler for a specific bowling action is accomplished by adopting the 
technique of unsupervised machine learning, in which the algorithms are first trained 
according to the available set of data known to be accurate and the sample data  
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Fig. 2. Placement of sensors on the test subject’s arm 

is matched with the trained data set in order to check any anomalies. Unsupervised 
machine learning was opted over supervised learning due to its advantage in not bind-
ing the user or developers to manually train the data. The implemented system uses the 
following three algorithms for this purpose; however, certain other algorithms can also 
be used: 

3.3 K-Means Clustering 

The k-means clustering algorithm has been used in two ways in the presented work; 
one as a classification algorithm, the other as a means for generating observations for 
other classification algorithms (i.e. MM and HMM). 

K-means is an unsupervised method of clustering where a set of data is clustered 
into k clusters. The algorithm has no prior knowledge of which cluster the data may 
belong to. The only inputs to the algorithm are the data and the desired number of 
clusters denoted by ‘k’.   

Typically, for k-means the data is not 1 dimensional. Each dimension represents a 
feature. A simple flow graph for a 1 dimensional k-means is illustrated in Figure 3. 
Note that for 2-dimensional data, each row represents a data record and each column 
represents a feature.  

The number of clusters ‘k’ for k-means clustering was decided based on the num-
ber of ‘events’. The event extraction is accomplished by using the ‘min-max’ algo-
rithm. This algorithm is based on the concept that any local minima or maxima in the 
data represent a noticeable change in movement. Using this information the data is 
divided into ‘events’. Each event is then fed into the clustering algorithm.   

As a classification algorithm, the three-dimensional data was clustered and a tem-
plate was generated in the form of k-means string for comparison. The data was clus-
tered and a string of the form ‘xxxx……xxx’ was formed where ‘x’ can be any num-
ber ranging from 1 to k.  

The k-means clustering is also used for generating the observations for MM and 
HMM. In order to cluster the events, a variation of the basic k-means algorithm  
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Fig. 3. K-means algorithm 

was coded which could cluster three dimensional data. Each data record is k-means 
clustered and hence quantized. This reduces the number of values for the dataset as 
well as makes it easier to generate observations for the MM and HMM algorithms. 

3.4 Markov Models 

A MM is a probabilistic model that consists of a sequence of states. It is defined by 
the following parameters: 

 
  Pi: The probability of starting in a particular state 

A: The state transition probability matrix which describes the probability of be-
ing in state i after state  j 

 
These are used to generate a model for MMs. The training data is first clustered ac-

cording to the events using the special three dimensional k-means algorithm. The 
clustered data serves as training data for the sequence of states and hence both the 
state transition matrix and initial probability matrix. These parameters are then stored 
in a file to be used later.  

For a three state model the matrices are as follows 
 
     Initial Probability Matrix: 
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State Transition Matrix: (each row represents previous state, each column next 
state)  a a aa a aa a a  

 
For each state Si the transition probability to state Sj is aij, where  .       .          
For each state Si the initial probability is πi, where  .       .     
Here, the states ‘S’ are the average numbers of extremes in the whole data set. For 

clustering purposes, cluster all the events or states, identified together, individually for 
the entire data set and store their centers. Then k-means clustering is applied, keeping 
time as the feature, and each state is allotted a number. 

The probability P of a sequence O of length n, with , } given, is found by  
   

 
Using the probability P, the algorithm is trained for the given data set initially, and 

afterwards, the new data set, i.e., the one acquired on real-time basis, is compared 
with the initially given data set. For clustering purpose, the distance metric is decided 
as logarithm of the forward probability P and the new data set’s distance metric is 
compared with a threshold value. If majority of the data set clusters are greater than or 
equal than the threshold, the activity is recognized as correct. Else, an anomalous 
action is detected. 

3.5 Hidden Markov Models 

In most real world scenarios, one cannot determine all possible states for a particular 
occurrence. To model the hidden states, Hidden Markov Models are mostly used. An 
HMM is a generative probabilistic model used for generating hidden states from ob-
served data [23, 24]. HMMs imply that there is a set of hidden elements between the 
known and the unknown states that connect them together. These hidden elements are 
known as hidden states; whereas the known elements are known as observations. In 
order to simplify the problem the known states are considered to be hidden states. 
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This forms the basis of the HMM which can then be improved by adding or removing 
states and modifying corresponding probabilities. 

An HMM models probabilistically the following parameters: 
 
Pi: The probability of starting in a particular state 
A:   The state transition matrix  
B: The confusion matrix (the probability of a certain observation occurring given  
a particular state) 
 
The HMM parameters are very similar to MM parameters except the confusion ma-

trix. State information is derived in the same way as done in MM. Observation infor-
mation is derived by extracting features and quantizing them into k levels, resulting in 
k observations for each state.  

For a three state model with three observations the matrices are as follows: 
 
Initial Probability Matrix: 

                                 (A) 

State Transition Matrix: (each row represents previous state, each column next 
state) a a aa a aa a a                          (B) 

Confusion Matrix: (each row represents state, each column observation) b b bb b bb b b                         (C) 

For each state Si the transition probability of observation Oj is bij, where 
  .       .                        1  
 
 

For each state Si the transition probability to state Sj is aij, where 
  .       .                      2   
 

For each state Si the initial probability is πi, where 
  .       .                      3   



406 S. Qaisar et al. 

 

Here, the states ‘S’ are the average numbers of extremes in the whole data set. 
For running the forward algorithm, given the observation sequence O, and parame-

ters , , , we can calculate the probability or likelihood of O as: 
                                                      4  

 
for  1: , where  is the number of states, and 

                                     5  

for  1:  and 1: , where   is the length of the observation. The probabilities 
are found by: 

                                                   6  

For expectation maximization, backward algorithm was implemented on HMMs. 
Given the observation sequence O, and parameters  , , , we can calculate the 
probability or likelihood of O as:  1                 

 
for 1: , where  is the number of states, and 

   

 
for  1:  and 1: , where    is the length of the observation. The probabilities 
are found by: 

   

 
For calculating the best path in HMMs, the Viterbi algorithm has been used. Given 

the observation sequence O, and parameters , , , we can calculate the best se-
quence W, of O as: 

   

for 1: , where  is the number of states, and 
   
 
for  1:  and 1: , where    is the length of the observation.  
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   is the best path state sequence. The number of hidden states is decided on the 
basis of local extremes present in the data set and feature extraction is done which is 
later quantized feasibly. The distance metric for k-means clustering comprises two 
factors; the logarithm of forward probability, and the log probability obtained from 
Viterbi algorithm (the best path sequence). The decision metric is the threshold, the 
same method as done in MMs. If the resulting clusters of data set lie above or equal to 
the threshold, the data set for the subject under study is recognized as correct action, 
otherwise it is detected as incorrect. 

Based on the above analysis, the states are determined using the average number of 
extremes in the whole data set, whereas the observations are derived using the k-means 
clustering algorithm on the extracted events for HMM. For the three sensors placed on 
the arm of the test subject, the mathematical notations are detailed in table 1. 

4 Test Scenarios and Experimental Analysis 

To test the functional and computational efficiency of the system, different scenarios 
can be implemented. For example the proposed system can be tested for fast bowling, 
spin bowling, medium pace bowling, etc. However, this paper discusses the test case 
for medium pace bowling only, due to ease of analysis.  

The experimentation is performed using three sensors placed on right arm of the 
subject at the wrist, elbow joint and the upper arm. The placement of the sensors is 
decided by keeping in view the objective of comparing the arm extension angle with a 
standard data set. The comparison results will assist the test subject in training himself 
for that specific bowling action complying with the rules set forth by ICC [16]. A total  
 

Table 1. Meanings of Notations Used 

Symbol Meaning 

k Number of clusters into which the data is divided 

pi Probability of a state being an initial state 

a State transition probability 

b 
Probability of being in a state given an  

observation 

P 
Probability of an observed sequence given an 

HMM 
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of 40 samples have been collected, from which 23 correct samples are used for training 
the algorithm, while the remaining 17 samples have been used for testing upon the 
trained model. The sampling rate of the sensor data is 150 Hz and all the samples are 
transmitted via Bluetooth serial communication and are recorded in a file stored in PC. 
In this way, the data stored in the file can be utilized for on-spot processing as well as 
for comparison with other test data sets to check for improvement after the training 
process. 

As mentioned in previous sections, the real-time data is filtered, then processed us-
ing k-means algorithm. The resulting data after applying k-means is processed 
through HMM and finally, the likelihood is calculated using Viterbi Algorithm. The 
whole procedure is designed as a GUI (graphical user interface) on MATLAB and the 
results are presented as a graph showing the test data, accompanied by the likelihoods 
obtained after processing. Table 2 enlists the different parameter settings for the expe-
rimental setup. 

Table 2. Parameter Settings For Experimental Setup 

Parameter Value 

k 5 

No. of observations 280 

Order of filter 100 
Normalized frequency of filter 0.005 Hz 

5 Results and Critique 

The data was initially classified based upon the trained model obtained through k-
means algorithm. The classification accuracy obtained using k-means model was about 
66%, keeping edit distance as the distance metric and a threshold value as the decision 
metric. To improve the data classification accuracy, the same data set was used for 
training a Markov Chain Model and the data samples were tested for classification 
accuracy. 68.09% accuracy was achieved, considering logarithm of calculated forward 
probability P as the distance metric and a threshold value as a decision metric. 

To further improve the classification accuracy, Hidden Markov Model was used and 
a model template was generated by training the HMM using the same training data set 
as used in previous two algorithms. At present, the training data set is treated separate-
ly for the three locations, i.e., wrist, elbow joint and upper arm, rather than using a 
concatenated data set comprising the data for the three locations altogether. The accu-
racy of correct data classification greatly depends on correct placement of sensors. 
Therefore, the sensor placement must be checked very carefully while collecting either 
the training data set or the test data set. 

Figure 4 shows the plots of accelerometer and gyroscope’s readings for one correct 
data set of wrist joint, three for triple axes gyroscope and three for x-, y-, z-axes accele-
rometer. The same set of readings is plotted for an incorrect data set for wrist joint, as 
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shown in figure 5. The irregularity in plot for incorrect data set is evident, which shows 
the deviation of the bowling action from the correct bowling action. 

Figure 6 shows the classification graph for wrist joint for 17 data sets. As seen from 
the figure, the data is classified 100% accurately. Particularly, in this case, medium 
paced bowling action has been performed which does not involve variable wrist joint 
movement; that is why the wrist joint movement is classified as either correct or incor-
rect with 100% accuracy.  

Similar tests were performed on the data samples for elbow joint and upper arm 
and the classification results achieved using HMM trained model are shown in table 3, 
whereas graphical representation is given in figure 7. Overall, 17 data sets were used, 
out of which 14 were for correct action. The wrist data was classified correctly with 
100% accuracy, elbow joint data with 88.24%, whereas the upper arm data was 
82.35% correctly classified. The overall classification accuracy, for all three joints is 
thus evaluated as 90.2%. 

These results are presented using bowling action for only medium paced bowling. 
The results may vary if trials are performed using other bowling actions. Also note that 
since the presented model is trained for only a particular bowling action, other bowling 
actions, though classified as legal bowling actions by ICC, will be placed under ‘incor-
rect’ data if tested against the presented model. Thus, depending on the different bowl-
ing actions, a trained model can be developed against each action and the test data can 
be classified using appropriate model. 

The accuracy of classification is heavily dependent on the training data set. It is ne-
cessary that the training data set should be collected from the bowler who correctly 
follows the ICC rules for arm extension during a delivery. The more accurate the train-
ing data set, higher is the probability of correct classification of a test data set as correct 
or incorrect bowling action. Highly accurate results can be obtained by using the data 
sets taken from bowling actions of professional bowlers complying strictly with the 
rules of ICC. 

 
 

 
4(a) 4(b) 

Fig. 4. Plot of (a) triple axis accelerometer and (b)gyroscope readings for correct bowling ac-
tion’s data set for wrist joint 
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5(a) 5(b) 

Fig. 5. Plot of triple axis accelerometer (a) and gyroscope (b) readings for incorrect bowling 
action’s data set for wrist joint  

 

Fig. 6. Log of probability of the test data set given a trained Hidden Markov Model (HMM) 

6 Concluding Remarks 

A system for coaching of cricket bowlers has been proposed by using the HMM mod-
el. A compact design for inertial sensors has been proposed to acquire data for train-
ing the HMM model and consequently, for test data acquisition, to test the bowling 
action. The system is tested for medium paced bowling action and overall accuracy of 
90.2% has been found while validating the test data set against the trained HMM 
model. To achieve better coaching results, similar strategy can be extended to the 
sensor placement on all key body parts in order to correctly train a bowler for a spe-
cific bowling action. This system can be extended for implementing an algorithm for 
efficient calculation of angle and position so as to correctly detect the illegality in 
bowling action in case of non-compliance of the rules of the game.  

(Note: Since the probability of each bad data set was computed as zero and log (0) 
gives the value ‘-Inf’, therefore it is not visible in Fig. 6) 
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Fig. 7. Classification results for correct and incorrect action data sets for wrist, elbow joint and 
upper arm 
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Abstract. Back-propagation Neural Network (BPNN) algorithm is one of the 
most widely used and a popular technique to optimize the feed forward neural 
network training. Traditional BP algorithm has some drawbacks, such as getting 
stuck easily in local minima and slow speed of convergence. Nature inspired 
meta-heuristic algorithms provide derivative-free solution to optimize complex 
problems. This paper proposed a new meta-heuristic search algorithm, called 
cuckoo search (CS), based on cuckoo bird’s behavior to train BP in achieving 
fast convergence rate and to avoid local minima problem. The performance of 
the proposed Cuckoo Search Back-Propagation (CSBP) is compared with artifi-
cial bee colony using BP algorithm, and other hybrid variants. Specifically OR 
and XOR datasets are used. The simulation results show that the computational 
efficiency of BP training process is highly enhanced when coupled with the 
proposed hybrid method.  

Keywords: Back propagation neural network, cuckoo search algorithm, local 
minima, and artificial bee colony algorithm. 

1 Introduction 

Artificial Neural Networks (ANN) provide main features, such as: flexibility, compe-
tence, and capability to simplify and solve problems in pattern classification, function 
approximation, pattern matching and associative memories [1-3]. Among many dif-
ferent ANN models, the multilayer feed forward neural networks (MLFF) have been 
mainly used due to their well-known universal approximation capabilities [4]. The 
success of ANN mostly depends on their design, the training algorithm used, and the 
choice of structures used in training. ANN are being applied for different optimization 
and mathematical problems such as classification, object and image recognition, Sig-
nal processing, seismic events prediction, temperature and weather forecasting, bank-
ruptcy, tsunami intensity, earthquake, and sea level etc. [5-9].  ANN has the aptitude 
for random nonlinear function approximation and information processing which other 
methods does not have [10]. Different techniques are used in the past for optimal 
network performance for training ANNs such as back propagation neural network 
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(BPNN) algorithm [11]. However, the BPNN algorithm suffers from two major draw-
backs: low convergence rate and instability. The drawbacks are caused by a risk of 
being trapped in a local minimum [12], [13] and possibility of overshooting the 
minimum of the error surface [14]. Over the last years, many numerical optimization 
techniques have been employed to improve the efficiency of the back propagation 
algorithm including the conjugate gradient descent [15] [16]. However, one limitation 
of this procedure, which is a gradient-descent technique, is that it requires a differen-
tiable neuron transfer function. Also, as neural networks generate complex error sur-
faces with multiple local minima, the BPNN fall into local minima instead of a global 
minimum [17], [18]. Evolutionary computation is often used to train the weights and 
parameters of neural networks. In recent years, many improved learning algorithms 
have been proposed to overcome the weakness of gradient-based techniques. These 
algorithms include global search technique such as hybrid PSO-BP [19], artificial bee 
colony algorithm [20-22], evolutionary algorithms (EA) [23], particle swarm optimi-
zation (PSO) [24], differential evolution (DE) [25], ant colony, back propagation 
algorithm [26], and genetic algorithms (GA) [27].  

In order to overcome the weaknesses of the conventional BP, this paper proposed a 
new meta-heuristic search algorithm, called cuckoo search back propagation (CSBP). 
Cuckoo search (CS) is developed by Yang and Deb [28] which imitates animal beha-
vior and is useful for global optimization [29], [30], [31]. The CS algorithm has been 
applied independently to solve several engineering design optimization problems, 
such as the design of springs and welded beam structures [32], and forecasting [33]. 
For these problems, Yang and Deb showed that the optimal solutions obtained by CS 
are far better than the best solutions obtained by an efficient particle swarm optimizer 
or genetic algorithms. In particular, CS can be modified to provide a relatively high 
convergence rate to the true global minimum [34].  

In this paper, the convergence behavior and performance of the proposed Cuckoo 
Search Back-propagation (CSBP) on XOR and OR datasets is analyzed. The results 
are compared with artificial bee colony using BPNN algorithm, and similar hybrid 
variants. The main goals are to decrease the computational cost and to accelerate the 
learning process using a hybridization method.  

The remaining paper is organized as follows: Section 2 gives literature review on 
BPNN. Section 3, explains Cuckoo Search via levy flight. In section 4, the proposed 
CSBP algorithm, and simulation results are discussed in Section 5. Finally, the paper 
is concluded in the Section 6. 

2 Back-Propagation Neural Network (BPNN) 

The Back-Propagation Neural Network (BPNN) is one of the most novel supervised 
learning ANN algorithm proposed by Rumelhart, Hinton and Williams in 1986 [35]. 
BPNN learns by calculating the errors of the output layer to find the errors in the hid-
den layers. Due to this ability of back-propagating, it is highly suitable for problems 
in which no relationship is found between the output and inputs. The gradient descent 
method is utilized to calculate the weights and adjustments are made to the network to 
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minimize the output error. The BPNN algorithm has become the standard algorithm 
used for training multilayer perceptron. It is a generalized least mean squared (LMS) 
algorithm that minimizes a criterion equals to the sum of the squares of the errors 
between the actual and the desired outputs. This principle is; 
 

                             ∑                                 (1) 
 

Where the nonlinear error signal is  
 

                                                               (2) 
 

 and  are respectively, the desired and the current outputs for the ith unit. P de-
notes in (1) the pth pattern; j is the number of the output units. The gradient descent 
method is given by; 

 

                                                     (3) 

  
Where  is the weight of the ith unit in the (n-1)th layer to the kth unit in the nth 
layer. The BP calculates errors in the output layer , and the hidden layer,  are 
using the formulas in Equation (4) and Equation (5) respectively [36] [37]:  

                      ′                              (4) 

                      ∑                              (5) 

Here  is the desired output of the ith  output neuron,  is the actual output in the 
output layer,   is the actual output value in the hidden layer, and  k is the adjusta-
ble variable in the activation function. The back propagation error is used to update 
the weights and biases in both the output and hidden layers. The weights,  and 
biases,  , are then adjusted using the following formulae; 

                 1                          (6) 

            1                          (7) 

                  1                             (8) 

Here k is the number of the epoch and   is the learning rate. 

3 Cuckoo Search Viva Levy Flight                                 

Levy Flights have been used in many search algorithms [38]. In Cuckoo Search algo-
rithm levy flight is an important component for local and global searching [34]. In sub 
sections, levy flight and then cuckoo search algorithm based on levy flights is  
explained.   
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a.      Levy Flight 
 

In nature, the flight movement of many animals and insects is recognized as a random 
manner. The foraging path of an animal commonly has the next move based on the 
current state and the variation probability to the next state. Which way it chooses be 
determined by indirectly on a probability that can be modeled mathematically. Levy 
Flights is a random walk that is characterized by a series of straight jumps chosen 
from a heavy-tailed probability density function [34]. In statistical term, it is a  
stochastic algorithm for global optimization that finds a global minimum [38]. A  
levy flight process step length can be calculated by using Mantegna algorithm using 
equation (9).  

 
                               | |                                   (9) 

 
Note that   and      are drawn from normal distribution with respect to these two 
random variables;   

           ~ 0. ,                      ~ 0.               (10)          

The symbol ~ in (10) means the random variable obeys the distribution on right hand 
side; that is, samples should draw from the distribution. The  and   present in 
equation (10) are the variance of distributions which come from equation (11); 

 

    
  / ,                          1               (11) 

 

b.    Cuckoo Search (CS) Algorithm 

Cuckoo Search (CS) algorithm is a novel meta-heuristic technique proposed by Xin-
Shen Yang [28]. This algorithm was stimulated by the obligate brood parasitism of 
some cuckoo species by laying their eggs in the nests of other host birds. Some host 
nest can keep direct difference. If an egg is discovered by the host bird as not its own, 
it will either throw the unknown egg away or simply abandon its nest and build a new 
nest elsewhere. Some other species have evolved in such a way that female parasitic 
cuckoos are often very specialized in the mimic in color and pattern of the eggs of a 
few chosen host species. This reduces the probability of their eggs being abandoned 
and thus increases their population. The CS algorithm follows three idealized rules: 

  
a. Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;  
b. The best nests with high quality of eggs will carry over to the next generations; 
c. The number of available host nests is fixed, and the egg laid by a cuckoo is dis-

covered by the host bird with a probability  0, 1 . 
 



 A New BPNN Optimized with Cuckoo Search Algorithm 417 

 

In this case, the host bird can either throw the egg away or abandon the nest, and build 
a completely new nest. The rule-c defined above can be approximated by the fraction pa 0, 1  of the n nests that are replaced by new nests (with new random solu-
tions). For a maximization problem, the quality or fitness of a solution can simply be 
proportional to the value of the objective function. In this algorithm, each egg in a 
nest represents a solution, and a cuckoo egg represents a new solution, the aim is to 
use a new and a potentially better solution (cuckoo) to replace a not so good solution 
in the nests. Based on these three rules, the basic steps of the Cuckoo Search (CS) can 
be summarized as the following pseudo code: 

 
When generating new solutions  x  for a cuckoo i, a Levy flight is performed x x α levy λ                              (12) 

Where   > 0 is the step size, which should be related to the scales of the problem of 
interest. The product  means entry wise multiplications. The random walk via Levy 
flight is more efficient in exploring the search space as its step length is much longer 
in the long run. The Levy flight essentially provides a random walk while the random 
step length is drawn from a Levy distribution as shown in the Equation 12: 

 
 Lavy~u t  , 1 λ 3                         (13) 

 
This has an infinite variance with an infinite mean. Here the steps essentially con-
struct a random walk process with a power-law step-length distribution and a heavy 
tail. Some of the new solutions should be generated by Levy walk around the best 
solution obtained so far, this will speed up the local search. However, a substantial 
fraction of the new solutions should be generated by far field randomization whose 
locations should be far enough from the current best solution. This will make sure the 
system will not be trapped in local minima. 

The pseudo code for the CS algorithm is given below: 
 

  
 

Step 1: Generate initial population of N host nest   i= 1... N 
Step 2: while (fmin<MaxGeneration) or (stop criterion) 
Do 
Step 3: Get a cuckoo randomly by Levy flights and evaluate its fitness  
Step 4: Choose randomly a nest j among N. 
Step 5: if F  F Then 
Step 6: Replace j by the new solution. 
End if 
Step 7: A fraction  of worse nest are abandoned and new ones are built. 
Step 8: Keep the best solutions (or nest with quality solutions). 
Step 9: Rank the solutions and find the current best. 
End while 
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4 The Proposed CSBP Algorithm 

The CS is a population based optimization algorithm, and like other meta-heuristic 
algorithms,  it starts with a random initial population, The CS algorithm basically 
works in three steps: selection of the best source by keeping the best nests or solu-
tions, replacement of host eggs with respect to the quality of the new solutions or 
cuckoo eggs produced based randomization via Levy flights globally (exploration) 
and discovering of some cuckoo eggs by the host birds and replacing according to the 
quality of the local random walks (exploitation) [29]. Each cycle of the search con-
sists of several steps initialization of the best nest or solution, the number of available 
host nests is fixed, and the egg laid by a cuckoo is discovered by the host bird with a 
probability   0, 1 . 

In the proposed CSBP algorithm, each best nest represents a possible solution (i.e., 
the weight space and the corresponding biases for BPNN optimization in this paper). 
The weight optimization problem and the size of population represent the quality of 
the solution. In the first epoch, the best weights and biases are initialized with CS and 
then these weights are passed to the BPNN. The weights in BPNN are calculated and 
compared with best solution in the backward direction. In the next cycle CS will up-
dated the weights with the best possible solution and CS will continue searching the 
best weights until the last cycle/ epoch of the network is reached or either the MSE is 
achieved.  

The pseudo code of the proposed CSBP algorithm is: 
 

Step 1: CS is initializes and passes the best weights to BPNN  
Step 2: Load the training data 
Step 3: While  MSE<stopping criteria 
Step 4: Initialize all cuckoo nests  
Step 5: Pass the cuckoo nests as weights to network 
Step 6: Feed forward neural network runs using the weights initialized with CS 
Step 7: Calculate the error backward 
Step8: CS keeps on calculating the best possible weight at each epoch until the 
network is converged. 
End While 

5 Experiments and Results 

To test the performance of the proposed CSBP, Boolean datasets of 4-bit OR, 2-bit 
and 3-bit XOR were used. The simulation experiments were performed on a 1.66 GHz 
AMD Processor with 2GB of RAM. For performing simulations Matlab 2009b soft-
ware was used. The proposed (CSBP) algorithm is compared with artificial bee colo-
ny Levenberg Marquardt algorithm (ABC-LM), artificial bee colony back propagtion 
(ABC-BP) algorithm and standard BPNN based on mean squarer error, epochs and 
CPU time. The three layer feed forward neural network are used for each problem. 
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I.e. input layer, one hidden layer, and output layers. The number of hidden nodes is 
design of five and ten neurons. In the network structure the biases nodes are also used 
and the log sigmoid activation function is placed as the activation function for the 
hidden and output layers nodes. For each problem, trial is limited to 1000 epochs. 
And minimum error is keeping 0. A total of 20 trials are run for each case. The net-
work results are stored in the result file for each trial.  

The first test problem is the Exclusive OR (XOR) Boolean function of two  binary 
input to a single binary output as (0 0; 0 1; 1 0 ; 1  1 ) -to -( 0; 1; 1 ;0). From the 
Table 1, we can see that the proposed CSBP method performs well on 2-bit XOR 
dataset. The CSBP converges to global minima in 21.23 second of CPU time with an 
average accuracy of 100% and achieves a MSE of 0. While other algorithms fall be-
hind in-terms of MSE, CPU time and accuracy. The Figure 1 shows that the CSBP 
performs well and converges to global minima within 134 epochs for the 2-5-1 net-
work structure. 

Table 1. CPU time, Epochs and MSE error for 2- bit XOR dataset with 2-5-1 ANN architecture 

Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 172.3388 
 

123.9488 
 

42.64347 21.23 
 

EPOCHS 1000 1000 1000 149 
 

MSE 2.39E-04 
 

0.125 
 

0.220664 0 

Accuracy (%)   96.47231 
 

   71.69041 
 

54.6137 100 

 
 

 

Fig. 1. The CSBP convergence performance on 2 bit XOR with 2-5-1 ANN architecture 
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Table 2 give an idea about the CPU time, number of epochs and the mean square 
error for the 2 bit XOR data sets with ten hidden neurons. From the table, we can 
identify that the proposed CSBP method has better result than the ABC-BP, ABC-LM 
and BPNN algorithm. The CSBP achieves a MSE of 0 in 100 epochs and in 28.9 
second of CPU time. Meanwhile, the other algorithms have short performed with 
large MSE’s and CPU times. The Figure 2 shows the convergence performance of 
CSBP algorithm for the 2-10-1 network architecture.  

Table 2. CPU time, Epochs and MSE error for 2- bit XOR dataset with 2-10-1 ANN 
architecture 

     Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 197.34 
 

138.96 
 

77.63 46.99 

EPOCHS 1000 1000   1000 203 

MSE 8.39E-04 
 

0.12578 
 

0.120664 0 

Accuracy (%) 96.8 
 

71.876 
 

54.6137 100 

 
 

 

Fig. 2. The CSBP convergence performance on 2 bit XOR with 2-10-1 ANN architecture 

In the second case we used 3- bit Exclusive OR test problem of three input to a 
single binary output as (1 1 1; 1  1 0 ; 1 0  1; 1 0  0; 0 1 1; 0  1  0 ;  0  0  1; 0  0 
0) –to-(1; 0; 0; 1; 0; 1; 1; 0). In the simulation, we selected a 3- bit exclusive OR data-
set for 3-5-1 architecture.  In three bit XOR input if the number of binary inputs is 
odd, the output is 1, otherwise the output is 0. Tables 3 describe the CPU time, num-
ber of epochs and the MSE of the XOR dataset with five hidden neurons. We can see  
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in the Table 3 that the proposed algorithm has an MSE of 5.4E-04 within 938 epochs 
and in 149.53 of CPU time. In 3-bit XOR dataset has better performances in MSE and 
accuracy. But it has take long CPU time for the processing then the BPNN, and ABC 

Table 3. CPU time, Epochs and MSE error for 3- bit XOR dataset with 3-5-1 ANN architecture 

Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 172.3388 
 

123.7925 
 

50.03059 
 

149.53 
 

EPOCHS 1000 1000 1000        938 

MSE 0.08 
 

0.01063 
 

0.25077 5.4E-04 
 

Accuracy (%) 86.47231 
 

78.83231 
 

47.626 
 

98.7351 
 

 
Table 4 provides an idea about the CPU time, number of epochs and the mean 

square error for the 3 bit XOR test problem with ten hidden neurons. The proposed 
CSBP method with 3-10-1 network structure also outperforms the other algorithm in 
term of CPU time and MSE errors. The CSBP gets an MSE of 7.4E-04 in 161.53 CPU 
time. While for the same network structure the ABC-BP achieves a less MSE of 
0.0845. The conventional back propagation has 0.256 MSE achieved in 75.13748 
CPU cycles. 

Table 4. CPU time, Epochs and MSE error for 3- bit XOR dataset with 3-10-1 ANN 
architecture 

     Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 185.3388 
 

153.7925 
 

75.13748 161.53 
 

EPOCHS 1000 1000 1000 1000 
 

MSE 0.0845 
 

0.01054 
 

0.256 7.4E-04 
 

Accuracy (%) 86.8971 
 

79.83231 
 

49.626 
 

98.88 
 

 
In the third case we used four bit OR  test problem of four  input to a single bi-

nary output as (1 1 1 1;1 1 1 0;1 1 0 1;1 1 0 0; 1 0 1 1;1 0 0 1; 1 0 0 0;0 1 1 1;0 1 1 0; 
0 1 0 1; 0 1 0 0; 0 0 1 1 ; 0 0 1 0; 0 0 0 1;1 0 1 0; 0 0 0 0) –to –( 1; 1; 1; 1; 1; 1; 1; 1; 
1; 1; 1; 1; 1; 1; 1; 0). In four bit OR dataset, if all inputs are 0, the output is 0, other-
wise the output will be 1. For the 4-5-1 network architecture, it has twenty five con-
nection weights and six biases. Tables 5, confirms the CPU time, number of epochs, 
the mean square error, and accuracy for the 4 bit OR test problem with five hidden 
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neurons. The proposed CSBP converged to a MSE of 0 within 51 epochs. While  
the ABC-LM algorithm has an MSE of 1.82E-10 and the ABC-BP has the MSE of 
1.91E-05.  

Table 5. CPU time, Epochs and MSE error for 4- bit OR dataset with 4-5-1 ANN architecture 

     Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 162.4945 
 

118.7274 
 

63.28089 
 

8.486525 
 

EPOCHS 1000 1000 1000 51 
 

MSE 1.91E-10 
 

1.82E-10 
 

0.052778 0 

Accuracy (%) 99.97 
 

99.99572 
 

89.83499 100 

 
 

 

Fig. 3. The CSBP convergence performance on 4 bit OR with 4-5-1 ANN architecture 

Table 6 illustrates the CPU time, number of epochs and the MSE for the 4 bit OR 
test problem with ten hidden neurons. In four bit OR datasets the proposed algorithm 
has outperformed other algorithms with 99 percent accuracy. Figure 4 shows the con-
vergence performance of the proposed CSBP for the 4-10-1 network architecture.  

Table 6. CPU time, Epochs and MSE error for 4- bit OR dataset with 4-10-1 ANN architecture 

      Algorithm 

 

ABC-BP ABC-LM BPNN CSBP 

CPU TIME 180.4945 
 

129.7274 
 

67.28089 
 

8.678 
 

EPOCHS 1000 1000 1000 36 
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Table 6. (Continued) 
 

MSE 1.67E-10 
 

1.76E-10 
 

0.05346 0 

Accuracy(%) 99.47 
 

99.78 
 

89.83499 100 

 
 

 

Fig. 4. The CSBP convergence performance on 4 bit OR with 4-10-1 ANN architecture 

6 Conclusion 

BPNN algorithm is one of the most widely used and a popular procedure to optimize 
the feed forward neural network training. Conventional BPNN algorithm has some 
drawbacks, such as getting stuck in local minima and slow speed of convergence. 
Nature inspired meta-heuristic algorithms provide derivative-free solution to optimize 
complex problems. A new meta-heuristic search algorithm, called cuckoo search (CS) 
is proposed to train BPNN to achieve fast convergence rate and to minimize the train-
ing error. The performance of the proposed CSBP algorithm is compared with the 
ABC-LM, ABC-BP and BPNN algorithms by means of simulation on three datasets 
such as 2-bit, 3-bit XOR and 4-bit OR. The simulation results show that the proposed 
CSBP is far better than the previous methods in terms of simplicity, convergence rate 
and accuracy. In future the proposed model will be used on the benchmarks classifica-
tion datasets collected from UCI machine learning repository. 
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Abstract. Higher Order Neural Networks (HONNs) have emerged as an 
important tool for time series prediction and have been successfully applied in 
many engineering and scientific problems. One of the models in HONNs is a 
Functional Link Neural Network (FLNN) known to be conveniently used for 
function approximation and can be extended for pattern recognition with faster 
convergence rate and lesser computational load compared to ordinary 
feedforward network like the Multilayer Perceptron (MLP). In training the 
FLNN, the mostly used algorithm is the Backpropagation (BP) learning 
algorithm. However, one of the crucial problems with BP learning algorithm is 
that it can be easily gets trapped on local minima. This paper proposed an 
alternative learning scheme for the FLNN to be applied on temperature 
forecasting by using Artificial Bee Colony (ABC) optimization algorithm.  The 
ABC adopted in this work is known to have good exploration and exploitation 
capabilities in searching optimal weight especially in numerical optimization 
problems. The result of the prediction made by FLNN-ABC is compared with 
the original FLNN architecture and toward the end we found that FLNN-ABC 
gives better result in predicting the next-day ahead prediction. 

Keywords: Temperature prediction, Functional Link Neural Network, Artificial 
Bee Colony Algorithm. 

1 Introduction 

Artificial Neural Networks (ANNs) have been known to be successfully applied in a 
variety of real world tasks includes prediction, classification, signal processing, image 
recognition and especially in industry, business and science [1, 2].  The most common 
architecture of ANNs is the Multi-layer feed forward network known as Multilayer 
perceptron (MLP). Since the MLP has multilayered structure, the network requires 
excessive training time for learning [3]. This is because, the number of weight and the 
training time will increase as the number of layers and the nodes in layer increases [3, 
4]. In order to overcome the drawback of MLP, another type of network known as 
Higher Order Neural Networks (HONNs) have been introduced [5]. HONNs are a type 
of feed forward neural network which have single layer trainable weights that can help 
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in speeding up the training process. They are simple in their architecture and also able 
to reduce the number of required training parameters in the network. One of the models 
in HONNs is a Functional Link Neural Network (FLNN) known to be conveniently 
used for function approximation and can be extended for pattern recognition with 
faster convergence rate and lesser computational load [6]. 

FLNN is a class of higher order neural network (HONNs) that utilized higher 
combination of it inputs[6, 7].  FLNN can capture non-linear input-output mapping, 
provided that, they are fed with an adequate set of functional inputs[8]. Pao [6] pointed 
out that FLNN may be conveniently used for function approximation and can be 
extended for pattern recognition with faster convergence rate and lesser computational 
load. In the training of FLNN the mostly used algorithm is the Backpropagation (BP) 
learning algorithm. However, one of the crucial problems with BP-learning algorithm 
is that it can easily get trapped in local optima [8]. To improve this, the Artificial Bee 
Colony (ABC) optimization algorithm is proposed in this work to be used to optimize 
the weight in FLNN instead of the BP-learning algorithm. 

In this paper, we described an overview of FLNN for time series prediction task 
particularly on the training of the network and the proposed Artificial Bee Colony 
(ABC) optimization as learning algorithm in order to achieve better learning for the 
network. The rest of this paper is organized as follows: A model description regarding 
the FLNN and Artificial Bee Colony optimization technique are given in section 2. 
The proposed FLNN-ABC for the learning scheme is detailed in section 3. The 
implementation of FLNN-ABC on time series temperature prediction is presented in 
section 4. Finally, the paper is concluded in section 5. 

2 Functional Link Neural Network-Artificial Bee Colony 

In this section, the properties and learning scheme of FLNN and ABC optimization 
are briefly discussed. 

2.1 Functional Link Neural Network 

Functional Link Neural Network is a class of HONNs created by Pao [7] and has been 
successfully used in many applications such as system identification [9-14], channel 
equalization [3], classification [15-18], pattern recognition [19, 20] and prediction  
[21, 22]. In this paper, we would discuss on the FLNN for the prediction task. FLNN is 
much more modest than MLP since it has a single-layer network compared to the MLP 
whilst able to handle a non-linear separable classification and functions approximation 
tasks. The FLNN architecture is basically a flat network without any hidden layer 
which has make the learning algorithm used in the network less complicated [23]. In 
FLNN, the input vector is extended with a suitably enhanced representation of the 
input nodes, thereby artificially increasing the dimension of the input space [6, 7].  

In this work we focused on Functional link neural networks with generic basis 
architecture. This model uses a tensor representation. Pao [7], Patra [10], Namatamee 
[24] has demonstrated that this architecture is very effective for classification task. 
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Fig. 1 depicts the FLNN structure up to second order with 3 inputs. The first order 
consist of the 2 inputs x1, and x2 while the second order of the network is the extended 
input based on the product unit of x1x2. The learning part of this architecture on the 
other hand, consists of a standard Backpropagation as the training scheme. 

 
 

 

Fig. 1. The 2nd order FLNN structure with 2 inputs 

2.2 FLNN Learning Scheme 

In most previous researches, the learning algorithm used for training the FLNN is the 
Backpropagation (BP) [8, 16, 22, 23, 25-27]. BP learning is developed by Rumelhart 
[28] in which the network is provided with examples of the inputs and desired outputs 
to be computed, and then the error (difference between actual and expected results) 
will be calculated. The idea of the backpropagation algorithm is to reduced error, until 
the networks learned the training data. The training began with initializing random 
weights for the FLNN network with the goal to adjust these weights set in order to 
achieve the minimal error through the learning phase.  

Even though BP is the mostly used algorithm in training the FLNN, the algorithm 
however, has several limitations which affect the performance of FLNN-BP network.  
The FLNN-BP network is prone to get trapped in local minima especially for the 
training on non-linearly separable classification problems. This is caused by the 
gradient descent method used by BP-learning algorithm in which the algorithm itself 
is strictly depends on the shape of the error surface. Since a common error surface on 
non-linearly separable classification problems may have many local minima and are 
multimodal, this has typically makes the algorithm susceptible to get stuck in some 
local minima when moving along the error surface during the training phase.  

Another limitation of BP-learning algorithm inherit by FLNN-BP is that, the 
network is very dependent on the choices of initial values of the weights set as well as 
the parameters in the algorithm such as the learning rate and momentum [8] which 
make it not very easy to meet the desired convergence criterion during the training. 
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For these reasons, a further investigation to improve a learning algorithm used in 
tuning the learnable weights in FLNN is desired. 

2.3 Artificial Bee Colony Optimization 

The Artificial Bee Colony algorithm is an optimization tool, which provides a 
population-based search procedure [29]. The algorithm simulates the intelligent 
foraging behaviour of a honey bee swarm for solving multidimensional and 
multimodal optimization problem [30]. In population-based search procedure, each 
individual population called foods positions are modified by the artificial bees while 
the bee’s aim is to discover the places of food sources with high nectar amount and 
finally the one with the highest nectar. 

In this model, the colony of artificial bees consists of three groups, which are 
employed bees, onlookers and scouts [31]. For each food source there is only one 
artificial employed bee. The number of employed bees in the colony is equal to the 
number of food sources around the hive. Employed bees go to their food source and 
come back to the hive with three information regarding the food source; 1) the 
direction 2) its distance from the hive and 3) the fitness.  The employed bees then 
perform waggle dance to let the colony evaluate the information. Onlookers watch the 
dances of employed bees and choose food sources depending on the dances. After 
waggle dancing on the dance floor, the dancer goes back to the food source with 
follower bees that were waiting inside the hive. This foraging process is called local 
search method as the method of choosing the food source is depending on the 
experience of the employed bees and their nest mates [30]. The employed bee whose 
food source has been abandoned becomes a scout and starts to search for finding a 
new food source randomly without using experience. If the nectar amount of a new 
source is higher than that of the previous one in their memory, they memorize the new 
position and forget the previous one [30]. This exploration managed by scout bees is 
called global search methods. 

Several studies done by [30-32] has described that the Artificial Bee Colony 
algorithm is very simple, flexible and robust as compared to the existing swarm based 
algorithms: Genetic Algorithm (GA) , Differential Evolution (DE) and Particle 
Swarm Optimization (PSO) in solving numerical optimization problem. As in 
classification task in data mining, ABC algorithm also provide a good performance in 
gathering data into classes [33]. Hence motivated by these studies, the ABC algorithm 
is utilized in this work as an optimization tool to optimize FLNN learning for a 
prediction task. 

3 FLNN-ABC Learning Scheme 

Inspired by the robustness and flexibility offered by the population-based 
optimization algorithm, we proposed the implementation of the ABC algorithm as the 
learning scheme to overcome the disadvantages caused by backpropagation in the 
FLNN training. The proposed flowchart is presented in Fig. 2. In the initial process, 
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the FLNN architecture (weight and bias) is transformed into objective function along 
with the training dataset. This objective function will then fed to the ABC algorithm 
in order to search for the optimal weight parameters. The weight changes are then 
tuned by the ABC algorithm based on the error calculation (difference between actual 
and expected results). 
 

 

Fig. 2. The Proposed training scheme for FLNN-ABC 

Based on the ABC algorithm, each bee represents the solutions with a particular set 
of weight vector. The ABC algorithm for training the FLNN is summarized as follow: 

1) Cycle 0: 
2) Initialize optimization parameter of FLNN,  j = 1,2, .. D. 

where D are the number of weights and biases in FLNN (D= weights + biases) 
3) Initialize a population of scout bee with random solution xi , i = 1,2, .. SN. 

where SN denotes the size of population (Solution Numbers). 
4) evaluate fitness of the population 
5) cycle 1: 

i. form new population vi for the employed bees using:  
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where k is a solution in the neighbourhood of i, Φ is a random 
number in the range [-1, 1] and evaluate them. 

ii. Apply the greedy selection process between xij and vij 
iii. Calculate the probability values pi for the solutions xi using: 

 
 

iv. Produce the new solutions υi for the onlookers from the solutions xi 
elected depending on pi and evaluate them: 

v. Apply the greedy selection process for onlookers 
vi. Determine the abandoned solution for the scout, if exists, and replace 

it with a new randomly produced solution xi using: 

 
vii. Memorize the best solution 

6) cycle=cycle+1 
7) Stop when cycle = Maximum cycle. 

4 FLNN-ABC for Time series Temperature Prediction 

Weather forecasting is the application of science and technology on predicting the 
state of the atmosphere of a location for monitoring seasonal changes in the weather. 
In meteorology domain, weather is measureable in terms of temperature, atmospheric 
pressure, humidity, wind speed and direction and also cloudiness [34]. Temperature 
forecast is very important in ensuring the successful of weather forecast and also has 
significant impact especially in the agriculture activities and water resources [35].  

4.1 Experiment Setting 

In this study, we used a univariate time series data of daily temperature forecasting for 
the location of Batu Pahat, Johor ranging from the year 2005 to 2009. The data was 
obtained from Malaysian Meteorological Department, Malaysia. The simulation 
experiments were carried out on a 1.66 GHz Core 2 Duo Intel Workstation with 1GB 
RAM. The comparison of standard FLNN-BP training and FLNN-ABC algorithms is 
discussed based on the simulation results implemented in Matlab 2010a software for 
both FLNN-BP and FLNN-ABC network models. Both FLNN-BP and FLNN-ABC 
will be compared with MLP network trained with BP learning (MLP-BP) as to 
evaluate in term of network complexity. 

The temperature data series is partition into three parts; 50% for training set, and 
25% for each validation set and Test set.  Both network models were trained for 1000 
epochs/cycles on the training set. Training is stopped when the minimum error of 
0.0001 reached; or when the maximum of 1000 epochs/cycles reached. We also 
implemented an early stopping measurement to avoid overfitting. For early stopping 
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measurement, the error on the validation set is measure after 15 epochs/cycles of 
training. The training is stopped when the validation phase detected an increase error in 
the validation set for both FLNN-BP and FLNN-ABC. Meanwhile, the test set is used 
for evaluating the network performance on the unseen data.  

Table 1. Parameters setting  

 MLP-BP FLNN-BP FLNN-ABC 
Network structure 5-4-1 15-1 15-1 
Optimization 
parameters/dimensions 

29 16 16 

Learning Rate 0.5 0.5 - 
Momentum 0.5 0.5 - 
Colony Size - - 50 

 
The number of input node for FLNN was set to 5 up to 2nd order of input 

enhancement. This was done through trial-and-error procedure between 4 and 8 
number of nodes. The 5 inputs with 2nd order inputs enhancement was selected as it 
gave better output result with less number of trainable parameters (weights + bias) for 
the FLNN network. The same trial-and-error procedure also performed on the 
selection of MLP network and the best MLP network structure selected was 5 input 
nodes with single hidden layer of 4 nodes. The parameters setting for the experiment 
are presented as Table 1. 

As for forecasting horizon, we have chosen a one-step-ahead prediction since the 
main target is to predict the upcoming measure of daily temperature. The learning rate 
for MLP-BP and FLNN-BP was set to 0.05 with momentum value of 0.5, while the 
colony size of 50 bees with weight range of [-2, 2] was set for the FLNN-ABC 
architecture. The average results of 10 simulations were determined for both FLNN-
BP and FLNN-ABC. The Mean Squared Error (MSE), Mean Absolute Error (MAE) 
and Normalized Mean Squared Error (NMSE) were used to evaluate each network 
performance. 

5 Simulation Results 

The comparison of simulation results for MLP-BP and FLNN-BP and FLNN-ABC on 
the time series temperature prediction data is presented in Table 2 below.  Comparison 
of MLP and FLNN network in term of network complexity showed that the FLNN 
network required less numbers of parameters (trainable weights + biases) than MLP. 
The less numbers of parameters indicate that the network required less computational 
load as there are small numbers of weight and bias to be updated at every epoch or 
cycle. It can be seen from Table 2 that, training by FLNN-ABC resulted the lowest 
MSE which is 0.0063 as compared to FLNN-BP and MLP-BP with both are 0.0069 
and 0.0075 respectively. When performing on the unseen data, FLNN-ABC also gives 
better MSE result which is 0.0066 thus outperform both FLNN-BP and MLP-BP with 
the difference of 0.0002 between FLNN-BP and FLNN-ABC and 0.0004 between 
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MLP-BP and FLNN-ABC on testing set. FLNN-ABC also gained lower MAE rather 
than FLNN-BP and MLP-BP which is 0.0633 for FLNN-ABC, 0.0641 for FLNN-BP 
and 0.0663 for MLP-BP. The lower MAE value indicated that FLNN-ABC was able to 
produce close forecast to the actual temperature data by outperforming the standard 
FLNN-BP with the ratio of 1.2 x 10-2.Results from Table 2, also shows that the FLNN-
ABC gives lower NMSE compared to both traditional FLNN-BP and standard MLP-
BP which shows that the predicted and the actual values obtained by the FLNN-ABC 
are better in term of measuring the overall deviations of scatter between the prediction 
and the actual values. On the whole, the performance of training the FLNN network 
with ABC gives a better prediction result on unseen data when compare to FLNN-BP 
model and also with less network complexity as compared to MLP-BP. 

Table 2. Performance Evaluations on Test Set 

 MLP-BP FLNN-BP FLNN-ABC 
Number of 
trainable nodes 

29 16 16 

MAE 0.0663 0.0641 0.0633 
NMSE 0.8343 0.8026 0.6431 
MSE Training 0.0075 0.0069 0.0063 
MSE Testing 0.0070 0.0068 0.0066 

 
 

The temperature forecast made by FLNN-ABC and standard FLNN-BP on test sets 
are graphically presented as in Fig. 3 and Fig. 4. The blue line represents the actual 
values while the black line refers to the predicted values. From both figures, it is shown 
that the FLNN-ABC has the ability to follow the actual trend as compared to standard 
FLNN-BP with minimum error forecast. Hence it can be seen that training scheme by 
ABC algorithm has facilitate the FLNN with better learning by providing a good 
exploration and exploitation capabilities in searching optimal weights set in the FLNN 
weights space as compared to BP learning [31, 36]. 

 

 

Fig. 3. Temperature forecast made by FLNN-ABC on Test set 
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Fig. 4. Temperature forecast made by FLNN-BP on Test set 

6 Conclusion and Future Work 

In this work, the experiment has demonstrated that the FLNN-ABC performs the 
temperature prediction task quite well. Implementing the ABC algorithm as a learning 
scheme for FLNN has shown a significant higher results than backpropagation during 
experiment in terms of the lowest MSE, NMSE, RMSE and MAE. Since ABC 
algorithm combine the exploration and exploitation process in it search strategy, it can 
successfully avoid local minima trapping and provide the FLNN network with better 
ability in searching for optimal weights set during the training phase. Thus, ABC 
algorithm can be considered as an alternative learning scheme for training the 
Functional Link Neural Network instead of standard BP learning algorithm with better 
scheme in finding minimal error. As for future works, we are considering investigating 
the use of multivariate data to expand the FLNN-ABC ability for weather forecasting. 
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Abstract. Back propagation neural network (BPNN) algorithm is a widely used 
technique in training artificial neural networks. It is also a very popular optimi-
zation procedure applied to find optimal weights in a training process. Howev-
er, traditional back propagation optimized with Levenberg marquardt training 
algorithm has some drawbacks such as getting stuck in local minima, and net-
work stagnancy. This paper proposed an improved Levenberg-Marquardt back 
propagation (LMBP) algorithm integrated and trained with Cuckoo Search (CS) 
algorithm to avoided local minima problem and achieves fast convergence. The 
performance of the proposed Cuckoo Search Levenberg-Marquardt (CSLM) al-
gorithm is compared with Artificial Bee Colony (ABC) and similar hybrid va-
riants. The simulation results show that the proposed CSLM algorithm performs 
better than other algorithm used in this study in term of convergence rate and 
accuracy.   

Keywords: Artificial neural network, back propagation, local minima, Levenberg-
Marquardt, cuckoo search algorithm. 

1 Introduction  

Artificial Neural Networks (ANNs) is known for its competence in providing main 
features, such as: flexibility, ability of learning by examples, and capability to solve 
problems in pattern classification, function approximation, optimization, pattern 
matching and associative memories [1],[2]. Due to their powerful capability and func-
tionality, ANN provides an alternative approach for many engineering problems that 
are difficult to solve by conventional approaches. ANNs are widely used in many 
areas such as signal processing, control, speech production, speech recognition and 
business [1]. Among many different neural network models, the multilayer feed- for-
ward neural networks (MLFF) have been mainly used due to their well-known uni-
versal approximation capabilities [3]. The mostly popular MLFF training algorithms 
are the back-propagation (BP) algorithm and Levenberg Marquardt (LM), which are 
gradient-based methods [4]. Different techniques have been used in finding an optim-
al network performance for training ANNs such as evolutionary algorithms (EA), 
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genetic algorithms (GA), particle swarm optimization (PSO), differential evolution 
(DE), and back propagation algorithm [5-8]. Therefore, a variety of NN models have 
been proposed. The most commonly used method to train the NN is based on back 
propagation [9-10]. The back-propagation (BP) learning has become the most stan-
dard method and process in adjusting weight and biases for training an ANNs in many 
domains [11]. Unfortunately, the most commonly used Error Back Propagation (EBP) 
algorithm [12-13] is neither powerful nor fast. It is also not easy to find the proper 
neural network architectures. Moreover another limitation of gradient-descent based 
technique, is that it requires a differentiable neuron transfer function. Also, as ANN 
generate complex error surfaces with multiple local minima, the BP fall prey to local 
minima instead of a global minima [14].  

In recent years, many improved learning algorithms have been proposed to over-
come the weakness of gradient-based techniques. These algorithms include a direct 
optimization method using a poly tope algorithm [14], a global search technique such 
as evolutionary programming [15], and genetic algorithm (GA) [16]. The standard 
gradient-descent BP is not trajectory driven, but population driven. However, the 
improved learning algorithms have explorative search features. Consequently, these 
methods are expected to avoid local minima frequently by promoting exploration of 
the search space. The Stuttgart Neural Network Simulator (SNNS) which was devel-
oped a decade ago and is constantly improving [17]. The SNNS uses many different 
algorithms including Error Back Propagation [13], Quick prop algorithm [18], Resi-
lient Error Back Propagation [19], Back percolation, Delta-bar-Delta, Cascade Corre-
lation [20] etc. Unfortunately, all these algorithms are derivatives of steepest gradient 
search and training is relatively slow.  For fast training, second order learning algo-
rithms have to be used. The most effective method is Levenberg Marquardt algorithm 
(LM) [21], which is a derivative of the Newton method.  This is a relatively complex 
algorithm since not only the gradient but also the Jacobian Matrix must be calculated. 
The LM algorithm was developed only for layer-by layer architectures, which is far 
from optimum [22]. LM algorithm is ranked as one of the most efficient training algo-
rithms for small and medium sized patterns. LM algorithm was successfully imple-
mented for neural network training in [23], but only for multilayer perceptron (MLP) 
architectures known as LMBP. LM has proved its mettle in improving the conver-
gence speed of the network. It is the due to the good collaboration of Newton’s  
method and steepest descent [24]. Not only it has the speed advantage of Newton’s 
method, but also has the convergence character of the steepest descent method. Even 
though the LM algorithm is frequently used for fast convergence [26] but still, it is 
not devoid of local minima problem [26-27], [34]. 

In order to overcome the issues of slow convergence and network stagnancy, this 
paper propose a new algorithm that combines Cuckoo Search (CS) developed in 2009 
by Yang and Deb [28-29] and Levenberg-Marquardt back propagation (LMBP) algo-
rithm to train ANN for Exclusive-OR (XOR) datasets. The proposed Cuckoo Search 
Levenberg-Marquardt (CSLM) algorithm helps in reducing the error and avoids local 
minima. The remaining of the paper is organized as follows.  
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The remaining paper is organized as follows: Section 2 gives literature review on 
ANN. Section 3, explains Cuckoo Search via levy flight. In section 4, explain the 
proposed CSLM algorithm and the simulation results are discussed in section 5  
respectively. Finally, the paper is concluded in the Section 6. 

2 Artificial Neural Networks 

Artificial Neural Networks (ANNs) imitates the learning processes of human cogni-
tive system and the neurological functions of the brain. ANN works by processing 
information like Biological neurons in the brain and consists of small processing units 
known as Artificial Neurons, which can be trained to perform complex calculations 
[30]. An Artificial Neural Network (ANN) consists of an input layer, one or more 
hidden layers and an output layer of neurons. In ANN, every node in a layer is con-
nected to every other node in the adjacent layer. An Artificial Neuron can be trained 
to store, recognize, estimate and adapt to new patterns without having the prior infor-
mation of the function it receives. This ability of learning and adaption has made 
ANN superior to the conventional methods. Due to its capability to solve complex 
time critical problems, it has been widely used in the engineering fields such as bio-
logical modelling, financial forecasting, weather forecasting, decision modelling, 
control systems, manufacturing, medicine, ocean and space exploration etc [31-32]. 
ANN are usually classified into several categories on the basis of supervised and un-
supervised learning methods and feed-forward and feed backward architectures [30]. 

3 Cuckoo Search (CS) Algorithm 

Cuckoo Search (CS) algorithm is a novel meta-heuristic technique proposed by Xin-
Shen Yang [28]. This algorithm was stimulated by the obligate brood parasitism of 
some cuckoo species by laying their eggs in the nests of other host birds. If an egg is 
discovered by the host bird as not their own then they will either throw the unknown 
egg away or simply abandon its nest and build a new nest somewhere else. Some 
other species have evolved in such a way that female parasitic cuckoos are often very 
specialized in the mimicking the color and pattern of the eggs of a few chosen host 
species. This reduces the probability of their eggs being abandoned and thus increases 
their reproductively. The CS algorithm follows the three idealized rules:  

• Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;  
• The best nests with high quality of eggs will carry over to the next generations; 
• The number of available host nests is fixed, and the egg laid by a cuckoo is discov-

ered by the host bird with a probability pa [0, 1]. 
 
In this case, the host bird can either throw the egg away or abandon the nest, and build 
a completely new nest. The last assumption can be approximated by the fraction pa of 
the n nests that are replaced by new nests (with new random solutions). For a  
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maximization problem, the quality or fitness of a solution can simply be proportional 
to the value of the objective function. In this algorithm, each egg in a nest represents a 
solution, and a cuckoo egg represents a new solution, the aim is to use the new and 
potentially better solutions (cuckoos) to replace a not so good solution in the nests. 
Based on these three rules, the basic steps of the Cuckoo Search (CS) can be summa-
rized as; 

Step 1: Generate initial population of N host nest   i= 1... N 
Step 2: while (fmin< MaxGeneration) or (stop criterion) 
Do 
Step 3: Get a cuckoo randomly by Levy flights and evaluate its fitness . 
Step 4: Choose randomly a nest j among N. 
Step 5: if  Fi >Fj 
Then 
Step 6: Replace j by the new solution. 
Step 7: end if 
Step 8: A fraction (pa) of worse nest are abandoned and new ones are built. 
Step 9: Keep the best solutions (or nest with quality solutions). 
Step 10: Rank the solutions and find the current best. 
Step 11: end while 
 
When generating new solutions x  for a cuckoo i, a Levy flight is performed; 

 x x α levy λ  (1) 

Where, 0  is the step size which should be related to the scales of the problem of 
interest. The product  means entry wise multiplications. The random walk via Levy 
flight is more efficient in exploring the search space as its step length is much longer 
in the long run. 

 
             Lavy~u t  , 1 λ 3                        (2) 

 
This has an infinite variance with an infinite mean. Here the steps essentially con-
struct a random walk process, a power-law step-length distribution with a heavy tail. 
Some of the new solutions should be generated by Levy walk around the best solution 
obtained so far, this will speed up the local search. However, a substantial fraction of 
the new solutions should be generated by far field randomization whose locations 
should be far enough from the current best solution. This will make sure the system 
will not be trapped in local optimum.  

4 The Proposed CSLM Algorithm 

The CS is a population based optimization algorithm, and similar to many others, 
meta-heuristic algorithms start with a random initial population, The CS algorithm 
essentially works with three components: selection of the best source  by keeping the 
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best nests or solutions, replacement of host eggs with respect to the quality of the new 
solutions or cuckoo eggs produced based randomization via Levy flights globally 
(exploration) and discovering of some cuckoo eggs by the host birds and replacing 
according to the quality of the local random walks (exploitation) [33]. In Figure 1, 
each cycle of the search consists of several steps initialization of the best nest or solu-
tion, the number of available host nests is fixed, and the egg laid by a cuckoo is dis-
covered by the host bird with a probability pa ε [0, 1]. 

In the proposed Cuckoo Search Levenberg-Marquardt (CSLM) algorithm, each 
best nest or solution represents a possible solution (i.e., the weight space and the cor-
responding biases for NN optimization in this study) to the considered problem and 
the size of a population represents the quality of the solution. The initialization of 
weights is compared with output and the best weight cycle is selected by cuckoo. The 
cuckoo will continue searching until the last cycle to find the best weights for the 
network. The solution that is neglected by the cuckoo is replaced with a new best nest. 
The main idea of this combined algorithm is that CS algorithm is used at the begin-
ning stage of searching for the optimum to select the best weights. Then, the training 
process is continued with the LM algorithm using the best weights of CS algorithm.  
The LM algorithm interpolate between the Newton method and gradient descent 
method. The LM algorithm is the most widely used optimization algorithm. It outper-
forms simple gradient conjugate descent and gradient methods in a wide other variety 
of problems [35]. The flow diagram of proposed CSLM algorithm is shown in  
 

 

 

Fig. 1. The Proposed CSLM Algorithm          



 A  New Cuckoo Search Based Levenberg-Marquardt (CSLM) Algorithm 443 

 

Figure 1. In the first stage CS algorithm finished its training, then LM Algorithm start 
training with the weights from CS algorithm and the LM continue to train the network 
until the stopping criteria or Mean Square Error (MSE) is achieved. 

5 Experiments and Results  

In ordered to illustrate the performance of the proposed CSLM algorithm in training 
ANN. CSLM algorithm is tested on 2-bit, 3-bit XOR, and 4-bit OR parity problems. 
The simulation experiment are performed on an AMD Athlon 1.66 GHz CPU with a 
2-GB RAM. The software used for simulation process is MATLAB 2009b. 

The proposed CSLM algorithm is compared with Artificial Bee Colony Leven-
berg- Marquardt (ABCLM), Artificial Bee Colony Back-Propagation (ABCBP) and 
conventional Back-Propagation Neural Network (BPNN) algorithms respectively. 
The performance measure for each algorithm is based on the Mean Square Error 
(MSE). The three layers feed forward neural network architecture (i.e. input layer, 
one hidden layer, and output layers.) is used for each problem. The number of hidden 
nodes is varied to 5 and 10 neurons. In the network structure, the bias nodes are also 
used and the log-sigmoid activation function is applied. . For each problem, trial is 
limited to 1000 epochs. And MSE criteria is kept to 0. A total of 20 trials are run for 
each case. The network results are stored in the result file for each trial. 

5.1 The 2 Bit XOR Problem 

The first test problem is the Exclusive OR (XOR) Boolean function of two  binary 
input to a single binary output as (0 0; 0 1; 1 0 ; 1  1 ) to ( 0; 1; 1 ;0).  In the simula-
tions, we used 2-5-1, 2-10-1 MLFF network for two bit XOR problem. The  
parameters range for the upper and lower band is used [5,-5], [5,-5], [5,-5], [1,-1] 
respectively. For the CSLM, ABCLM, ABCBP and BPNN, Table 1 and Table 2 
 
 

Table 1. CPU Time, Epochs and MSE for 2-5-1 ANN Structure 

Algorithm ABCBP ABCLM BPNN CSLM 

CPUTIME 172.3388 
 

123.9488 
 

42.64347 14.41 
 

EPOCHS 1000 1000 1000 126 

MSE 2.39E-04 
 

0.125 
 

0.220664 0 

Accuracy (%) 96.47231 
 

71.69041 
 

54.6137 100 
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Table 2. CPU Time, Epochs and MSE for 2-10-1 ANN Structure 

 
 
shows the CPU time, number of epochs and the MSE for the 2 bit XOR test problem 
with 5 and 10 hidden neurons. Figure 2 and Figure 3 shows the mean square error of 
CSLM algorithm and ABCBP algorithm for the 2-5-1 network structure. 

The CSLM algorithm avoids the local minima and trained the network successfully 
within 145, 153 epochs as seen in the Table 1 and Table 2. Both Tables, show that 
CSLM can converge successfully for almost every kind of network structure. In  
Figure 2, the CSLM algorithm can be seen to converge within 153 epochs which is 
quite superior convergence rate as compared to the other algorithms. The ABCBP 
algorithm is showing a lot of oscillations in the trajectory path and not converging 
within 100 epochs as shown in the Figure 3. BPNN shows many failures in conver-
gence to the global solution. The average CPU time and MSE of CSLM is also found 
to be less than BPNN, ABCBP, and ABCLM algorithms.  

 

Fig. 2. MSE for CSLM using 2-5-1 ANN Structure 

 
 

Algorithm ABCBP ABCLM BPNN CSLM 

CPUTIME 197.34 
 

138.96 
 

77.63 18.61 

EPOCHS 1000 1000 1000 153 

MSE      8.39E-04 
 

0.12578 
 

0.120664 0 

Accuracy (%)      96.8 
 

  71.876 
 

54.6137 100 
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Fig. 3. MSE for ABCBP using 2-5-1 ANN Structure 

5.2 The 3 Bit XOR Problem 

In the second case we used three bit Exclusive OR test problem of three input to a 
single binary output as (1 1 1; 1  1 0 ; 1 0  1; 1 0  0; 0 1 1; 0  1  0 ;  0  0  1; 0  0  
0) –to-(1; 0; 0; 1; 0; 1; 1; 0).  In three bit XOR   input if the number of binary inputs 
is odd, the output is 1, otherwise the output is 0. Also for the three bit input we apply 
3-5-1, and 3-10-1, feed forward neural network structure. In Figure 4 and Figure 5 we 
can see the simulation result of 3 bit XOR problem. The parameter range is same as 
used for two bit XOR problem. For the 3-5-1 network structure it has twenty connec-
tion weights and six biases, and for the 3-10-1 the network has forty connection 
weights and eleven biases. 

 
 

 

Fig. 4. MSE for CSLM using 3-5-1 ANN Structure 
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In Figure 4 and Figure 5 we can see the simulation results of 3 bit XOR problem. 
Figure 4 illustrates the ‘MSE vs. Epochs’ of CSLM algorithm. While Figure 5 shows 
the ‘MSE vs. Epochs’ of the BPNN algorithm.  CSLM algorithm can be seen converg-
ing with 0 MSE within 80.53 seconds CPU time and 671 epochs in Figure 4. While in 
Figure 5, ABCLM is seen as converging with 0.0056 MSE and 125.5 seconds CPU 
time. In three bit XOR dataset, CSLM has fulfilled all criterion during convergence; 
such as less MSE, less CPU cycles, high Accuracy, and less no of epochs. 

 
 

 

Fig. 5. MSE for BPNN using 3-5-1 ANN Structure 

5.3 The 4 Bit OR Problem 

The third problem is 4 bit OR.  In case we used four bit OR  test problem of four  
input to a single binary output as (1 1 1 1;1 1 1 0;1 1 0 1;1 1 0 0; 1 0 1 1;1 0 0 1; 1 0 0 
0;0 1 1 1;0 1 1 0; 0 1 0 1; 0 1 0 0; 0 0 1 1 ; 0 0 1 0; 0 0 0 1;1 0 1 0; 0 0 0 0) –to –( 1; 1; 
1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 0).  The network structure is same as the 2 and 3 bit 
XOR problem. In 4 bit OR input if the number of inputs all is 0, the output is 0, oth-
erwise the output is 1. Again for the four bit input we apply 4-5-1, 4-10-1, feed for-
ward neural network structure. For the 4-5-1 network structure it has twenty five con-
nection weights and six biases, and for the 4-10-1 the network has fifty connection 
weights and eleven biases. Table 3 and Table 4 illustrates the CPU time, epochs, and 
MSE performance of the proposed CSLM algorithm, ABCBP, ABCLM and BPNN 
algorithms respectively. Figure 6, and Figure 7, shows the ‘MSE performance vs. 
Epochs’ for the 4-5-1, and 4-10-1 network structure of the proposed CSLM algorithm. 
While in Figure 8, we see the ‘MSE performance vs. Epochs’ for the network struc-
ture 4-5-1 of ABCBP algorithm, and Figure 9 shows the ‘MSE performance vs. 
Epochs’ of ABCLM algorithm for 4-10-1 network structure. 
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Table 3. CPU time, Epochs and MSE error for 4-5-1 ANN structure 

Algorithm ABCBP ABCLM BPNN CSLM 

CPU TIME 162.4945 
 

118.7274 
 

63.28089 
 

6.16091 
 

EPOCHS 1000 1000 1000 43 
 

MSE 1.91E-10 
 

1.82E-10 
 

0.052778 0 

Accuracy (%) 99.97 
 

99.99572 89.83499 100 

Table 4. CPU time, Epochs and MSE error for 4-10-1 ANN structure 

Algorithm ABCBP ABCLM BPNN CSLM 

CPU TIME 180.4945 
 

129.7274 
 

67.28089 
 

8.65 

EPOCHS 1000 1000 1000 46 

MSE 1.67E-10 
 

1.76E-10 
 

0.05346 0 

Accuracy (%) 99.47 
 

99.78 
 

89.83499     100 

 
Table 3 illustrates the CPU time, MSE and epochs for the 4-5-1 network structure. 

While, Table 4 shows the CPU time MSE error and epochs with 4-10-1 network 
structure.  From both Tables, we can see that CSLM algorithm outperforms ABCBP, 
ABCLM, and BPNN in-terms of CPU time, epochs, MSE, and accuracy. Figure 6  
 

 

Fig. 6. MSE for CSLM using 4-5-1 ANN Structure 
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and Figure 7 shows the ‘MSE performance vs. Epochs’ for the 4-5-1, and 4-10-1 net-
work structure for CSLM algorithm. In both Figures, CSLM is converging within 43, 
46 epochs. For the 4-5-1 and 4-10-1 network structure CSLM again has 0 MSE. 
While in Figure 8 we see that for the network structure 4-5-1, ABCBP is converging 
within 1000 epochs which is quite a large number if compared with CSLM. Also, 
ABCLM algorithm for 4-10-1 network structure shows a large MSE and more CPU 
time then the proposed CSLM algorithm. 

 

 

Fig. 7. MSE for CSLM using 4-10-1 ANN Structure 

 

Fig. 8. MSE for ABCBP using 4-10-1 ANN Structure 

5.4 Overall Result 

The overall MSE results of the algorithms for 2 bit XOR, 4 bit OR problem, are given 
in above Tables. From the above Tables, it is clear that the CSLM algorithm obtained 
the best results as compared to the ABCBP, ABCLM, and BPNN in term of CPU 
time,  MSE, and accuracy. the over all results show that CSLM perform better result 
on 4-bit OR dataset then 2 and 3 bit XOR dataset in term of CPU time and epochs.  
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Fig. 9. MSE for ABCLM using 4-10-1 ANN Structure 

6 Conclusion  

Traditional back propagation optimized with Levenberg marquardt training algorithm 
has some drawbacks such as getting stuck in local minima, and network stagnancy 
[4]. In this paper, an improved Levenberg-Marquardt back propagation (LMBP) algo-
rithm integrated and trained with Cuckoo Search (CS) algorithm. In the proposed 
CSLM algorithm, first CS algorithm trains the network and LM continues training by 
taking the best weight-set from CS and tries to minimize the training error avoided 
local minima problem and achieve fast conversances. The proposed CSLM algorithm 
is used to train MLFF on the 2-bit XOR, 3- Bit XOR and 4-Bit OR benchmark prob-
lems. The results show that the CSLM is simple and generic for optimization prob-
lems and has better convergence rate and accuracy than the ABCLM, ABCBP  
and BPNN algorithms. In future this proposed model will be used benchmarks data 
classification. 
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Abstract. From an Information Retrieval perspective there are many
works which have been proposed to deal with the problem of retriev-
ing and searching relevant documents. One of the main drawbacks of
traditional approaches is related with their static context similarity eval-
uation, this issue has been addressed by manually refining the query . In
this paper we describe a context-based method to dynamically improve
the query during document search. A set of experiments were conducted
to evaluate the precision and recall of the proposed method, evaluation
of results show the benefits of this novel method.

Keywords: document context, document search, dynamic context.

1 Introduction

Information Retrieval (IR) is the research area concerned with the development
of methods and tools for supporting document search aiming at recovering re-
levant documents. Document search methods depend mainly on the document
format, which may fall in one of the following classifications: structured docu-
ments, which are documents coded with a structured language, most of them
based on XML notations; unstructured, mainly free text documents, and semi-
structured. In particular, in this work we address the problem of searching and
retrieving relevant unstructured documents obtained from a collection of public
available documents.

One of the most important tasks performed by a researcher, when he is writing
a paper or report, is the search of papers that are closely related to the topic
being addressed. One way to do this search is through the use of a popular Web
search tool to find information related with the search criteria provided by the
user; however this approach does not get always the most suitable results. In a
second way, sometimes the researcher have access to a database of some scientific
publisher, where he can gets the publications related with the topics he he is
interested in, even if this approach may give better results, they are not always
the most suitable neither.
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In the both cases the task for searching information is a very time-consuming
and error prone task. One way to solve this problem is through the develop-
ment of intelligent search tools with lower computational costs that facilitate
the automation of retrieval of documents.

In this paper we present a proposal for the search of documents based in his
context. Our approach considers the existence of a given document search space
and requires the specification of an initial document, which is used to construct
an initial context. This initial context is composed of m terms extracted from
the document with their calculated frequencies. The context of search is carried
out by comparing the initial context with each of the rest of the documents from
the document search space. At each comparison stage the context is improved as
better terms are found in the current document being compared. In this way the
documents more related to the context are preserved and the non-or less related
are rejected.

This document is structured as follows: section 2 presents the theoretical basis
for this proposal and the related works, section 3 presents the architecture and
theoretical concepts of our proposal, in section 4 the experimental results are
presented and analyzed, finally section 5 contains the conclusions.

2 Related Work

2.1 Relevance FeedBack the Rocchio Algorithm

When working with collections of documents, the presence of synonyms gives as
result that the same concept can be referred by different words. In consequence it
may be difficult to construct a good query when the collection is not well known.
Nevertheless some particular promising documents could be used to engage an
interactive query refinement process.

The presence of synonym has an impact on the recall of information retrieval
systems. One way to address this issue is by using relevance feedback and man-
ually refining the query; however this is a slow and error prone process. This
make necessary to count with an automatically query refinement mechanism i.e.
a method that adjust the query relative to the documents that appear to match
the initial query. Relevance Feedback is implemented mainly as [1]: 1)User is-
sues a query (normally short and simple). 2) The system returns an initial set
or results. 3) User marks some returned documents as relevant or nonrelevant.
4) The system computes a new representation of the information based on the
users feedback. 5)A new set of documents is returned by the system.

The Rocchio algorithm [2] is one of the most well known algorithms for im-
plementing relevance feedback. In this algorithm users have a partial knowledge,
an original query vector, and two sets of relevant and nonrelevant documents. In
every interaction, a new query is generated by displacing the original query to-
wards the centroid of relevant documents and far from the nonrelevant centroid
documents. Weight parameters are attached to both sets to control the balance
between the analyzed documents and the original query.
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The success of relevance feedback depends on: first having enough knowledge
in order to be capable of making the initial query. Second, it is necessary to
have relevant documents similar to each other i.e. relevant documents clustered
around a centroid prototype. However, because clusters of documents are not
easy to find in the Web relevance feedback has not been widely used in Web
search.

2.2 Cluster Based Approaches

From the Information Retrieval perspective there are many works which have
been proposed to deal with the problem of retrieving relevant documents. One
popular approach is using a clustering approach. A cluster-based approach con-
sists of calculating similarity distances between all documents in order to execute
an appropriate clustering algorithm, such as: hierarchical agglomerative cluster-
ing (HAC), partition clustering (K means) or self-organizing maps (SOM). One
of the main drawbacks of this approach is its performance when there is the need
to execute clustering on a large collection of documents.

One of the most representative works of a cluster-based approach is the adap-
tive document clustering approach proposed by Yu, Wang, & Chen [3]. In this
proposal authors state that relevant documents tend to belong to the same clus-
ter. Their approach starts by assigning a random position to each document and,
as queries are continuously processed, relevant documents are shifted closer to
each other. In [4] Na et al. proposed a query-based similarity for adaptive on-
line document clustering. The main advantages of their approach are: collection
adaptability, when the collection of documents changes the system only needs to
relearn the similarities; and user adaptability, the system calculates similarities
considering the user interests.

Most of clustering algorithms use the Vector Space Model (VSM) proposed by
Salton, Wong and Yang in [5], where each document is represented by a vector
of weights corresponding to text features. A very important component in the
VSM-based approach is the Bag of Words (BOW), which considers as features
the different terms in the documents (we use term as a synonim of word in the
bag). The BOW model is a popular method which represents different terms of
a document in a vector of term frequencies where the order between terms is not
considered.

Another efficient VSM-based method is the Generalized Vector Space Model
(GVSM) [6]. GVSM represents each document as a vector containing the simila-
rities with the rest of the documents in the collection. The GVSM introduces the
concept of document context, where a collection of similar documents describe
and share a document context, which is a main issue in this paper. The Context
Vector Model [7] is a VSM-based method used to describe a term context vector
for storing similarities between the terms in the context vector. A new promising
trend in VSM representation is the incorporation of ontologies. Two related
works are the Hotho, Maedche and Staab proposal of an ontology-based text
document clustering [8]; and the Jing et.al [9] ontology-based distance measure
for text clustering.
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Current advances on VSM show improvements on discovering and represen-
ting correlations between terms in a vector. Kalogeratos and Likas [10] describe
the Global Text Context Vector (GTCV-VSM) for text document representation.
Their main contribution is a method that 1) captures local contextual informa-
tion for each term occurrence in the term sequences of documents, 2) combines
local contexts to define a global context of that term, 3) constructs a semantic
matrix with all global contexts, and 4) uses this matrix to represent a feature
space where document search and clustering can be solved.

The main differences between related work and the current solution reported
in this paper are evaluated in accordance with the characteristics showed in
Table 1:

Table 1. Evaluation characteristics of related work

Characteris-
tics

Yu,
Wang, &
Chen [3]

Seung-
Hoon
Na [4]

GVSM
[6]

Hotho,
Maed-
che and
Staab
[8]

Jing
et.al [9]

GTCV-
VSM
[10]

Our
Pro-
posal

VSM represen-
tation

Yes Yes Yes No No Yes Yes

BOW (term or-
der is not rele-
vant)

Yes Yes Yes Yes Yes

Document con-
texts

No Yes Yes Yes Yes Yes Yes

Document vec-
tor as a query
formulation

No No No No No Yes Yes

Dynamic
change of doc-
ument context

No Yes No No No No Yes

3 Document Recovery Using Dynamic Context

In this section we describe a novel VSM method for document recovery based on
dynamic context measuring. Our method considers a scenario where the user has
an initial document, this document is used to build the initial context represented
as a vector of term-frequencies. This initial context will improved at comparison
stage by adding new terms extracted from the document being analysed.

The documents are represented in the vector space as a set of terms, the
vector is composed of a term to represent a dimension and a related frequency
for determining the value for that dimension. In this proposal the bag of words
is considered the context of the document.
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Fig. 1. Architecture of our proposal

Figure 1 shows the general architecture of our proposal. The main component
in this architecture is the mechanism for the improvement of the context. This
mechanism takes a bag of words from the new relevant document and makes
improvement over the original base context.

3.1 Document Context Representation

In order to obtain the document context representation, the set of documents
must be preprocessed and represented as vector spaces. The weight for every term
is determinated according to the frequency of that term inside the document.
The preprocessing of documents consists of three steps: tokenization of the text
contained into each document, elimination of StopWords to avoid redundancies
and noisy terms, and stemming terms form the remaining text.

Let D = {d1, d2, . . . , dn} be a set of n documents, where each document is
represented as a vector, composed of a set of m different pairs where each pair
is formed of the term wj and its frequency fj .

di = {(w1, f1), (w2, f2), . . . , (wj , fj)}, (1)
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with 0 < i <= n, and 0 < j <= m

For each document the context is obtained by its term-frequency vector re-
presentation. Where the frequency of every term is normalized to compose the
bag of words, in this way a vector of dimension n is constructed and every term
of the document represents a dimension of the vector.

3.2 Dynamic Document Context Calculation

Given an initial document, his context q is represented as a vector we call it the
initial context consisting of the set of m different terms wj and their frequencies
fj respectively so q = {(w1, f1), (w2, f2), . . . , (wj , fj)}, the process of dynami-
cally calculating the context to recover relevant documents starts by measuring
the similarity between the initial context q with the context di of each documents
using the Cosine Similarity [11] (2).

The relevance of links is evaluated using the approach of Cheng et. al. [12]
where the context of links is taken into account.

simCij =

∑
k xikxjk

(
∑

k x
2
ik

∑
k x

2
jk)

1
2

, (2)

Where simCij is the evaluated rate of similarity and xij is the frequency of term
k inside of document i. The dynamic context is generated by mixing every bag
of words obtained from every relevant document with the actual bag of words.
In this way the new context is refined with a best domain of search.

Fig. 2. Dynamic context

Figure 2 shows our dynamic document context proposal. In the first
iteration identified by t1, the dot located at (x, t1) represents the context ini-
tial surrounded by a threshold (represented by the dotted circle), this graphical
representation allows immediate identification of the set of relevant documents
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(inside the dotted circle). In t2 the new improved context is located at (x´ ,
t2), representing a x-́ x displacement from its original place, surrounded by its
threshold to include the new relevant documents. This dynamic context calcula-
tion allows the threshold to adapt to new documents and improve the domain. In
both cases the dots outside the dotted circles (threshold) represent non-relevant
documents and therefore are not considered for the dynamic context calculation.

The new context is a mixture of the terms from the actual context and the set
of terms found in the new relevant document. This improved context is generated
as follows:

1. A new relevant text for the actual context (B) is obtained.
2. A bag of words is obtained from the new relevant text, by applying (1).
3. For every element i in the context of the last relevant text recovered D, if

D[i] is not inside of B, this element is added to B.
4. If B has already D[i], the average of B[i] and D[i] is evaluated and B[i] is

actualized with the calculated average.
5. The least meaning elements of the context are eliminated.

The steps explained above can be represented as:

B′ =

⎧⎨⎩
{(wi, fi)|(wi, fi) = (wiB , fiB) if ∀ wi ∈ B ∧ wi /∈ D}
{(wi, fi)|(wi, fi) = (wiD, fiD) if ∀ wi ∈ D ∧ wi /∈ B}
{(wi, fi)|wi = wiB y fi = (fiB + fiD)/2 if ∀ wi ∈ B ∩D},

(3)

Where B′ is the new bag of words, (wi, fi) are the pairs composing the new
context, according to (1), wiB and wiD are terms of the set B and D respectively
and fiB and fiD are de frequencies for the i-th term inside of the documents B
and D. In our proposal two thresholds are used: α to evaluate if the document
could be downloaded and β to evaluate the evolution of the context.

In this way the mechanism tries to improve the search and recovery of rele-
vant sources for a particular domain of knowledge. Moreover the least relevant
documents are eliminated from the set after the new context is defined, keeping
the context in the core of the set of relevant documents.

θ

D

B

Fig. 3. Vector representation
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The improvement of context through the evaluation of the average of every
element in the vectors is represented graphically in figure 3. Where B represents
the actual context, in figure 4 B′ represents the new evaluated context and θ
represents the angle between them.

θ

D

B

B′

Fig. 4. Vector representation after context merge

If cos(θ) gives a value greater than the defined threshold the context will be
improved with the average of both vectors. In figure 4 the generated context
(B′) is closer to the context of the relevant document (D).

4 Experiments

Our proposal has been tested on our local repositories. The test has been im-
plemented by the execution of a crawler opening and analyzing every document
and evaluating his relevance for the context. By using our local repositories of
documents we can know if the system is recovering documents that are relevant
for the context.

To test our proposal we have used three sets of documents, where each set
is composed of 125 documents. Before tests were executed, the documents were
compared against the initial document base to calculate the similarity matrix.
For every set of documents a different document base was used. Each document
set represents a given area of knowledge, but they don’t have necessarily the
same topics. Additionally, some documents from different knowledge areas have
been added to the sets in order to evaluate where they are placed by the crawler
with regard to the threshold.

The tests were executed using different values for the thresholds α and β, in
order to determine the best combination according to the measures of precision
and recall. The mean F-measure has been evaluated too for every test. Table 2
shows the values obtained for every test using a threshold β = 0.70. In this tests
a high value for the harmonic mean is searched, keeping the balance between
the values of precision an recall. As it can be seen in table 2 the best results
for every set are: α = 0.6 for the set 1, α = 0.65 for the set 2, and α = 0.55
for set 3.

Table 3 shows the results for the second test, whit a threshold β = 0.75. In
this case the best values for α are: 0.55 for test 1, 0.65 for set 2, and 0.55 for
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Table 2. Results for β = 0.70

β = 0.70 set 1 set 2 set 3

α = 0.55 0.60 0.65 0.55 0.60 0.65 0.55 0.60 0.65
Precision 0.6511 0.8333 1.0 0.6585 0.7222 0.913 0.9 0.9166 1.0
Recall 0.9032 0.8064 0.5483 0.9310 0.8965 0.7241 0.7823 0.4782 0.2173
F-measure 0.7567 0.8196 0.7083 0.7714 0.8 0.8076 0.8372 0.6285 0.3571

Table 3. Results for β = 0.75

β = 0.75 set 1 set 2 set 3

α = 0.55 0.60 0.65 0.55 0.60 0.65 0.55 0.60 0.65
Precision 0.8055 0.8846 1.0 0.5918 0.6923 0.8666 0.9545 1.0 1.0
Recall 0.9354 0.7419 0.4838 1.0 0.9310 0.8965 0.913 0.7826 0.3478
F-measure 0.8656 0.8070 0.6521 0.7435 0.7941 0.8813 0.9333 0.878 0.5161

set 3. The value of α in both tests indicates that a tradeoff between precision
and recall i.e. when the value of α raises the precision raises too and the recall
decreases.

Table 4. Results without improving the context

set 1 set 2 set 3

α = 0.6

Precision 0.8846 0.6585 1.0
Recall 0.7419 0.931 0.7826
F-measure 0.8070 0.7714 0.878

Table 4 shows the results without the evolution on the context, as in the
previous tests the threshold for α was set to 0.6, as we can see compared against
table 3 our proposal has better results for set 2 however for sets 1 and 3 we
get similar results, the reason is that with a greater β we have less documents
taking part in the definition of the context nevertheless with a greater β we are
assuring that the context is influenced mainly by the relevant documents.

Comparing the results of test 3 against results in table 2, our proposal gives
a better balance between precision and recall for sets 1 and 2 but not for set 3.
The reason is that with a more small value for β the context is influenced by less
(or non) relevant documents that could make the lost of relevant documents

As we can see it is very important to define a higher value for β avoiding in
this way a negative influence over the definition of the context. Better results can
be obtained with our proposal as the context is improved with the information
from new documents with a high coefficient of similarity.

Figures 5 a) to f) show the results for the first 40 documents for every set.
Figures a) and b) show the results for set 1, figure c) and d) for set 2 and figure
d) and f) for set 3. In these figures we can see:
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Fig. 5. Document similarity without context improve (left side) and with improved
contex (right side)

For set 1: in figure a) (without the improvement of context) we get 6 relevant
docu-ments, in figure b (with the improvement of context) we get 7 relevant
documents, while discarding at the same time non-relevant documents recovered
in a).

For set 2: in figure c) we get 11 relevant documents, in d) improving the
context we get 9 relevant documents, in this case some recovered documents in
c) have been discarded.
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For set 3: in figure e) we get 6 relevant documents, while in f) we get 7, the
additional document was recovered thanks to the improved context.

As we can see, through the improvement of context some documents are found
as relevant, these documents were not considered when a non-dynamic context
was used. Moreover we can see that our proposal can discard non-relevant doc-
uments. We can say that the context move towards the relevant documents
avoiding the rest.

5 Conclusions

In this paper we have described a novel approach for document search and
recovery based on the generation of a dynamic context at runtime. We have
compared our results against the traditional method of the VSM and we got
better results. A collateral results we have found is that the manipulation of
thresholds must be make carefully, because they can get us closer or far from
the relevant sources of information.

We think that our proposal gives good results on search and recovery of docu-
ments, the analysis of results shows us that the recovered information is improved
by using the dynamic context. Our proposal is capable of refine the search and
recovering information as exploring documents with a threshold greater than the
defined β.

Our proposal can be improved in several aspects, by example: it could be
necessary to find the right combination of contexts where the bag of words could
be the optimum for a particular search. The use of semantic information for the
definition of the bag of words could be considered too.
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Abstract. The bottom-up saliency, an early stage of humans’ visual attention,
can be considered as a binary classification problem between center and sur-
round classes. Discriminant power of features for the classification is measured
as mutual information between features and two classes distribution. The esti-
mated discrepancy of two feature classes very much depends on considered scale
levels; then, multi-scale structure and discriminant power are integrated by em-
ploying discrete wavelet features and Hidden markov tree (HMT). With wavelet
coefficients and Hidden Markov Tree parameters, quad-tree like label structures
are constructed and utilized in maximum a posterior probability (MAP) of hid-
den class variables at corresponding dyadic sub-squares. Then, saliency value for
each dyadic square at each scale level is computed with discriminant power prin-
ciple and the MAP. Finally, across multiple scales is integrated the final saliency
map by an information maximization rule. Both standard quantitative tools such
as NSS, LCC, AUC and qualitative assessments are used for evaluating the pro-
posed multiscale discriminant saliency method (MDIS) against the well-know
information-based saliency method AIM on its Bruce Database wity eye-tracking
data. Simulation results are presented and analyzed to verify the validity of MDIS
as well as point out its disadvantages for further research direction.

1 Visual Attention - Computational Approach

Visual attention is a psychological phenomenon in which human visual systems are
optimized for capturing scenic information. Robustness and efficiency of biological
devices, the eyes and their control systems, visual paths in the brain have amazed sci-
entists and engineers for centuries. From Neisser [26] to Marr [25], researchers have
put intesive effort in discovering attention principles and engineering artificial systems
with equivalent capability. For last two decades, this research field is dominated by vi-
sual saliency principles which proposes an existence of a saliency map for attention
guidance. The idea is further promoted in Feature Integration Theory (FIT) [34] which
elaborates computational principles of saliency map generation with center-surround
operators and basic image features such as intensity, orientation and colors. Then, Itti
et al. [21] implemented and released the first complete computer algorithms of FIT
theory 1. Feature Integration Theory are widely accepted as principles behind visual

1 http://ilab.usc.edu/toolkit/
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attention partly due to its utilization of basic image features. Moreover, this hypoth-
esis is supported by several evidences from psychological experiments. However, it
only defines theoretical aspects of visual attention with saliency maps, but does not
investigate how such principles would be implemented algorithmically. It leaves re-
search field open for many later saliency algorithms [21],[16],[32],[19], etc. Saliency
might be computed as a linear contrast between features of central and surrounding
environments across multiple scales in the center-surround operation. Saliency is also
modeled as phase difference in Fourier Transform Domain [20], or saliency at each
location depends on statistical modeling of the local feature distribution [32]. Though
many approaches are mentioned in long and rich literature of visual saliency, only a
few are built on a solid theory or linked to other well-established computational the-
ory. Among the approaches, Neil Bruce’s work [6] nicely established a bridge between
visual saliency and information theory. It put a first step for bridging two alien fields;
moreover, visual attention for first time could be modeled as information system. Then,
information-based visual saliency has continuously been investigated and developed
in several works [23],[22], [29], [14]. The distinguish points between these works are
computational approaches for information retrieval from features. The process attracts
much interest due to difficulty in estimating information of high dimension data like 2-D
image patches. It usually runs into computational problems which can not be efficiently
solved due to the curse-of-dimensionality; moreover, central and surrounding contexts
are usually defined in ad-hoc manners without much theoretical supports. To encounter
the difficulties, Danash Gao et al. has simplified the information extraction step as a
binary classification problem with decision theory. Two classes are identified as center
and surround contexts then discriminant power or mutual information between features
and classes are estimated as saliency values for each location. This formulation of vi-
sual saliency approach is named as Discriminant Saliency (DIS) of which underlying
principles are carefully elaborated by Gao et al. [18]. Its significant point is estimat-
ing information from class distributions given input features rather than from the input
features themselves. Therefore, computational load is significantly reduced since only
simple class distribution need estimating rather than complex feature distribution.

Spatial features have dominated influence on saliency values; however, scale-space
features do have a decisive role in visual saliency computation since center or surround
environments are simply processing windows with different sizes. In signal processing,
scale-space and spectral space are two sides of a coin; therefore, there is a strong rela-
tion between scale-frequency-saliency in visual attention problem. Several researchers
[3,30,27,33] outlined that fixated regions have high spatial contrast or showed that
high-frequency edges allow stronger discrimination between fixateed over non-fixated
points. In brief, they all come up with one conclusion increased predictability at high
frequencies. Though these studies emphasizes a greater visual attraction to high fre-
quencies (edges, ridges, other structures of images), there are other works focusing on
medium frequency. Bruce et al. [7] found that fixation points tend to prefere horizontal
and vertical frequency content rather than random position, and these oriented content
have more noticeable difference in medium frequencies. More interestingly, choices
of frequency range for visual processing may depend on encountering visual context
[2]. For example, luminance contrast explained fixation locations better in natural im-
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age category and slightly worse in urban scenes category provided that all images are
applied low-pass filters as preprocessing steps. Perhaps, that attention system might in-
clude different range of frequencies in generating optimal eye-movements. Diversity
in spectral space usage means utilization of several different scales in scale-space the-
ory. It can be assumed that both high frequency (small scale) and medium frequency
(medium scale) constitutes an ecological relevance and compromise between informa-
tion requirement and available attentional capacity in the early stage of visual attention
when observers are not driven by performing any specific tasks.

Though multi-scale nature have been emphasized as implicit element of human vi-
sual attention, it is often ignored in several visual saliency algorithm. For example, DIS
approach [18] considers only one fixed-size window and it may lead to inconsideration
of significant attentive features in a scene. Therefor, DIS approach needs constituting
under the multi-scale framework to form multiscale discriminant saliency (MDIS) ap-
proach. This is the main motivation as well as contribution of this paper which are
organized as follows. Section 2 reviews principles behind DIS [14] and focuses on its
important assumption and limitation. After that, MDIS approach is carefully elaborated
in section 3 with several relating contents such as multiple dyadic windows for binary
classification problem in subsection 3.1, multiscale statistical model of wavelet coeffi-
cients in subsection 3.2, maximum likehood (MLL) and maximum a posterior proba-
bility (MAP) computation of dyadic subsquares in subsections 3.3, 3.4. Then, all steps
of MDIS are combined for final saliency map generation in subsection 3.5. Quantita-
tive and qualitative analysis of the proposed method with different simulation modes
are discussed in section 4; moreover, simulation data of MDIS in comparisons with the
well-known information-based saliency method AIM [6] are presented with a number
of interesting conclusions. Finally, main contributions of this paper as well as further
research direction are stated in the conclusion section 5.

2 Visual Attention - Discriminant Saliency

Saliency mechanism plays a key role in perceptual organization; therefore, recently
several researchers attempt to generalize principles for visual saliency. In the decision
theoretic point of view, saliency is regarded as power for distinguishing salient and
non-salient classes; moreover, discriminant saliency combines classical center-surround
hypothesis with derived optimal saliency architecture. In other word, saliency of each
image location is identified by the discriminant power of a feature set with respect to the
binary classification problem between center and surround classes. Based on decision
theory, this discriminant saliency detector can work with variety of stimulus modali-
ties, including intensity, color, orientation and motion. Moreover, various psychophysic
property for both static and motion stimuli are shown to be accurately satisfied quanti-
tatively by DIS saliency maps.

Perceptual systems evolve for producing optimal decisions about the state of sur-
rounding environments in a decision-theoretic sense with minimum probability of error.
Beside accurate decisions, the perceptual mechanisms should be as efficient as possi-
ble. Mathematically, the problem needs defining as (1) a binary classification of inter-
est stimuli (salient features) against the null hypothesis (non-salient features) and (2)
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measurement of discriminant power from extracted visual features as saliency at each
location in the visual field. The discriminant power is estimated in classification process
with respect to two classes of stimuli: stimuli of interest and null stimuli of all uninter-
ested features. Each location of visual field can be classified whether it includes stimuli
of interest optimally with lowest expected probability of error. From pure computational
standpoint, the binary classification for discriminant features are widely studied and
well-defined as tractable problem in the literature. Moreover, the discriminant saliency
concept and the decision theory appear in both top-down and bottom-up problems with
different specifications of stimuli of interest [16],[14].

The early stages of biological vision are dominated by the ubiquity of “center-
surround” operator; therefore, bottom-up saliency is commonly defined as how cer-
tain the stimuli at each location of central visual field can be determined against other
stimuli in its surround. In other words, “center-surround” hypothesis is a natural binary
classification problem which can be solved by well-established decision theory. In this
problem, classes can be defined as follows.

– Center class: observations within a central neighborhood W 1
l of visual fields loca-

tion l.
– Surround class: observations within a surrounding window W 0

l of the above central
region.

At each location, likelihood of either hypothesis depends on the visual stimulus, of a
predefined set of features X. The saliency at location l should be measured as discrim-
inating power of features X in W 1

l against features X in W 0
l . In other words, discrim-

inant saliency value is proportional to distance between feature distributions of center
and surrounding classes.

Feature responses within the windows are drawn from the predefined feature sets
X in a process. Since there are many possible combinations and orders of how such
responses are assembled, the observations of features can be considered as a random
process, X(l) = (X1(l), . . . , Xd(l)) of dimension d. This random process is drawn
conditionally on the states of hidden variable Y (l), which is either center or surround
state. Feature vector x(j) such that j ∈ W c

l , c ∈ {0, 1} are drawn from classes c
according to the conditional probability density PX(l)|Y (l)(x|c) where Y (l) = 0 for
surround or Y (l) = 1 for center. The saliency of location l, S(l) is equal to the discrim-
inant power of X for the classification of the observed feature vectors. That discriminant
concept is quantified by the mutual information between feature, X and class label, Y.

S(l) = Il(X ;Y )

=
∑
c

∫
pX,Y (x, c)log

pX,Y (x, c)

pX(x)py(c)
dx

Though binary classification and decision theory makes discriminant saliency com-
putationally feasible, it is only true for low-dimensional data. Computer vision and
visual attention need to deal with high-dimensional input images especially when it
involves statistics and information theory. As mentioned previously, observations of
feature responses X(l) are considered as a random process in d-dimensional space.
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Mutual information estimation in such high-dimensional space encounters serious ob-
stacles due to the curse of dimensionality. As these problems persist, saliency algo-
rithms would never be biologically plausible and computationally feasible. Therefore,
discriminant saliency algorithms have to be approximated by taking into account sta-
tistical characteristics of natural images as well as mathematical simplification. Dashan
Gao and Nuno Vasconcelos have proposed a feasible algorithm for mutual estimation.
Mathematically, it can be formulated as follows.

Il(X ;Y ) = H(Y )−H(Y |X) (1)

= EX(H(Y ) + EY |X [logPY |X(c|x)]] (2)

= EX

[
H(Y ) +

1∑
c=0

PY |X(c|x)logPY |X(c|x)
]

(3)

=
1

|Wl|
∑
j∈Wl

[
H(Y ) +

1∑
c=0

PY |X(c|x(j))log PY |X(c|x(j))
]

(4)

where H(Y ) = −
∑1

c=0 PY (c)logPY (c) is the entropy of classes Y and −EY |X[
logPY |X(c|x)

]
is the conditional entropy of Y given X . Given a location l, there

are corresponding center W 1
l and surround W 0

l windows along with a set of associ-
ated feature responses x(j), j ∈ Wl = W 0

l ∪ W 1
l . The mutual information can be

estimated by replacing expectations with means of all samples inside the join windows
Wl. The conditional entropy H(Y |X) can be computed by analytically deriving MAP
P (Y |X) given that transformed features are modelled by Generalized Gaussian Distri-
bution (GGD) and only binary classification is considered. Lets name Gao’s proposal
for discriminant saliency computation as DIS; more details about DIS can be found in
their publications [18][14][17][15].

While DIS successfully defines discriminant saliency in information-theoretic senses,
its implementation has certain limits. Feature responses are randomly sampled in a sin-
gle fixed-size window; therefore, it is obviously biased toward objects with distinctive
features fitted in that window size. As previous visual attention has confirmed involve-
ment of multi-scales factor in visual attention, DIS needs extension from a fixed-scale
process to a multi-scale process. In theory, DIS can be carried out with different size
of windows, and this approach certainly produces image responses and saliency values
at multiple scales. However, such an approach are not recommended for both computa-
tional and biological efficiency. Moreover, it causes high redundancy in saliency values
across multiple scales. In order to solve the multi-scale problems systematically, DIS
need integration with multiple scale processing techniques such as wavelet .

3 Multiscale Discriminant Saliency

Expansion from a fixed window-size to multiscale processing is a common problem
of algorithms development for computer vision applications. Therefore, there are sev-
eral framework with multi-scale processing capability, which can be used to develop
a so called Multiscale Discriminant Saliency (MDIS). A chosen framework has to in-
clude both binary classification and multi-scale processing. In other words, it needs



Multiscale Discriminant Saliency for Visual Attention 469

classifying a single image point into two or more separate classes with prior knowledge
from other scales. With respect to these requirements, a multiscale image segmenta-
tion framework should be a great starting point for MDIS as DIS can be considered
as simplification of image segmentation in a sense that it only needs to classify a data
point into two classes ( center-or-surround ). DIS only uses this binary classification
as intermediate step to measure discriminant power of center-surrounding features, and
classification step of DIS does not emphasize on accuracy of segmentation results.

Typical algorithms employ a classification window of some size in a vague hope that
all included pixels are belong to the same class. Obviously, these algorithms and DIS
have similar problems with choices of processing window sizes. Clearly, the size of
classification is crucial to balance between the classification reliability and accuracy. A
large window usually provides rich statistical information and enhance reliability of the
algorithm. However, it simultaneously risks including heterogeneous elements in the
window and inevitably reduces segmentation accuracy. Appropriate window sizes are
equivalently vital for DIS to avoid local maxima in discriminant power as well. If sizes
of classification windows are too large or too small, the algorithm risks losing useful
discriminative features or being too susceptible to noise. In brief, sizes of processing
windows and a number of involved data points have vital impact on both DIS and a
segmentation problem.

3.1 Multiple Classification Windows

Multiscale segmentation employs many classification window of different sizes and
classifying results are later combined to obtain more accurate segmentation at fine
scales. MDIS adapts a similar approach to increase classification efficiency between
features of center and surrounding classes. In this paper, dyadic squares ( or blocks )
are implemented as classification windows with different sizes. Lets assume an initial
square image s with 2Jx2J of n := 22J pixels, the dyadic square structures can be
generated by recursively dividing x into four square sub-images equally. As a result, it
has the popular quad-tree structure, commonly employed in computer vision and image
processing problems. In this tree structure, each node is related to a direct above parent
node while it plays a role of parent node itself for four direct below nodes 1. Each node
of the quad-tree corresponds to a dyadic square, and let denote a tree-node in scale j by
dji whereof i is a spatial index of the dyadic square node. Given a random field image
X , the dyadic squares are also random fields which are formulated as Dj

i mathemati-
cally. In following sections, we sometime use Di (dropping scale factor j) as general
randomly-generated dyadic square regardless of scales.

With this predefined structures of classification windows, we will classify each nodes
di or dyadic squares into either of binary classes center-surround. Using the likelihood
of such classification, we can estimate mutual information between features and corre-
sponding labels. Such a mutual information has been proved to quantify discriminant
power of central against surrounding features at each location or corresponding dis-
criminant saliency value. This estimation requires multiple pixel pdf models for each
class in multiple scales, and these distributions can be learned through wavelet-based
statistical models.
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Fig. 1. Quad-tree structure

3.2 Multiscale Statistical Model

The complete joint pixel pdf is typically overcomplicated and difficult to model due
to their high dimension nature. Unavailability of simple distribution model in prac-
tice motivates statistical modeling on transform domain which is often less complex
and easier to be estimated. Obviously, joint pixel pdf could be well approximated as
marginal pdf of transformed coefficients. Since wavelet transform well-characterizes se-
mantic singularity of natural images (general image category considered in this study),
it provides a suitable domain for modeling statistical property of singularity-rich im-
ages. Natural images are full of edges, ridges other highly structural features as well
as textures; therefore, wavelet transforms as multi-scale edge detectors well represents
that singularity-rich content in at multiple scales and three different directions. Noted
that, only normal discrete wavelet transform (DWT) is considered in this study for the
sake of simplicity though concepts can be adapted into other wavelet transforms as
well. Henceforth, whenever wavelet transform is mentioned, it should refer to DWT
instead of stating otherwise. As multi-scale edge detectors, responses of wavelet trans-



Multiscale Discriminant Saliency for Visual Attention 471

form overlying a singularity are large wavelet coefficients while wavelets overlying a
smooth region yield small coefficients. Deploying thresholds over wavelet coefficients
leads to binary classification of singularity against non-singularity features. Moreover,
statistical model of images can be simplified under "‘restructure"’ singularity repre-
sentation in multiscale manner. Quad-tree structure of dyadic squares in pixel domain
can be mirrored in wavelet decomposition since four wavelet coefficients at a given
scale nest inside one at the next coarser level. For example, Haar wavelet coefficients
at each quad-tree nodes are generated by Harr wavelet transform of the corresponding
dyadic image square. The marriage between singularity detector and multi-scale quad-
tree structure implies the singularity property at each spatial location persists through
scales along the branches of the quad-tree. The singularity characterization along scales
makes the wavelet domain well-suited for modeling natural images. In fact, statistical
modeling of wavelet coefficients have quite comprehensive literature; here we con-
centrate on the hidden Markov tree (HMT) of Crouse, Nowak and Baraniuk [13]. In
consideration of both marginal and joint wavelet coefficient statistics, the HMT model
introduces a (hidden) state variable of either "‘large"’ or "‘small"’ to each wavelet coef-
ficients. Then, the marginal density of wavelet coefficients is modeled as a two-density
Gaussian mixture in which a "‘large"’ state refers to a large variance Gaussian and
a "‘small"’ state represents small variance Gaussian distribution. This Gaussian mix-
ture closely matches marginal statistics observed in natural images [28],[1], [10]. With
the HMT, persistence of large or small coefficients are captured across scales using
Markov-1 chain. It models dependencies between hidden states across scale in a tree
structure, parallel to that of wavelet coefficients and dyadic squares. Combining both
the Gaussian Mixture Model (GMM) and Markov State Transition into a vectorM, the
wavelet HMT is able to approximate the overall joint pdf of the wavelet coefficients W
by a high-dimensional but highly structured Gaussian mixture models f(w|M). Highly
structural nature of wavelet coefficients allows efficient implementation of HMT-based
processing. The HMT model parametersM can be learned through the iterative expec-
tation and maximization (EM) algorithm with costO(n) per iteration [13] or predefined
for a particular image category [31]. After the parameters M are estimated by EM al-
gorithm, we need to compute statistical characteristics of wavelet coefficients given the
wavelet transform w̃ of a test image x̃ and a set of HMT parametersM. It is a realiza-
tion of the HMT model in which computation of the likelihood f(ω̃|M)that ω̃ requires
only a simple O(n) unsweep through the HMT tree from leaves to root [13]. Conve-
niently, HMT models wavelet coefficients in a tree parallel to quad-tree structures of
wavelet coefficients and dyadic squares. Therefore, statistical behavior of each dyadic
square d̃i can also be approximately modeled by a HMT branch rooted at node i. As
mentioned earlier, maximum likelihood of the sub-tree Ti is computed simply by up-
sweeping from corresponding leave-nodes at scale S = J to the root node at scale
S = j. If the "upsweeping" operation is done from tips to toes, from leave nodes to
root node at scale "S = 0", we could find out likelihood probability of the whole image.
The partial likelihood calculations at intermediate scales j of the HMT tree is denoted
as f(d̃i|M), and it is also statistical behavior of the corresponding dyadic sub-square
under the HMT model as well.



472 A.C. Le Ngo et al.

The above model leads to a simple multi-scale image classification algorithm. Sup-
posed that there are two main classes: center and surround environment c ∈ {1, 0}, we
have specified or trained an HMT tree for each class with parameters Mc. When the
above likelihood calculation is deployed on each node of the HMT quad-tree given the
wavelet transform ω̃ of an image x̃. For each node of the tree, HMT yields the likelihood
f( ˜di|Mc),c ∈ {1, 0} for each dyadic sub-image di. With the multiscale likelihoods at
hand, we can choose the most suitable class c for a dyadic sub-square d̃i as follows.

ĉML
i := argmaxc∈{1,2}f(d̃i|Mc)

The most likely label ĉML
i for each dyadic sub-square d̃i can be found by simple com-

parison of likelihood among available classes. Moreover, likelihood of the whole tree
just needsO(n) operations for an n-pixel image.

3.3 Multiscale Likelihood Computation

For a given set of HMT model parametersM, it is straight forward to compute the like-
lihood f(w̃|M) by upsweeping from leaves nodes to current node in a single sub-band
branch [13]. Moreover, likelihoods of all dyadic squares of the image can be obtained
simultaneously in upsweep operations along the tree as well due to compatibility be-
tween HMT , wavelet decompositions and dyadic square quad-trees.

To obtain the likelihood of a sub-tree Ti of wavelet coefficients rooted at wi, we have
deployed wavelet HMT trees and learn parameters Θ for multi-scale analysis [13]. The
conditional likelihood βi(m) := f(Ti|Si = m,Θ) can be retrieved by sweeping up to
node i (see [13]); then, the likelihood of the coefficients in Ti can be computed as.

f(T |Θ) =
∑

m=S,L

βi(c)p(Si = c|Θ) (5)

with p(Si = c|Θ) state probabilities can be predefined or obtained during traning [31].
From the previous discussion about relations between wavelet coefficients and dyadic

squares, it is obvious that each dyadic square di is well represented by three sub-bands
{T LH

i , T HL
i , T HH}. All above likelihood can be estimated by upsweeping operations

in their corresponding trees independently. In DIS approach , Gao [18] have also as-
sumed that correlation between feature channels would not affect discriminant powers;
moreover, there is de-correlation characteristics of DWT. Therefore, the likelihood of a
dyadic square is formulated as product of three independent likelihoods of three wavelet
sub-bands at each scale.

f(di|M) = f(T LH
i |ΘLH)f(T HL

i |ΘHL)f(T HH
i |ΘHH ) (6)

Using the above equation, the likelihood can be computed for each dyadic square down
to 2x2 block scale. Noteworthy, sub-band HH of the wavelet transform is not utilized
in our computation since it is low-passed approximation of original images. Therefore,
it is vulnerable to pixel brightness and lightning conditions of scenes. Since dealing
with shades, lightning changes is out of this paper’s scope, the final HH sub-band is
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discarded. The above simple formulation of likelihood is usually employed in block-by-
block classification or "‘raw"’ classification since it does not exploit any possible rela-
tionship at different scales. Therefore, classification decisions between classes (center
and surround) are lack of inheritance across dyadic scales since likelihood values are
estimated independently at each scale. There still remains a problem of integrating clas-
sification processes across all scales or at least the direct coarser scale.

3.4 Multiscale Maximum a Posterior

In the previous section, binary classification between between two states have been
realized under the wavelet Hidden Markov Tree model [13]. It bases on comparison
of likelihood given a system parameters. However, realization of DIS and MDIS, the
equation 4, needs a posterior probability p(cji |dj) given cji and dj = dji are class labels
and features of an image at a dyadic scale j and location i.

In order to estimate the MAP p(cji |dj), we need to employ Bayesian approach and
capture dependencies between dyadic squares at different scales. Though many approx-
imation techniques [8],[9],[24],[5] are derived for a practical MAP, the Hidden Markov
Tree (HMT) by Choi [11] is proven to be a feasible solution. Choi introduces hidden
label tree modeling instead of estimating joint probability of high-dimensional dyadic
squares. Due to strong correlation between the considered square and its parents as well
as their neighbors, the class labels of these adjacent squares should affect its class la-
bel decision. For example, if parent squares belongs to the center class, their sub-square
most likely belongs to the same class as well; neighbor squares holds similar influences.

A possible solution for modeling these relations between squares is using a gen-
eral probabilistic graph [13]; however, the complexity exponentially increases with
number of neighborhood nodes. Choi [12] proposes alternative simpler solution based
on context-based Bayesian approach. For the sake of simplicity, causal contexts are
only defined by states of the direct parent node and its 8 intermediate neighbors. Lets
denote the context for Di as vi ≡ [vi,0, vi,1, . . . , vi,8] where vi,0 refers to context
from a direct parent node, the other contexts from neighboring sub-squares. The triple
vi → Ci → Di forms a Markov-1 chain, relating prior context vi and node features
Di, to classify labels Ci. Moreover, class labels of parent nodes and its neighbors vi

are chosen as discrete values, then it simplifies the modeling considerably. Given prior
context, independence can be assumed for label classification at each node; therefore,
it is allowed to write.

p(cj|vj) =
∏
i

p(cji )|v
j
i (7)

The property of Markov-1 chain assumes that Di is independent from vi given Ci;
therefore, the posterior probability of classifying cj given dj,vj is written as follows.

p(cj|dj,vj) =
f(dj|cj)p(cj|vj)

f(dj|vj)
(8)

As independence is assumed for label decision from classifying processes, it yields.

p(cj|dj,vj) =
1

f(dj|vj)

∏
i

f(dj|cj)p(cj |vj) (9)
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and the marginalized context-based posterior

f(cji |dj,vj) ∝ f(dj
i c

j
i )p(c

j
i |v

j
i) (10)

It greatly simplifies MAP posterior estimation since it no longer needs to deal with joint
prior conditions of features and contexts. Rather than that, it only need to obtain two
separated likelihood of the dyadic square given the class value Ci, f(di

j |cji ) and prior
context provided through vi, p(c

j
i |v

j
i).

While it is straightforward to retrieve the likelihood f(di
j |cji ) by up-sweeping oper-

ations with given HMT model parameters at each scale, the complexity of prior context
estimation greatly depends on the context choice. Though general context may give
better prior information for classification, it also greatly complicates modeling and it is
difficult to summarize information conveyed by vj

i as well. In other words, we run on
the risk of context dilution, especially with insufficient training data [8],[9],[13].

To balance simplicity and generalization of prior information, we will employ a sim-
ple context structure inspired by the hybrid tree model [5] for context-labeling tree. In-
stead of including all neighboring sub-squares, the simplified context only involves la-
bels from the parent square Cρ(i) and majority vote of the class labels from neighboring
squares CNi . Since there are only two class labels Nc := 0, 1, the prior context vi :=
{Cρ(i), CNi} can only been drawn from N2

c = 4 different values {0, 0}, {0, 1}, {1, 0},
{1, 1}. While the choice of such simple context is rather ad-hoc, it provides sufficient
statistic for demonstrating the effectiveness of multi-scale decision fusion. Another ad-
vantage of the context structure simplification is that only few training data are required
for probability estimation.

Any decision about labels at a scale j depends on prior information of labels on
a scale j − 1; therefore, we can maximize MAP, in the equation 11, in multi-scale
coarse-to-fine manner by fusing the HMT likelihoods f(di|ci) given the label tree prior
p(cji |vi). That fusion will pass down MAP classification decisions through scales to
enhance across-scale coherency. Moreover, posterior probability of a class label ci given
features and context are computed and maximized coherently across multiple scale.

ĉi
MAP = argmaxcji∈0,1f(c

j
i |dj,vj) (11)

3.5 Multiscale Discriminant Saliency

The core idea of discriminant saliency is discriminant power between two classes center
and surrounds. Though the discriminant power is measured by sample means of mutual
information, the underlying mechanism is making use of difference between general-
ized gaussian distributions (GGD) given either center label or surrounding label. Since
GGD of wavelet coefficients usually have zero-mean, it is well-characterized with only
variance parameters. Dashan Gao [18] tries to estimate the scale parameter or variance
of GGD (see section 2.4 [18] for more details) by the maximum a probability process.

α̂MAP =

⎡⎣ 1

K

⎛⎝ n∑
j=1

|x(j)|β + ν

⎞⎠⎤⎦
1
β

(12)
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The above MAP is later used for deciding whether a sample point or a image data point
belongs to the center or surround class (see [18] for a detailed proof and explanation).
Therefore, the more difference between MAP estimation of the center’s variance pa-
rameter α1 and the surround’s variance parameter α0, the more discriminant power is
for classifying interest versus null hypothesis.

The idea of modeling wavelet distributions with multiple classes’ variances can be
realized by Gaussian Mixture Model (GSM) [28],[10] as well. In binary classification
problem with only two classes, there are mixtures of two states with Gaussian Distribu-
tion (GD) of distinguishing variances. It is reasonable to name "‘large"’ and "‘small"’
states according to their comparison in terms of variance values. Now the only differ-
ence between GSM models and Gao’s proposal [14] are whether GD or GGD should be
used. Though GGD is more sophisticated with distribution shape parameter β, several
factors support validity of simple GD modeling given the class labels as hidden vari-
ables. Empirical results from estimation have shown that the mixture model is simple
yet effective [28],[5]. Modeling wavelet coefficients with hidden classes of "‘large"’ and
"‘small"’ variance state are basic data models in Wavelet-based Hidden Markov Model
(HMT) [13]. With wavelet HMT, image data are processed in coarse-to-fine multi-scale
manner; therefore, MAP of a state Cj

i given input features from a sub-square Dj
i can be

inherently estimated across scales j = 0, 1, . . . , J . More details about this multi-scale
MAP estimation by wavelet HMT are discussed in the previous sections 3.4. Combi-
nation MAP estimation, the equation 10, and mutual information estimation, the 4, the
equation 4 yields a formulation for multiscale DIS.

Iji (C
j ;Dj) = H(Cj) +

1∑
c=0

PCj |Dj(cji |dj)logPCj |Dj(cji |dj) (13)

where H(Cj) = −p(Cj)log(p(Cj)) is entropy estimation of classes across the scale
j, and the posterior probability can be estimated by modeling wavelet coefficients in
HMT frameworks. This matter has been discussed in previous sections; therefore, it
is not repeated here. The equation 13 yields discriminant power across multiple scales;
meanwhile a strategy is needed for combining them across scales. In this paper, a simple
maximum rule is applied for selecting discriminant values from multiple scales into a
singular discriminant saliency map at a sub-square di.

Ii(C|D) = max
(
Iji (C

j ;Dj)
)

(14)

4 Experiments and Discussion

In the light of decision theory, saliency maps are considered as binary filters applied
at each image locations. According to a certain saliency threshold, each spot can be
labeled as interesting or uninteresting. If a binary classification map is considered as
saliency map which leads to visual performance of human beings, it would be a signif-
icant undervaluation of human visual attention system. Psychology experiments shows
much better capacity of biologically plausible visual attention system than that of bi-
nary classification maps. Therefore, our proposed method just use binary classification
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between center-surround environment as an intermediate step to develop information-
based saliency map. At each location, mutual information between distributions of
classes and features shows strength of discriminant power between interesting vs non-
interesting classes given input dyadic sub-squares. From discrete binary values, the
saliency representation has continuous ranges of discriminant power. Inevitably, the
generated saliency maps become more correlated to the results of human visual atten-
tion maps.

Besides appropriate saliency representation, we also need reliable ground-truth to
compare with those maps. As our research purpose is deepening knowledge about re-
lationship between multi-scale discriminant saliency approaches and human visual at-
tention, the ground truth data must be gotten from psychological experiments in which
human subjects are tested with different natural scenes. Moreover, the research scope
only focuses at bottom-up visual saliency, the early stage of visual attention without
interference of subjects’ prior knowledge and experiences. Human participants should
be naive about purposes of experiments and should not know contents of displaying
scenes in advance. After these prerequisites are satisfied, human responses on each
scene can be accurately collected through eye-tracking equipments. It records collec-
tion of eye-fixations for each scene, and these raw data are basic form of ground truths
for evaluating efficiency of saliency methods.

Assumed that ground-truth data are available, quantitative methods can be applied
for evaluation of MDIS Saliency results. In an effort of standardizing evaluating process
of evaluating saliency methods, we only utilize one of the most common and accessible
database and evaluation tools in visual attention fields. In regards of available database
and ground-truths, Niel-Bruce database [6] is certainly the most popular dataset used in
information-based saliency studies. While proposing his An InfoMax (AIM) saliency
approach, the first information-based visual saliency, Bruce simultaneously releases his
testing database as well. The reasonably small database with 120 different color im-
ages which are tested by 20 different subjects. Each object observes displayed image
in random order on a 12 inch CRT monitor positioned 0.75 from their location for 4
seconds with a mask between each pair of images. Importantly, no particular instruc-
tions are given except observing the image. Above brief description clarified validity of
this database. When setting up our simulations on this database, AIM method, of which
codes are released along, is included as referenced method. We compare our proposed
saliency method MDIS against AIM in terms of performance, computational load, etc.
Though DIS [14] is the closest approach to our proposed MDIS, implementation from
the author is not available for comparison. Meanwhile, AIM also derives saliency value
from information theory with slightly different computation, self-information instead
of mutual-information in MDIS or DIS. Therefore, it would be considered the second
best as referenced method for our later evaluation of MDIS.

As valid database is set, proper numerical tools are necessary for simulation data
analysis. In regards of fairness and accuracy of the evaluation, we employ a set of
three measurements LCC, NSS, and AUC recommended by Ali Borji et al. [4] since
evaluation codes can be retrieved freely from the authors’ website 2. Three evalua-
tion scores are used for analyzing a method to ensure the reliability of qualitative con-

2 https://sites.google.com/site/saliencyevaluation/

https://sites.google.com/site/saliencyevaluation/
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clusion and any conclusion is free from the choice of metric. First linear correlation
coefficient (LCC) measures the strenght of linear relationship between two variables
CC(G,S) = cov(G,S), where G and S are the standard deviation of ground-truths and
corresponding saliency maps. LCC values variates from -1 to +1 while the correlation
changes from total inverse to perfect linear relation between G and S maps. While LCC
measures matching between saliency maps and eye-fixation maps as a whole, normal-
ized scanpath saliency (NSS) treats eye-fixations as random variables which are classi-
fied by proposed saliency maps. The measurement is an average of saliency values at
human eye positions according to saliency approaches. NSS values are in between 0 and
1. NSS = 1 indicates saliency values at eye-fixation locations are one standard devia-
tion above average, while NSS = 0 indicates no better performance of saliency maps
than randomly generated maps. The previous two measurements deals with saliency
maps directly while the last quantitative tool AUC utilized saliency maps as binary
classification filters with various thresholds. By regularly increasing/decreasing thresh-
old values over the range of saliency values, we can have a number of binary classifying
filters. Then, deploying these filters on eye-fixation maps produce several true positive
rates (TPR) and false positive rate (FPR) as vertical axis and horizontal axis values of
Receiver Operating Characteristics (ROC) curve. Area under curve (AUC) is a simple
quantitative measurement to compare ROC of different saliency approaches. Perfect
AUC prediction means a score of 1 while 0.5 indicates by chance-performance level.

As mentioned previously, AIM is chosen as the referenced information-based
saliency method. It is chosen due to the well-established reputation as well as freely
accessible code and experiment database 3. Due to multiscale natures of the proposed
MDIS, saliency maps for each dyadic-scale levels can be extracted as well as the fi-
nal MDIS saliency, integrated across scales by the equation 14. The availability of
saliency maps at multiple scales as well as combined one allows evaluation of dis-
criminant power concept for saliency in scale-by-scale manner or on the whole. We
denote integrated MDIS as HMT0; while separated saliency maps are named as HMT1
to HMT5 in accordance with coarse-to-fine order. By examining MDIS in different as-
pects, we would observe its effectiveness in predictions of eye-fixation points and how
selection of classifying window sizes might affect its performance. In addition, com-
parisons against AIM would contribute a general view how MDIS performs against a
well-known information-based saliency method.

In our proposed saliency techniques, Hidden Markov Tree (HMT) plays a key role
of modeling statistical properties of images. It extracts model parameters at each scale
by considering distribution of feature given hidden variables (center-surround labels in
our method). Therefore, training is a necessary step before model parameters can be
approximated in trained Hidden Markov Model (THMT). However, training steps are
not necessarily needed if data are restricted in a specific category; for example, natural
images in this paper. Romberg et al. [31] have studied this issue and proposed a Uni-
versal Hidden Markov Tree (UHMT) for the natural image class. In other words, model
parameters can be fixed without any training efforts; the approach would greatly reduce
computational load for MDIS. However, a necessary evaluation step needs carrying out
to compare performances of UHMT and THMT in terms of LCC, NSS, AUC and TIME

3 http://www-sop.inria.fr/members/Neil.Bruce/

http://www-sop.inria.fr/members/Neil.Bruce/
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( the computational time ). Noteworthy that, we will use UHMT or THMT instead of
HMT alone when representing experimental data in order to signify which tree-building
method is employed.

In quantitative method, general ideas can be drawn about how the proposed algo-
rithms perform in average. However, such evaluation method lacks of specific details
about successful and failure cases. The simulation result has been averaged out in quan-
titative methods. In an effort of looking for pros and cons of the algorithm, we perform
qualitative evaluation for saliency maps generated by MDIS in multiple scales. Further-
more, AIM saliency maps are generated and compared with MDIS maps to discover
advantages and disadvantages of each method.

4.1 Quantitative Evaluation

After general review of how simulations are setup and evaluated in the previous section,
following are data representation and analysis of the conducted experiments. In this pa-
per, five dyadic scales are deployed for any HMT training and evaluation; therefore, we
have simulation modes from (U)THMT1 to (U)THMT5 of MDIS depending on whether
training stages is deployed (THMT) or universal parameters are used (UHMT). Saliency
maps could be combined according to the maximization of mutual information rule, the
equation 14, to form two (U)THMT0 modes for saliency maps. AIM is involved in the
simulations as benchmarking approach, and LCC, NSS, AUC and TIME are chosen as
numerical evaluation tools. Below are two tables of simulation results. Table 1 shows
simulation data of all universal HMT modes while table 2 summarizes data of all trained
HMT modes.

Table 1. UHMT - MDIS - Experiment Data

Observations UHMT0 UHMT1 UHMT2 UHMT3 UHMT4 UHMT5 AIM
LCC 0.01434 -0.00269 0.01294 0.01349 0.01604 0.00548 0.01576
NSS 0.21811 0.19772 0.27819 0.32868 0.42419 0.13273 0.12378
AUC 0.89392 0.53862 0.60520 0.69065 0.83615 0.89234 0.72275
TIME(s) 0.39617 0.39617 0.39617 0.39617 0.39617 0.39706 50.41714

Table 2. THMT - MDIS - Experiment Data

Observations THMT0 THMT1 THMT2 THMT3 THMT4 THMT5 AIM
LCC 0.02382 0.02582 0.01156 0.01604 0.01143 0.00512 0.01576
NSS 0.48019 0.38096 0.31855 0.32491 0.29662 0.36932 0.12378
AUC 0.88357 0.60922 0.64633 0.71972 0.81192 0.89532 0.72353
TIME(s) 2.32734 2.32734 2.32726 2.32726 2.32726 2.32726 50.41714
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Looking at TIME rows of both tables 1 and 2, we present necessary processing time
for each method or each mode. Generally, computational loads, proportional to pro-
cessing time, of all modes in either UHMT or THMT rows are almost similar since
the parameters of full-depth Hidden Markov Tree need estimating before computation
of saliency values for each scale. In comparison between UHMT and THMT in terms
of processing time, UHMT is faster than THMT as UHMT uses predefined parameters
for HMT and MDIS computation instead of adapting HMT to each image. When com-
paring both UHMT and THMT modes of MDIS with AIM, our proposed methods are
much faster than AIM. The well-known AIM directly estimate self-information from
high-dimensional by ICA algorithm while MDIS statistically models two hidden states:
"‘large"’ state "‘small"’ states in sparse and structural features. Computational load or
processing time of the mentioned AIM and proposed MDIS with different modes can
be seen in the figure 2(c).

(a) UHMT - MDIS (b) THMT - MDIS (c) TIME

Fig. 2. Performance of UHMT-MDIS, THMT-MDIS in AUC,NSS,LCC and TIME

Though HMT-MDIS significantly reduces computational load for computation of
information-based saliency, more verifications are necessary for their performances in
terms of accuracy. We begin with evaluating two modes UHMT and THMT separately
against AIM in terms of three numerical tools LCC, NSS, AUC together, Figures 2(a),
2(b). Then all modes of HMTs are summarized in three plots ( the top row of Figure 3
) corresponding to three evaluating schemes NSS, LCC, AUC from left to right. Espe-
cially in the figure 3, simulation modes of the same scale level are placed next to each
other for example UHMT0 is next to THMT0, UHMT1 is next to THMT1 and etc. It
is intentionally arranged in that way to compare performances of different simulation
modes in the same scale level. Noteworthy that, in both tables 1 and 2 for each row is
identified maximum values and minimum values by using corresponding text styles.
Identification of extreme values only involves derivatives (UHMT and THMT) of MDIS
modes except referenced method AIM. In the figures 2(a), 2(b), extreme values are also
specially marked. For example, maximum values have big solid markers while big but
empty markers represent minimum points. Especially, AIM have big markers with dis-
tinguishing big cross-board texture while integrated saliency modes (U)THMT0 have
small cross-board textures. These special markers help to highlight interesting facts in
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comparison between simulation modes of MDIS or MDIS and AIM. The same mark-
ing policy is applied for data representation in the figure 3. Meanwhile, each line in this
figure has an arrow head for showing a trending direction (increasing/decreasing) when
simulation mode is changed from UHMT to THMT for each scale level.

Firstly, the MDIS approach with universal parameters for each level of hidden
Markov tree is analyzed in terms of accurate performance since it requires very little
effort in saliency computation. Obviously it is raising a question about their accuracy in
classification between center and surround class as well as generated saliency maps. Ac-
cording to simulation data in the table 1 with highlighted extremum, UHMT performs
pretty well against AIM in all three measurements LCC, NSS and AUC. For example,
MDIS with UHMT4 mode ( 4x4 square blocks ) surpasses AIM in all measurements.
It confirms validity and efficiency of our proposed methods in the information-based
saliency map research field. When performances of different UHMT-MDIS modes are
considered, UHMT4 with 4x4 squares have the most consistent evaluation among all
dyadic scales with maximum LCC and NSS and the second best AUC value. How-
ever, UHMT0-MDIS, integration of saliency values across scales, does not have better
performance than other UHMTs except for AUC level. It shows inconsistent side of
deploying HMT with predefined universal parameters while no traning effort is done
for adapting the tree into image statistical mutliscale structures

Secondly, training stage is included in the simulation of MDIS with THMT mode
(Trained Hidden Markov Tree). With additional adaptivity, THMT might improves the
saliency evaluation and produce more consistent results than UHMT might. This sub-
jection is solidified by simulation data in the table 2 and they are also plotted in the

Fig. 3. Summary of all MDIS against AIM
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figure 2(b). As observed in the table, all maximum values locate at the THMT0 col-
umn, THMT0-MDIS over-performs AIM in all evaluating schemes. Again, the rationale
of MDIS is confirmed and partly proved. Furthermore, effectiveness of traning stages
are clearly shown when comparing THMT0 against UHMT0. Though AUC of THMT0
is smaller than that of UHMT0, THMT0 evaluation is better than their counterparts in
both NSS and LCC scheme. This confirms usefulness of trained Hidden Markov Tree
models for each sample image. In addition, the figure 2(b) shows supremacy of THMT0
mode, the across-scale integration mode of MDIS over other singular saliency maps at
different dyadic scales in any measurement. Noteworthy, that LCC of THMT0 mode is
a little bit smaller LCC of THMT1 mode; however, this small difference can be safely
ignored. Comparison of UHMT-MDIS and THMT-MDIS mode-by-mode or a-dyadic-
scale by a-dyadic-square between data in Table 2(a) and Table 2(b) are shown in the
figure 3. According to the figure, there are slight improvement of THMT1,THMT2 over
UHMT1, UHMT2, equivalence of THMT3, UHMT3, and a reverse trend that UHMT4,
UHMT5 are comparable or slightly better than THMT4, THMT5. It seems that training
processes are more important when big classification windows are used. Meanwhile uni-
versal approaches of HMT work pretty well if window sizes get smaller. Two possible
reasons for this observation are statistical natures of dyadic squares and characteristics
of trained processes. A bigger square has richer joint-distribution of features; therefore,
UHMT with fixed parameters can not marginally model that distribution well. However,
parameters of THMT can be learn from analyzing images; then, significant improve-
ment is achieved. While smaller sub-squares are less statistically distinguishing, they are
successfully modeled by universal parameters of HMT. Then training processes might
become redundant since UHMT would perform as well as THMT would do.

4.2 Qualitative Evaluation

In this section, saliency maps are analyzed qualitatively or visually. From this analysis,
we want to identify (i) on which image contexts UHMT-MDIS, THMT-MDIS work
well, (ii) how scale parameters affect formation of saliency maps, and (iii) how MDIS
in general is compared with AIM.

Fig. 4. Saliency Maps 1

In figure 4, the first example with central objects shows an example of good UHMT
performance but bad THMT performance. All scale levels of THMT suppress features
of the most obvious objects in the image center. Meanwhile, UHMT4 and UHMT5
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capture significant features points of that objects; therefore, UHMT0 has much better
saliency map thant THMT0. In this case, the best saliency map of MDIS approach,
UHMT0, is reasonably competitive against AIM saliency map.

Fig. 5. Saliency Maps 2

In contrast with the first example, the figure 5, a general outdoor scene, shows an op-
posite situation where THMT generates more reasonable saliency maps. While UHMT0
map covers whole region of sky despite no interesting features, THMT0 correctly se-
lect available objects on the scene. Similarly, THMT does extract more meaningful
features than UHMT does ( see UHMT1-5 and THMT1-5 in the figure 5. In addition,
the best saliency map THMT0 or THMT5 highlights more discriminant features than
AIM saliency map.

Fig. 6. Saliency Maps 3

The third example is chosen such that complex scenes are presented to the saliency
methods. In the figure 6, there are several fruits on the shelf; it is considerably compli-
cated due to richness of edges, textures, as well as color. In general, both MDIS and
AIM only partially succeed in detecting saliency regions in this image since none of
them successfully high-light the fruit with different color on the shelf ( the fruit inside
a red circle, Figure 6 ). Though most MDIS with different modes and scale levels do
not explicitly detect that fruit, UHMT3 and UHMT4 salency maps are able to highlight
the the location of that fruit ( see UHMT3 an UHMT4 saliency maps, Figure 6 ). The
sample matches with the fact that UHMT4 data in the table 1 has extremely good per-
formance in all evaluation schemes. Surprisingly, there are some cases, like the figure
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6 when appropriate choices of scales and parameters of predefined HMT models can
over-perform all HMT models. The interesting example of the figure 6 opens another
research direction about how HMT model can be learned and optimized; however, it is
the question for another research paper.

5 Conclusion

In conclusion, multiple discriminant saliency (MDIS), an extension of DIS [17] un-
der dyadic scale framework, has strong theoretical foundation as it is quantified by
information-theory and adapted to multiple dyadic-scale structures. The performance
of MDIS against AIM is simulated on the standard database with well-established nu-
merical tools; furthermore, simulation data proves competitiveness of MDIS over AIM
in both accuracy and speed. However, MDIS fails to capture salient regions in some
complex scenes; therefore, the next research step is improving MDIS accuracy in such
cases. In addition, implementation of MDIS algorithm in embedded systems are also
considered as a possible extension.
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Abstract. We address an application of vehicle routing problem (VRP)
in the real life, namely waste collection problem. Constraints are consid-
ered including conflicts between waste properties, time windows of the
waste, and multiple landfills. A combination of flow and set partitioning
formulation is suggested to model the problem in case of multi-objective
optimization. To minimize the total traveling time and number of ve-
hicles of solution, we propose using a memetic algorithm (MA) with
λ-interchange mechanism. The λ-interchange operator is modified to be
compatible with new sub-routes construction for the multiple landfills.

In experiments, we compare the result of proposed MA method with
some good results published as well as other meta-heuristic algorithms.
The density of conflict matrix is also considered to understand its influ-
ence on the quality of the solution. Experimental results show that our
approach can be competitive to other results in the VRP with time win-
dows. Furthermore, the algorithm outperforms others in the VRP with
time windows and conflict.

Keywords: waste collection, vehicle routing problems, time windows,
conflicts, meta-heuristics.

1 Introduction

Vehicle Routing Problem with Time Windows and Conflicts (VRPTWC) is a
new variant of VRP in which constraints are a combination of VRP with Time
Windows (VRPTW) and VRP with Conflicts (VRPC). The time window con-
straints limit the time when vehicles visit the stop and the conflict between
kinds of the waste will not allow them to be loaded together in one vehicle.
Even though the weight of waste in a certain vehicle is nearly empty, the vehicle
still cannot collect more if the conflict happens in between the waste groups.
These constraints are often encountered in the hazardous materials transporta-
tion problem or the industrial waste collection. In the practice, the problems are

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 485–499, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Table 1. Properties of waste and conflict matrix between properties

Group Characteristic property
conflict matrix

1 2 3 4 5 6 7

1 Flammability x
2 Explosive x
3 Oxidation x
4 Corrosion x
5 Infection x x
6 Toxicity x
7 Biochemical toxicity x

more complex when many details are added such as multiple landfills and the
lunch break at noon of the drivers. The waste collection activities in our problem
are described below.

A certain company is in charge of collecting the hazardous industry waste in
a city and the infrastructure of the company includes a depot where vehicles
are stored in, and some landfills (treatment stations) where the waste can be
disposed. Vehicles begin a working day at the depot and they must return to
the depot in order to complete the working day and the waste is collected at
factories (or stops). If the load in each vehicle reaches a threshold of capacity,
the vehicle must visit a certain landfill to dispose its load. In the context of the
paper, a sub-route is a path that vehicles start collecting the waste until the
waste is removed completely.

Depending on the working time at each stop, we have a time window which
the vehicle must visit on time. Vehicles must wait if they visit the stop before
the earliest time of time window. However, vehicles cannot visit the stop after
the latest time of time window. In addition, each vehicle has a constraint of total
traveling distance and a constraint of total capacity load.

About waste conflict constraints, we base on information about hazardous
waste properties of Decision No. 23/2006/QD-BTNMT of Ministry of Natural
Resources and Environment Vietnam1. The hazardous waste properties are clas-
sified into seven groups and each group has one characteristic property, as pre-
sented in Table 1. Waste cannot be loaded together in the same route if conflict
happens between groups. This constraint is released if only if vehicles return
to the landfill and release the waste. The conflict matrix identifies the pairs
of groups that are conflict each other and absolutely they must be contained
separately. For example, the flammability group cannot be loaded together the
explosive group.

In the mathematical viewpoint, the conflict constraints in the waste collection
VRP are difficult to formulate, because these constraints are not exactly the
same in each sub-route, route, as well solution in waste collection. Belong to the
properties of the waste collected, the constraints will limit some other properties

1 http://www.chatthainguyhai.net/documents/qd_23-2006-qd-btnmt.pdf

http://www.chatthainguyhai.net/documents/qd_23-2006-qd-btnmt.pdf
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in sub-route until the waste is disposed on the landfill. These constraints are
called partial constraints because they only appear and disappear in sub-routes.
In addition, one landfill may be visited many times to dispose the waste. Thus we
cannot represent the problem as a model that all vertices have just one in-degree
and one out-degree.

The study proceeds as follows. In section 1, we introduce the VRPTWC and
its constraints. In section 2, we review existing works relating to the problem and
in section 3 we represent some definitions, the structure of the solution and the
mathematical model. More details about the memetic algorithm are discussed
in section 4. In section 5, we compare our experiments with the recent studies
and in section 6, we provide conclusions.

2 Literature Review

Early research on VRPTW is started by Pullen and Webb [9], Savelsbergh [10],
Knight and Hofer [6], Madsen [7]. While heuristics were found by Solomon and
Desrochers [12] to be more effective and efficient, the works on optimal ap-
proaches in solving VRPTW of practical size had been very limited. Solomon
[11] proposed benchmark problem sets for the VRPTW and heuristics such as
saving heuristics, time-oriented and nearest-neighbor heuristics, insertion heuris-
tics and time-oriented sweep heuristics. These heuristics continue to be used in
works [13], [5], [1].

Desrochers et al. [2] introduced mathematical formulations for the VRPTW
problem with O(n2) variables. Optimization algorithms as branch and bound,
dynamic programming and set partitioning were used to compute the lower
bound of the problem. Additionally, three types of approximation algorithms
applied widely to unconstrained routing problems including construction meth-
ods, iterative improvement methods and incomplete optimization were reviewed
too.

Tung and Pinnoi [13] applied techniques of VRPTW for waste collection ac-
tivities in Hanoi, Vietnam. The problem is complicated by several time windows,
inter-arrival time constraints at each customer point and multiple landfill loca-
tions. They formulated the problem into a mixed-integer program and proposed
a heuristic procedure consisting of construction and improvement phases. Be-
sides that, they modified the Solomon’s I1 heuristic and improved phases by
combining the power of Or-opt and 2-opt together.

Kim et al.[5] continued extending the VPRTW for Waste Management. Set of
landfill locations are considered in the problem instead of one landfill as in [13].
Moreover, the problem has the lunch break constraints, vehicles must stop with
an hour from 11 AM to 12 PM. For this problem, [5] presented a shape metric
Sm in order to quantify the route (or cluster) compactness and developed a new
clustering-based algorithm for waste collection VRPTW.

The paper of Hamdi-Dhaoui et al. [4] developed heuristic methods for Vehicle
Routing Problem with Conflicts. This study presented a mathematical model,
lower bound for the problem. ILS (Iterated Local Search), GRASP-ELS (Greedy
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Fig. 1. An instance of the solution in waste collection VRPTWC

Randomized Adaptive Search Procedure - Evolutionary Local Search) heuristics
are also introduced in their study.

As studies presented above, the VRP with time window and the VRP with
conflict were considered independently. The problem that we are considering in
this paper is more complicated, VRP in the combination of both time window
and conflicts. A mathematical model of the problem will be expressed as well
as a meta-heuristic algorithm will be proposed to solve the problem in the next
part.

3 Definitions and Model

Considering a complete graph G = (V,E) has V = {0, 1, ..., n+m − 1, n +m}
as the set of vertices including a depot, landfills, stops and E is the set of edges
in V . We note the depot as vertex 0, the set N of stops are vertices from 1 to
n, and the set M of landfills are vertices from n+1 to n+m. Distance between
vertices used in this study is Manhattan distance. Each stop or landfill, in the set
of vertices V , has a time window frame [ei, li] to represent the earliest time and
latest time that vehicles can visit the vertex. At the depot, time window frame
[e0, l0] represents the time that vehicles start collecting waste and the time that
vehicles must return to.

We define S as a set of feasible solutions of the problem in the searching space.
A solution σ ∈ S is a set of routes σ = {r1, r2, ..., rk−1, rk}, which route ri is
the i-th route of the solution and traveled exactly by one vehicle and k = ||s||
is the number of vehicles used in the solution. The routes start and finish at the
depot. However they are not Hamiltonian cycles as same as the normal VRPTW
because one landfill can be visited many times as showed in Fig 1.
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Fig. 2. Three types of a sub-route in waste collecting vehicle routing problem

A route is divided into several sub-routes ri = {γi
1, γ

i
2, ..., γ

i
pi
} in which γi

j is

sub-route j-th and ns = ||ri|| is the number of sub-routes in the route i-th of the
solution. A sub-route γi

j is a path that begins when the vehicle starts collecting
the waste and ends when the vehicle releases all waste and returns to the depot.
The structure of a sub-route is illustrated in Fig 2.

Let ui denote the demand to collect at the vertex i and si denote the service
duration at the vertex i. Depot and landfill have no the demand. The dij is
the Manhattan distance and tij is the moving time from vertex i to j that
corresponds to edge (i, j) ∈ E. K is the set of existing vehicles in depot, W is
the amount of commodity limit of the vehicles and L is maximum distance which
the vehicle can move in per day. Let aij be a binary coefficient that takes value 1
if waste property i conflicts with waste property j otherwise it takes value 0. We
define some decision variables: xk

ij = 1 if and only if the edge (i, j) is traveled by

vehicle k, otherwise it is equal to 0; vki is the starting service time at the stop i
serviced by vehicle k; wk

i is the total waste load of vehicle k after visiting stop i.
Objectives of the problem are to minimize the total length of routes, the

waiting time, the total moving time and the number of vehicles, that means
the problem has multi-objectives. There are many ways to solve this problem
in which weighted sum of objective functions is the most popular approach. The
method transforms the global objective function from the vector space to the
scalar space thus the objective of the problem is:

min(θ1Cd + θ2Cm + θ3Cw) (1)

Cd =
∑
k∈K

∑
(i,j)∈E

tijx
k
ij (2)

Cm =
∑
k∈K

∑
(i,j)∈E

dijx
k
ij (3)

Cw =
∑
k∈K

∑
(i,j)∈E

(ski − ei)x
k
ij (4)

θ1, θ2, θ3: the weights assigned to each objective in order to express the relative
importance of them.
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Constraints: ∑
∀k∈K

∑
∀(i,j)∈E

xk
ij = 1, ∀k ∈ K (5)

N+M∑
i=0

xk
ij =

N+M∑
i=0

xk
ji, ∀k ∈ K, ∀j ∈ V (6)

N∑
j=1

xk
0j ≤ 1, ∀k ∈ K (7)

N+M∑
j=N+1

xk
j0 ≤ 1, ∀k ∈ K (8)

N∑
j=1

xk
j0 = 0, ∀k ∈ K (9)

∑
k∈K

∑
(i,j)∈E

xk
ijdij ≤ L (10)

wk
i + uj − wk

j ≤ (1− xk
ij)M, ∀k ∈ K, ∀(i, j) ∈ E (11)

0 < wk
i ≤W, ∀k ∈ K, ∀i ∈ N (12)

wk
i = 0, ∀k ∈ K, ∀i ∈ {0} ∪M (13)

E ≤ vki ≤ L, ∀k ∈ K, ∀i ∈ {0} ∪M (14)

vki + si + tij − vkj ≤ (1− xk
ij)M, ∀k ∈ K, ∀(i, j) ∈ E (15)

ei

N+M∑
j=1

xk
ij ≤ vki ≤ li

N+M∑
j=1

xk
ij (16)

Constraint (5) and (6) require that each stop is serviced by at most one vehicle.
Constraint (7) and (8) assure that each vehicle only starts and returns to depot
once or not at all. Constraint (9) does not allow vehicles to return directly to
the depot from stops, that assure vehicles must visit the landfill before.

Constraint (10) enforces each route must have the length less than value L.
Waste volume constraint (11), (12) and (13) ensure that when the total load wk

i

reaches the vehicle capacity, the vehicle must go to the landfill to remove the
waste. Time window constraint (13), (14) and (15) relate to the starting service
time vki . In order to service any stop, the starting service time is in time windows
of that stop. In constraint (11) and (15), M is a large constant.



A Memetic Algorithm for Waste Collection VRPTWC 491

Let Γ = {γ1, γ2, ..., γq} denotes a set of all feasible sub-routes in G, each
element γr ∈ Γ is a sub-route of G. We define that a binary variable yrkij is
equal to 1 if and only if edge (i, j) ∈ γr and traveled by vehicle k. The conflict
constraint:

q∑
r=1

aijy
rk
ij = 0, ∀k ∈ K, ∀(i, j) ∈ E (17)

4 Memetic Algorithm

MA implementation is divided into five major steps: initial population, selec-
tion, crossover, mutation and adaptation. The evolution of population is driven
respectively by the selection, recombination, mutation while adaptation helps
individuals be self-improvement.

At first, an initial population is created by algorithm in Algorithm A. Then
population is improved in each generation by selection, crossover, mutation and
adaptation. The process is continued until a stop condition is satisfied. The MA
algorithm is implemented as follows.

Algorithm MA

(1) INITIAL population pop
(2) SET cont = stop condition
(3) while cont != true do
(4) pop = naturalSelect(pop)
(5) pop = recombine(pop)
(6) pop = mutate(pop)
(7) pop = adapt(pop)
(8) cont = Update stop condition
(9) FINISH

4.1 Initial Population

In order to setup an initial population, we use the ideal proposed by [13]. These
authors started from Solomon’s I1 Insert heuristic [11] and modified it by some
criteria as presented in (18), (19), (20) and (21).

C1(i, u, j) = α1C11(i, u, j) + α2C12(i, u, j) (18)

C11(i, u, j) = diu + duj − μdij (19)

C12(i, u, j) = vju − vj (20)

C2 = ρd0uC11 − C1(i, u, j) (21)
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in which:

dij : distance from vertex i to vertex j
vju and vj : starting service time at vertex j after and before inserting vertex

u into the sub-route.
α1: the weight of the distance increases when inserting a new stop into the

current sub-route.
α2: the weight of the waiting time increases when inserting a new stop into

the current sub-route α1 + α2 = 1.
ρ: the weight expresses the distance between a depot and a inserted stop.
μ: the distance adjusted factor.
The stop selected to insert into the route had the largest value in expression

(18) without violating any constrains. However, this method is only designed to
create one feasible solution and support for optimizing local search algorithm.
For the set of feasible solutions, these heuristics need to be improved.

Algorithm A

(1) UNROUTED all stops
(2) CREATE new solution S
(3) CREATE new route R

SET ref = Depot
SET dist = Maximum travel distance

(4) if CAN create new sub-route then
SR = createSubroute(ref, dist)
Repeat

SET stop = The stop has value C2 is max
INSERT stop into SR
ROUTED stop

Until CAN’T find the stop insert into SR
DELETE Depot in the last of SR
INSERT SR into the route R
SET ref = The landfill at the end of SR
UPDATE dist = The remain travel distance
GOTO (4)

else
if EXIST the sub-route in R then

INSERT the Depot into the last of R
INSERT R into the solution S
GOTO (3)

else
GOTO (5)

(5) FINISH

In function createSubroute of Algorithm A, a random stop will be selected to
insert into the first position of a new sub-route. It is not same the implementa-
tion of [13], the first stop of route has the best fitness value. Thus, the feasible
solutions in population are created randomly.
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4.2 Representation

Each individual is represented as a sequence of vertices. In chromosome repre-
sentation, the depot and the landfills are removed from the sequence of vertices.
That helps to advance in using crossover and mutation operator. In decode pro-
cess, they are restored back. First, the depot will be inserted at the beginning
and the ending position of the chromosome string. In the next step, the checking
constraint process is executed, when a constraint is violated, a suitable landfill
will be inserted into the chromosome string. The suitable landfill can be found
by scanning all the landfills of the problem to get the landfill with the minimum
distance.

4.3 Fitness Function

Based on objective function in expression (1), the fitness function can be ex-
pressed as:

C = θ1Cd + θ2Cm + θ3Cw (22)

in which:
Cd: The total moving distance of all vehicles.
Cm: The total moving time of all vehicles.
Cw: The total waiting time of all vehicles.
Depending on the importance of each objective, weights have great or small

value correspondingly. In our study, we consider minimizing the total traveling
distance, total move time and total wait time. Regarding optimizing the number
of vehicles, this objective is not considered as main component in the global
objective function. However, usually when the other objectives of the solution
are enough good, the number of vehicles must be acceptable.

4.4 Operators and Heuristics

Next, we discuss about operators used in MA to solve waste collecting VRPTWC.
Individuals in the initial population created by Algorithm A may be not domi-
nant. In the searching process, they are evolved after each generation. MA tries

Fig. 3. Steps in crossover process implemented by PMX operator
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Fig. 4. An example of random exchange mutation operator

to find dominant solutions in the set of solutions and its operators are essential
tools that help the search explores the searching space.

Partial-mapped crossover operator (PMX) is the main component to repro-
duce next generation proposed by Goldberg [3]. With two selected individuals,
PMX exchanges one or many genes (sequences of vertices) between two chromo-
somes and rearranges them when exchange phase finished. Fig. 3 shows perfor-
mance of each step in crossover process of PMX operator. Two new permutation
strings that are generated maybe do not satisfy the constraints of the problem.
However, encoding process will re-corrected them.

Random exchange mutation is an operator used in the mutation. It exchanges
two or more genes randomly in only one chromosome. Fig. 4 illustrates a example
of the random exchange mutation operator with three crossover points. In the
figure, the gene (vertex) at position 2 exchanges with the gene at position 6 and
similarly for genes 8 and 9.

λ-interchange operator (λ-opt) is used in the adaptation. A local search, here
is Hill Climbing, uses this operator to explore search space. The λ-interchange
was introduced first in [8] for the capacitated clustering problem. However, the
authors only implement for the routes that are Hamiltonian cycles. In this paper,
we extend λ-interchange for using with the routes which are not simple cycles.

Assuming γi
p and γj

q are two sub-routes p-th and q-th of two routes ri and

rj in the solution σ ∈ S. We denote ς ⊂ γi
p and ξ ⊂ γj

q are two paths in sub-
routes, ||ς || ≤ λ and ||ξ|| ≤ λ, they do not store the landfills and the depot.
λ-interchange generates a new feasible solution by exchanging the subsets of
two sub-routes of the solution. If γ′i

p and γ′j
q are denoted two new sub-routes,

we have γ′i
p = (γi

p\ς)
⋃
ξ and γ′j

q = (γj
q\ξ)

⋃
ς and the new solution σ′ =

{r1, ..., r′i, ..., r′j , ..., rk} with r′i = (ri\γi
p)
⋃
γ′i

p and r′j = (rj\γj
q)
⋃
γ′j

q that are
two new routes.

4.5 Stop Condition

In order to estimate the capability of convergence of population after each gen-
eration, we define fitness function of population of each generation as:

Ci(pop) = β1avgi(pop) + β2maxi(pop) (23)

in which:
Ci(pop): is used to evaluate the development of population in i-th generation
avg(i): is the average fitness value of all individual in population at i-th

generation.
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Fig. 5. Illustrate encoding and decoding process of a chromosome

max(i): is the best fitness value of all individual in population at i-th
generation.

The value Ci−1(pop) of the previous generation is stored and if after i-th
generation it is not developing than the previous generation and this happens
more than n-times, the algorithm will be stopped. It is necessary for saving
the computational time because in many cases, after a number of loops, the
population set converged before it reaches the stop condition of the problem.

4.6 Encoding and Decoding

Encoding and decoding process are designed to support for optimizing the num-
ber of vehicles. Encoding is a simple process in which the landfills and the depot
are removed from the solution. Decoding is different, the constraints are always
checked in the process to form the solution. Base on Algorithm A, we change the
next stop chosen with the best fitness value by the stop in the chromosome to
create the solution again. When the next stop in chromosome is inserted into the
solution and if it is violative the constraints, a suitable landfill will be inserted
into the solution. Thus, the violated constraints are released and the next stop
will continue to be inserted into the solution.

One interesting important detail in the processes is the solution that after de-
coding is not sure like as the original solution before encoding. The example in
Fig 5 shows that clearly. The origin solution has total four sub-routes, however,
the result of decoding process has only three sub-routes. In some cases, decod-
ing process reduces not only the number of sub-routes but also the number of
routes (the number of vehicles) in the solution. Thus, our encoding and decoding
method can help MA to minimize the number of vehicles.
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Table 2. Comparison of the solution of the waste collection VRPTW with no waste
conflict by our experiments and [5]

Value
Problem sets

102 277 335 444

B.-I. Kim

Nv 3 3 5 10
TD 205 521 191 82
Tc 3 37 28 372

MA

Nv 2 3 5 9
TD 174 483 206 80
Tc 4 111 647 248

5 Computational Results

Our experiments are implemented by GNU C++ language in a CentOS 6.3 ma-
chine of 2.2GHz Xeon processor. Algorithms include Hill Climbing (HC), Generic
Algorithm (GA), and MA with λ-interchange mechanism in the adaptation.

The benchmark data sets for waste collection VRPTW used in this paper were
proposed by [5]. However, they need the information about waste properties to
use for the waste collection VRPTW with conflict. The waste property is a
new column and attached into the origin benchmark and Waste properties are
denoted from 1 to 7 as shown in Table 1. These values are inserted sequentially
into the waste property column in which each row stores information about
property groups. In case a certain row stores the information of a depot or
landfill, the value 0 will be inserted into the column of this row.

We experiment with four benchmark sets 2 including: 102 stops, 277 stops,
355 stops and 444 stops . ID column is used to identify the index of nodes, X and
Y columns (in feet) are coordinates of nodes in city. Early and late columns are
the earliest service starting time and the latest service starting time in HHMM
format. Service column is the needed time to load waste at stop in seconds. Load
column is the volume of waste load in yards. Type column expresses types of
vertex (0: depot, 1: regular stop, 2: landfill) and property column is properties
of the waste. In the benchmarks, the difficulty of the time window constraints is
descending while the number of stops is increasing.

First, MA is compared with experiments of [5] in case the conflict constraints
are not considered. Table 2 presents computational result with four benchmark
sets of [5] and MA. The computational results are shown in Table 2 including:
computational time (Tc) in second, the number of vehicles (Nv), total travel
distance (TD) in mile and waiting time (Tw) in minute. We gain better solutions
with total traveling distance value and the number of vehicles are less than (our
implementations do not consider break-time lunch).

2 The benchmarks are uploaded in
http://www.cse.hcmut.edu.vn/~hoai/VRPTWC/benchmark/

http://www.cse.hcmut.edu.vn/~hoai/VRPTWC/benchmark/
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Table 3. Comparison between the best solution results of our algorithms for the Waste
collection VRPTWC benchmark problem sets

Value
Problem sets

102 277 335 444

HC

F -307 -511 -269 -86
Tc 6 365 1692 1769
Nv 4 3 8 11
TD 280 511 269 86
Tw 139 0 0 0

GA

F -294 -527 -263 -91
Tc 1 9 44 14
Nv 3 3 6 10
TD 272 527 263 91
Tw 107 0 0 0

MA

F -271 -521 -249 -56
Tc 3256 9006 63471 74224
Nv 3 3 7 7
TD 230 521 249 56
Tw 202 0 0 0

In next step, we compare MA with other algorithms in case of the waste
collecting VRPTW and conflict. Compared with other algorithms, MA is better,
however, its computational time is later. In Table 3, computational time shows
time cost of algorithms, total travel distance is the travel distance of all routes of
a solution and waiting time is the time vehicles took to wait of all routes of the
solution. Fitness value (F ) provides an overview of the quality of a solution while
other values as total travel distance, waiting time and the number of vehicles
provide the detail of information.

Furthermore, the influence of the density of conflict matrix is also considered
in our experiment. Density of conflict matrix De is defined as:

De =
Number elements 1 in conflict matrix

Total number elements in conflict matrix
(24)

Figure 6 shows the influence of the density of conflict matrix on computational
time, total travel distance and the number of vehicles. Total travel distance, the
number of vehicles and waiting time are proportional the density of the conflict
matrix. The values will be less than if the conflict matrix is sparse and these will
be greater than if the conflict matrix is dense.

However, that rule does not accommodate with the computational time value.
Belong to each benchmark set, the extremum of computational time is different.
To survey rule of the distribution of the extremum in each benchmark set, it
needs to consider the mathematical viewpoint.
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Fig. 6. The influence of the density of conflict matrix on fitness value, computational
time, total travel distance and the number of vehicles

6 Conclusion

In this paper, we introduce a new type of VRP that is the waste collection
VRPTW with conflict. The problem has multi-objectives and partial conflict
constraints in sub-routes. Furthermore, we presented its mathematical model by
combining the flow model and the set partitioning model. The memetic algorithm
using global search technique and local search with the λ-interchange mechanism
is proposed to solve this problem.

In case of the waste collection VRPTW with no conflict, our algorithm can
improve the quality of solution. In the waste collection VRPTW with conflict,
memetic algorithm with λ-interchange outperformed HC and GA. The experi-
mental results show that the traveling distance and the number of vehicles are
large if the conflict matrix has the large density while the computing time in
each benchmark is not proportional the density of the conflict matrix. Further,
the research also focuses on how the density of conflict matrix influences the
result of proposed MA method.
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Abstract. This paper proposes a distributed control algorithm to im-
plement dynamic task allocation in a swarm robotics environment. In this
context, each robot that integrates the swarm must run the algorithm
periodically in order to control the underlying actions and decisions. The
algorithm was implemented and extensively tested. The corresponding
performance and effectiveness are promising.

Keywords: Dynamic task allocation, Swarm robotics, Swarm
intelligence.

1 Introduction

Swarm intelligence was proposed in late 1980 after the observation of the social
behavior of some species of insects and birds, as reported in [1]. These species
perform collectively simple tasks in order to achieve complex goals, usually im-
possible to be carried out by only one individual of the swarm. The central idea
of this collective behavior is to perform a complex task by dividing it into sim-
pler tasks that are easily performed by members of the swarm. The approach of
swarm robotics emerged from the application of the rules of swarm intelligence
to groups of mobile robots with limited processing capacity.

Dynamic allocation of tasks to the robots is a necessary process for proper
management of the swarm. This process allows the distribution of the tasks to be
performed, among the swarm of robots, in such a way that a pre-defined propor-
tion of execution of tasks is achieved. The ratio should be determined in order
to permit the achievement of the overall objective of the swarm. Task allocation
is a dynamic process because it needs to be continuously adjusted in response to

� The work of this author is supported by CAPES, the Coordination of Improvement
of Higher Education Personnel of the Brazilian Federal Government.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 500–510, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Efficient Distributed Algorithm of Dynamic Task Assignment 501

changes in the environment and/or in terms of performance of the swarm. An
immediate solution to solve this problem is based on the centralized approach.
Nonetheless, a distributed allocation represents a better imitation of the beha-
vior of the social species in natural swarms, where there is no centralized control
mechanism. Therefore, task allocation in swarms of robots must arise as a result
of a distributed process. This decentralization increases the complexity of the
problem, because the robot does not have a complete view of the environment.
Each robot must take local control decisions without full knowledge about what
the other robots have been doing in the past, are doing in the present or will do
in the future.

Several applications that are automatized using swarm robotics, require dy-
namic task allocation. For instance, in situations which pose some risk or not
viable for human presence to perform a given task, the swarm of robots would
be able to self-organize to form groups, where each group perform a specific task
with a main goal of performing together significant and complex action. Wit
the aid of dynamic task allocation, the swarm would gain greater flexibility and
reliability.

In this paper, we propose a distributed algorithm that aims at fulfilling dy-
namic allocation of tasks in a swarm of robots. The algorithm is simple and
decentralized, allowing efficient implementation on robots with limited storage
and processing power. The algorithm is tested in a swarm of Elisa III robots to
demonstrate its effectiveness and efficiency. The results of the experiments are
reported.

The remainder of this paper is organized into six sections. Initially in Section
2, we present formally the problem for dynamic allocation of tasks. Then, in
Section 3, we introduce some related work. Subsequently, 4, we detail the main
steps of the proposed algorithm to solve the problem at hand. Thereafter, in
Section 5, we comment on some of the implementation issues on the used robots.
Then, in Section 6, we discuss the results of the performed experiments. Last but
not least, in Section 7, we draw some conclusion with respect to the proposed
algorithm and point out some relevant directions for future work.

2 Dynamic Task Assignment

Generally, a swarm of robots needs to perform a complex task that is divided
into other less complex tasks. Therefore, the assignment of these tasks to robots
in the swarm is a requirement for many applications. To accomplish the task
assignment, one first needs to correctly determine the distribution of the swarm
in the environment and then allocate the tasks to the robots. There are seve-
ral strategies for dynamic allocation of tasks. The allocation may be random,
depending only on the robot’s ability to effectively perform the selected task
allocated, sequential, parallel or some combination of the two, which achieves a
balance between time spent in communication and execution.

In order to provide a formal description of the dynamic task assignment prob-
lem, let T = {t1, t2, . . . , tτ} be the set of τ tasks to be performed by the η robots
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of the swarm. The tasks must be allocated to the robots in a way that a pre-
scribed proportion P is always respected. Let P = {p1, p2, . . . , pτ}, such that
0 ≤ pi ≤ 1 and p1 + p2 + . . . + pτ = 1. In order to satisfy the imposed task
proportion, we must, for all task t ∈ T , satisfy St = pt × η, wherein St ≤ η is
the total number of robots assigned to task t.

3 Related Work

The analysis of collective behavior in Multi-Robot Systems is a relatively new
field of study that encompasses a variety of sciences such as Mathematics, Physics
and Biology. The first relevant studies in this area with the expressive intention
to decentralize control in the process of allocating tasks are presented in [2] and
[3]. In these works, studies with mixed groups of robots are reported, wherein
the swarm is divided into robots that possess some kind of centralized communi-
cation and those, that draw decisions only on local observations. In [4], general
properties of aggregation in multi-robot systems using macroscopic phenomeno-
logical models are studied.

New formulations for building phenomenological models aimed at a collective
behavior of groups of robots are developed in [5] and [6]. These new formulations
are tested in simple collaborative experiments as in [7], wherein the stick-pulling
experiment is evaluated with a group of reactive robots.

Most of the approaches supra-cited are either implicitly or explicitly based
on the theory of stochastic processes. The Microscopic Probabilistic model de-
veloped in [8], [9] and [10] is an example of the stochastic approach explored
in the study of the collective behavior of a group of robots. The impact of sev-
eral stochastic events imposed in parallel, for each robot of the swarm, enabled
the drawing of some properties about the behavior of robots in Multi-Robot
Systems.

4 Proposed Algorithm

The proposed algorithm for dynamic task allocation is periodically executed by
the η robots, active in the swarm. Note that the algorithm executions occur
simultaneously, one in each robot as shown in Algorithm 1, wherein ti identifies
the task currently allocated to robot i. Let a be the address of this robot and Ti

represents the set of task identifiers, allocated to the other robots of the swarm,
excluding robot i, as perceived by that robot. The robot may choose one of the
τ available tasks.

Initially, the adjustment step performs the necessary work to permit the se-
lection of the task that the robot should perform to maintain the proportion
balance imposed. This is done via several task adjustments, named AdjsutTask.
When the prescribed proportion is achieved, considering the task assignments
for all the swarm’s robots, the robots enters the execution step. During this step,
all robots execute their assigned task, via ExecuteTask until the occurrence of
some event that disturbs the proportion balance. Thus, in order to re-establish



Efficient Distributed Algorithm of Dynamic Task Assignment 503

Algorithm 1. Distributed dynamic task allocation for one robot

Require: Number of tasks τ , Number of robots η, Robot addresses A, Proportion P ;
Ensure: Proportion P is maintained at almost all time by the swarm;
1: Init all required data structures;
2: while true do
3: send current robot task ti to all other (η − 1) robots;
4: receive tasks Ti,j from all other j = 1 . . . (η − 1) robots, A[j] �= a;
5: if proportion P achieved then
6: ExecuteTask(ti) for a given period of time;
7: else
8: AdjsutTask(Ti, ti), considering the set of tasks 1 . . . τ and proportion P ;
9: end if
10: end while;

the required proportion, the robots go back and enter the adjustment step. The
same process is iterated. Note that while executing the task assigned to it, the
robot communicates with the swarm robots to by sending its task and receiving
the other’s and checks the achievement of the imposed proportion.

Algorithm 2 describes the proposed method for implementing the adjustment
step and thus tuning the tasks of the robot to achieve the prescribed task pro-
portion. In this algorithm, P is the desired proportion and T represents the tasks
performed by each of the other η − 1 robots, i.e. excluding the robot i that is
executing the adjustment process. Note that the address of this robot is a and
those of the other’s are stored in A.

In Algorithm 2, first, the tasks performed by the swarm are counted according
to the task currently allocated. The count result is made available in C, which
consists of τ counters, one for each permitted task. Note that at the end of
the counting process, the counter C[u] indicates how many robots are currently
associated with task u.

After the counting process, an analysis, to determine whether robot i must
change task, is initiated. The robot’s task t is kept whenever the number of robots
already allocated to that task is suitable or below the desired ratio as defined
by P[t]. The only case in which the robot changes task is characterized by the
fact that an excessive number of robots are also allocated to task t. Note that
for a task u, δ[u] informs the difference between the number of robots associated
with task u in the current task allocation T and the desired number as defined
in P [u].

During the decision process, the difference δ is evaluated considering the robot
task t. If this difference is negative, which identifies the case of an excess of robots
performing this task. In such a case, the process of choosing a new task for this
robot begins. The selection process consists of finding the task t′ with the largest
positive difference δ, and hence requires more robots performing it.

Before taking the decision of changing the task of the robot, an assessment
of what will be the other robots decision is done to avoid that simultaneous
equal decision that invalidates the convergence of algorithm. For this purpose,



504 R.M. de Mendonça, N. Nedjah, and L. de Macedo Mourelle

Algorithm 2. Adjusting the task of a robot

Require: Robot id i, robot task ti, swarm tasks as perceived by robot Ti;
1: for r := 1 → η − 1 do
2: C[Ti[r]] := C[Ti[r]] + 1;
3: end for
4: C[ti] := C[ti] + 1;
5: if P [ti]−C[ti] < 0 then
6: for t := 1 → τ do
7: if P [t]− C[t] > 0 then
8: δ[t] := P [t]−C[t];
9: end if
10: end for
11: t′ := tk|δ[tk] is the largest, k = 1 . . . τ ;
12: end if
13: count := 0;
14: for r := 1 → η − 1 do
15: let t be the task assigned to robot r;
16: if Ti[t] �= t′ and P [t]− Ti[t] < 0 and A[r] < a then
17: count := count + 1;
18: end if
19: end for
20: if P [t′]− C[t′]− count > 0 then
21: return t′

22: else
23: return ti
24: end if

the robot with the lowest address is given more priority to make the task change.
The number of robots that more priority than the considered robot is computed,
based on the robot task allocation and their respective address. This number,
which coincides with the ideal number of task allocation shifts necessary to meet
the required proportion for task t′. Whenever, this number does not affected the
decision, the robot modifies its current task to the new task t′. Otherwise, it
keeps the allocated task unchanged.

5 Implementation Issues

The proposed algorithm was implemented in a swarm of robots Elisa III [11],
shown in Fig. 1. This robot is equipped with a centered RGB LED, that allows
representing any color by combining the intensity of the colors Red, Green and
Blue. The obtained color is intensified by a light diffuser located at the top of
the robot. In this implementation, each task is represented by a distinct color in
order to observe the progress of task adjustments done by the robots, visually.
Thus, we used the colors Blue, Yellow, Pink, Purple and Green to represent the
allowed five tasks.
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Fig. 1. Elisa III Robots

Each robot is equipped with a transceiver module [11], suitable for wireless
communication applications with ultra-low power consumption in the commu-
nication range of Radio Frequency (RF). The chip is designed to operate in the
ISM radio band (Industrial, Scientific and Medical band basis) of 2.4 GHz.Thus,
each robot communicates with each other using RF via a base station connected
to a computer.

The base station is connected to a PC via USB and transfer data to and
from the robots wirelessly. Likewise, a transceiver module, embedded in the
robot, communicates via communication SPI (Serial Peripheral Interface) with
the micro-controller of the robot and transfers data to and from the PC , wire-
lessly, as shown in Fig. 2.

Fig. 2. Communication from and to the robot via RF

Each robot is identified by a unique address in the swarm. this address is stored
in a specific memory address of the robot EEPROM. Every message coming from
the base station has a destination address, which should coincide with one of the
addresses of the robot in the swarm. Upon reception of a message, the robot
compares the destination address of the received message with its own address
to assess whether it is the intended by this message. If so, the message is saved
and interpreted by the robot.
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The communication between the robots is done by an RF base. The com-
position, packing and unpacking of the messages are handled by a computer
in-the-loop that continuously polls the station. The polling is performed once
every millisecond, which is a restriction on the maximum speed of communi-
cation. To overcome this limitation, an optimized protocol was implemented,
wherein the packet sent from the PC to the base station contains commands
to four robots simultaneously. The base station is responsible of separating the
received packet into four individual packets of 16 bytes each, before sending
them to the indicated destination address. The same procedure is used during
the reception form the robots. In this case, the base station is responsible for
receiving the packets of 4 robots, assembles them into a single message of 64
bytes, and send it to the computer. This procedure allows higher throughput
communication, making it 4x faster.

The packets generated by the robots to be transferred to the base station are
composed of 16 bytes, as shown in Fig 3. The first byte is used to identify the
validity of the packet, the following two bytes represent the sender address of
the robot, the fourth byte represents the task performed by this robot and the
remaining 12 bytes are not used.

Fig. 3. Packet format of the messages from and to the robots

Considering each packet received from the base station, the PC takes the four
addresses and task groups and composes a new package of 16 bytes. The first
byte of this package is the validity flag of the package to be verified by the robot
upon reception, the 12 following bytes represent the address and task information
received, the fourteenth byte is a sending signal enabler and the remaining two
bytes contain the address of the target robot. This package is replicated four
times using four distinct robot addresses to compose the message of 64 bytes to
be sent to the base station to be transmitted the destination addresses. Thus,
the same information (robot ID and task) is transmitted to four robots at a time
until all the robots of the swarm are encompassed.
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The enabling signal generated and sent by the PC to robots of the swarm has
the function of managing the process of packet transmission from the robots to
the PC. This signal enables the transmission a group of four robots to transmit
at a time. Note that the transmission time for a group of 4 robots depends on the
total number of robots that compose the swarm. This synchronization trick is an
alternative to reduce the packet traffic, thus decreasing the chances of packages
being lost due to limited buffer size at the base station.

6 Performance Results

In order to analyze the performance of the proposed algorithm with respect
to both execution time and communication time, several tests were performed.
We varied the swarm configuration in terms of number of robots as well as the
number of distinct tasks that these must perform respecting a prescribed task
distribution. The number of robots in the swarm was chose between 5 and 15
robots, and the number of valid tasks, between 2 and 5 tasks. For each swarm
configuration, we used a specific distribution of the tasks, as shown in Table 1.
Thus, we handled a total of 25 tests performed for each swarm configuration.
Aiming at reducing the external influence in robot communication, the obtained
results were filtered, disregarding the largest 5 results for each group. Thus, a
total of 400 valid tests were taken into account.

Table 1. Distribution the proportion among the tasks.

# Tasks
Proportion

Task 0 Task 1 Task 2 Task 3 Task 4

2 60% 40% – – –

3 20% 30% 50% – –

4 10% 15% 30% 45% –

5 5% 10% 20% 30% 35%

The tests were conducted initializing all robots swarm with the same Task,
namely Task 0. After this step, the communication process was started counting
the number of ticks and the number of messages sent and received by the RF
base station until the swarm reaches and holds the desired task distribution. A
tick is the duration of a clock cycle of the processor used to handle the work
done by the RF base. The chart of Fig. 4 shows the yield results during the
performed tests.

In order to obtain the number of messages exchanged between the robots, via
the RF base, we count every valid message sent and received by the RF base,
as well as the number of elapsed ticks so far. When the prescribed proportion
is achieved as perceived by a central view, at the RF base, the state of the
three counters is registered. Note that it is possible for a message to be lost in
its way to destination and thus it does not reach some robots of the swarm.
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Fig. 4. The execution times in terms of of ticks yield during the performed tests

Thus, the distribution of tasks may oscillate around the prescribed proportion
before becoming stable. Therefore, we keep the counters incrementing during all
the time. Their states are registered every time the proportion is achieved. The
experiment is halted when the task distribution among the robots keeps stable
for at some time. The numbers of sent and received messages are presented in
Fig. 5 and Fig. 6, respectively.

Fig. 5. The number of sent messages during the performed tests

We observe that the number of ticks of the system and the messages sent and
received by the RF base increases with the number of robots in the swarm in
most cases. We also see that the number of tasks has a direct influence on the
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Fig. 6. The number of received messages during the performed tests

complexity of the decision and task assignment process, resulting in an increase
in terms of the sent and received messages, and thus on the number of ticks.

7 Conclusions

In this paper we propose the use of an decentralized algorithm to manage the task
assignment among a swarm of robots in order to achieve and maintain pre-defined
proportion. The proposed algorithm is an efficient solution for task assignment
in a swarm of robots. The decision process is conducted independently by each
robot using a simple and straightforward process. The results of the tests show
the execution time of the proposed algorithm as well as the statistics of the
messages generated by the communications process.

In a future work, we intend to investigate the impact of different proportions
in order to evaluate the influence of these proportions in the convergence process.
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Abstract. Multi-Processor System on Chip (MPSoC) offers a set of pro-
cessors, embedded in one single chip. A parallel application can, then,
be scheduled to each processor, in order to accelerate its execution. One
problem in MPSoCs is the communication between processors, neces-
sary to run the application. The shared memory provides the means to
exchange data. In order to allow for non-blocking parallelism, we based
the interconnection network in the crossbar topology. In this kind of in-
terconnection, processors have full access to their own memory module
simultaneously. On the other hand, processors can address the whole
memory. One processor accesses the memory module of another proces-
sor only when it needs to retrieve data generated by the latter. This
paper presents the specification and modeling of an interconnection net-
work based on crossbar topology. The aim of this work is to investigate
the performance characteristics of a parallel application running on this
platform.

Keywords: Interconnection Network, Crossbar Topology, MPSoC,
Shared Memory.

1 Introduction

During the 80’s and 90’s, engineers were trying to improve the processing ca-
pability of microprocessors by increasing clock frequency [10]. Afterwards, they
tried to explore parallelism at the instruction level with the concept of pipeline
[1] [2]. However, the speedup required by software applications was gradually
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becoming higher than the speedup provided by these techniques. Besides this,
the increase in clock frequency was leading to the increase in power required, to
levels not acceptable. The search for smaller devices with high processing capa-
bility and with less energy consumption have turned solutions based on only one
processor obsolete. This kind of solution has been restricted to low performance
applications. On the other hand, there are few applications of this sort, for which
microcontrollers are best employed.

In order to reach specific performance requirements, such as throughput, la-
tency, energy consumed, power dissipated, silicon area, design complexity, re-
sponse time, scalability, the concept of Multi-Processor System on Chip
(MPSoC) was explored. In this concept, several processors are implemented
in only one chip to provide the most of parallelism possible. MPSoCs require
an interconnection network [6] to connect the processors, as shown in Fig. 1.
Interconnection networks, beyond the context of MPSoCs, are implemented in
different topologies, such as shared-medium, direct, indirect and hybrid [5] [3].

P

Interconnection Network

P P P.......

P P P P.......

Fig. 1. Interconnection Network in a Multi-Processor System

2 The Crossbar Topology

The crossbar network allows for any processor to access any memory module
simultaneously, as far as the memory module is free. Arbitration is required when
at least two processors attempt to access the same memory module. However,
contention is not an usual case, happening only when processors share the same
memory resource, for example, in order to exchange information. In this work, we
consider a distributed arbitration control, shared among the switches connected
to the same memory module. In Fig. 2, the main components are introduced,
labeled according to their relative position in the network, where i identifies the
row and j identifies the column. For instance, component A(j) corresponds to
the arbiter [4] for column j. For the sake of legibility, we consider 4 processors
(0 <

= i <= 3) and 4 memory modules (0 <
= j <

= 3).
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S(20) S(21) S(22) S(23)
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P(0)

Fig. 2. Crossbar Components

The processor is based on the PLASMA CPU core, designated MLite CPU
(MIPS Lite Central Processor Unit) [7], shown in Fig. 3. In order to access a
memory module M(j), processor P(i) must request the corresponding bus B(j)
and wait for the response from the arbiter A(j). A bus access control is, then,
implemented, as depicted in Fig. 4, which decodifies the two most significant bits
of the current address (ADDRESS(i)<29:28>), generating the corresponding
memory module bus request REQ IN(i,j). If P(i) is requesting its primary bus
B(j), for which i = j, the arbiter sets signal PAUSE CONT(i), pausing the
processor until arbitration is complete, when, then, the arbiter resets this signal.
On the other hand, if P(i) is requesting a secondary bus B(j), for which i = j,
signal BUS REQ(i) is set, pausing the processor until arbitration is complete,
when, then, the arbiter sets signal DIS EN(i), activating the processor.

CLK

RESET_IN

INTR_IN

MEM_PAUSE

DATA_R<31:0>

ADDRESS<29:0>

BYTE_WE<3:0>

DATA_W<31:0>

MLite_CPU

Fig. 3. MLite CPU Interface Signals
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REQ_IN(i,0)

REQ_IN(i,1)

REQ_IN(i,2)

REQ_IN(i,3)

MEM_PAUSE(i)

ADDRESS(i)<29>

ADDRESS(i)<28>

DIS_EN(i)
PAUSE_CONT(i)

BUS_REQ(i)
'1' D Q

COMPARATOR
≠

i

CLEAR(i)

CK

CLR

^

Fig. 4. Bus Access Control

The croosbar switch is basically a set of tri-state gates, controlled by the
arbiter, as shown in Fig. 5. Signal COM DISC(i,j) is set by the arbiter, after
arbitration is complete, estabilishing the communication between processor P(i)
and memory module M(j).

COM_DISC(i,j)

ADDRESS(i)<27:0>

BYTE_WE(i)<3:0>

DATA_W(i)<31:0>

DATA_R(i)<31:0>

ADDR(i,j)<27:0>

WR_BYTE(i,j)<3:0>

DATA_OUT(i,j)<31:0>

DATA_IN(i,j)<31:0>

COM_DISC(i,j)

Fig. 5. Crossbar Switch

2.1 Network Controller

The network controller is composed of the arbiter A(j) and a set of controllers,
one for each processor, implemented by state machines SM(j)<0:N-1>, as shown
in Fig. 6. Upon receiving a bus request, through signals REQ IN(i,j)<0:N-1>,
the arbiter A(j) schedules a processor to be the next bus master, based on
the round-robin algorithm, by activating the corresponding signal GRANT(i,j).
State machines are used to control the necessary sequence of events to transition
from the present bus master to the next one.

There are two types of state machines: primary and secondary. A primary
state machine, designated SM P(j), controls processor P(i) bus accesses to its pri-
mary bus B(j), for which i = j. A secondary state machine, designated SM S(i,j),
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Fig. 6. Network Controller

controls processor P(i) bus accesses to a secondary bus B(j), for which i = j.
Therefore, for each arbiter, there will be one primary state machine and N − 1
secondary state machines.

The primary state machine is described by Alg. 1. State Reset is entered
whenever signal RESET goes to 1, setting signal PAUSE CONT(i), which sus-
pends P(i), and resetting all the others. As RESET goes to 0, SM P(j) enters
state Con 1, establishing the connection of P(i) to B(j), for i = j, by setting
signal CON DISC(i,j), according to Fig. 5. Once in state Cont, P(i) starts the
bus access, as signal PAUSE CONT(i) goes to 0. While there are no requests
from other processors, so GRANT(i,j)=1 for i = j, and P(i) is not requesting
any other B(j), so REQ(i,j)=1 for i = j, the primary state machine stays in state
Cont. If another processor requests B(j), for i = j, then the arbiter resets signal
GRANT(i,j), for i = j, and the primary state machine enters state Pause, in
order to suspend P(i), by setting signal PAUSE CONT(i). Next, SM P(j) en-
ters state P Disc, in order to disconnect P(i) from B(j), by resetting signal
CON DISC(i,j). It stays in this state until the arbiter gives B(j) back to P(i),
by setting signal GRANT(i,j), for i = j. SM P(j), then, returns to state Con 1,
where P(i) reestablishes its connection to B(j). On the other hand, from state
Cont, the other possibility is that P(i) requests another B(j), for i = j, re-
setting signal REQ(i,j), for i = j. In this case, SM P(j) enters state Wait, in
order to check if the arbiter has already granted the secondary bus to P(i), in
which case signal GRANT(i,j), for i = j, goes to 0, or not yet, in which case
signal GRANT(i,j), for i = j, remains in 1. In the first situation, SM P(j) enters
state Disc, in order to disconnect P(i) from B(j), for i = j, by resetting signal
CON DISC(i,j). In the second situation, SM P(j) enters state Ack, setting sig-
nal Ack(j), in order to force the arbiter to reset signal GRANT(i,j), as shown in
Fig. 6. Once in state Disc, SM P(j) stays in this state until the arbiter grants
once again B(j) to P(i), for i = j, meaning that P(i) is now requesting access to
its primary bus. As signal GRANT(i,j) goes to 1, SM P(j) enters state Con 2,
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where P(i) is then connected to its primary bus, as signal CON DISC(i,j) goes
to 1. Then, SM P(j) enters state Clear, in order to reset signal BUS REQ, ac-
cording to Fig. 4, which was set when P(i) was addressing a secondary memory
module, for which i = j. This signal, when set, pauses P(i), until the secondary
state machine sends the control for P(i) to access the secondary bus.

Algorithm 1. Primary State Machine

Reset: PAUSE CONT ← 1; CON DISC ← 0; ACK ME ← 0; CLEAR ← 0;
if RESET = 1 then goto Reset;

Con 1: PAUSE CONT ← 1; CON DISC ← 1; ACK ME ← 0; CLEAR ← 0;
if CLK = 0 then goto Con 1;

Cont: PAUSE CONT ← 0; CON DISC ← 1; ACK ME ← 0; CLEAR ← 0;
if GRANT = 1 and REQ = 0 then goto Wait;
else if GRANT = 0 and REQ = 1 then goto Pause;

Wait: PAUSE CONT ← 0; CON DISC ← 1; ACK ME ← 0; CLEAR ← 0;
if GRANT = 1 then goto ACK ME else goto Disc;

Ack: PAUSE CONT ← 0; CON DISC ← 1; ACK ME ← 1; CLEAR ← 0;
Disc: PAUSE CONT ← 0; CON DISC ← 0; ACK ME ← 0; CLEAR ← 0;

if GRANT = 0 then goto Disc;
Con 2: PAUSE CONT ← 0; CON DISC ← 1; ACK ME ← 0; CLEAR ← 0;

if CLK = 0 then goto Con 2;
Clear: PAUSE CONT ← 0; CON DISC ← 1; ACK ME ← 1; CLEAR ← 1;

goto Cont;
Pause: PAUSE CONT ← 1; CON DISC ← 1; ACK ME ← 0; CLEAR ← 0;
P Disc: PAUSE CONT ← 1; CON DISC ← 0; ACK ME ← 0; CLEAR ← 0;

if GRANT = 0 then goto P Disc else goto CON 1;

The secondary state machine is described by Alg. 2. During initialization,
when signal Reset is 1, SM S(i,j) stays in state Reset until the arbiter grants
a secondary bus B(j) to processor P(i). When signal GRANT(i,j) goes to 1,
SM S(i,j) enters state Wait 1, followed by state Wait 2, in order to give time
to the corresponding primary state machine to pause P(i) and disconnect it from
B(j), for i = j. In this case, either P(i) is requesting a secondary bus or another
processor is requesting B(j) as secondary bus. In the first situation, SM P(i,j)
enters state Wait and in the second situation SM P(i,j) enters state Pause, as
discribed above. Observe that only the corresponding signal GRANT(i,j) is set,
according to P(i) and B(j) in question. Next, SM S(i,j) enters state Con, where
signal CON DISC(i,j) is set, connecting P(i) to B(j). Once in state Dis, signal
DIS EN(i,j) goes to 1, activating P(i), as shown in Fig. 4. Recall that P(i), for
i = j, was paused by the primary state machine, either because it requested a
secondary bus or its primary bus is being requested by another processor. Once
P(i) finishes using B(j), for which i = j, SM S(i,j) enters state En, resetting
signal DIS EN(i,j) and pausing P(i). Next, SM S(i,j) enters state Disc, resetting
signal CON DISC(i,j) and disconnecting P(i) from B(j). Then, SM S(i,j) enters
state Ack, in order to tell the arbiter it finished using B(j), by setting signal
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ACK ME, which makes the arbiter select the next bus master. Observe that
signal INIB COUNT goes to 1 as soon as SM S(i,j) leaves state Reset, stopping
the counter that controls the time limit for P(i) to use B(j), for i = j, since this
processor is not using its primary bus.

Algorithm 2. Secondary State Machine

Reset: CON DISC ← 0; DIS EN ← 0; INIB COUNT ← 0;
ACK ME ← 0;if GRANT = 0 then goto Reset;

Wait 1: CON DISC ← 0; DIS EN ← 0; INIB COUNT ← 1; ACK ME ← 0;
Wait 2: CON DISC ← 0; DIS EN ← 0; INIB COUNT ←; ACK ME ← 0;

Con: CON DISC ← 1; DIS EN ← 0; INIB COUNT ← 1; ACK ME ← 0;
if CLK = 0 then goto Con;

Dis: CON DISC ← 1; DIS EN ← 1; INIB COUNT ← 1; ACK ME ← 0;
if CLK = 0 then goto Dis;

En: CON DISC ← 1; DIS EN ← 0; INIB COUNT ← 1; ACK ME ← 0;
Disc: CON DISC ← 0; DIS EN ← 0; INIB COUNT ← 1; ACK ME ← 0;
Ack: CON DISC ← 0; DIS EN ← 0; INIB COUNT ← 1; ACK ME ← 1;

goto Reset;

3 Experimental Results

In order to analyse the performance of the proposed architecture, we used the
Particle Swarm Optimization (PSO) method [8][9] to optimize an objective func-
tion. This method was chosen due to its intensive computation, being a strong
candidate for parallelization. In this method, particles of a swarm are distributed
among the processors and, at the end of each iteration, a processor accesses the
memory module of another one in order to obtain the best position found in
the swarm. The communication between processors is based on three strategies:
ring, neighbourhood and broadcast.

3.1 Particle Swarm Optimization

The PSO method keeps a swarm of particles, where each one represents a po-
tential solution for a given problem. These particles transit in a search space,
where solutions for the problem can be found. Each particle tends to be attracted
to the search space, where the best solutions were found. The position of each
particle is updated by the velocity factor vi(t), according to Eq. 1:

xi(t+ 1) = xi(t) + vi(t+ 1) (1)

Each particle has its own velocity, which drives the optimization process, lead-
ing the particle through the search space. This velocity depends on its perfor-
mance, called cognitive component, and on the exchange of information with its
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neighbourhood, called social component. The cognitive component quantifies the
performance of particle i, in relation to its performance in previous iterations.
This component is proportional to the distance between the best position found
by the particle, called Pbesti, and its actual position. The social component
quantifies the performance of particle i in relation to its neighbourhood. This
component is proportional to the distance between the best position found by the
swarm, called Gbesti, and its actual position. In Eq. 2, we have the definition
of the actual velocity in terms of the cognitive and social components of the
particle:

vi(t+ 1) = vi(t)× w(t) + c1 × r1(Pbesti − xi(t)) + c2 × r2(Gbesti − xi(t)) (2)

Components r1 and r2 control the randomness of the algorithm. Components c1
and c2 are called the cognitive and social coeficients, controlling the trust of the
cognitive and social components of the particle. Most of the applications use c1 =
c2, making both components to coexist in harmony. If c1 # c2, then we have an
excessive movement of the particle, making difficul the convergence. If c2 # c1,
then we could have a premature convergence, making easy the convergence to a
local minimum.

Component w is called the inertia coeficient and defines how the previous
velocity of the particle will influence the actual one. The value of this factor
is important for the convergence of the PSO. A low value of w promotes a
local exploration of the particle. On the other side, a high value promotes a
global exploration of the space. In general, we use values near to one, but not
too close to 0. Values of w greater than 1 provide a high acceleration to the
particle, which can make convergence difficult. Values of w near 0 can make the
search slower, yielding an unnecessary computational cost. An alternative is to
update the value of w at each iteration, according to Eq. 3, where nite is the
total number of iterations. At the beginning of the iterations, we have w ≈ 1,
increasing the exploratory characteristic of the algorithm. During iterations, we
linearly decrease w, making the algorithm to implement a more refined search.

w(t + 1) = w(t) − w(0)

nite
(3)

The size of the swarm and the number of iterations are other parameters of
the PSO. The first one is the number of existing particles. A high number of
particles allows for more parts of the search space to be verified at each iteration,
which allows for better solutions to be found, if compared with solutions found
in smaller swarms. However, this increases the computational cost, with the
increase in execution time. The number of iterations depends on the problem.
With few iterations, the algorithm could finish too early, whithou providing
an acceptable solution. On the other hand, with a high number of iterations,
the computational cost could be unnecessaryly high. Alg. 3 describes the PSO
method.
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Algorithm 3. PSO

Create and initialize a swarm with n particles;
repeat

for i = 1 → n do
Calculate the fitness of particlei;
if Fitnessi ≤ Pbest then

Update Pbest with the new position;
end
if Pbesti ≤ Gbesti then

Update Gbesti with the new position;
end
Update the particle’s velocity;
Update the particle’s position;

end

until Stop criteria = true;

3.2 Communication between Processes

The parallel execution of the PSO method was done by allocating one instance
of the algorithm to each processor of the network. The swarm was then equally
divided among the processors. Each subswarm evolves independently and, peri-
odically, Gbest is exchanged among the processors. This exchange of data was
done based on three strategies: ring, neighbourhood and broadcast.

Fig. 7 describes the ring strategy, while Alg. 4 describes the PSO using this
strategy for process communication. The neighbourhood strategy can be de-
picted by Fig. 8 and the PSO algorithm that implements this strategy is de-
scribed by Alg. 5. Fig. 9 shows the broadcast strategy and Alg. 6 describes its
use for process communication by the PSO algorithm.

Fig. 7. Ring Strategy

3.3 Performance Figures

The PSO algorithm was used to minimize the Rosenbrock function, defined by
Eq. 4 and whose curve is shown in Fig. 10. We used 1, 2, 4, 8, 16 and 32 processors
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Algorithm 4. PSO with Ring Strategy

Create and initialize a swarm with n particles;
id := processoridentification;
tmpid := id− 1;
nproc := numberofprocessorsinthenetwork;
if id �= 0 then

endprocess(id) := 0;
end
tmpid := id− 1;
repeat

for j = 1 → n do
Calculate the fitness of particlei;
Update Gbest(id) and Pbest(id);
Update the particle’s velocity;
Update the particle’s position;

end
Copy Gbest(id) to share the memory;
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Gbest(id) then

Gbest(id) := Gbest(tmpid);
end

until Stop criteria = true;
if id = 0 then

Best := Gbest(id);
tmpid := id+ 1;
for k = 1 → nproc− 1 do

Read endprocess(tmpid);
while endprocess(tmpid) = 0 do

Read endprocess(tmpid);
end
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Best then

Best := Gbest(tmpid);
end
tmpid := tmpid− 1;

end

else
endprocess(id) := 1;

end
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Algorithm 5. PSO with Neighbourhood Strategy

Create and initialize a swarm with n particles;
id := processoridentification;
tmpid := id− 1;
nproc := numberofprocessorsinthenetwork;
if id �= 0 then

endprocess(id) := 0;
end
repeat

for j = 1 → n do
Calculate the fitness of particlei;
Update Gbest(id) and Pbest(id);
Update the particle’s velocity;
Update the particle’s position;

end
Copy Gbest(id) to share the memory;
tmpid := id+ 1;
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Gbest(id) then

Gbest(id) := Gbest(tmpid);
end
tmpid := id− 1;
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Gbest(id) then

Gbest(id) := Gbest(tmpid);
end

until Stop criteria = true;
if id = 0 then

Best := Gbest(id);
tmpid := id+ 1;
for k = 1 → nproc− 1 do

Read endprocess(tmpid);
while endprocess(tmpid) = 0 do

Read endprocess(tmpid);
end
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Best then

Best := Gbest(tmpid);
end
tmpid := tmpid+ 1;

end

else
endprocess(id) := 1;

end
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Algorithm 6. PSO with Broadcast Strategy

Create and initialize a swarm with n particles;
id := processoridentification;
nproc := numberofprocessorsinthenetwork;
if id �= 0 then

endprocess(id) := 0;
end
repeat

for j = 1 → n do
Calculate the fitness of particlei;
Update Gbest(id) and Pbest(id);
Update the particle’s velocity;
Update the particle’s position;

end
Copy Gbest(id) to share the memory;
tmpid := id+ 1;
for k = 1 → nproc− 1 do

Read Gbest from processor(tmpid);
if tmpid = nproc− 1 then

tmpid = 0;
else

tmpid := tmpid+ 1;
end

end

until Stop criteria = true;
if id = 0 then

Best := Gbest(id);
tmpid := id+ 1;
for k = 1 → nproc− 1 do

Read endprocess(tmpid);
while endprocess(tmpid) = 0 do

Read endprocess(tmpid);
end
Read Gbest from processor(tmpid);
if Gbest(tmpid) ≤ Best then

Best := Gbest(tmpid);
end
tmpid := tmpid+ 1;

end

else
endprocess(id) := 1;

end
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Fig. 8. Neighbourhood Strategy

Fig. 9. Broadcast Strategy

for each simulation and considering each of the communication strategies, 64
particles, distributed among the processors, and the algorithm was run for 32
iterations. The speedup obtained is described by Fig. 11.

f(x, y) = 100(y − (x2))2 + (1− x)2 (4)

Fig. 10. Graphic of the Rosenbrock Function
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Fig. 11. Speedup obtained for the Execution of the Rosenbrock Function

4 Conclusions

In order to evaluate the performance offered by the proposed architecture, we ex-
ecuted the PSO method for the minimization of the Rosenbrock function, both
sequentially and in parallel. The simulation was done for 1, 2, 4, 8, 16 and 32 pro-
cessors, using a swarmof 64 particles and implementing 32 iterations.We exploited
three communication strategies: ring, neighbourhood and broadcast. The speedup
obtained demonstrated that the performance offered by the network increaseswith
the number of processors.Another fact is that both ring and neighbourhood strate-
gies have similar impact on the performance of the network, while the broadcast
strategy decreases the performance. This decrease is due to the fact the the latter
imposes much more interprocess communication than the former ones.

As for future work, we intend to explore other applications for paralleliza-
tion, in order to analyse the impact of their behaviour specially concerning the
interprocess communication; introduce cache memory, to improve performance;
develop a microkernel, to implement task scheduling and explore multithread
execution; explore other arbitration schemes; sintezise the architecture, in order
to analyse the cost x performace relation.

Acknowledgments. We would like to thank the brazilian federal agency,
CNPq, and the Rio de Janeiro state agency, FAPERJ, for their financial support.
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Modelling Higher Dimensional Data for GIS
Using Generalised Maps

Ken Arroyo Ohori, Hugo Ledoux, and Jantien Stoter
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Abstract. Real-world phenomena have traditionally been modelled in
2D/3D GIS. However, powerful insights can be gained by integrating
additional non-spatial dimensions, such as time and scale. While this in-
tegration to form higher-dimensional objects is theoretically sound, its
implementation is problematic since the data models used in GIS are
not appropriate. In this paper, we present our research on one possi-
ble data model/structure to represent higher-dimensional GIS datasets:
generalised maps. It is formally defined, but is not directly applicable
for the specific needs of GIS data, e.g. support for geometry, overlapping
and disconnected regions, holes, complex handling of attributes, etc. We
review the properties of generalised maps, discuss needs to be modified
for higher-dimensional GIS, and describe the modifications and exten-
sions that we have made to generalised maps. We conclude with where
this research fits within our long term goal of a higher dimensional GIS,
and present an outlook on future research.

1 Introduction

Spatial data modelling refers to the creation of abstract mathematical represen-
tations of real world objects embedded in space. This includes not only purely
spatial aspects, such as the objects’ geometry and topology, but also other char-
acteristics required for their use, such as the ability to attach attributes (both
for storage and for thematic aspects), mark visited objects, or to have efficient
access to the objects within a region.

Spatial models have been developed largely independently in the disciplines
that required information on spatial objects, including computer graphics,
computer-aided design and manufacturing (CAD/CAM), geology, and geographic
information systems (GIS) [1]. Because of their independent creation, they are
a reflection of the idiosyncrasies of their domains and differ significantly in key
issues. One consequence of this is that in many fields support for 3D data has
been long widespread and the theoretical foundations for higher dimensions are
well established. However, GIS still has limited support for 3D data, and higher-
dimensional GIS, despite decades of frequent mentions in literature [2, 3, 4, 5],
remains in most cases a theoretical discussion1.
1 Among the implementations that do exist, this term is most often used as a catch-

phrase for any processing involving 3D space and time. However, time is usually
treated as a mere attribute, and true 4D space is almost never used.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 526–539, 2013.
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This slow progress in the GIS world is not due to a lack of applications in
higher dimensions. While being limited to 3D space is acceptable to many users
of geographic information, substantial work has been done regarding the integra-
tion of non spatial-dimensions [6], such as time [7, 8] and scale [9, 10], to spatial
data models. This is done either by creating specific models for these non-spatial
dimensions, or by treating them as additional spatial ones [5], yielding a higher
dimensional spatial model. The latter case is more extensible and generic, allow-
ing us to manipulate objects in a dimension independent manner [11]. It is also
the focus of this paper, and therefore the notion of a higher dimensional spatial
model is first explained in detail in Section 2.

Since there is both a need for higher-dimensional GIS, and an availability of
such data models from other fields that are able to support higher-dimensional
data, there is great potential in finding a suitable model and adapting it to
the specific needs of real-world (GIS) data, such as: support for overlapping
regions, holes, and complex handling of attributes and metadata; and providing
the specific operations that are required for its use, such as good construction
and querying operations, buffering and overlays [12]. A short summary of the
most remarkable representations for higher dimensional objects developed in
other fields and that could thus be adopted is given in Section 3.

Among these, we propose the use of generalised maps, which are explained in
Section 4, a model capable of representing a wide class of objects in arbitrary di-
mensions. It has several advantageous properties, such as support for unbounded
objects (useful for time and other unbounded dimensions [13]), avoiding prob-
lems with incompatible orientations (a common problem when objects are built
independently), and providing a simple manner to attach attributes to the ob-
jects of every dimension (e.g. vertex, edge, facet, etc.). Practically, it also has
the advantage of having been implemented in 3D (it is used in GOCAD2 for
geological modelling and in Moka3 for geometric modelling).

However, generalised maps by themselves cannot support all the character-
istics of real-world spatial data. To bring our ideas into practice, in Section 5
we therefore explain how we have modified and implemented generalised maps
for this purpose, and how some specific challenging aspects of GIS data can be
handled. We finalise with our conclusions, discussion and our plans for future
work in Section 6.

2 Higher-Dimensional Spatial Information

The simplest technique to handle additional dimensions in spatial information,
both in GIS and other fields, is using multiple independent representations. In
practice, this means that these dimensions are considered as simple attributes
which are attached to 2D or 3D objects. Such is the case in so-called 2.5D
models for height, the ‘snapshot’ model for time [14] and most approaches to

2 http://www.gocad.org/
3 http://moka-modeller.sourceforge.net/

http://www.gocad.org/
http://moka-modeller.sourceforge.net/
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multi-scale data, including CityGML [15]. This approach is simple to understand
and implement, but it also has important disadvantages:

– There is only a fixed (discrete) number of representations, which means that
the objects being represented only have a known value at certain predefined
points along the dimension. For example, a moving object’s position is only
known at certain moments.

– There is no link between the same object at different representations, which
makes it difficult to maintain consistent representations after updates and
precludes topological queries along this dimension. For instance, finding a
moving object involves a brute force search, and checking if two objects at
different scales are equivalent can only be inferred indirectly.

– The geometric and topological information is stored multiple times, which
is wasteful in memory and can easily lead to changes being propagated in-
correctly (or not at all), resulting in inconsistencies.

Many other approaches add some topology and additional information to these
independent 2D or 3D representations. For instance, event-based models [16]
connect successive moments in time with the changes that occurred in them,
object-relationship models [17] add information to model the changes them-
selves, and the original tGAP structure [18] links appropriate 2D objects at
different levels of detail. These representations are lightweight and sufficient for
many applications, but they do not solve any of the above mentioned problems in
their entirety: there is still a fixed number of points along a dimension (e.g. lev-
els of detail or moments in time), some topological relations are not possible to
keep in an efficient manner (especially along the additional dimensions), and in-
consistencies are easy to generate when combining data sources or manipulating
objects without special care.

Because of this, others have proposed to treat all dimensions as spatial ones
(see [19] for time and [20] for scale). This solution is more complex, but it
means that objects have known geometry, topology and attributes at all possible
values within a range. Alternatively, this can be seen as having access to all the
topological relationships between the objects, down to the vertex-to-vertex level.
This helps to avoid redundancies and inconsistencies in the data. What we mean
by treating all dimensions as spatial ones is explained as follows.

For simplicity, let us first consider a case with 2D space, time as the third
dimension, and only linear (flat) geometries. At any one point in time, an object
would be represented as a polygon in 3D space, and it would be parallel to the
2D space plane and orthogonal to the time axis. Every object existing (and not
moving or changing shape) during a time period would then be a prism, with its
base and top parallel to the 2D space plane and the other facets orthogonal to
it. An example of this situation is shown in Figure 1.

Extending this to a 4D representation of 3D space and time, every object at
one point in time would be a polyhedron in 4D space, and an object that exists
for a period of time would be a polychoron, i.e. the four-dimensional analogue of
a polygon/polyhedron. If this object is not moving or changing shape, it would
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Fig. 1. A 2D space (x, y) + time (vertical axis) perspective view of the footprint of
two separate buildings at time t0, which were connected by a corridor (red) from time
t1 to time t2 and then became disconnected again when the corridor was removed until
time t3. The moments in time are shown along the thick line representing the front
right corner of the right building.

take the form of a prismatic polychoron, i.e. the four-dimensional analogue of a
prism. A simple example of such an object, generated by successive extrusions
of a 2D footprint from the GBKN4 data set, is shown in Figure 2.

3 Higher-Dimensional Data Models

There are several data models that are able to support higher-dimensional ob-
jects. However, most of these are limited to point or raster data, which have
trivial or no topology, and are thus much more straightforward to use and imple-
ment. Higher-dimensional point clouds are common in data mining [21], while
higher-dimensional rasters are common in medical imaging [22], among other
examples.

For vector data consisting of closed polytopes (i.e. the higher-dimensional
analogue of a polygon/polyhedron), there are fewer options. A deceptively sim-
ple one involves the geometric subdivision of an n-dimensional polytope into
n-dimensional simplices, i.e. an n-dimensional simplicial decomposition or n-
dimensional triangulation, which can be easily represented and stored using an
incidence model, as shown in Figure 3. In its simplest form, a data structure for
this could be a list of vertex coordinates, and a list of simplices, each contain-
ing the n + 1 vertices that define it and the n + 1 simplices that are adjacent
to it. This option has several advantages: the data structures are simple to use

4 http://www.gbkn.nl, a Dutch large-scale topographic data set.

http://www.gbkn.nl
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(a) The GBKN footprint of
the Aula Congress Centre
in Delft

(b) After extruding it to
create a block shaped poly-
hedron (perspective projec-
tion of edges and facets
only)

(c) After extruding it again (double perspec-
tive projection of the edges only)

Fig. 2. A 4D (3D+time) representation of the Aula Congress Centre in Delft
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and implement, it can be compressed with relative ease [23, 24], and operations
between simplices are much more straightforward than those between arbitrary
polytopes (e.g. the intersection of two simplices of a certain dimension can yield
only a limited number of different configurations).

(a) Triangle based representation (b) Tetrahedron-based representation

Fig. 3. n-simplex based data structures in 2D and 3D. Black arrows represent pointers
from the element shown, while red arrows show the ones from other elements that point
to this one.

However, doing this subdivision is extremely difficult in practice, since it re-
quires the creation of an n-dimensional constrained triangulator, which has been
described in theory [25, 26] for some cases, but has never been implemented.
Doing so for the general case, especially in a robust manner, would prove very
difficult.

Another option, and the one further discussed in this paper, is using ordered
topological models [27], a type of boundary representations that are based on a
single type of fundamental constructing element (e.g. a half-edge), on which a
usually small number of pre-defined functions act. The more complex elements
and connected components of such a model are only defined implicitly, e.g. as
a set of fundamental elements. This allows objects to be represented as is, at
least from a high level perspective, not needing to conform to a particular shape
(unlike decomposition models like rasters).

Such data models also have the advantage of separating the topology of the
objects (which is dealt with in the model directly), and their geometry (which
is dealt with in an embedding model). This is a useful property, since it dis-
tinguishes the problems in geometric modelling from those in computational
geometry [28]. Algorithms and methods from both fields can then be applied
indistinctly to solve specific problems.

There are other possible models which are not discussed further in this pa-
per but still represent interesting possibilities. Constructive models based on
constructive solid geometry, alternate decompositions [29] or intersections of
half-spaces have a strong theoretical background, but attaching attributes to in-
dividual elements is difficult, and realising an object involves complex geometric
computations. Nef polyhedra [30] are very powerful, but require the construc-
tion of an n-dimensional hyperspherical projective kernel, which is also a very
complex task in practice [31].
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4 Generalised Maps

Generalised maps (sometimes shortened as G-maps) are an ordered topological
model developed by Liendhardt [32] based on the concept of a combinatorial
map, also known as a topological map, which was described by Edmonds [33].
They are roughly equivalent to the cell-tuple structure of Brisson [34], but were
shown to be able to represent the topology of a wider class of objects, i.e. ori-
entable or non-orientable cellular quasi-manifolds with or without boundary—
manifolds partitioned into cells [35] that allow certain types of singularities, as
long as every i-dimensional cell (i-cell) is incident to no more than two (i+1)-cells
in a (i+ 2)-cell.

A generalised map is composed of two elements: darts and involutions (α).
The precise definition of a dart is complex [32], but since for our application
we are only interested in representing linear (flat) geometries, a dart can be
intuitively seen as a unique combination of a specific i-cell (a vertex being a
0-cell, an edge is a 1-cell, a facet is a 2-cell, and so on) in each dimension, all of
which are incident to each other. Meanwhile, involutions are bijective operators
connecting darts that are related along a certain dimension. In this manner, α0

joins darts into edges, α1 connects consecutive edges within a facet, α2 connects
adjacent facets within a volume, and so on. An example of a 3D generalised map
(3-G-map) representation of two adjacent cubes is shown in Figure 4, where α0

thus joins vertices to form edges, α1 connects consecutive edges within a facet,
α2 connects adjacent facets within a volume, and so on.

One can traverse the combinatorial structure by the use of the orbit operator,
which returns a set of darts that are reachable by following certain involutions
only. To obtain the darts that are part of a certain i-cell only, one can start from
any dart d belonging to the i-cell, following all involutions except for αi. This is
commonly denoted an <�αi > orbit of d [36]. Since αi connects adjacent i-cells,
not following it means staying within the same i-cell. For simple construction,
the sew operation is used, connecting two objects of the same dimension along
the common face, i.e. (i − 1)-cell, in their boundaries. Analogously, the unsew
operation can be used to unset these involutions.

More formally, a n-dimensional generalised map is defined by a (n+ 2)-tuple
G = (D,α0, α1, . . . , αn), where D is a non-empty set of darts, and αi is an
involution (i.e. ∀d ∈ D, ∀0 ≤ i ≤ n, αi(αi(d)) = d) that connects objects of
dimension i, and ∀0 ≤ i ≤ n− 2, ∀i+ 2 ≤ j ≤ n, αi(αj(d)) is also an involution.

In order to traverse a G-map, the orbit operator < A > (d) =< αi1, αi2,
. . . , αin > (d) obtains all the darts that can be reached from dart d by successive
applications of the operators αi1, αi2, . . . , αin ∈ A. For convenience, the operator
<�αi > (d) is defined as well, which traverses all α involutions except for αi [36],
obtaining all the darts that are part of the same i-cell as d.

The construction of objects in its simplest form is based on the sewing opera-
tor, which joins two i-cells along the (i− 1)-cell that lies in their geometric com-
mon boundary. Thus, it takes two corresponding darts d1 and d2 (∀0 ≤ j ≤ n, i =
j ⇐⇒ d1 and d2 belong to the same j-cell) on opposite sides of the common
(i − 1)-cell, computes their < α0, α1, . . . , αi−1 > (d1) and < α0, α1, . . . , αi−1 >
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(a) A G-map representation of a cube.

/α =< α ,α >

/α =< α ,α >

/α =< α ,α >////

(b) The �αi operator obtains all the darts
belonging to a specific i-cell. Thus, �α0

obtains the darts belonging to a vertex,
�α1 those belonging to an edge, and �α2

those belonging to a facet.

(c) A G-map representation of two cubes. Note how the individual cubes have identical
involutions to those of (a), with the addition of an α3 involution that connects the two
cubes at their common face. In the other darts, this involution is not used.

Fig. 4. A 3D G-map representation of a pair of adjacent cubes, showing the α0 (dashed
red), α1 (solid blue), α2 (double green), α3 (triple purple), and �αi operators
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(d2) orbits, performs a parallel traversal of both, and connects them by adding
αi involutions that connect the corresponding darts from each orbit along the
i-th dimension. Note that this implies the use of consistent ordering criteria in
the orbit operator, such as always following the lowest possible α involution first.
The unsew operator similarly uses a single < α0, α1, . . . , αi−1 > (d) orbit (since
the (i− 1)-cells are now linked) to remove all the involutions between any darts
in the orbit along the i-th dimension.

5 Implementation

There are many possible realisations of generalised maps as a data structure.
For instance, a minimal data structure that stores the combinatorial aspect of
an n-G-map could involve a single type of object, a Dart with n + 1 pointers
to other darts representing its involutions. However, another option could be to
have a set of Involutions that store the identifiers of the two darts that each
of them link. These two options are presented in Figure 5.

struct Dart {
Dart *involutions [n+1];

};

(a) Based on darts

struct Involution {
id dart1 , dart2;

};

(b) Based on involutions

Fig. 5. A minimal G-maps implementation

Nevertheless, these data structures by themselves do not store any geometry
or support many of the characteristics of GIS data. An implementation for use
in GIS requires:

1. Geometry and topology Storing not only topological relationships, but
also the geometry of the objects. At least linear (flat) objects should be
supported.

2. Attributes Storing complex attributes of different types (e.g. numeric, text,
an element of a discrete set of classes, etc.), possibly at every dimension
(e.g. vertex, edge, face, etc.). Every i-cell can have a tuple of attributes of
different types, but all the cells of a certain dimension generally have the
same attribute types in their tuples.

3. Construction Constructing a model from both topological or non topolog-
ical data. Topological data might need to be checked (in case the topolog-
ical information does not match the actual geometry of the objects), while
non topological construction should be performed in a consistent manner,
generating valid topological information and ensuring that objects that are
geometrically equivalent are only generated once.
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4. Queries Answering geometric, topological and attribute based queries effi-
ciently. In order to do this, all necessary links between the objects should be
kept, and an external data structure for spatial indexing might be required
as well.

5. Holes Storing and efficiently accessing void regions in possibly every di-
mension higher than 0. To ensure a consistent model, these holes should fit
inside their containing object, which implies that they should be of the same
dimensionality or lower.

6. Disconnected and overlapping objects Keeping track and traversing
objects even when they form topologically disconnected groups. They might
be disconnected by virtue of being geometrically disconnected, or also by
being in a configuration that is not directly representable using generalised
maps. This implies that a higher level structure that somehow maintains this
information is required. This data structure can however have many possible
forms.

The data structures presented previously are only sufficient to represent the com-
binatorial structure (topology) of a generalised map, equivalent to the topo-
logical relationships in a partition of space without holes. However, to represent
the geometry and other characteristics of the model, some modifications and
additional structures are needed. These are shown in Figure 6 and explained as
follows.

To store geometry, embedding structures are used; each one of these contain-
ing the geometry of a specific i-cell. Since only linear geometries are required,
only the 0-dimensional point embeddings are strictly necessary, which store the
coordinates of each vertex. The geometry of the higher-dimensional embeddings
can then be inferred from the points in their boundary. Since each dart repre-
sents a unique combination of an i-cell of each dimension, a dart can be linked
to its corresponding embedding structure for each dimension. On the other di-
rection, it is sufficient to link an embedding to any one dart representing part of
its boundary.

Attributes and holes work in a similar manner. Since the tuples of attribute
types of all i-cells (cells of equal dimension) are equal, one embedding data
structure per dimension storing the attributes of that dimension, is sufficient. A
list of holes present in that i-cell can be then kept as an additional attribute, its
only practical requirement being that the dimensionality of the hole (represented
as an embedded cell as well) should be equal or lower than that of the containing
cell, and that its geometry should be fully inside the containing cell.

Meanwhile, queries and disconnected objects are handled through the
use of a spatial index. For this purpose we have investigated several options,
among which the most promising options are R-tree variants like the R*-tree,
or a simple index using a single vertex per cell, such as the lexicographically
smallest one. Usual R-tree implementations are not practical since they have
problems when dealing with objects of heterogeneous dimension (e.g. an object
with zero-length along a particular dimension has a volume5 of zero in higher
5 More precisely, a Lebesgue measure.
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getMarker(markerNumber : int) : Marker
markedLock : Mutex

Marked

value : bool
Marker

getMarker() : int
freeMarker(markerNumber : int)

markersInUse : bool[]
managerLock : Mutex

MarkerManager

Dart

isGeometricallyEqualTo(e : Embedding) : bool
isGeometricallyDifferentTo(e : Embedding) : bool

dimension: int
markersLock : Mutex

Embedding

coordinates : Point<d>
PointEmbedding NCellEmbedding Orbit

search(bbox : BoundingBox) : Embedding[]
insert(e : Embedding)
erase(e : Embedding)
size() : int

 
SpatialIndex

createPoint(p : Point<d>) : PointEmbedding
createEdge(points : PointEmbedding[]) : NCellEmbedding
createNCell(boundaryCells : NCellEmbedding[]) : NCellEmbedding
extrude(e : NCellEmbedding, minValue : float, maxValue : float)

 
G-Map

involutions

d+1 consistsOf0…*

holes

0…*

markers# markers

embeddings
d+1

incidentDart
0...1

embeddings0…*

index1

manager

1

Fig. 6. Our implementation of generalised maps for real-world GIS data
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dimensional space). The most important aspect of such a spatial index is that
it allows us to maintain a connected graph.

Finally, we have developed two construction operators: a higher dimensional
analogue of extrusion, which uses a d-dimensional object and a range along the
(d+1)-th dimension to create a (d+ 1)-dimensional object; and an incremental
construction methods that creates a (d + 1)-dimensional object described by
the d-dimensional objects in its boundary. These are the focus of two upcoming
articles and are not discussed here any further.

6 Conclusion and Future Work

This paper presents part of our ongoing research to implement a higher-
dimensional GIS based on mathematical models that have been developed in
other domains. This will enable the full integration of the separate dimensional
aspects of GIS, such as 2D/3D space, time and scale [37]. We have modified and
extended generalised maps into a data structure that is not much more com-
plex than a basic implementation, but one that is able to support the real-world
characteristics that are found in GIS data.

Our future work will cover: the visualisation of higher-dimensional data, effi-
cient construction techniques, improved spatial indexing, keeping the consistency
and validity of data, and improving the memory consumption of generalised
maps.
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Abstract. Geometrically, parcel boundaries are represented by polygons. Unfortu-
nately, they are induced by a set of lines in some drawings (for example, CAD). In 
this article, we present an algorithm that polygonizes quickly and precisely a set of 
lines and stores the resulting polygons as well as adjacency relationships in a topo-
logical model. These pre-calculated topological relationships are efficient for basic 
functions, such as parcel division and parcel merge, in land parcel exploitation and 
management systems. Our algorithm is simple and easy to implement. 

Keywords: Computational Geometry, Topology, CAD/CAM, GIS. 

1 Introduction 

In previous CAD systems, a few tools were available for parcel management. We 
could create geometry objects, such as lines and arcs, to represent the lot boundaries 
(see Fig.1, Fig.2) and then create a closed polyline to assist in determining the parcel 
area. With large drawings, polygonizing manually a set of lines is not efficient. Each 
parcel boundary is independent geometry object, so querying topological relation-
ships, such as adjacency, connectivity and containment, are time-consuming and 
computationally costly, particularly where the data is very big.       

 
Fig. 1. Parcel boundaries in a drawing 

 
Fig. 2. Parcels boundaries are a set of lines 
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There are many polygon detection algorithms, however, they do not have a model 
that maintains spatial relationships for querying later [4, 6]. In general, pre-calculating 
the topological relationships is more efficient as the relationships are identified once 
and the resulting topology information then queries many times in parcel exploitation 
and management systems (e.g. what parcels is the parcel A adjacent to?). We follow 
this approach to design data structures for implementing our algorithm.  

We used the VPF winged-edge topology data model [2] (see Fig.3) for storing spa-
tial relationships, such as adjacency, and managing the integrity of coincident parcel 
boundaries. In this model, an edge knows its neighboring edges by left edge and right 
edge attributes. Each edge also knows its left face (left polygon or left parcel boun-
dary) and right face (right polygon) attributes. Adjacency information for the topolo-
gy model is updated incrementally at each step of the algorithm. 

 
 

 

Fig. 3. Winged-edge components 

To create automatically polygons (parcel boundaries) from a set of lines, we divide 
this task in three major steps. First, we decompose the set of lines into a collection of 
line segments and detect line segment intersections using plane sweep algorithm. The 
running time for finding intersections of a set  of  line segments in the plane is 

, where  is the number of intersection points of segments in  
[1]. This process is known as line segmentation. Next, we build a planar graph (level-
2 topology), in which no edges overlap [2]. Left edge and right edge attributes for 
each edge are updated at this step. Last, we update left face and right face attributes 
for edges, and then construct a set of polygons from full topology information of 
edges based on winged-edges algorithm [2].  

The rest of the paper is organized as follows. Section 2 describes the steps of our 
algorithm. Section 3 presents the experimental results. Finally, we discuss conclusions 
and future work in section 4. 

2 Algorithm 

Let , , , … , ,   be the set of line segments for which we want to  
polygonize and to pre-calculate adjacency relationships among resulting polygons  
 

Start Node

End Node
Left Face

Right Face
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(parcel boundaries). Fig. 4a is an example of a set of line segments and Fig. 4b illu-
strates a set of six resulting polygons that we expect. We construct level-3 winged-
edge topology data model to solve this problem.  

 

 

Fig. 4. Polygonize a set of lines 

Our algorithm is depicted as follows: 
Input:    A set of line segments  and a threshold  
Output: A VPF level-3 topology model  and a set of polygons  

 2 ,  3  
 

 is the distance range in which all vertices (points) are considered identical or 
coincident. Its value chosen depends on the precision level of input data.  is the 
VPF model in level 2.  is the VPF model in level 3. The  func-
tion uses information in  to extract polygons (parcels).   

2.1 Data Structures 

Our algorithm relates to four primitives of VPF winged-edge topology data model [2]: 
node (connected node), edge, ring and face. These primitives have data structures as 
following: 

• Node 

struct TopoNode{ 
 int     id; // Node id 
 double    x;  // coordinate X  
 double   y;  // coordinate Y 
 TopoEdge firstEdge;  // FE 
} 

(a) A set of lines (b) Resulting polygons 
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• Edge 

struct TopoEdge{ 
 int    id; // Edge id 
 TopoNode startNode;  // SN 
 TopoNode endNode;  // EN 
 TopoEdge leftEdge;   // LE 
 TopoEdge rightEdge;  // RE 
 TopoFace leftFace;  // LF 
 TopoFace rightFace; // RF 
} 

• Ring 

  struct TopoRing{ 
   int    id; // Ring Id 
   TopoFace face; 
   TopoEdge startEdge; 
  } 

• Face 

  struct TopoFace{ 
   int    id; // Face Id 
   TopoRing outerRing;  
  } 

• TopologyModel 

  struct TopoModel{ 
   Hashset<TopoNode> nodes; 
   Hashset<TopoEdge> edges; 
   Hashset<TopoRing> rings; 
   Hashset<TopoFace> faces;  
  } 

2.2 Line Segmentation 

A set of line segments  frequently exist many intersections between these line seg-
ments. To construct polygons, we have to compute all intersections and create a new 
set of line segments in which any pair of line segments shares at most one endpoint. 
Fig.5 shows some pairs of line segments and creates new line segments for each case.  

We can simply take each pair of line segments, compute whether they intersect. 
This brute-force algorithm clearly requires . We want to void testing pairs of 
line segments that are far apart to speed up our algorithm, so we use plane sweep 
algorithm [1].  
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Fig. 5. Intersection cases in line segmentation 

2.3 Build Level-2 Topology 

At this step, our algorithm constructs a list of  nodes  and a list of 
 edges  from the new set of line segments that created at above step 

with the threshold . For each node in  we assign a value to  field. 
For each edge in  we assign values to , ,  and 

 attributes. To compute these values, for each segment we create 2 seg-
ment endpoints which has the structure as following: 

struct SegmentEndpoint{ 
 double  x; // x-coordinate 
 double  y; // y-coordinate 
 int   segmentId; // segment identification 
 bool    isStart; // whether it is start point of segment 
 double  angle; // resulted by this segment and x-axis at 
         //(x, y) 
} 
 
 

 

Fig. 6. Build the level-2 topology model 
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Our algorithm begins by sorting ascending the 2  segment endpoints by their x-
coordinates, y-coordinates and angles, in  . Fig.6 describes how to build the 
level-2 topology model. Further details can be found in [3]. Topological relationships 
of nodes and edges in Fig.6 are shown in Table 1 and Table 2.  Neighborhood vertices 
inside the threshold  are grouped to create a  node, such as  . The edge 

 has the smallest angle  so  is chosen as  of . 

Table 1. Topological relationships for nodes in Fig.6b 

Node FE 

Table 2. Topological relationships for edges in Fig.6b 

Edge SN EN LE RE 
 
 
 
 
 

2.4 Build Level-3 Topology 

This procedure creates a list of  rings  and a list of  faces 
, and updates values to  and  attributes for each edge in 
. For each  in , we consider  sequentially values .  and . . For example, we begin with . . If  .  has not yet 

assigned we create a new  object  and assign this object to it.  is the 
edge that belongs to . From  we know .  also is a part of . We 
consider . . To determine  is assigned to . .  or . . , we find node that  and .  share.  If sharing node 
is . .   we assign  to . . , otherwise . . .  If  is assigned to . . , the next edge 
for considering is . .  otherwise . . . We 
repeat this process until  .  is chosen to assign to.  

The BuildLevel3Topology function is depicted as follows:  

void BuildLevel3Topology( ){ 
 foreach  in . { 
  endpoints.Add( . ) 
  endpoints.Add( . ) 
  foreach node in endpoints{ 
   nextEdge  Null 
   nextNode  Null 
   newFace   Null 
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   if( . ){ 
    if( . ){ 
     newFace  CreateNewFace() 
     .   newFace 
     nextNode  .  
     nextEdge  .  
    } 
   } 
   else{ // if( . ) 
     newFace  CreateNewFace() 
     .   newFace 
     nextNode  .  
     nextEdge  .  
   } 
   if(newFace  Null){ 
    newRing  CreateNewRing() 
    newRing.face  newFace 
    newRing.startEdge   
    . .  
    newFace.outerRing  newRing 
    . .  
    while((nextEdge  )OR (nextNode  node)){ 
     if(nextEdge.startNode = nextNode){ 
      nextEdge.rightFace  newFace 
      nextNode  nextEdge.endNode 
      nextEdge  nextEdge.rightEdge  
     } 
     else{ // if(newEdge.endNode = nextNode){ 
      nextEdge.leftFace  newFace 
      nextNode  nextEdge.startNode 
      nextEdge  nextEdge.leftEdge 
     } 
    }  
   }  
  }  
 } 
}  

The function BuildLevel3Topology only constructs faces without holes so number 
of faces equals to number of rings in the resulting topology model. With dataset 
shown in Fig.4, this function creates six polygons (faces) (see in Fig.4b) and a large 
star-shaped polygon (face) containing the remain polygons. To remove unexpected 
exterior polygons, we perform the following procedure: 

void RemoveExteriorPolygons(M){ 
 foreach face in M.Faces{ 
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  nodes  GetNodesOfRing(face.outerRing) 
  nodeTopLeft  FindTopLeftNode(nodes) 
  edge  FindEdgeOfFaceShareNode(face, nodeTopLeft) 
  if(edge.startNode = nodeTopLeft){ 
   if(edge.rightFace == face) 
    Remove(face) 
  } 
  else{ // if(edge.endNode = nodeTopLeft) 
   if(edge.leftFace == face) 
    Remove(face) 
  } 
 } 
} 

With this procedure, we always find out the leftmost edge that contains nodeTop-
Left . Fig.7 shows how to detect exterior polygons (faces).    

 
 

 

Fig. 7. Two cases that a face satisfies removal condition 

2.5 Extract Polygons 

With VPF level-3 topology model, it is easy to list all faces that stored in the model. 
All faces are defined by one ring, which is connected networks of edges that compose 
the face border.  Each ring starts with a reference to a particular edge, and is defined 
by traveling in a consistent direction. Then the left and right edge on the edge are 
traversed, always keeping the face being defined on one side, until the ring returns to 
its starting edge [2]. 

void ExtractPolygons(M){ 
 P   
 foreach face in M.Faces{ 
  orderedNodes  GetNodesOfRing(face.outerRing) 
  p  MakePolygon(orderedNodes) 
  P.Add(p) 
 } 
} 

nodeTopLeft nodeTopLeft 
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3 Experiments 

The experiments were done on a 3.40 GHz Intel® Core™ i7-3770 machine with 
16GB main memory. The program was compiled by the Visual Studio C# 2010 com-
piler using level 3 optimization.  

To evaluate our algorithm, we use three datasets: VNAdmins (a set of polygons), 
HCMParcels (a set of lines) and USARoads (a set of line segments, available from 
[5]). The size in line segments of these datasets are shown in Table 3. In addition, 
their shapes are shown in Fig. 8. Because of our experimental datasets in WGS84 
coordinates, we choose the threshold 0.0000001.   

Table 3. The dataset properties 

Dataset Name Number of segments 

VNAdmins  1,574,832 

HCMParcels  8,916,105 

USARoads  29,166,672 

 

  

 
 

(a) VNAdmins (b) HCMParcels (c) USARoads 

Fig. 8. Visualize our datasets 

Table 4 shows the number of nodes, edges, rings and faces stored in VPF level-3 
topology model for each real dataset after applying our algorithm. The number of 
edges is less than the set of input line segments because our algorithm merges pairs of 
edges that share degree 2 nodes. 

Table 5 shows spent CPU time at each step of the algorithm. 

Table 4. Resulting topology model for each dataset 

Dataset Name Nodes Edges Rings Faces 

VNAdmins 1,559,963 1,574,824 15,517 15,517 

HCMParcels 7,174,685 8,879,992 1,752,009 1,752,009 

USARoads 16,712,376 21,619,341 4,889,241 4,889,241 
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Table 5. Execution time of our algorithm for each dataset 

Dataset Name Level-2 Topo Level-3 Topo Total Time 

VNAdmins 6,622 ms 31 ms 6,653 ms 

HCMParcels 53,067 ms 4,955 ms 58,022 ms 

USARoads 507,680 ms 33,388 ms 541,068 ms 

4 Conclusions and Future Work 

This paper introduces a parcel detection algorithm based on VPF level-3 topology 
model. Adjacency relationships stored in the model are efficient for basic functions, 
such as parcel division and parcel merge, in land parcel exploitation and management 
systems. The proposed algorithm can work with large datasets. At present, our algo-
rithm consumes much cost for removing coincident edges and only extracts polygons 
without holes. These drawbacks will research and solve in future.  
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Abstract. W3DS clients should be able to request 3D scenes, either
using the getscene or gettile operations, and directly display them
without any additional manipulation or geographic positional correction.

In this paper we will discuss how tiles should be served to W3DS
clients, since 3D tiles are more difficult to manage than 2D tiles. While
2D tiles just need to be placed side by side, 3D tiles also have to fit along
the z axis.

The volume and complexity of 3D information requires more compli-
cated logic on the client side. Clients can decide that geographic features
far away from the viewer can have less detail than those near the ob-
server. For that reason, 3D clients may want to join together tiles of
different resolutions.

We will show an algorithm to perfectly slice 3D terrain models using
the GDAL and CGAL libraries. It can be used in existing W3DS services
to improve the quality of visualisations.

Keywords: Delaunay triangulation, Tessellation, Terrain models, Web
3D Service.

1 Introduction

3D information modelling has improved in recent years and Open Geospatial
Consortium (OGC) standards like GML 3 and CityGML (which is a GML 3
profile) are becoming widely adopted. However, 3D visualisation lacks consensual
approaches.

The evolution of the web, and specifically WebGL support in HTML5, has
created a new opportunity to evaluate the Web 3D Service (W3DS) as an option
for 3D visualisation. We developed an open source W3DS implementation on
top of Geoserver [2], as a community module, based on the draft specification
0.4.0 [8].

The success of such a service will not only depend on the operations provided.
It will depend on the availability of web based clients able to take advantage of
WebGL support. The upstream work flow is also important. W3DS servers must
be able to manage large amounts of 3D data to deliver scenes to be rendered by
the client.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 550–561, 2013.
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In this paper we focus on the preparation of large 3D data sets, to be deliv-
ered as multi-resolution tiles. Tiles should be ready to be rendered, without any
additional effort from the client.

But 3D data differs from 2D data. To create great 2D mosaics, we put the
tiles side by side, according to their origin and resolution. Stitching 3D tiles is
more difficult.

Side by side, 3D tiles must be well connected in the 3D space. The user should
not notice where the tiles are joined together. This requirement is even more
difficult to accomplish when we need to stitch 3D tiles of different resolutions.

In 2D stitching, in Google Maps, Bing Maps, OpenStreetMap, etc, we never
use tiles of different scale or resolutions in the same map. When we zoom in, we
zoom in the entire view equally. When we zoom out, all the tiles are replaced by
others at a larger scale, but all requested tiles are at the same scale.

In 3D visualisation, where the amount of data can be quite large, it is desirable
to keep low resolution data in places far from the user’s point of view and have
more detailed data where the user is focused.

In 3D, objects can become very far away even with a small rotation of the
camera. In perspective views, objects are at different distances from the users.
It makes sense to provide more detailed 3D data just for the objects closest to
the user, and take advantage of the greater distance of some objects to provide
less detailed models of them.

2 Background and Related Work

3D data is more difficult to model and to process. 3D navigation is complicated
for the majority of users. But 3D models can be important in many application
scenarios. It is not only used to visualise amazing 3D city models.

Spatial Data Infrastructures (SDI) are already adapting the procedures to
incorporate 3D in their building blocks. A major initiative in the Netherlands,
at the national level, is described in [14].

Incorporating 3D spatial data in national SDI will require major improve-
ments at different levels. Map servers and clients for 3D are required and should
be gradually integrated into the existing SDI.

2.1 Related OGC Activities

OGC working groups have already developed technologies and work flows to
support spatial data infrastructures with a requirement for rapid visualisation
of extremely large and complex 3D spatial data. From May to October 2011,
OGC developed the first 3D Portrayal Interoperability Experiment (3DPIE).

Client Models. For the portrayal of spatial data, OGC employs a well-known
four level visualisation pipeline, from the objects in the database to its repre-
sentation on a display device. This pipeline can combine components residing
in different servers. When developing client server applications for visualisation
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of geographic information, we can decide what components reside on the server
side, and what components are delegated to the client side. As a consequence of
this decision, clients can be more or less complex.

In Fig. 1, taken from the W3DS standard draft proposal, three client models
are considered.

Fig. 1. Balancing schemes between client and server

Thick clients have direct access to features. They have more flexibility to
manipulate the objects and produce sophisticated visualisations. We can consider
globes as clients in this category, since globes usually provide the necessary logic
to get and integrate features from different sources.

On the contrary, thin clients only access already rendered scenes. The client’s
logic can be very simple.

In between, medium clients have access to 3D scenes. They don’t need to
manipulate features. All features are already grouped in scenes. They have the
flexibility to render the scene taking advantage of display graphic capabilities.

2.2 Virtual Globes

Virtual globes are good examples of thick clients. Google Earth and NASA
World Wind, just to name two of the many virtual globes, are being used as
a tool in geosciences. Globes are been used not only to visualise data, but to
model complex processes [3]. To support such processes, globes can manipulate
3D geographic features, like terrains, buildings, etc.
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With the WebGL support enabled in browsers, web based virtual globes are
emerging. OpenWebGlobe [9] is able to provide much of the functionality of
former globes, through the browser.

Virtual globes can play an important role in Spatial Data Infrastructures
[10]. Globe evaluations are described in the literature, but these evaluations are
mostly focused on the number of out-of-the-box features, and comparisons are
always made against Google Earth [15].

Despite the number of virtual globes available, there is no standard API for
globes. To model some specific geographical phenomena or to customise some
specific interactions, developers must follow each virtual globe’s API.

2.3 W3DS Clients

W3DS clients should be lighter than thick clients. According to the specification,
“theWeb 3D Service (W3DS) is a portrayal service for three-dimensional geodata
such as landscape models, city models, textured building models, vegetation
objects, and street furniture”. W3DS clients should be flexible enough to provide
interactive visualisations of 3D scenes. W3DS clients can perform much faster
than thick clients, like virtual globes. No additional processing is required to
display the scenes delivered by the server.

W3DS Operations. Information about the service, the supported operations,
available layers and their properties, can be retrieved using the getcapabilities
operation. Two additional operations that return information about features and
their attributes are provided: getfeatureinfo and getlayerinfo.

Two operations are provided to return 3D data: getscene and gettile.
These two operations differ essentially in how the features are selected. getscene
allows the definition of an arbitrary rectangular box to spatially filter the features
to compose the scene returned to the client. gettile returns a scene on-the-fly
formed by features within a specific delimited cell, within a well-defined grid.

All five proposed operations, tagged as mandatory or optional are listed in
Tab. 1.

Interactive scenes with terrain and relevant 3D geographic features will result
from multiple getscene and gettile requests to the service. These might be
mostly called operations.

Table 1. W3DS operations

Operation Use

GetCapabilities mandatory

GetScene mandatory

GetFeatureInfo optional

GetLayerInfo optional

GetTile optional



554 N. Oliveira and J.G. Rocha

W3DS Implementations. Until now, two implementations of the W3DS were
known.

One is supporting the OpenStreetMap-3D Europe project, carried out by the
GIScience group from Heidelberg University, Germany. The service is up and
running, and can be explored with a java based client called XNavigator. The
project not only contributed to the development of the W3DS service, but also
became a major contribution to the OpenStreetMap project, since it opened a
new opportunity to enhance the OSM with 3D building models [5].

The OpenStreetMap-3D also contributed with a new approach to enhancing
3D terrain models by integrating the roads directly into the triangulation system
through the correction of the surface [12]. But due to limitations of the algorithm
used, tiles in OSM-3D may not fit perfectly side by side, as shown in Fig. 2.

(a) Problems stitching tiles at the same
resolution

(b) Problems stitching tiles at the dif-
ferent resolutions

Fig. 2. Tiles in OSM-3D may not fit perfectly at lower scales

Another W3DS implementation is CityServer3D [7] from the Fraunhofer In-
stitute for Computer Graphics Research in Darmstadt, Germany. CityServer3D
is more than a server, since it consists of several components to manage 3D city
models.

2.4 Web View Service

The Web View Service (WVS) [6] follows previous efforts related with the Web
Terrain Server (WTS) and Web Perspective View Service (WPVS). WVS deliv-
ers 3D spatial data as rendered images. Thin clients can access virtual 3D worlds
through images. It can be considered the 3D equivalent of 2D map services.

3 3D Tiling

The usual way to access spatial data, in the Web Map Service (WMS) service
for example, is to request one or more layers with the desired styles, within a
certain bounding box. While this is the most flexible way to get the rendered
maps, in some applications Web Map Tile Service (WMTS) are preferred over
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WMS when performance is important. When data does not often change, this
allows the offline preparation of the tiles, freeing the WMS from rendering the
same area over and over again. Tiles are rendered once and served many times.
WMTS trades the flexibility of custom rendered maps for fast delivery of fixed
tiles.

Delivering fixed sets of tiles also enables simple scalability mechanisms. Tile
caches can be distributed among different servers.

While the WMTS provides a complementary approach to the WMS for tiling
maps, the W3DS includes both the flexibility of arbitrary scene creation though
the getscene operation and the fast delivery of tiles thought the gettile
operation.

W3DS clients should be able to request tiles and display them directly without
any additional 3D manipulation or geographic positional correction.

3.1 Basic Tiling Algorithm

Although we can create tiles from any source supported by Geospatial Data
Abstraction Library (GDAL) [16], we will describe our algorithm starting from
the simplest source, which is a list of points with elevation.

The first step is to create the Triangle Irregular Network (TIN) from the
points, using the Delaunay triangulation. This triangulation is done using the
Computational Geometry Algorithms Library (CGAL) library [1]. The Delaunay
triangulation in CGAL is high configurable. For the TIN generation, we only need
the 2.5 properties of the terrain, and the simple Delaunay triangulation applied
to 2.5 data is adequate and the fastest approach.

The generated TIN can became quite large. In our approach, as we will show,
we need to calculate the overall TIN. It is necessary to calculate this large TIN
before dividing it into tiles.

To divide the TIN in tiles, we use 4 vertical planes to cut each tile. These
planes start from the ground (elevation zero) and go to the highest possible
elevation. Interception points are calculated. These are points on the edges that
cross the vertical planes. This process is illustrated in Fig. 3.

Special care must be taken to create the four corners. These corner points are
the ones in the vertical line where the vertical planes intercept. The corner is
the point where that vertical line intercepts the TIN. It might be on a triangle
that has no points inside the tile. The same corner can be shared by 4 different
tiles.

All interceptions points will be used by both adjacent tiles divided by the
same plane. If we keep these points in each tile, we guarantee that they will
stitch perfectly.

Auxiliary Data Structure. The tiling algorithm described can scale quite
well, maintaining a constant time per tile, if an adequate data structure is pro-
vided. We created a simple spatial index, called InitialGrid, to access all triangles
that might be within one or more adjacent tiles. Using this index, for each tile, we
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(a) The four planes delimiting one tile. (b) The resulting tile

Fig. 3. Cutting tiles

only intercept the four planes with a small fraction of all triangles. The amount
of time to cut each tile is thus constant, with a complexity of O(1), in the big-O
notation.

3.2 Joining Tiles Generated at different Levels

Tiles can be hierarchically organised. One tile can be split into four other tiles,
occupying the same surface, but with higher accuracy (with more mass points or
triangles within the same area). The notion of level is independent of the Level
Of Detail (LOD) used in the getscene operation.

Tiles can and should be generated at different levels. To do so, we start with
the most accurate data. The described algorithm is used to provide the tiles for
the higher level. Only afterwards, the next lower level of tiles is computed. The
next lower level will occupy the area of four existing tiles. The interception points
calculated in the previous levels around each four tiles are preserved. All other
mass points within the four tiles are used to compute the lower level tile. So,
the Delaunay triangulation is done to compute the lower level TIN, considering
less mass points, but preserving all points of the border. For each lower level,
the user can decide how many mass point are discarded (values like 1/4 or even
1/8 have been used, preserving the surface shape, while significantly reducing
the number of triangles in each tile.

With such an algorithm, we preserve the points used in different tile levels.
If the points are preserved, tile stitching will be perfect even when we put tiles
from different levels side by side, as shown in Fig. 4.

Tile Storage. After being calculated, each tile is stored in a spatial database.
Each tile is a row in the database and can be retrieved by its level, row and
column number as keys. Alternatively, tiles can be stored as files, and served
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Fig. 4. Perfect composition of several tiles, at different resolutions

from the file system. The hierarchical organisation of the file system can use the
three different keys (level, row and column) to organise the tiles in folders within
folders.

4 Usage and Results

The gettile operation was implemented on top of GeoServer as a community
module to take advantage of all the existing logic regarding the web service
implementation. The module is open source and is available from the github
repository.

A new servicewas created, calledW3DS, with all operations defined in the draft
proposal. The getfeatureinfo operation still has some limitations, though.

The getcapabilities operation provides the service’s metadata to clients.
Clients must know basic service and layer metadata, prior to any request.

Tiles can only be requested from layers tagged in the getcapabilities doc-
ument with the key <w3ds:Tiled>true</w3ds:Tiled>. They must also have a
<TileSet> definition associated, as illustrated in the following <TileSet> defi-
nition.

<w3ds:TileSet>

<ows:Identifier>guimaraes</ows:Identifier>

<w3ds:CRS>EPSG:27492</w3ds:CRS>

<w3ds:TileSizes>4000 2000 1000 500 250</w3ds:TileSizes>

<w3ds:LowerCorner>-17096.156 193503.057</w3ds:LowerCorner>

</w3ds:TileSet>

Basically, the <TileSet> provides the lower left corner of the grid, and all
available tile sizes. Tile sizes are defined as an ordered list decreasing by tile
size. The number of levels available is the length of the list. Levels are numbered
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from 0, starting at the largest tile size. Obviously, tiles are considered of equal
size in both axes, according to the draft specification version 0.4.0. The version
0.4.1 introduced the possibility of supporting non-rectangular tiles.

4.1 W3DS Gettile Operation

The gettile parameters are listed in Tab. 2. These can be submitted either
encoded as key-value pair in a GET request, or as an XML formatted document,
in a POST request.

Table 2. gettile parameters

name definition use

crs Coordinate Reference System of the returned tile mandatory

layer Identifier of the layer mandatory

format Tile encoding format mandatory

tileLevel Level of requested tile mandatory

tileRow Row index of requested tile mandatory

tileCol Column index of requested tile mandatory

style Identifiers of server styles to be applied optional

exceptions Format of exceptions optional

Common gettile requests, with key and values pairs, are like this one:

http://localhost:9090/geoserver/w3ds?

version=0.4&

service=w3ds&

request=GetTile&

CRS=EPSG:27492&

FORMAT=model/x3d+xml&

LAYER=guimaraes&

TILELEVEL=1&

TILEROW=5&

TILECOL=7

In our implementation, the tile encoding format can be X3D or HTML5. X3D
is an XML encoded file format for representing 3D graphics. It is successor to the
Virtual Reality Modeling Language (VRML). X3D is the ISO standard ISO/IEC
19775/19776/19777. It has been developed by the Web3D Consortium.

We also use the HTML5 format over X3D. With the HTML5 container, the
gettile result can be viewed directly on a browser supporting WebGL, such as
Mozilla Firefox or Google Chrome.

The integration of X3D within the HTML5 is provided by the open source
X3DOM framework provided by the Fraunhofer Institute [4]. The HTML5 con-
tainer will return a minimal HTML document with a header that includes:



Tiling 3D Terrain Models 559

<link rel="stylesheet"

href="http://www.x3dom.org/x3dom/release/x3dom.css"/>

<script type="text/javascript"

src="http://www.x3dom.org/x3dom/release/x3dom.js">

The HTML5 encoding comes in very handy for previewing data directly in
the Geoserver administration interface. As soon as the administrator publishes
the tiled layer it can be previewed from the administration interface.

Styling Tiles. The style optional parameter can specify one or more styles to
be used. These must be chosen from the styles indicated in the getcapabilities
response. If no style is provided in the request, the default style associated with
the layer will be used. In the implementation of the gettile described here, we
support image textures over the tiles, coming from static files (on the server) or
from any WMS service. The exact boundaries of the tiles are appended to the
getmap request against the remote WMS. For example, we can use for the same
tile set one style that uses aerial imagery and another one with OpenStreetMap
rendered images, as shown in Fig. 5.

(a) Aerial imagery over tiled X3D. (b) OpenStreetMap rendered image
over the same tile.

Fig. 5. The same X3D tile rendered with different styles

We are unable to support textures from other tile services (WMTS). This
would require additional logic unless the tile set grids are exactly the same, i.e.
the origin, the levels and each tile size are exactly the same.

5 Conclusions and Outlook

3D tile services enable visualisation of large 3D datasets. Additional logic on
the client side is responsible for managing the tiles and their resolution levels,
providing the user with a good experience while minimising the data transferred
from the server.

While getscene is important for providing selected 3D data on-the-fly, get-
tile is no less important in efficiently delivering less updated data, like terrain
models, that can be pre-processed to improve the server’s performance.
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In this paper we discuss not only the gettile implementation, but also tile
preparation. In tile preparation, special care must be paid to ensure the good
stitching of the tiles. In 3D visualisation environments, tiles at different levels
can be stitched, as opposed to 2D maps where only tiles of the same zoom level
are displayed side by side.

The implementation described, either JAVA code contributions to GeoServer
or C++ code using CGAL library, is released under GNU general public license.

5.1 Outlook

SDI will integrate more and more 3D spatial data and all related policies and
technologies to manage 3D. New forms of displaying maps far beyond the histor-
ical 2D visualisation will be supported by web browsers. Since WebGL promises
to have a major impact on the gaming industry, it will also have a major impact
on GIS visualisation technologies.

But there are some doubts and challenges ahead. The HTML5 final specifica-
tion will be only released in 2015. Until then, several parallel and complementary
initiatives will exist, like X3D [4] and XML3D [13]. It is difficult to anticipate
which technologies will be widely adopted.

The release of the describedW3DS implementation as a GeoServer community
module, available as open source, can play an important role towards W3DS
consolidation. Open source implementations can attract a larger population of
users. This larger community can inspect, validate, modify and improve the
code. This process will ensure the reliability of the implementation. With trusted
implementations, W3DS technology will start to appear at the SDI level.

The availability of an open source specification can also enable users to play
with their own data. Different datasets and different use cases are very important
for fully testing the implementation and the W3DS draft specification.

There are more features that could be included in the current W3DS draft
specification, but it is wise to release version 1 and postpone other features
for future versions. For example, a complementary extended SLD specification
for 3D would improve the W3DS, as also suggested in [11]. Streaming support
in W3DS could also enable effective fly-throughs, which is another feature of
HTML5 that we can take advantage of.
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T. (eds.) Computer, vol. 49, pp. 63–67. EuroSDR Publication (2005)

[8] Kolbe, T.H., Schilling, A., Zipf, A., Neubauer, S., et al.: Draft for Candidate
OpenGIS Web 3D Service Interface Standard. Technical report, Open Geospatial
Consortium, Inc. (2010)

[9] Loesch, B., Christen, M., Nebiker, S.: OpenWebGlobe - an open source SDK for
creating large-scale virtual globes on a WebGL basis. In: International Archives
of the Photogrammetry Remote Sensing and Spatial Information Sciences XXII
ISPRS Congress (2012)

[10] Nebiker, S., Bleisch, S., Gülch, E.: Virtual Globes. GIM International 24(7) (2010)
[11] Neubauer, S., Zipf, A.: Suggestions for Extending the OGC Styled Layer Descrip-

tor ( SLD ) Specification into 3D – Towards Visualization Rules for 3D City
Models. In: Applied Sciences, p. 133 (2007)

[12] Schilling, A., Lanig, S., Neis, P., Zipf, A.: Integrating Terrain Surface and Street
Network for 3D Routing. In: Lee, J., Zlatanova, S. (eds.) 3D GeoInformation Sci-
ences. Lecture Notes in Geoinformation and Cartography, pp. 109–126. Springer,
Heidelberg (2009)

[13] Sons, K., Klein, F., Rubinstein, D., Byelozyorov, S., Slusallek, P.: XML3D: inter-
active 3D graphics for the web. In: Slusallek, P., Yoo, B., Polys, N. (eds.) Web3D
10 Proceedings of the 15th International Conference on Web 3D Technology, vol. 1,
pp. 175–184. ACM (2010)

[14] Stoter, J., Vosselman, G., Goos, J., Zlatanova, S., Verbree, E., Klooster, R.,
Reuvers, M.: Towards a National 3D Spatial Data Infrastructure: Case of The
Netherlands. Photogrammetrie Fernerkundung Geoinformation 2011(6), 405–420
(2011)

[15] Walker, M.: Comparison of Open Source Virtual Globes About Sourcepole. Source
(2010)

[16] Warmerdam, F.: gdal, Geospatial Data Abstraction Library,
http://www.gdal.org

http://www.gdal.org


Mining Serial-Episode Rules

Using Minimal Occurrences with Gap Constraint

H.K. Dai and Z. Wang

Computer Science Department, Oklahoma State University
Stillwater, Oklahoma 74078, U.S.A.

{dai,wzhu}@cs.okstate.edu

Abstract. Data mining is a task of extracting useful patterns/episodes
from large databases. Sequence data can be modeled using episodes. An
episode is serial if the underlying temporal order is total. An episode
rule of associating two episodes suggests a temporal implication of the
antecedent episode to the consequent episode. We present two mining al-
gorithms for finding frequent and confident serial-episode rules with their
ideal occurrence/window widths, if exist, in event sequences based on the
notion of minimal occurrences constrained by constant and mean max-
imum gap, respectively. A preliminary empirical study that illustrates
the applicability of the episode-rule mining algorithms is performed with
a set of earthquake data.

Keywords: data mining, episode-rule mining algorithms, minimal
occurrences, gap constraint.

1 Preliminaries

Data mining is a task that extracts or “mines” knowledge from large amounts of
data. Sequence data mining is one of the branches of data mining where the data
can be viewed as a sequence of events and each event has an associated time
of occurrence. Examples of such data are telecommunication network alarms,
occurrences of recurrent illnesses, Web-site traversal actions, etc [1].

Sequence data can be modeled using episodes [6]. An episode is an acyclic
directed graph representing a temporal order of a group of events. Episodes can
be classified based on the topologies of their underlying acyclic directed graphs
— according to the nature of temporal ordering among the events. An episode
is parallel (serial) if the underlying temporal order is trivial (total, respectively),
and complex episodes are composed via hierarchical structures of parallel and
serial episodes.

The Apriori algorithm [2] [3] [7] can be used in mining frequent episodes. It em-
ploys a bottom-up strategy and utilizes the known/prior information to reduce
the search space. There are two main steps in each iteration of the algorithm,
candidate generation and frequent-episode recognition. The Apriori algorithm
terminates when there is no more candidate generated.

B. Murgante et al. (Eds.): ICCSA 2013, Part I, LNCS 7971, pp. 562–572, 2013.
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When working on sequence data mining, it is always desirable to maintain the
relative sequence information in the output of date mining in terms of input data
sequence. Serial episode is capable of keeping sequence information. However,
the episode configuration is rigidly restricted and has to be totally ordered.
The capability of expression of the serial episode therefore is limited to certain
real-world scenarios. Parallel-episode mining does not take the event sequence
information into account and is less useful in sequence data mining area. Complex
episode is ideal for modeling the real world. However, mining complex episodes
is not a trivial task, due to the topological complexity of episode generation and
the computational complexity of episode recognition [4].

Denote by N, P, and R the sets of all nonnegative integers, all positive integers,
and all reals, respectively.

Given a set E of event types, a (unit-time) event is an ordered pair (A, t) ∈
E × N where A and t denote the event type and the occurrence (start) time of
the event, respectively. We assume that all events last one time unit. An event
sequence on E is a triple (S, T(1), T(2)) such that: (1) for some n ∈ P, S =
{(Ai, ti)}ni=1 with (Ai, ti) representing the i-th event for each i ∈ {1, 2, . . . , n}
and and ti ≤ ti+1 for all i ∈ {1, 2, . . . , n − 1}, and (2) T(1), T(2) ∈ N with
(∅ =)[T(1), T(2)] denoting the time interval containing the occurrence times of
all events of S, that is, ti ∈ [T(1), T(2)] for all i ∈ {1, 2, . . . , n}. A window on
an event sequence (S, T(1), T(2)) is an event sequence (S′, T ′

(1), T
′
(2)) such that

[T ′
(1), T

′
(2)] ⊆ [T(1), T(2)] and S′ consists of all the events of S with occurrence

times in [T ′
(1), T

′
(2)], that is, S′ = {(A, t) ∈ S | t ∈ [T ′

(1), T
′
(2)]}. The width of a

window (S, T(1), T(2)) is the time duration T(2) − T(1) of the window.
An episode α in an event sequence E on an event type E is a triple (V,≺, ε)

such that (V,≺) is an acyclic directed graph with: (1) vertex set V : vertices
associated with the event types of the underlying events of α via the function
ε : V → E, and (2) edge set ≺: antireflexive, antisymmetric, and transitive
temporal order on the underlying events of α preserved by ε, that is, for all
vertices v1, v2 ∈ V , if v1 ≺ v2 and (ε(v1), t1) and (ε(v2), t2) are two events of
E , then t1 < t2. The order of α, denoted by |α|, is the order of the underlying
acyclic directed graph, that is, |α| = |V |.

For two episodes αi = (Vi,≺i, εi) for i ∈ {1, 2} in an event sequence E , α1 is
a subepisode of α2 (equivalently, α2 is a superepisode of α1) if the underlying
graph structure of α1 is a subgraph of that of α2, that is, there exists an injection
f : V1 → V2 such that ε1 = ε2 ◦ f and f preserves ≺1 on V1: for all v, w ∈ V1, if
v ≺1 w, then f(v) ≺2 f(w).

An episode α = (V,≺, ε) is parallel (serial) if its temporal order ≺ on V
is trivial/empty (total, respectively). Complex episodes are constructed via hi-
erarchical combinations of parallel and serial (sub)episodes. For two episodes
αi = (Vi,≺i, εi) for i ∈ {1, 2}, we may assume that V1 ∩ V2 = ∅ via renaming.
The parallel combination of α1 and α2 is the (super)episode (V1∪V2,≺1 ∪ ≺2, ε)
where ε satisfies that ε|Vi = εi for i ∈ {1, 2}. The serial combination of α1 and
α2, denoted by α1 � α2, is the (super)episode (V1 ∪ V2,≺, ε) where ≺=≺1 ∪ ≺2
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∪{(v1, v2) | outdegreeα1
(v1) = 0 and indegreeα2

(v2) = 0} and ε|Vi = εi for
i = 1, 2.

Our study is focused on serial episodes and their association rules, we provide
all pertinent terminologies, notions, and notations as follows.

A serial episode α = (V,≺, ε) of order n with a totally ≺-ordered chain v1 ≺
v2 ≺ · · · ≺ vn is represented by the corresponding sequence of event types:
(ε(v1), ε(v2), . . . , ε(vn)). The prefix and suffix of an order-n serial episode α =
(e1, e2, . . . , en), denoted by pref(α) and suff(α) respectively, are the subepisodes
of α: (e1, e2, . . . , en−1) and (en), respectively.

For two serial episodes αi for i ∈ {1, 2}, the episode (association) rule of α1

and α2, denoted by α1 ⇒ α2, suggests a temporal implication of the antecedent
events of α1 to the consequent events of α2 — subject to a maximum-gap con-
straint and two measures applied to the episodes α1 and α1 �α2: frequency and
confidence.

For an order-m serial episode α = (e1, e2, . . . , em) in an event sequence E =
(S = {(Ai, ti)}ni=1, T(1), T(2)), a maximum-gap constraint imposed on α is a (user-
prescribed) maximum-gap threshold MaxGap (> 0) ∈ R that asserts a temporal
constraint (maximum elapsed time) between consecutive events of α.

In our study, we consider two types of maximum-gap constraint: type-1 of
constant MaxGap and type-2 of mean MaxGap for our serial-episode-rule mining
algorithms, and type-3 of ∞-MaxGap (without constraint) that facilitates the
mining algorithms.

The serial episode α occurs in the event sequence E if there exists a sub-
sequence {(Aij , tij )}mj=1 of S such that {(Aij , tij )}mj=1 = {ej}mj=1 (= α) and, if
m ≥ 2,

type-1 (constant MaxGap): (0 <) tij+1 − tij ≤ MaxGap
for all j ∈ {1, 2, . . . ,m− 1},

type-2 (mean MaxGap): (0 <)
tim−ti1
m−1 ≤MaxGap, and

type-3 (∞-MaxGap): (0 <) tij+1 − tij <∞
for all j ∈ {1, 2, . . . ,m− 1}.

The three types of maximum-gap constraint can be ranked from strongest to
weakest: type-1 < type-2 < type-3 and each of the two types with non-trivial
maximum-gap constraint has its own implication for applications. We denote the
context of type-τ maximum-gap constraint, where the type number τ ∈ {1, 2, 3},
by the subscript τ .

Accordingly, for a type number τ ∈ {1, 2, 3}, we denote by the time interval
[ti1 , tim ]τ the type-τ occurrence of α in E — with occurrence width tim − ti1 .
A type-τ minimal occurrence of α in E is a minimal time interval (with re-
spect to containment) among all type-τ occurrences of α in E . For occurrence
width w ∈ P, denote by moτ (α; E , w) and moτ (α; E) the sets of all type-τ min-
imal occurrences with occurrence width w and all type-τ minimal occurrences,
respectively, of α in E .

With respect to the type of maximum-gap constraint, we define the two mea-
sures: frequency and confidence on episode rules. For a type number τ ∈ {1, 2, 3}
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and for a serial episode α in an event sequence E and an occurrence width w ∈ P,
the type-τ frequency of α with occurrence width at most w in E , denoted by
freqτ (α; E , w), is

∑w
i=1 |moτ (α; E , i)|. The type-τ (total) frequency of α in E ,

denoted by freqτ (α; E), is
∑

all w freqτ (α; E , w).
For a type number τ ∈ {1, 2, 3} and for two serial episodes αi for i ∈ {1, 2}

in an event sequence E and an occurrence width w ∈ P, we define the type-τ
frequency of the episode rule α1 ⇒ α2 for the occurrence width w, denoted by
freqτ (α1 ⇒ α2; E , w), to be freqτ (α1 � α2; E , w).

For a (user-prescribed) frequency threshold FreqThreshold (> 0) ∈ R, a serial
episode α in E (respectively, an episode rule α1 ⇒ α2 in E) is type-τ frequent
for an occurrence width w ∈ P if freqτ (α; E , w) ≥ FreqThreshold (respectively,
freqτ (α1 ⇒ α2; E , w) (= freqτ (α1 � α2; E , w)) ≥ FreqThreshold).

Analogous to the notion of conditional probability, we define the type-τ con-
fidence of an episode rule α1 ⇒ α2 in E for an occurrence width w ∈ P, denoted
by confτ (α1 ⇒ α2; E , w), to be the ratio of two frequencies of α1 ⇒ α2 and α1

in proper contexts: “the frequency of type-τ minimal occurrence of α1 ⇒ α2

in E for occurrence width w” to “the frequency of minimal occurrence (with-
out maximum-gap constraint) of α1 in E for occurrence width w that can be
augmented to type-τ minimal occurrences of α1 � α2 for occurrence width w”.
Consequently, in type-1 context:

conf1(α1 ⇒ α2; E , w) =
freq1(α1 � α2; E , w)

freq1(α1; E , w)
,

and in type-2 context:

conf2(α1 ⇒ α2; E , w) =
freq2(α1 � α2; E , w)

freq3(α1; E , w)
.

For a (user-prescribed) confidence threshold ConfThreshold (∈ (0, 1]) ∈ R, an
episode rule α1 ⇒ α2 in E is type-τ confident for an occurrence width w ∈ P if
confτ (α1 ⇒ α2; E , w) ≥ ConfThreshold.

For our study, we present two mining algorithms for finding frequent and con-
fident serial-episode rules with their ideal occurrence/window widths, if exist,
in event sequences based on the notion of minimal occurrences constrained by
constant and mean maximum gap (type-1 and type-2), respectively. A prelimi-
nary empirical study that illustrates the applicability of the episode-rule mining
algorithms is performed with a set of earthquake data.

2 Mining Frequent Serial-Episode Rules with First
Local-Maximum Confidence

The notion of first local-maximum confidence employed in constraint-based min-
ing of frequent episode rules was introduced in [5], and has a few salient appeals:
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1. Mathematical vigor:
The coupling of (first) local-maximum confidence in confτ (α; E , w) and ideal
occurrence/window width w has a sound mathematical formulation — an in-
stance of the integration of mathematical optimization and decision making
in many theories and applications.

2. Filtering of randomness:
Empirical studies in [5] suggest that first local-maximum confidence yielding
ideal occurrence/window widths exists in real but not synthetic random data
sets, which may reveal intrinsic dependencies of local-maximum confidence
on the ideal occurrence/window widths.

3. Expert-knowledge integration:
The requirement of the existence of first local-maximum confidence for
episode rules results in a compact collection from a substantially larger pool
of frequent and confident episode rules, which facilitates a viable integration
of domain-expert knowledge and postmining of association rules.

4. Efficient implementation:
With appropriate data structures, the algorithms for computing the func-
tional dependency of first local-maximum confidence of episode rules cor-
responding to ideal occurrence/window widths, when exist, can be imple-
mented efficiently.

For a type number τ ∈ {1, 2} and for two serial episodes α1 and α2 in an
event sequence E , the episode rule α1 ⇒ α2 has its type-τ first local-maximum
confidence for an occurrence/window width w ∈ P if w exists as the least occur-
rence/window width satisfying the followings:

1. Frequent and confident:

freqτ (α1 ⇒ α2; E , w) ≥ FreqThreshold, and

confτ (α1 ⇒ α2; E , w) ≥ ConfThreshold;

2. Strictly lower preceding confidence:
For all occurrence/window widths i ∈ {1, 2, . . . , w − 1},

if freqτ (α1 ⇒ α2; E , i) ≥ FreqThreshold,

then confτ (α1 ⇒ α2; E , i) < confτ (α1 ⇒ α2; E , w);

and
3. Lower succeeding confidence and significant decrement:

For a (user-prescribed) decrement threshold DecPercentage (∈ [0, 1)) ∈ R,
there exists an occurrence/window width w′ ∈ P such that:

w < w′,
for all occurrence/window widths i ∈ (w,w′),
confτ (α1 ⇒ α2; E , w) ≥ confτ (α1 ⇒ α2; E , i), and

(1 −DecPercentage)confτ (α1 ⇒ α2; E , w) ≥ confτ (α1 ⇒ α2; E , w′).
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A type-τ FLM-rule is an episode rule that attains its type-τ first local-maximum
confidence at the ideal occurrence/window width.

We have designed and implemented two serial-episode-rule mining algorithms
for finding all type-τ (for type number τ ∈ {1, 2}) frequent FLM-rules together
with their ideal occurrence/window widths. Note that the preliminary version of
our study is limited to unit-order consequent episodes (that is, type-τ FLM-rules
α1 ⇒ α2 with |α2| = 1). The data structures and algorithms employed can be
readily generalized to higher-order consequent episodes.

The algorithmics for mining type-1 frequent FLM-rules follow the develop-
ment in [5] with necessary optimization.

The notion of minimal prefix occurrence was introduced in [5] to overcome
the type-1 maximum-gap constraint in computing mo1. For a serial episode α in
an event sequence E , a type-1 occurrence [t1, t2]1 of α in E is a minimal prefix
occurrence in E provided that for every time interval [t′1, t

′
2]1 ∈ mo1(pref(α), E),

if t1 < t′1 then t2 ≤ t′2.
Denote by mpo(α; E) the set of all minimal prefix occurrences of α in E . For

algorithmic efficiency, we organize the mpo(α; E), according to the common start
time of the minimal prefix occurrences, into: (ts, Tts) where Tts consists of the
end times of all the minimal prefix occurrences of α in E with common start
time ts.

We unify all the supporting data structures and algorithmics for both type-1
and type-2 frequent FLM-rule mining algorithms except for the following type-
dependent data structures: for a type number τ ∈ {1, 2}, the type-τ “actual”
minimal occurrence of a serial episode α in an event sequence E used in both
algorithms is:

a-moτ (α; E) =
{
mpo(α; E) if τ = 1 ,
mo3(α; E) if τ = 2 (due to the definition of conf2) .

3 Supporting Algorithms

Table 1. Subalgorithms of two serial-episode-rule mining algorithms for finding all
type-τ (for type number τ ∈ {1, 2}) frequent FLM-rules together with their ideal
occurrence/window widths.

Type-1 - constant MaxGap Type-2 - mean MaxGap

unified algorithm WindowMiner-τ with type-dependent data structures a-moτ

unified algorithm ExploreNextLevel-τ with type-dependent data structures a-moτ

algorithm Join-1 with a-mo1 = mpo algorithm Join-2 with a-mo2 = mo3

unified algorithm FindFLM-τ with type-dependent data structures a-moτ
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Algorithm. WindowMiner-τ (type number τ ∈ {1, 2})
Input: An event sequence E on an event type E, maximum-gap constraint: MaxGap,

frequency and confidence thresholds: FreqThreshold and ConfThreshold, and decre-
ment threshold: DecPercentage.

Output: The set of all type-τ FLM-rules (order-1 consequent episodes) with corre-
sponding ideal occurrence/window widths.

1: {L1 consists of a-moτ (α; E) of all frequent (serial) episodes α of order 1.}
2: L1 := ∅
3: for all A ∈ E do
4: a-moτ ((A);E) := ∅
5: end for
6: {Scan E to compute a-moτ for all (serial) episodes of order 1.}
7: for all events (A, t) ∈ E do
8: if τ = 1 then
9: a-moτ ((A); E) := a-moτ ((A);E) ∪ {(t, {t})}
10: else {τ = 2}
11: a-moτ ((A); E) := a-moτ ((A);E) ∪ {[t, t]}
12: end if
13: end for
14: for all A ∈ E do
15: if freqτ ((A);E) ≥ FreqThreshold then
16: L1 := L1 ∪ a-moτ ((A);E)
17: end if
18: end for
19: {“Depth”-first search for all type-τ frequent FLM-rules.}
20: for all a-moτ (α; E) ∈ L1 do
21: Invoke ExploreNextLevel-τ (a-moτ (α; E), L1)
22: end for

Algorithm. ExploreNextLevel-τ (type number τ ∈ {1, 2})
Input: L1: consists of a-moτ (·; E) of all frequent (serial) episodes of order 1, and

a-moτ (α; E).
Output: The set of all type-τ FLM-rules with order-1 consequent episodes (with cor-

responding ideal occurrence/window widths).
1: for all a-moτ (β; E) ∈ L1 do
2: {Decide if the serial-episode rule α ⇒ β is frequent.}
3: γ := α � β
4: {Temporal-join of a-moτ s of antecedent and consequent episodes.}
5: a-moτ (γ;E) := Join-τ (a-moτ (α; E), a-moτ (β; E))
6: if freqτ (γ; E) ≥ FreqThreshold; E then
7: Invoke FindFLM-τ (a-moτ (α; E), a-moτ (γ; E))
8: Invoke ExploreNextLevel-τ (a-moτ (γ; E), L1)
9: end if
10: end for
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Algorithm. Join-τ (type number τ = 1)

Input: (Note: a-mo1(·; E) is mpo(·; E) in this context.)
a-mo1(α; E) = mpo(α; E) and a-mo1(β; E) = mpo(β; E).

Output: a-mo1(γ; E) = mpo(γ; E) where γ = α � β.
1: γ := α � β; mpo(γ; E) := ∅
2: {Temporal-join of mpos of antecedent and consequent episodes.}
3: for all (ts, Tts) ∈ mpo(α; E) do
4: L := ∅
5: for all te ∈ Tts do
6: T ′ := {t′s | (t′s, {t′s}) ∈ mpo(β; E), 0 < t′s − te ≤ MaxGap, and

for all (t1, Tt1) ∈ mpo(α; E) if ts < t1 then t′s ≤ min{t2 | t2 ∈ Tt1}}
7: L := L ∪ T ′

8: end for
9: if L �= ∅ then
10: mpo(γ; E) := mpo(γ; E) ∪ {(ts, L)}
11: end if
12: end for

Algorithm. Join-τ (type number τ = 2)

Input: (Note: a-mo2(·; E) is mo3(·; E) in this context.)
a-mo2(α; E) = mo3(α; E) and a-mo2(β; E) = mo3(β; E).

Output: a-mo2(γ; E) = mo3(γ; E) where γ = α � β.
1: {Temporal-join of mo3s of antecedent and consequent episodes.}
2: γ := α � β; mo3(γ; E) := ∅
3: for all [ts, te] ∈ mo3(α; E) do
4: te,γ := min{ts′ | [ts′ , ts′ ] ∈ mo3(β; E), te < ts′ , and

for all [t1, t2] ∈ mo3(α; E) if ts < t1 then t′s ≤ t2}
5: if te,γ exist then
6: mo3(γ; E) := mo3(γ; E) ∪ {[ts, te,γ ]}
7: end if
8: end for
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Algorithm. FindFLM-τ (type number τ ∈ {1, 2})
Input: (Note: The serial episode γ = α � β with α = pref(γ).)

a-moτ (α; E) and a-moτ (γ; E) of type-τ frequent serial episodes α and γ in E , re-
spectively.

Output: Decide if the serial-episode rule α ⇒ suff(γ) is a type-τ FLM-rule.
1: {Compute the set of all occurrence widths in the structure a-moτ (α; E)∪a-moτ (γ; E)

— in sorted order.}
2: W := ∅
3: if τ = 1 then
4: for all (ts, Tts) ∈ a-mo1(α; E) ∪ a-mo1(γ; E) do
5: W := W ∪ {min{te | te ∈ Tts} − ts}
6: end for
7: else {τ = 2}
8: for all [ts, te] ∈ a-mo2(α; E) ∪ a-mo2(γ; E) do
9: W := W ∪ {te − ts}
10: end for
11: end if
12: Sort W in ascending order
13: {Decide the type-τ FLM-condition.}
14: maxConfidence := 0.0; w0 := 0; ¬isFLM(γ)
15: for all w ∈ W do
16: confidence := confτ (α ⇒ suff(γ); E , w)
17: if maxConfidence < confidence then
18: maxConfidence := confidence; w0 := w
19: else if freqτ (γ; E , w0) ≥ FreqThreshold ∧maxConfidence ≥ ConfThreshold

∧ (1−DecPercentage)maxConfidence ≥ confidence then
20: isFLM(γ)
21: Break for-loop
22: end if
23: end for

4 Preliminary Empirical Study

The two serial-episode FLM-rule mining algorithms were studied in a
small-scale experiment with a set of earthquake data. The earthquake
database is available from Global Centroid-Moment-Tensor Project [8] at
“http://www.globalcmt.org”. The accessed data set consists of global seismicity
captured during 1976 – 2010.

Earthquake activities are translated into an event sequence of events, in which
the event type corresponds to the earthquake geographical location and the
event occurrence time corresponds to the Unixtime of the earthquake reference
time. Minimal preprocessing was performed on the data set. The studied event
sequence of earthquakes consists of 33866 events on 672 event types.

Some obvious association rules are in the forms of series of earthquakes at
near-by geographical locations lead to one in proximity region in relatively short
time, including those with consequent episodes due to numerous aftershocks.
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An empirical evaluation of the two suites of FLM-rule mining algorithms
WindowMiner-τ for type number τ ∈ {1, 2} were performed on the same event
sequence with: (1) the frequency and confidence thresholds: FreqThreshold =
30 and ConfThreshold = 0.90 respectively, (2) the maximum-gap constraint
MaxGap ∈ {12, 24, 36, 48} (in hours), (3) the decrement threshold DecPercentage
∈ {0.10, 0.20, 0.30, 0.40}.

Since the maximum-gap constraint is more stringent for type-1 (constant
MaxGap) than for type-2 (mean MaxGap), we expect that for each MaxGap ∈
{12, 24, 36, 48} (in hours) and each DecPercentage ∈ {0.10, 0.20, 0.30, 0.40}, the
numbers of frequent episode rules, frequent and confident episode rules, and
FLM-rules in type-1 are upper-bounded by those in type-2 respectively. These
are evidenced in Table 2 for the case of DecPercentage = 0.20 and MaxGap ∈
{12, 24, 36, 48} (in hours).

Table 2. For DecPercentage = 0.20 and MaxGap ∈ {12, 24, 36, 48} (in hours): the
numbers of type-1 and type-2 frequent episode rules, frequent and confident episode
rules, and FLM-rules

frequent and
MaxGap frequent rules confident rules FLM-rules

Type-1 - constant MaxGap:
12 189 103 0
24 351 131 2
36 546 170 3
48 844 271 3

Type-2 - mean MaxGap:
12 380 264 248
24 1007 674 356
36 14196 13561 653
48 92844 91566 1955

Furthermore, the FLM-condition seems to be much more demanding for type-
1 than for type-2: only a few of type-1 frequent and confident episode rules can
survive the “significant decrement”-requirement. Table 3 illustrates the statistics
for the case of MaxGap = 24 hours and DecPercentage ∈ {0.10, 0.20, 0.30, 0.40}.

Among the discovered type-2 FLM-rules, most are saturated with identical
event types — corresponding to continuing earthquake aftershock activities in
the affected regions.

5 Conclusion

This work extends the existing mining algorithm for finding frequent and con-
fident serial-episode rules using minimal occurrences constrained by constant
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Table 3. For MaxGap = 24 hours and DecPercentage ∈ {0.10, 0.20, 0.30, 0.40}: the
numbers of type-1 and type-2 FLM-rules

DecPercentage type-1 FLM-rules type-2 FLM-rules

0.10 39 356
0.20 2 356
0.30 0 356
0.40 0 354

maximum gap to one by mean maximum gap. Our work in progress includes
an in-depth empirical study of earthquake data set based on current implemen-
tation. Our future work focuses on the topological and algorithmic aspects of
episode and episode-rule mining for higher-order complex episode topologies.
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Abstract. The kernel is a non-parametric estimation method of the
probability density function of a random variable based on a finite sam-
ple of data. The estimated function is smooth and level of smoothness is
defined by a parameter represented by h, called bandwidth or window.
In this simulation work we compare, by the use of mean square error and
bias, the performance of the normal kernel in smoothing the empirical
ROC curve, using various amounts of bandwidth. In this sense, we in-
tend to compare the performance of the normal kernel, for various values
of bandwidth, in the smoothing of ROC curves generated from Normal
distributions and evaluate the variation of the mean square error for
these samples. Two methodologies were followed: replacing the distribu-
tion functions of positive cases (abnormal) and negative (normal), on
the definition of the ROC curve, smoothed by nonparametric estimators
obtained via the kernel estimator and the smoothing applied directly to
the ROC curve. We conclude that the empirical ROC curve has higher
standard error when compared with the smoothed curves, a small value
for the bandwidth favors a higher standard error and a higher value of
the bandwidth increasing bias estimation.

Keywords: ROC Curve, Kernel Estimator, bandwidth.

1 Introduction

In medical diagnosis, it is important to find the performance of a diagnostic test
to discriminate between individuals ”normal” (non-diseased) and ”abnormal”
(patients). When the test results are measured on a binary scale this performance
is supplied through the same sensitivity and specificity. When the test results
are of the continuous type, test performance is measured by plotting sensitivity
versus (1-specificity) when we change the definition of a positive result of the
test, called the ROC curve. Let F (.) and G(.) be the distribution functions
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for ”abnormal” and ”normal”, individuals, respectively. The ROC curve is a
graphical representation of (1− F (t)) vs (1−G(t)), for t ∈ (−∞,+∞), written
as follows:

R(p) = 1− F
(
G−1 (1− p)

)
, for p ∈ (0, 1) (1)

where p is the fraction of false positives.
To estimate the ROC curve R(p), parametric, semi-parametric and nonpara-

metric methods have been developed. The first assume that F and G have an
associated parametric distribution; seconds assume that there is a monotonic
transformation on the results of continuous scale test such that the distribution
for individuals ”normal” and ”abnormal” is Normal [4]. However, these methods
can be sensitive to distributional assumptions and present only a narrow range
of distribution. In this article, we use the empirical estimator of the ROC curve
R(p) for being the most widely used non-parametric methods. However, these
methods can be sensitive to distributional assumptions and present only a nar-
row range of distribution. In this article, we use the empirical estimator of the
ROC curve R(p) for being the most widely used non-parametric method.

Let F̂ (.) and Ĝ(.) be the empirical functions associated with F (.) and G(.),
respectively. Let x1, x2, ...xn1 be the results of the diagnostic test for ”abnormal”
individuals and y1, y2, ..., yn0 be the results of the diagnostic test for ”normal”
individuals. Thus, empirical functions written in light of these results are as
follows:

F̂ (t) = #

{
xi ≤ t

n1

}
and Ĝ(t) = #

{
yi ≤ t

n0

}
(2)

The inverse function of Ĝ(t) is defined by

Ĝ−1(p) = inf
{
t : Ĝ(t) ≥ p

}
(3)

The empirical ROC curve can then be write as:

R̂(p) = 1− F̂
(
Ĝ−1 (1− p)

)
(4)

This ROC curve has the advantage of being invariant with respect to monotonous
changes in test results since it depends only of the range for observations of
combined sample.

2 Kernel Estimator

In many situations arises the need for estimating the density function corre-
sponding to a variable completely observed, using then an kernel estimator.
Since the work of Rosenblatt [8], Whittle [11] and Parzen [12], the kernel esti-
mator has become undoubtedly the most widely used method. It is also the most
used in practice after the histogram upon which presents clear advantages, the
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most evident, a greater softness of the estimation obtained. References on the
subject are for example Silverman [9] and Wand and Jones [10].

The Rosenblatt - Parzen estimator for a density function f at a point x is
defined as

f̂h(x) =
1

nh
K

(
x−Xi

h

)
(5)

in which the kernel K satisfies the condition
∫
k(x)dx = 1 and h is called band-

width or window. In practice, the kernel K is usually chosen to be a probability
density function unimodal and symmetrical. In this caseK satisfies the following
conditions:

1.
∫
K(y)dy = 1

2.
∫
yK(y)dy = 0

3.
∫
y2K(y)dy = μ2(K) > 0

The role of the kernel is to control the shape of ”highs” and the width of the
window. As the kernel is not a decisive factor in the estimation, choosing an
appropriate window is extremely important. Windows too small, give excessive
variability while windows with high value cause biased estimates. There are many
kernel mentioned in the literature such as normal, rectangular, Epanechnikov or
triangular. The problem of the selection window appears on the definition of
appropriate measures when estimating the error made by a density estimator f̂ .
The most used is the integrated mean squared error defined by

MISE(f̂) = E

[∫ (
f̂(x) − f(x)

)2]
(6)

In terms of the value of h, this requires always a compromise between the bias
and variance of the estimator since the aim is to minimize the mean square error
integrated in this case written as:

MISE(h) =

∫ {
V ar(f(x) + (bias(f(x)))2

}
(7)

Let K(.) be a probability density function, continuous, with zero mean and finite
variance σ2

k. It is shown that∫
�
V ar (f(x)) dx =

R(K)

nh
+O

(
1

nh

)
(8)

∫
�
bias(f(x))2dx =

h4σ4
kR(f ′′)
4

+O(h4) (9)

Thus, we can write

MISE(h) = AMISE(h) +O

(
1

nh
+ h4

)
(10)
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with

AMISE(h) =
R(K)

nh
+

h4σ4
kR(f ′′)
4

(11)

This way the optimal choice of h is given by the value that minimizes AMISE
which depends on the probability density function unknown, so the utility is not
shown. For the choice of h, are known the following practical results:

– Silverman method: h =
(

4
3n

)1/5
σ̂

– Silverman modified method: h =
(

4
3n

)1/5
min

(
σ̂; IQR

1.35

)
– Terrel method: h =

(
R(K)
35n

)1/5
σ̂

3 Smooth ROC Curve

The kernel methodology was extended to estimate the ROC curve, to obtain a
smoothed and continuous curve regardless of the type of scale diagnostic in use.
There are two main methods for obtaining the smoothed ROC curve, known in
the literature by indirect method and direct method.

3.1 Smooth ROC Curve by the Indirect Method

In the indirect method the n0 observations of the response variable for individ-
uals classified as ”normal”, allow us to represent the histogram as an empirical
estimator of the density function fn0 associated with these theoretical results,
as did the n1 observations associated with the sample of individuals classified
as ”abnormal”, gn1 . The kernel method, applying smoothing techniques to the
density functions associated with values of the diagnostic test of individuals clas-
sified as ”abnormal” and ”normal”, produces a smooth and continuous curve.
The work of Lloyd,[1], proposed to estimate the ROC curve from the kernel
smoothing of distribution functions for the test results and presented formulas
for the asymptotic bias and standard deviation of the estimator of the curve.
The author, compare the performance of the asymptotic kernel estimator of the
ROC curve with the performance of the empirical estimator of the ROC curve.
Shows how the empirical estimator is deficient compared to the kernel estimator
but this deficiency is masked when the sample size increases.

Providing two independent samples X01, ..., X0n0 for the distribution F0 asso-
ciated with individuals classified as ”normal” and X11, ..., X1n1 for the distribu-
tion F1 associated with individuals classified as ”abnormal”, in the case of not
having information about these two distributions, their empirical nonparametric
maximum likelihood estimates are given by the following expressions:

F̂0(c) =
1

n0

n0∑
i=1

I (X0i ≤ c) (12)
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F̂1(c) =
1

n1

n1∑
j=1

I (X1j ≤ c) (13)

The same author, proposed a smoothed estimator for the ROC curve based on
the concept of kernel functions associated with the distribution of individuals
classified as ”‘normal”’ and ”‘abnormal”’ described above. Let k(x) be a contin-
uous density function and K(x) =

∫ x

−∞ k(t)dt.
The kernel estimators of F0 and F1 are given by

F̃0(c) =
1

n0

n0∑
i=1

K

(
c−X0i

h0

)
(14)

F̃1(c) =
1

n1

n1∑
j=1

K

(
c−X1j

h1

)
(15)

which require the choice of two bandwith one for each estimator.

In the work of Nadaraya, [7], the author suggest hi = O
(
n
−1/3
i

)
as an op-

timal bandwith, and in this case the kernel and the empirical estimators, have
asymptotically the same mean and variance.

The smoothed estimator for the ROC curve, proposed by Lloyd [1], is based
on these two estimators associated with distributions and can generally be
written as

R̃h(p) = 1− F̃1

(
F̃−1
0 (1− p)

)
, for p ∈ (0, 1) (16)

3.2 Smooth ROC Curve by the Direct Method

In his work, Peng [2], based on the idea that for obtain the kernel estimator
of the distribution function, simply apply smoothing to the empirical function
distribution, proposed a smoothed estimator for the ROC curve of the form:

R̂h(p) = 1−
∫

F̂P

(
F̂−1
N (1− p+ hu)k(u)du

)
(17)

in wish F̂P and F̂N are the empirical functions distributions of individuals clas-
sified as ”positive” (abnormal) and ”negative” (normal), respectively. Once the
smoothing is applied directly to the ROC curve, only one ”window” h is used,
and not two as in the previous approach. The estimator of the ROC curve admits
an explicit expression of the form

R̂h(p) =
1

n

n∑
i=1

K

(
F̂N (YPi)− 1 + p

h

)
(18)
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and the kernel estimator of the F function is written as

F̂h(x) =
1

n

n∑
i=1

K

(
x−Xi

h

)
(19)

4 Simulation Study

Based on the two estimation approaches described above, we carried out a simu-
lation study in which we compared the performance of normal kernel, for various
values of bandwidth, in the smoothing of ROC curves generated from normal
distributions (for normal cases: μ0 = 1.0, σ0 = 0.75 and for abnormal cases:
μ1 = 2.0, σ1 = 0.75 by varying the sample size to 10 , 50, 100. This process was
repeated 50 times. The comparison is done based on the values of area under
curves (AUC), the standard error (SE) and bias.

In the following figures, (Fig. 1 to Fig. 3) we present some empirical and
smoothed ROC curves obtained by the directly and indirectly method, for n =
10, n = 50, n = 100 and varying the width of the window:

In the following tables (tab. 1 to tab. 4) , we present the results obtained in
terms of areas under the ROC curve, standard error, mean square error and bias
to the empirical and smoothed ROC curves:

Table 1. Mean of AUC to smooth ROC curves obtained by the direct method (boot-
strap method)

h (10; 10) (50; 50) (100; 100)

0.05 0.8381578 0.8283924 0.8241924
0.10 0.8357668 0.8269739 0.8230278
0.25 0.8247552 0.8171648 0.812564
0.50 0.7938438 0.7872557 0.7822923
1.00 0.7237794 0.7188639 0.714118
empirical 0.812044 0.8128005 0.8130962

Table 2. Standard Error (SE) to smooth ROC curves obtained by the direct method

h (10; 10) (50; 50) (100; 100)

0.05 0.010829 0.004351 0.004013
0.10 0.010024 0.0042761 0.004171
0.25 0.010173 0.004162 0.003959
0.50 0.009653 0.003859 0.003547
1.00 0.007608 0.0032749 0.002921
empirical 0.010022 0.005203 0.005252
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(a) (b)

(c) (d)

(e)

Fig. 1. ROC curves, n=10
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(a) (b)

(c) (d)

(e)

Fig. 2. ROC curves, n=50
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(a) (b)

(c) (d)

(e)

Fig. 3. ROC curves, n=100
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Table 3. Bootstrap Bias of smoothed ROC curves by the direct method

h (10; 10) (50; 50) (100; 100)

0.05 0.000172 0.0001429 -0.000118
0.10 -0.0001192 0.000102 0.000306
0.25 0.0001972 0.000141 0.000920
0.50 -0.0003742 0.000437 -0.000106
1.00 -0.000519 0.0008197 0.0007606
empirical 0.000844 -0.0003037 0.000763

Table 4. AUC of smoothed ROC curves by the indirect method

h (10; 10) (50; 50) (100; 100)

0.05 −−− 0.8988 0.8773
0.10 0.7873 0.8932 0.8733
0.25 0.7800 0.8787 0.8582
0.50 0.7723 0.8534 0.8315
1.00 0.7723 0.8534 0.8315
empirical 0.7900 0.9040 0.8797

4.1 Example of Application

This section is intended to illustrate the methodology described through one
practical example. The application includes a data set of 160 baby’s (54.4%
female, 45.6% male) of a Neonatology Intensive Care Unit of a Portuguese Hos-
pital. The ratings given by the CRIB (Clinical Risk Index for Babies) scale
regarding their clinical status, was 11.3% babies classified as ”death” (38.9%
female, 61.1% male) and 88.7% classified as ”alive” (56.3% female, 43.7%male).
The graph of Fig. 4 shows the empirical curve and the smoothed curves obtained
by direct method, when applying a bandwidth of 0.05 and 0.10.

In table (tab. 5) we shows the values of AUCs for the generated curves
and their standard errors (SE) obtained via bootstrap when considering 1500
replicates.

Table 5. AUC and Standard Error (SE) for empirical and smooth ROC curves ob-
tained by the direct method

AUC SE

h = 0.05 0.926319 0.042179
h = 0.10 0.916483 0.029104
empirical 0.933881 0.028166
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By the results presented in tab. 5 we can see that the AUC of the smoothed
ROC curve decrease as the bandwidth increase, but the standard error tends to
decrease. However, for this example, the empirical ROC curve performs better
in either, the AUC and standard error.

Fig. 4. Empirical and smoothed ROC curves

5 Conclusions

Analyzing tables of results presented, we found that, the AUC of the smoothed
ROC curves, for the same sample size, decreases when increasing the value of
the bandwdth. For the same value of h, increasing the sample sizes causes a
decrease in the value of AUC of the smoothed ROC curve. In what concerns the
empirical ROC curve, AUC increases when increasing the sample sizes. However,
the empirical ROC curve, when analyzed in the same sample sizes, has a higher
standard error as compared to the smoothed ROC curves. It is also observed
that a small amount of bandwidth within the same sample size, favors a higher
standard error for the AUC of the ROC curve. It was also observed that a
greater value of the bandwidth favors, in most cases, a higher value for the bias.
Analyzing also the figures submitted to the ROC curve, the choice of h lies with
the value 0.1, which gives a smoothed ROC curve, by the direct method, with
a more approximate shape of the shape of the empirical ROC curve. So, the
results indicate that for the windows, and sample sizes chosen, the empirical
ROC curve has higher standard error when compared with the smoothed ROC
curves, that a small value for the bandwidth favors a higher standard error and
a higher value of the bandwidth increasing bias estimation.
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Abstract. The main objective of this study is evaluate the influence of
several covariates in the occurrence of two types of vertical jaw dysplasia
(open bite and deepbite) in orthodontics field.

The study of vertical jaw dysplasia is of great interest to the commu-
nity of orthodontists, to ensure long-term stability of treatment, as this
envolves complex etiological factors.

In this work we propose to build a multinomial logistic regression
model that could assess the probability of an individual have open bite
or deepbite taking into account some cephalometric measures of hyoid
bone (HB) and some individual characteristics.

The study was conducted in a retrospective evaluation and consisted
of 191 individuals random selected from a clinic in the Northern region
of Portugal. We evaluated multiple factors in the construction of multi-
nomial logistic regression model with 2 logit functions. The technique
used to select variables to be included in the model, was the stepwise
technique by choosing the smallest p value for the variable entering in
the model.

Of the modeling process through multinomial logistic regression have
resulted five position of the hyoid bone that have statistical significance
and that can contribute as an auxiliary for the diagnosis of vertical jaw
dysplasia.

Keywords: multinomial logistic regression, logit, stepwise, open bite,
deepbite, hyoid bone (HB).

1 Introduction

The HB is unique because it has no bony articulation. However, it is an insertion
element for muscles, ligaments, and fasciae attached to the mandible, clavicle,
sternum, cranium, and cervical vertebrae [4]. It is an important part of the
musculoskeletal apparatus of the craniofacial complex and factors affecting his
system might have not only local but systemic effects as well [6].
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It is a unique and important structure, differing from the other bones of the
head and neck, has no bone joints, but provides support to muscles, ligaments
and fascia of the pharynx, mandibles, skull and cervical spine. It is predomi-
nant in determining the physiological curvature of the spine and along with two
muscle groups, supra-hyoid and infra-hyoid, are fundamental in the act of swal-
lowing, preventing regurgitation of food and taking direct action in the control of
mandibular dynamics [4]. There is a functional indivisible unit: the biomechani-
cal relationship between skull, mandible, cervical spine, HB and airways [2]. The
hyoid triangle is formed by the cephalometric points (RGN), hyoid (H) and the
third cervical vertebra (C3), and allows the determination of the position of the
HB in vertical plane [6].

Fig. 1. Cephalometric landmarks used for evaluation of hyoid bone position (horizontal,
vertical and angular measurements). 1. Hy/Rgn, linear distance from hyoidale to
retrognation (Hy, the most anterior and superior point of the hyoid body; Rgn, the
most posterior point of the mandible symphysis); 2. Hy/C3, linear distance from Hy
to third cervical vertebra (C3, the point antero-inferior of the third cervical vertebra);
3. C3/Rgn linear distance from C3 to Rgn; 4, C3/PTV, linear distance between the
C3 and Pterygoid (Pt, the most posterior point of the pterygomaxillary fissure) vertical
reference, orthogonal to Frankfurt Horizontal; 5. Hy/PTV, linear distance between
Hy to PTV; 6. Hy/C3-Rgn, linear distance between C3 and Rgn; 7. Hy/PNS, linear
distance from Hy to posterior nasal spine (PNS); 8. S/Hy, linear distance from sella
(S, midpoint of the pituitary fossa of sphenoid bone) to Hy. Cephalometric reference
plane and line: Frankfurt horizontal plane (FH-plane): the horizontal plane that joins
porion and orbital; Basal plane (BaNa): the plane joining nasion and basion; Vertical
pterigoidea (PTV): a line perpendicular to FH-plane at the most posterior point of the
pterigomaxillary fissure.
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The spatial position of the HB can vary with the type of face, malocclusion,
oral breathing, deglutition habits and adapted postural position of the head,
being directly related to the mandibular movements, the tongue position and
consequently influencing the deglutition, chewing and phonation functions [4].

Understanding better the HB position and the structures associated with it,
may help the orthodontists to diagnose and treatment more accurately these
malocclusions, thus obtaining successful stability.

In figures 1 and 2 are illustrated the cephalometric measures of hyoid bone
(HB).

In statistics, logistic regression is a type of regression analysis used for pre-
dicting the outcome of a categorical dependent variable (a dependent variable
that can take on a limited number of categories) based on one or more predictor
variables. Multinomial logistic regression is defined for a response variable with
three or more discrete outcomes. It is an extension of logistic regression based on
the binomial distribution (i.e., where the response has only two outcomes). The
multinomial model handles data analysis situations where a response variable is
ordinal (the order of the response categories is important) or nominal (order of
the response categories does not matter).

Like binary logistic regression, multinomial logistic regression uses maximum
likelihood estimation to evaluate the probability of categorical membership.

The multinomial logistic regression does necessitate careful consideration of
the sample size and examination for outlying cases.

Fig. 2. Angular measurements: 1. C3/Hy/S, angle measured from C3, Hy and Sella; 2.
Hy/C3/S, angle measured from Hy, C3 and Sella; 3. NaBa/CC/Hy, angle measured
between Nasion Basion plane and Center of Cranium (intersection of facial axis (Pt-Gn)
and NaBa) and Hy.
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In this work, multinomial logistic regression is used to predict the probability
of category membership on a dependent variable based on multiple independent
variables. The independent variables can be either dichotomous (i.e., binary) or
continuous (i.e., interval or ratio in scale).

2 Methodology

The study protocol, approved by the Ethical Committee of the Dental Medicine
Faculty of Porto University (Portugal) and was outlined following the legal
norms.

The three groups (control, open bite and deepbite) were retrospectively se-
lected based on some clinical inclusion criteria, and the sample was composed
by 191 subjects, with 94 males (49.2%) and 97 females (50.8%) aged between 12
and 55 years. The composition of the three groups based on the overbite (dental
classification) were: 66 normal bite (2.5 ± 1mm), 62 with open bite (< 0mm)
and 63 with deepbite (> 5mm). The landmarks were done by the same investi-
gator using the software Nemoceph, Nx06 from Nemotec. The cephalogram was
rotating according to the natural position of the head, obtained by the lateral
photo, through the true vertical line (TVL).

In this work we propose to build a multinomial logistic regression model that
could assess the association of the vertical dysplasia (open bite or deepbite) with
some cephalometric measures of HB and some individual characteristics (sex and
age).

The binary logistic regression is the technique most often used to model the
relationship between a binary outcome variable and a set of covariates. How-
ever, doing some modifications, can also be used when the dependent variable is
polychotomous.

Considering r the number of categories in the dependent variable, Y , when
r = 2, Y is dichotomous and we can model log of odds that an event occurs or
does not occur. For binary logistic regression there is only 1 logit that we can
form.

logit(π) = log

(
π

1− π

)
When r > 2, we have a multi-category or polytomous dependent variable. There
are r(r−1)/2 logits (odds) that we can form, but only (r−1) are non-redundant.
There are different ways to form a set of (r− 1) non-redundant logits, and these
will lead to different polytomous logistic regression models.

For example, if the dependent variable Y has three categories 0 is the code
for the reference category, 1 and 2 the remaining categories. For a model with
three categories, we have two logit functions, one for Y = 1 vs Y = 0 and other
for Y = 2 vs Y = 0. The other possible logit, Y = 2 vs Y = 1, is non-redundant
and it results from the difference between the logit Y = 2 vs Y = 0 and Y = 1
vs Y = 0.
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Let x be the vector of covariates of length p+1 with x0 = 1 for entering with
the constant term. We will designate the two logit functions by:

g1(x) = ln

(
P (Y = 1|x)
P (Y = 0|x)

)
= β10 + β11x1 + β12x2 + · · ·+ β1pxp

= (1,x′)β1

g2(x) = ln

(
P (Y = 2|x)
P (Y = 0|x)

)
= β20 + β21x1 + β22x2 + · · ·+ β2pxp

= (1,x′)β2

It follows that the three conditional probabilities for each category of dependent
variable given the vector of covariates is:

P (Y = 0|x) = 1

1 + exp(g1(x)) + exp(g2(x))

P (Y = 1|x) = exp(g1(x))

1 + exp(g1(x)) + exp(g2(x))

P (Y = 2|x) = exp(g2(x))

1 + exp(g1(x)) + exp(g2(x))

Following the convention given to the binary model, we can do πj(x) = P (Y =
j|x) for j = 0, 1, 2 each of which is a function of a vector with 2(p+1) parameters,
β′ = (β′

1,β
′
2).

A general expression for the conditional probability for a model whose depen-
dent variable has three categories, can be given by:

P (Y = j|x) = exp(gj(x))∑2
k=0 exp(gk(x))

where the vector β0 = 0 and g0(x) = 0.
To construct the likelihood function, it should create three binary variables

coded by ”0” and ”1” to indicate the group member of an observation. Should
be noted that these variables are introduced merely to clarify the likelihood
function. The variables are coded as follows:

- if Y = 0 than Y0 = 1, Y1 = 0 and Y2 = 0;
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- if Y = 1 than Y0 = 0, Y1 = 1 and Y2 = 0 ;
- if Y = 2 than Y0 = 0, Y1 = 0 and Y2 = 1.

We note so that independently of the value that Y takes,
∑

Yi = 1. The condi-
tional likelihood function for an independent sample of n observations is:

l(β) =

n∏
i=1

[π0(xi)
y0iπ1(xi)

y1iπ2(xi)
y2i ]

Making the logarithm and using the fact that the
∑

yji = 1 for each i, the
logarithm of the likelihood function is:

L(β) =
n∑

i=1

{y1ig1(xi) + y2ig2(xi)− ln[1 + eg1(xi) + eg2(xi)]}

The likelihood equations are the result of first partial derivatives of L(β) in order
to the 2(p+ 1) unknown parameters. Using the notation πji = πj(xi), the form
of these equations is:

∂L(β)

∂βjk
=

n∑
i=1

xki(yji − πji) (1)

for j = 1, 2 e k = 0, 1, 2, . . . , p; with x0i = 1 for each case.
The maximum likelihood estimator (MLE), β̂, is the result of the resolution

of these set of equations equal to 0 in order to β. The method to solve this
equation is iterative like in the binary logistic regression.

The interpretation of odds ratios in the multinomial outcome setting could be
made generalizing the notation used in the binary outcome case to include the
outcomes being compared as well as the values of the covariate [3]. Considering
that the outcome labeled with Y = 0 is the reference outcome. The subscript
on the odds ratio indicates which outcome is being compared to the reference
outcome. The odds ratio of outcome Y = j versus outcome Y = 0 for covariate
values of x = a versus x = b is:

Ψj(a, b) =
P (Y = j|x = a)/P (Y = 0|x = a)

P (Y = j|x = b)/P (Y = 0|x = b)

We could obtain the estimates values of odds ratio, labeled Ψ̂ , by exponentiating
the estimated slope coefficients.

3 Results

The sample of 191 individuals consists of 50.8% females, with the remaining
49.2% of male. The distribution of individuals according to sex for each result of
the dependent variable is the same, that is, for the three possible results, control,



Orthodontics Diagnostic Based on Multinomial Logistic Regression Model 591

open bite and deepbite, the sample has almost the same distribution according
to sex.

For the construction of logistic regression models were used initially 13 vari-
ables, 11 referring the HB position and 2 of characteristics of individual. Ac-
cording sample size guidelines for multinomial logistic regression indicate a min-
imum of 10 cases per independent variable [3]. In our work we have a ratio of
13/191 is greater than 1/10 which indicates that is possible the application of this
technique.

Table 1 presents the designation of variables, his metric and categories.

Table 1. Variables identification

Variable Designation Scale type Code

Age (years) Age ratio independent
Sex Sex dichotomous independent 1 = female

2 = male
Hy/Rgn position1 Hy ratio independent
Hy/C3 position2 Hy ratio independent
Hy/PNS position3 Hy ratio independent
C3/Rgn position4 Hy ratio independent
Hy/C3-Rgn position5 Hy ratio independent
S/Hy position6 Hy ratio independent
C3/Hy/S angle position7 Hy interval independent
Hy/C3/S angle position8 Hy interval independent
NaBa/CCHy angle position9 Hy ratio independent
C3 - PTV position10 Hy ratio independent
Hy - PTV position11 Hy ratio independent
Group Group categorical dependent 0 = control

1 = open bite
2 = deepbite

To evaluate the significance of variables to dependent variable we start to run
the multivariate analysis using the forward stepwise technique implemented in
IBM� SPSS�. The results are list in tables (Table 2 to Table 4).

Table 2. Model fitting information

Model Fitting Criteria Likelihood Ratio Tests
Model -2 Log Likelihood Chi-Square df Sig.

Intercept Only 419.534
Final 338.476 80.059 10 � 0

For model fitting information (Table 2) the probability of the model chi-square
(80.059) was less than or equal to the level of significance of 0.05, so the null
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hypothesis that there was no difference between the model without independent
variables and the model with independent variables was rejected. The existence
of a relationship between the independent variables and the dependent variable
was supported.

We could access the usefulness for this logistic model as suggested by Garson
[1]. According Table 3 the classification accuracy rate was 59.2% which is greater
than or equal to the proportional by chance accuracy criteria of 41.8% (1.25 x
33.4% = 41.8%).

Table 3. Classification table produced by SPSS

Classification

Observed
Predicted

Control Open bite Deepbite Percent Correct

Control 30 18 18 45.5%
Open bite 12 43 7 69.4%
Deepbite 19 4 40 63.5%

Overall Percentage 31.9% 34.0% 34.0% 59.2%

In the construction of multinomial logistic regression model to variable selec-
tion technique was used the forward stepwise technique, in order to select a set
of variables that could contribute to the outcome and that this contribution is
reveal statistically significant. The objective is to achieve a model that contains
all variables that are important with regard to pre-established criteria of pE and
pR values (p values of entry and removal of the variable in the model by likeli-
hood ratio test) chosen so that they become statistically significant. The values
chosen for this analysis were: pR = 0.20 and pE = 0.15.

The result of parameters estimates was in Table 4.

Table 4. Parameter estimation for multinomial logistic regression

Groupa β̂ Std. Error Wald df Sig. Ψ̂
95% CI for Ψ

Lower Bound Upper Bound

Openbite

Intercept -21.061 5.065 17.288 1 .000
position8 Hy .095 .037 6.710 1 .010 1.100 1.023 1.182
position6 Hy .028 .057 0.249 1 .618 1.029 .920 1.151
position1 Hy .061 .041 2.186 1 .139 1.063 .980 1.153
position3 Hy .138 .090 2.385 1 .122 1.148 .963 1.369
position5 Hy -.325 .089 13.290 1 .000 0.722 0.607 0.860

Deepbite

Intercept 7.288 4.979 2.143 1 .143
position8 Hy -.089 .038 5.405 1 .020 0.915 0.848 0.986
position6 Hy .148 .057 6.676 1 .010 1.159 1.036 1.297
position1 Hy .084 .040 4.345 1 .037 1.087 1.005 1.177
position3 Hy -.329 .090 13.417 1 .000 0.720 0.603 0.858
position5 Hy .343 .094 13.210 1 .000 1.409 1.171 1.695

a The reference category is: Control.
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In this analysis, two comparisons will be made, the open bite group will be
compared to the control group and the deepbite group will be compared to the
control group.

The contribution of each independent variable may be positive or negative
depending on the sign of the estimated coefficient (β̂). Positive contribution
means that when the variable in question is considered, increases the probability
of being in the open bite group if we considered the logit 1 or in deepbite group
if we considered the logit 2. In contrast, a negative contribution means that
when the variable in question is verified, increases the probability of being in the
control group.

After designing the model for each logit, we provide an interpretation of esti-
mated coefficients aware of the Table 4, in terms of the odds ratio for each logits
formed.

Thus we have for the logit 1, generally, the odds ratio is defined by:

Ψ1 =
P (Y = 1|X = a)/P (Y = 0|X = a)

P (Y = 1|X = b)/P (Y = 0|X = b)

– Hy/C3/S angle: β̂ = 0.095 =⇒ Ψ̂1 = 1.100. It means that the increase of
one unit in the angle measurement Hy/C3/S contributes to the appearance
of open bite. That is, for every increase of one unit in the angle Hy/C3/S, the
possibility of belonging to the group of open bite is about 1.1 times greater
when compared to the control group;

– S/Hy : β̂ = 0.028 =⇒ Ψ̂1 = 1.029. It means that the increase of one unit
in the measurement S/Hy contributes to the appearance of open bite. That
is, for every increase of one unit in S/Hy, the possibility of belonging to the
group of open bite is about 1.03 times greater when compared to the control
group;

– Hy/Rgn : β̂ = 0.061 =⇒ Ψ̂1 = 1.063. It means that the increase of one unit
in the measurement Hy/Rgn contributes to the appearance of open bite.
That is, for every increase of 5 units in Hy/Rgn, the possibility of belonging
to the group of open bite is about 1.36 times greater when compared to the
control group;

– Hy/PNS : β̂ = 0.138 =⇒ Ψ̂1 = 1.143. It means that the increase of one
unit in the measurement Hy/PNS contributes to the appearance of open
bite. That is, for every increase of 5 units in Hy/PNS, the possibility of
belonging to the group of open bite is about 2 times greater when compared
to the control group;

– Hy/C3-Rgn: β̂ = −0.325 =⇒ Ψ̂1 = 0.722. It means that the decrease of one
unit in the measurement Hy/C3-Rgn contributes to the appearance of open
bite. That is, for every decrease of one unit in Hy/C3-Rgn, the possibility
of belonging to the group of open bite is about 1.38 times greater when
compared to the control group.

Similarly for the logit 2, the odds ratio is defined by:
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Ψ2 =
P (Y = 2|X = a)/P (Y = 0|X = a)

P (Y = 2|X = b)/P (Y = 0|X = b)

– Hy/C3/S angle: β̂ = −0.089 =⇒ Ψ̂2 = 0.915. It means that the decrease of
one unit in the angle measurement Hy/C3/S contributes to the appearance
of deepbite. That is, for every decrease of one unit in the angle Hy/C3/S, the
possibility of belonging to the group of deepbite is about 1.1 times greater
when compared to the control group;

– S/Hy : β̂ = 0.148 =⇒ Ψ̂2 = 1.159. It means that the increase of one unit
in the measurement S/Hy contributes to the appearance of deepbite. That
is, for every increase of one unit in S/Hy, the possibility of belonging to the
group of open bite is about 1.16 times greater when compared to the control
group;

– Hy/Rgn : β̂ = 0.084 =⇒ Ψ̂2 = 1.087. It means that the increase of one
unit in the measurement Hy/Rgn contributes to the appearance of deepbite.
That is, for every increase of 5 units in Hy/Rgn, the possibility of belonging
to the group of deepbite is about 1.52 times greater when compared to the
control group;

– Hy/PNS : β̂ = −0.329 =⇒ Ψ̂2 = 0.720. It means that the decrease of one
unit in the measurement Hy/PNS contributes to the appearance of deepbite.
That is, for every decrease of one unit in Hy/PNS, the possibility of belonging
to the group of deepbite is about 1.4 times greater when compared to the
control group;

– Hy/C3-Rgn: β̂ = 0.343 =⇒ Ψ̂2 = 1.409. It means that the increase of
one unit in the measurement Hy/C3-Rgn contributes to the appearance of
deepbite. That is, for every increase of one unit in Hy/C3-Rgn, the possibil-
ity of belonging to the group of open bite is about 1.4 times greater when
compared to the control group.

According to these results, an individual with an angle Hy/C3/S = 98.6, S/Hy
= 109.2 mm, Hy/Rgn = 43.1 mm, Hy/PNS = 65.8 mm and Hy/C3-Rgn = 8
mm, the probabilities of belonging to each group are:

P (Y = 0|x) = 0.304561

P (Y = 1|x) = 0.542462

P (Y = 2|x) = 0.152976

So, this individual is more likely to belong to group 1, that is to belong a group
with open bite.
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4 Conclusions

According to the results obtained it was found that, to evaluate the probability of
an individual be normal, have open bite or deepbite in the process of orthodontics
judgment based on cephalometric measures of HB, variables that can influence
the process are the measures of Hy/C3/S angle, S/Hy, Hy/Rgn, Hy/PNS and
Hy/C3-Rgn.

This model contribute to understanding better the position of the hyoid bone
and the structures associated with it, with one possible combination of these
5 variables. So we think that it will be a tool to predict more accurately the
diagnose of vertical jaw dysplasia.
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Abstract. Curve framing has numerous applications in computer graphics mod-
eling, e.g., in the construction of extruded surfaces. Commonly used curve 
framing techniques such as the Frenet frame, parallel transport frame and  
‘up-vector’ frame cannot handle all types of curves. Mismatch between the 
technique used and the curve being modeled may result in the extruded surfaces 
being twisted. We propose a simple end-to-end vector-projection approach to 
curve framing. Our results show that the technique yields less twists compared 
to those based on the Frenet frame. 

Keywords: curve framing, Frenet frame, parallel transport frame. 

1 Introduction 

Curve framing is a procedure to associate coordinate frames to each point on a three-
dimensional space curve. This can be depicted as in Fig. 1, where a number of local 
Cartesian coordinate frames are drawn on a curve. This is very useful when one needs 
to treat a coordinate locally, rather than globally. It has numerous applications in 
computer graphics, such as in the construction of extruded surfaces (Fig. 2), providing 
the orientation for flying objects and visualization during a fly-through. 

                            

 

Fig. 1. Some local frames on the spine 



 Vector-Projec

In these applications, fr
curve itself. While a few a
the Frenet, parallel transpo
Cripps and Mullineux [3] 
frames. Having figured out
the surface or orient an ob
been very useful, not all c
inherent nature of a curve c
or an object flying in a twis
of these approaches and pro

2 The Frenet Fram

A Frenet frame for a curve
and N(t) where  

 

is tangential to C(t),  

 

is the binormal and  

 

is the “inner” normal, i.e., o
portion of the extruded sur

ction Approach to Curve Framing for Extruded Surfaces 

 

Fig. 2. Extruded surface of a curve 

rame orientations are essentially calculated based on 
approaches commonly employed in these applications 
ort, ‘up-vector’ and rotation minimizing frames [1], 
make use of curvature and torsion profiles to obtain 

t the frames, the necessary points (or vectors) to constr
bject can be easily obtained. While these approaches h
an successfully address all types of curves. At times, 
causes ‘twists’ to occur, giving distorted extruded surfa
st. In this paper we look at some of the problems with so
opose an interactive technique to address the issue. 

me 

e C(t) is formed by a set of orthonormal vectors T(t), B

|)('|

)('
)(

tC

tC
tT =

|)('')('|

)('')('
)(

tCtC

tCtC
tB

×
×=

)()()( tTtBtN ×=

on the osculating circle side of the curve [4], [5] (Fig. 3)
rface of a curve is depicted in Fig. 3. Depending on 

597 

the 
are 
[2], 
the 

ruct 
have 

the 
aces 
ome 

B(t) 

(1) 

(2) 

(3) 

). A 
the 



598 A. Md. Said 

curve, it can be seen that at
the frame starts to twist (Fig

 

 

while on another (Fig. 5), w

 
 

there are no twists at all. 
 
The twist in Eq. (4) occu

 

 

t some point on the curve, i.e., near the point of inflecti
g. 4), where  

C(t) = (cos 5t, sin 3t, t) 

where 

C(t) = (cos t, sin t, 0) 
 

urs because the inner normal now starts to “change side”
                            

 

Fig. 3. A Frenet frame  

 

Fig. 4. Twist 

ion, 

(4) 

(5) 

”. 



 Vector-Projec

Another problem may also 
a momentary straight line [
cally zero for a straight line

3 Parallel Transpo

Parallel transport refers to
curves. Initial vectors u an
original curve by some pro
5. Hanson and Ma [6] show
similar application, Bergou
modeling elastic discrete ro
may not meet requirements 

4  “Up-Vector” F

Another method that we ca
approach, we view frames 
the curve. Without loss of
coordinate. We then find t
vectors Bi’s and Ni’s) that g
is then rotated about Ti unti

ction Approach to Curve Framing for Extruded Surfaces 

 

Fig. 5. No-twist 

occur when the second derivative of C(t) vanishes, i.e.,
6]. This is clear from vector B(t) as C’’(t) would be ide

e. 

ort Frame 

o a way of transporting geometrical data along smo
nd v, not necessarily orthogonal, are transported along 
ocedure to generate the other two parallel curves as in F
w that the method reduces twists significantly. In anot
u et al. [7] successfully use parallel transport frames

ods. Despite generating good extruded surfaces, the meth
for a fly-through. 

 

Fig. 6. Parallel curves 

Frame 

an apply to avoid twists is to use the ‘up-vector’ [8]. In 
similar to Frenet’s, with Ti’s, Bi’s and Ni’s, moving alo

f generality, we can assume y-axis as the global vert
the unit ‘radial’ vector in the unit circle (spanned by 
gives the highest y-coordinate value (Figure 7). The fra
il Ni coincides with the ‘radial’ vector 

599 

, on 
enti-

ooth 
the 

Fig. 
ther 
s in 
hod 

this 
ong 
tical 
the 

ame 



600 A. Md. Said 

 

Fig. 9. A

 

Fig. 7. An ‘up-vector’ construction 

 

Fig. 8. An ‘up-vector’ result 

 

An ‘up-vector’ construction and its problem 



 Vector-Projec

While this approach wo
curve is momentarily vertic

Applications-wise, this te
through for many curves. H
objects, e.g., airplanes, due t

5 Vector-Projectio

We propose a method to h
the angle of rotation for eac
the previous segment. 

Fig

Let P, Q and R be three seg
be created (Fig. 11). Suppo
and V respectively. Then th
jected onto the plane spann
start of Segment 2). In this
which the end of Segment 
can also take α as the angle
Segment 1 can be extended

ction Approach to Curve Framing for Extruded Surfaces 

 

Fig. 10. An ‘up-vector’ result 

orks on many curves, e.g., as in Fig. 8, it fails when 
cal or abruptly tilts the opposite ‘side’ (Figs. 9 and 10).  
echnique corrects the twists in extruded surfaces or a wa
owever, it may not be realistic when simulating fast-mov
to issues such as inertia and momentum during flight [9]. 

on Approach 

handle the twists by slowly decrementing or increment
ch segment of the extruded surface formed with respec

 

g. 11. Determining the angle of rotation 

gment endpoints on a curve where an extruded surface i
ose that the two segments have local coordinate system
he binormal vector B1 at the end of Segment 1 can be p
ned by the binormal vector B2 and normal vector N2 (
s projection, B1 is mapped onto B1’, giving α, the angle
1 should be rotated to coincide with B2. Alternatively, 

e between N1’ and N2. Without loss of generality, the end
 to the start of Segment 2, thus closing the gap at Q. 

601 

the 

alk-
ving 

ting 
ct to 

is to 
ms U 

pro-
(the 
e by 

we 
d of 



602 A. Md. Said 

6 Results 

We can visually compare the results of our approach with those of Frenet frames for a 
few curves. This is notably due to the wide-spread adoption of the Frenet frames to 
extrude surfaces. For a simple sine curve, Fig. 12 shows that the Frenet frame ap-
proach twists portions of the extruded surface periodically in the opposite direction 
whereas our approach produces no or negligible twists (Fig. 13).  

 

Fig. 12. Using the Frenet frame for a sine curve 

 

Fig. 13. Using the vector-projection approach for a sine curve 

 

Fig. 14. Using the Frenet frame for a Lissajous curve 
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he vector projection approach for a Lissajous curve 

The torsion angles between successive planes 

n for a Lissajous curve (Figs. 14 and 15) with equation 

C(t) = (2 sin t, sin 3t, cos 5t)             

erformance of both approaches by comparing the angle
e torsion angle. The torsion angle in our case is defined
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the angle between two successive planes, each plane spanned by Bi and  Ti. Essential-

ly, the angle α reduces to . 

Fig. 16 shows the angle between successive planes for the two approaches as t in-
creases for the Lissajous curves. On the average, the vector projection approach clear-
ly results in less twist (0.121817) compared to the Frenet frame (0.193118).  

Further, we provide more results for three other curves (Figs. 17, 18 and 19). The 
figures show the images rendered and the average torsion angle between successive 
planes for the two approaches as t increases. On the average, the vector projection 
approach clearly results in less twist compared to the Frenet frame. 

 
 

Curve 1  
(Lissajous) 

 

Curve Equation : 
x = 2 sin t, y = sin 3t, z = cos 5t 

 

Average 
torsion 
angle 

Frenet frame  
0.187680 

 

Vector-projection approach 

 
 

 
0.096977 

   

Fig. 17. A Lissajous curve 
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Curve 2 
(Knot) 

 

Curve Equation : 
x =  (3 – cos (5t/3)) cos t,  y =  - sin (5t/3), 
z =  (3 – cos (5t/3)) sin t 
 

Average 
torsion 
angle 

Frenet frame  
 
0.074063 

Vector-projection approach  
 
0.029289 

Fig. 18. A knot 
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Curve 3  
(Warped ring) 

 

Curve Equation : 
x =  cos t , y =  sin t, z =  (cos 3t)/3 

 

Average 
torsion 
angle 

Frenet frame  
 
0.097448 

Vector-projection approach  
0.051251 

Fig. 19. A warped ring 

Overall, our approach shows better performance in terms of the average torsion 
angle. Visual inspection, however, shows that the approach offers significant im-
provement in avoiding the twists.  

7 Conclusions 

Our approach to curve framing results in less average twist compared to the Frenet 
frame approach and guarantees that extreme twists are avoided. In this case, it is well-
suited for extruded surface construction. However, it does not guarantee that the start-
ing angle coincides with the end angle for a closed curve which may be required for 
some applications. Moreover, from our observation, this approach gives significant 
improvement when handling the twists occurring at the points of inflection of a curve.  
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Abstract. Retrofitting existing buildings is a key aspect for reaching the pro-
posed energy consumption reduction targets in all countries. The availability of 
as-built building model is of primary importance for both thermal lack diagno-
sis and planning retrofitting works. In particular, integration between Building 
Information Models (BIMs) and Infrared Thermography (IRT) can be a power-
ful tool for evaluating building thermal efficiency. Indeed, thermography can be 
efficiently used to detect thermal bridges and heat losses. However, thermo-
graphic images does not allow geometrical measurements whereas precise  
localization of thermal defects is a main aspect for retrofitting intervention 
planning. For this reason building models can be efficiently integrated with 
thermal images and provide metric information to thermographic analysis. In 
this paper a methodology for combining thermographies, acquired by different 
platforms, and building models automatically derived from laser scanning  
technology is presented. 

Keywords: Building, Energy retrofitting, Laser scanning, Image registration, 
Thermography. 

1 Introduction 

Increase in thermal efficiency of existing building is a major task to reach the energy 
saving targets fixed by different countries. For this reason the development of meth-
odologies for thermal retrofitting has a primary importance. The thermal retrofit of a 
building is any improvement made to an existing structure which provides an increase 
in its overall energy efficiency. Although there are many factors influencing build-
ings’ energy efficiency (e.g. the heating and cooling system, quality of the closing, 
etc.) one of the most important parameters is the composition of façade and cover 
because it may determine thermal bridges and heat losses due to low efficient insula-
tion materials. Energy efficient envelop retrofitting interventions usually involves 
sealing building's thermal boundary, sizing and installing insulating panels, using 
special insulating paints, etc. One of the main problems in retrofitting existing build-
ings is the energy efficiency evaluation and the precise location of thermal defects. 
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Integration of Terrestrial Laser Scanning (TLS) and Infrared Thermography (IRT) is a 
powerful tool in order to reach this task. Indeed, sensor integration and combination 
of different surveying techniques proved its usefulness in various fields [1], [2], [3].  

Thermal evaluation of existing buildings is widely covered in literature. IRT analy-
sis from the ground are successfully used for recording the irradiation of building 
façades [4], characterization of its thermal behavior, detecting thermal bridges and 
heat losses from the envelop [5]. IR images acquired by other platforms are used for 
different purposes. Satellite images are mainly used for fire detection [6], vegetation 
monitoring [7] and the analysis of urban heat islands [8] while airborne IRT-systems 
are applied for vehicle detection [9] and surveying malfunctioning in solar power 
plan. The development of micro Unmanned Aerial Vehicles (UAVs) in the last years 
opened new possibilities to IRT analysis [10], [11]. Indeed, UAVs equipped with 
thermal cameras give the possibility to explore areas inaccessible from the ground 
like higher floors of buildings and roofs. In addition, the reduction of camera-object 
distance enhances the ground sampling distance (pixel size on the object) of thermo-
graphies. However, the use of IRT data for metric purposes presents several limita-
tions related to the reduced resolution of thermal sensors, the large distortion intro-
duced by the thermographic lens systems, the impossibility to make precise geome-
trical measurements directly on the thermal images. For this reason, the combination 
of thermal information derived from thermographies and geometric information of 
building structure is of major importance. 

In particular, 3D laser scanning and close range photogrammetry are the surveying 
techniques mainly used for producing 3D detailed models of buildings. These tech-
niques have become useful as 3D modeling tools not only in heritage applications 
[12] where surfaces are complex and irregular, but also for modeling large structures. 
In particular, an increasing interest is paid to 3D modeling from TLS data. Indeed, 
TLS allows a rapid acquisition of point clouds describing the building surfaces. In 
addition, automation in scan registration reached in the last years significantly reduces 
time for data geo-referencing. Nowadays, great attention is paid to Building Informa-
tion Models (BIMs) generation from laser scanning data. In contrast to traditional 
building design (which is largely based on two-dimensional drawings like plans, ele-
vations, sections, etc.), the BIM concept not only extends design to three dimensional 
space but also augments the 3D representation of the building with time as the fourth 
dimension and cost as the fifth. Therefore, BIM models covers more than just build-
ing geometry [13], they are a combinations of objects, relations and attributes. The 
use of BIMs goes beyond the planning and design phase of the project, extending 
throughout the building life cycle. In particular, the BIM logic is based not only on a 
3D building geometry but also on semantic and descriptive information that may effi-
ciently support the decision-making process during the retrofitting design. 

This paper presents a methodology for the combination of thermal images and 
building models. Integration is obtained by generating a thermographic textured as-
built 3D BIM model of a building for supporting energy efficiency evaluation, diag-
nosis of thermal anomalies, retrofitting design and work control. 
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2 The Developed Methodology 

The developed methodology for IRT images and geometrical data fusion is summa-
rized in Fig.1 and it is based on mapping thermal data on a 3D façade model. In par-
ticular, the procedure can be divided into two main parts: the thermographic image 
processing and the point cloud analysis. These two surveys can be performed inde-
pendently (even in different days) and also the data processing phase proceeds for 
many aspects in a parallel way. 
 

 

Fig. 1. Workflow of the proposed methodology for the generation of a thermographic textured 
3D as-built BIM model 

The IRT survey is based on the acquisition of a series of thermographic images of 
the building either from the ground and by using a UAV platform. In addition, some 
RGB images are also recorded. The co-registration of both datasets (thermogrphies 
and TLS point clouds) in the same reference system is a crucial step in order to per-
form obtain data integration. To this end, thermal images are accurately geo-
referenced via standard Least Squares bundle adjustment techniques based on colli-
nearity equations. Indeed, although UAV platforms are generally equipped with on-
board GNSS and IMU sensors they are usually not accurate enough for direct geo-
referencing of acquired images. However, bundle-adjustment of thermal images 
presents several challenges: (i) the low resolution of thermal cameras, (ii) the need of 
an adequate internal camera calibration, and (iii) the limited local contrast of thermal 
images. In order to partially overcome these problems a better estimation of thermal 
camera poses with a rigorous procedure was developed starting from thermal camera 
calibration up to photogrammetric image orientation of both thermal and RGB images 
in a combined bundle adjustment. 

Façade modeling is performed in an automatic way starting from point clouds of 
building façades acquired with TLS. The developed procedure can be divided into 
three main steps: firstly the main elements constituting the façade are identified by 
means of a segmentation process, then breaklines are detected including some priors 
on architectural scenes, finally a further classification is performed to enrich data with 
semantics by means of a classification tree. 

The last step is the integration of both data generating a thermal textured 3D model 
of the building in a BIM format. The developed methodology was tested on a building 
of Politecnico di Milano – Polo Territoriale di Lecco, that is the case study analyzed 
in this paper (Fig. 2). 
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a.  b.

 

Fig. 2. The case study building: an RGB image (a) and a thermal one (b) 

2.1 Thermographic Data Processing 

Termographic data processing can be divided into three main steps: (i) thermal cam-
era calibration, (ii) image acquisition and (iii) image orientation. All these phases are 
discussed in the following sections. 

Thermal Camera Calibration 
Geometric calibration of a thermal camera is necessary for photogrammetric purpos-
es. In particular, for thermal cameras the pinhole model can be assumed for internal 
calibration. In other words, those cameras can be assumed as central projections with 
lens distortion and can be calibrated by using standard photogrammetric methods. 
However, IRT cameras were not designed for metric purposes and their calibration 
may not be an easy task for several reasons: 

i. large lens distortion; 
ii. larger pixel size of IRT with respect to RGB cameras due to longer wa-

velength of IR spectrum with respect to the visible one; 
iii. low resolution of IRT sensors compared to RGB cameras; 
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iv. problems in defining a clearly visible calibration polygon for thermal 
images; 

v. limited field of view of IRT cameras. 
In our case thermal camera calibration was carried out by using the Brown model 
[14]. In particular, calibration is performed by acquiring a block of images of a so 
called calibration polygon [15]. The polygon (Fig. 3) consists on a wood frame, with a 
surface of about 2x4 m, with 40 iron nails. Although planar arrays could be used the 
nails form a more robust 3D calibration polygon. As previously said, an important 
aspect concerning the polygon is that its points have to be clearly visible in the IR 
images. Indeed, nails warm and cool faster than wood and become clearly visible in 
IR images.  

 

  

Fig. 3. Visible and thermal image of the calibration polygon 

Each nail was also measured by forward intersection with a first order theodolite 
Leica TS30 (Fig.4.a). The geodetic measurements were included as Ground Control 
Points (GCPs) in the self-calibrating bundle adjustment with an average theoretical 
precision of ±2 mm. 

 

a.  b.  

Fig. 4. Thermal camera calibration: the geodetic network for GCP measurement (a) and camera 
poses estimated with self-calibrating bundle adjustement (b) 
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Some aspects of the calibration procedure need a special remark. The calibrated 
camera (a FLIR Tau 640, see next section) showed a large distortion in particular at 
the image boundaries. For this reason in order to estimate the distortion coefficients in 
a reliable way, the points used for the bundle adjustment computation should be even-
ly distributed on the image, covering also regions close to the image borders. Howev-
er, as distortion parameters are generally highly correlated, some rolled images were 
included in the adjustment and the radial distortion coefficient k3 was removed from 
data processing in order to reduce correlation. A second problem concerns the preci-
sion of image coordinates measurements. Thermal images present a reduced resolu-
tion and a low local contrast. For this reason the precision of “thermal image points” 
is worse than that achievable with standard RGB cameras. Finally, the reduced field 
of view determines the difficulty in acquiring convergent images as requested for a 
robust calibration (Fig. 4.b). 

Image Acquisition 
The thermographic survey of the building façade was performed with a FLIR Tau 640 
(Fig. 5 - sensor size of 640×480 pixels), equipped with a 19 mm lens system. The 
camera sensor is a vanadium oxide microbolometer sensitive to wavelengths in the 
range 7.5 - 13.5 µm. As previously mentioned the thermal images used for this works 
are acquired both with a UAV platform and from the ground. In particular, the em-
ployed UAV system was the Falcon 8 (Ascending Technologies). 

 
 

 

Fig. 5. Thermal camera FLIR Tau 640 integrated in the actively stabilized Falcon 8 camera 
mount 

During the thermographic survey the UAV was remotely controlled by a human 
operator while thermal images were acquired by using a laptop to record the video 
signal from the thermal camera (Fig. 6).  

During the UAV survey some additional RGB images were acquired, by following 
a conventional motion (two vertical strips), with a customer grade camera (Sony 
NEX-5N). Those data were integrated from the ground with a photogrammetric block 
of RGB images (Nikon D700 equipped with a 20 mm lens) and some additional ther-
mographic images. 
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Fig. 6. Thermal signal recording system (left) and UAV path in blue (right) 

Image Orientation 
The main issue for an accurate integration of thermographic images and laser scan-
ning is the registration of scans and thermal images in the same reference system, i.e. 
the estimation of the spatial position of each image with respect to the defined datum. 
Registration of thermal images can be performed in different ways depending on to 
object geometry and acquisition scheme. In particular, homographic transformations 
are rigorous only in the case of planar façades. Otherwise, methods based on colli-
nearity equations should be used. Space-resection techniques are mainly implemented 
in most commercial software. However, in this case images are processed indepen-
dently, increasing the number of points to be measured on the images. In addition 
problems in overlapping zones between images may arise. Those problems can be 
partially solved by using a rigorous bundle adjustment. However, because of thermo-
graphic camera peculiarities it is difficult to obtain a block of thermal images suitable 
for a stable adjustment. Thermal image blocks generally present a low ratio between 
image baselines and camera-object distances. In addition, standard targets used for 
scan registration are not clearly visible in thermal images. Therefore interest points 
are directly measured on the scans in order to register the two datasets. However, this 
reduces the accuracy of measurements of a factor that is proportional to the scan sam-
pling distance (in other words point density).  

In this paper, in order to avoid instability problems and increase accuracy of cam-
era poses estimation, thermal image orientation is performed by adjusting both ther-
mal and RGB images in a combined way [16]. This solution allows a better control on 
the quality of results and reduces the number of points to be measured with respect to 
other traditional approaches. 

As a first step only RGB images, acquired with a calibrated camera and fulfilling 
adequate requirements in terms of overlap and acquisition geometry, are oriented 
within a standard photogrammetric bundle adjustment. This first adjustment is based 
on a set of Tie Points (TPs) measured on the images, and some Ground Control Points 
(GCPs) that are used to register the project in the reference system of the laser scans. 
An important aspect deserves to be mentioned: TPs individuated in this first phase 
will be then adopted for registration of IRT images. This means that TPs should be 
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preferably measured in correspondence of elements that are clearly visible in both 
RGB and IR images (e.g. window and door corners). Once RGB images have been 
registered, IR images can be added to the block and a final bundle adjustment includ-
ing all data is then carried out to obtain the Exterior Orientation (EO) parameters of 
all images. This combined adjustment has several advantages: 

i. estimation of EO parameters better than those estimable with standard 
space resection techniques; 

ii. GCPs are initially measured in RGB images instead of laser scans and 
therefore they provide a better identification; 

iii. RGB and IR image acquisition may be carried out independently, even in 
different days;  

iv. new data taken at different epochs can be added for evaluating changes in 
thermal behavior before and after the thermal retrofitting. 

In this case 4 RGB and 3 thermal images were recorded from the UAV while 3 RGB 
and 1 additional thermal image were acquired from the ground. 14 checkerboard tar-
gets (measured with a theodolite Leica TS30) were employed for the registration of 
laser scans and were also used as GCPs during bundle adjustment for RGB images 
only (Fig. 7.a). In addition, 20 tie points in correspondence of window and door cor-
ners were measured on both RGB and thermal images to run the final bundle adjust-
ment and obtain the EO parameters of all the images (Fig.7.b). Statistics of the com-
bined bundle adjustment show a final sigma-naught of about ±0.9 pixels. Accuracy of 
check point is about 1 mm in the façade plane and 3 mm in the perpendicular direction. 

 

  

Fig. 7. Scheme of the geodetic network with error ellipses (left). Camera poses (right): thermal 
images (red), RGB acquired from the UAV (yellow) and RGB acquired from the ground (blue). 

2.2 Scan Processing 

Once scans are registered together the developed approach for façade modeling al-
lows for automatic planar object extraction and 3D vector model generation [17]. The 
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reader is referred to the cited paper for more information. In the next section only the 
main aspect of the procedure are described.  

In particular, the reconstruction methodology used can be divided in three main 
steps: (i) point cloud segmentation, (ii) breaklines identification, and (iii) object clas-
sification. 

Point Cloud Segmentation 
As a first task the geo-referenced point cloud is segmented to identify the planar ele-
ments (Fig.8) constituting the building façade. In particular, a modified RANSAC 
algorithm is used in order to reduce bad-segmentation problems associated with mas-
sive point clouds. Those problems can be intended as:  

• under-segmentation: several features are segmented as one; 
• over-segmentation, one feature is segmented into several. 

To avoid under-segmentation problem topology information between points is ex-
ploited. Indeed, points belonging to the same object should be sufficiently close whe-
reas points belonging to different objects should have a gap area. For this reason, all 
points forming a connected component are determined by means of a raster bitmap. 

Once all planar objects are detected the extracted planes are clustered together to 
reduce over-segmentation problem. Object clustering is performed by evaluating three 
parameters: (i) similarity of normal vectors, (ii) perpendicular distance between 
planes, (iii) intersection between clusters. 

 

a.  b.  

Fig. 8. The original point cloud (a) and its detected planar objects (b) 

Breaklines Identification 
Once all points are classified into different planes, edges in the point cloud are identi-
fied. Edges are extracted by identifying the boundary points of each detected planar 
element by using a binary image and a Delaunay triangulation. Then, dominant lines 
are identified for each boundary and a regularization criteria is imposed. Finally, 
breaklines are reconstructed as the intersection lines between different planes.  
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The detected lines define surfaces of the Building Information Model in the CityGML 
scheme. 

Object Classification 
Finally, object detected in the previous steps are further classified by using some rec-
ognition rules derived from knowledge of urban scenes and façade priors.  

In particular, the following characteristics are evaluated: 
i. object size: walls can be easily distinguished by non-wall elements be-

cause they have a larger area; 
ii. object position and topology: for example, we assume that doors can be 

only at the bottom floor, roofs are always on the top of walls and the 
ground is the object at the lowest level; 

iii. object orientation: walls are assumed vertical, while ground and roofs 
are generally horizontal or mildly sloped; 

The above object characteristics and priors are summarized in a classification tree 
which is used to guide the classification phase in order to obtain a semantically reach 
model (Fig. 9). 

 

 

Fig. 9. The CityGML façade model enriched with semantic information on a orthophoto 

2.3 Textured As-Built BIM Model Generation 

Once thermal images are oriented and building breaklines are extracted the thermo-
graphic textured 3D BIM model of the building façade is generated. In particular, the 
standard used in this work is the CityGML (Fig. 10). The extracted 3D breaklines are 
used as a constraints to generate the building surfaces by mean of a 2D constrained 
Delaunay triangulation. After that, triangles are reorganized into rectangular shapes 
and the following feature types are represented by using the results of the previously 
described classification step: Building, RoofSurface, WallSurface, GroundSurface, 
Window, Door, BuildingInstallation, GroundSurface. Additional information can be 
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added to the file, e.g. the Location which indicate the global position of the building 
and its orientation. This can be used to evaluate façade exposition and sunlight or 
other descriptive data which are of major interest for energy efficiency evaluation like 
the insulation value (U-value) for windows and thermal resistance (R-value) for walls, 
floors and roofs.  

 

 

Fig. 10. CityGML feature structure as UML instance diagram 

For each surface it is also possible to assign thermographic images as a texture. In-
deed, once both data sets (thermal images and 3D façade model) are registered the 
pointwise correspondences between pixels in the image and points on the elementary 
surface to be textured is established by means of collinearity equations. Although 
some commercial software packages accomplish texture mapping, the process in 
many cases is manual, meaning that the measurement of correspond points (images ↔ 
model) is carried out interactively per each image. In the case the image orientations 
can be uploaded in the software (for a more automatic processing) a significant edit-
ing phase is needed to fix problems related to occlusions, variations in lighting and 
camera settings. The algorithm here adopted for texture mapping was implemented in 
order to minimize self-occlusions and texture-assignment problems [18]. Once texture 
is assigned, the thermography-textured 3D BIM model (Fig.11) of a building can be 
interactively browsed, opening in this way new possibilities for the investigators.  

In addition, the derived model can be also converted into a .kml file and loaded in 
Google Earth®. This allows a global contextualization of the building, on-line explo-
ration and sharing (Fig. 11). Starting from the 3D textured model also thermal ortho-
photos (Fig.12), can be derived and used in GIS environment for further exhaustive 
analysis. 

3 Conclusion 

This paper presented a procedure for integrating IRT analysis with BIM models au-
tomatically derived from TLS point clouds. The final product is a thermal textured 3D  
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Fig. 11. Generated 3D BIM model loaded in LandXplorer® (left) and in Google Earth® (right) 

 

Fig. 12. IRT orthoimage derived by projecting and mosaicking acquired the IR images 

BIM model of a building façade. Some relevant aspects of the whole process were 
covered. In particular, the registration of both sets of data is of major importance to 
obtain a correct data integration. For this reason, a rigorous combined bundle adjust-
ment of both thermal and RGB images was set up in order to improve numerical sta-
bility and robustness of the adjustment.  

A method to derive 3D BIM model of building façades from massive unstructured 
point clouds in an automatic way was also presented. The developed method is an 
extension of the RANSAC strategy that tries to avoid bad-segmentation results (re-
ported in various papers in literature) by adding some topological information in the 
process. Starting from the detected planar clusters breaklines are derived by consider-
ing some constraints and regularization criteria. Finally, a semantic enrichment of the 
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model is obtained by using a classification tree to recognize façade components. The 
oriented images and TLS data are then fused into a thermographic textured 3D BIM 
based on the CityGML standard. This standard can include both geometric and se-
mantic information about the building. Moreover, further data concerning thermal and 
material properties can be added. 

The derived BIM model can be used to identify thermal defects and heat losses in 
order to provide a support for energy retrofitting design. The possibility to integrate 
BIM functionalities allows one to perform a cost-benefit analysis maximizing the 
energy saving.  

Finally, as occlusions and data lacks in the point clouds could determine some gaps 
in the automatically generated model, the derived models can be used as an alterna-
tive to manual modeling (in the case a simplified modeling is sufficient) or in con-
junction with manual model (if a very accurate model is needed).  
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Abstract. Serious games usually refer to games that are used for training, 
advertising, simulation, or education and that provide a high fidelity simulation 
of particular environments and situations. Serious games are starting to be also 
employed in surgery-based training applications. This paper presents a serious 
game for training on suturing in laparoscopic surgery. In particular, it is focused 
on the physical modeling of the virtual environment and on the definition of a 
set of parameters used to assess the level of skills developed by the trainees. A 
pair of haptic devices has been utilized in order to simulate the manipulation of 
the surgical instruments. 
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1 Introduction 

The emerging use of Minimally Invasive Surgery (MIS), born with the aim to reduce 
the trauma and surgical incisions on patients, has led to increased demand for 
education and training of surgeons because the traditional approach to learning and 
teaching based on the use of animals, cadavers or dummies appears obsolete.  

As compared to traditional surgical techniques in open surgery, in MIS they 
operate in a very small workspace, without having a direct view of the organs that are 
visualized by means of a camera. In this new context, some skills such as eye-hand 
coordination are fundamental for the success of the surgical operation. 

The introduction of the simulation based on the Virtual Reality (VR) technology 
has completely changed the education and training tools and, since 1998, the virtual 
simulators are officially accepted as training tools for surgeons. Several studies have 
demonstrated how the virtual reality-based simulators, compared to training based on 
traditional methods, can significantly reduce the intra-operative errors [1]. 

The VR-based simulators allow reproducing different surgical scenarios without 
risks for the patient and have also the advantage of the repeatability of the training 
sessions in order to evaluate and study the mistakes; in addition, these simulators 
provide a objective measurement of the developed skills and it is also possible to 
reuse many times the simulator because the virtual environment does not undergo the 
degradation of the traditional toolbox used for training. 
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Nowadays the VR-based laparoscopic simulators have achieved a high level of 
maturity and they are by now training tools indispensable for the training of the 
surgeons in MIS. The use of haptic devices able to provide a force feedback to the 
user has contributed to the spread of the virtual simulators for surgery. 

Among the most common tasks in minimally invasive surgery, the laparoscopic 
suturing is one of the most frequently performed. It is used for the closure of incisions 
made during the surgical procedure or the restoration of torn tissue. This task takes 
some experience in order to be carried out in the best way. 

The new trend in the development of virtual surgical simulators is represented by 
the serious games that are games whose primary purpose is not the entertainment, but 
the teaching and learning. Although virtual simulations and serious games are 
conceptually similar and the same technology (hardware and software) can be used, 
the serious games introduce an element of entertainment and include some of the 
highlights of the videogame such as challenge, risk, reward and defeat.  

The power of serious games in healthcare and surgery has the goal to educate and 
train people about treatments, medical and surgical procedures. 

This paper presents a serious game for training on suturing in laparoscopic surgery. 
In particular, the system is focused on the physical modeling of the virtual 
environment and on the definition of a set of parameters used to assess the level of 
skills developed by the trainees. A pair of haptic devices has been utilized in order to 
simulate the manipulation of the surgical instruments and NVIDIA PhysX physics 
engine and Ogre3D graphics engine have been also used. 

2 Virtual Surgical Training 

The medical profession for centuries has used training based on an apprenticeship 
model, an approach to learning where a trainee observes a procedure and then 
practices it under supervision.  

As technology has progressed, many different tools and techniques have been 
deployed to provide added value to the training process, such as using animals or 
cadavers or by practicing on mannequins. However, the interactions that occur in an 
animal’s or cadaver’s tissues differ from those of living humans due to varying 
anatomy or absence of physiological behaviour. This type of training also raises 
ethical issues. Mannequins that simulate part or all of a patient provide a limited range 
of anatomical variability. 

An alternative approach that is becoming more and more accepted by the medical 
community is the use of virtual simulators that can train practitioners on a virtual 
patient and permit to have a feedback on the performed procedure. This feedback can 
then be used to refine the required skills until the operator reaches a target level of 
proficiency before doing the procedure on the real patient. In addition, virtual 
simulations can provide the user with the possibility to practice the surgical procedure 
on rare or difficult cases or on virtual models of patients with unconventional 
anatomy.  

3D virtual models offer also the opportunity to be realized from patient medical 
data in order to replicate a real situation and produce a realistic simulation 
environment. 
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This kind of training is particularly important in laparoscopy that is a minimally 
invasive surgical procedure performed through small incisions using long thin tools 
[2]. The surgeon’s view is provided by means of a camera inserted into the patient 
body, the manipulation of the surgical instruments is unintuitive and the distance 
between surgical tool and organ is difficult to be estimated. The practitioner needs 
long training using the commercial simulators available for this purpose before 
performing the operation on the real patient. 

3 Serious Games 

Serious games usually refer to games that are used for training, advertising, 
simulation, or education and are designed to run on personal computers or videogame 
consoles. Serious games provide a high fidelity simulation of particular environments 
and situations that focus on high level skills that are required in the field. They 
present situations in a complex interactive context coupled with interactive elements 
that are designed to engage the trainees.  

The serious games inherit strengths and weaknesses from the videogames. Further 
benefits of serious games include improved self-monitoring, problem recognition and 
solving, improved short-and long-term memory, increased social skills and increased 
self-efficacy [3]. 

In contrast to traditional teaching environments whereby the teacher controls the 
learning (teacher centered), the serious games present a learner centered approach to 
education in which the trainee controls the learning through interactivity.  

Such engagement may allow the trainee-player to learn via an active, critical 
learning approach. Game-based learning provides a methodology to integrate game 
design concepts with instructional design techniques to enhance the educational 
experience.  

Virtual environments and videogames offer students the opportunity to practice 
their skills and abilities within a safe learning environment, leading to a higher level 
of self-efficacy when faced with real life situations where such skills and knowledge 
are required. 

Serious games provide a balanced combination between challenge and learning. 
Playing the game must excite the user, while ensuring that the primary goal (acquiring 
knowledge or skills) is reached seemingly effortlessly, thus creating a ‘stealth mode’ 
of learning. Players are challenged to keep on playing to reach the game’s objective. 

Although game-based learning is becoming a new form of healthcare education, 
scientific research on this field is limited. 

Wang et al. [4] present a physics-based thread simulator that enables realistic knot 
tying at haptic rendering rate. The virtual thread follows Newton's law and considers 
main mechanical properties of the real thread such as stretching, compressing, 
bending and twisting, as well as contact forces due to self-collision and interaction 
with the environment, and the effect of gravity.  

Webster et al. [5] describe a new haptic simulation designed to teach basic suturing 
for simple wound closure. Needle holders are attached to the haptic device and the 
simulator incorporates several interesting components such as real-time modeling of 
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deformable skin, tissue and suture material and real-time recording of state of activity 
during the task. 

Le Duc et al. [6] present a suturing simulation using the mass-spring models. 
Various models for simulating a suture were studied, and a simple linear mass-spring 
model was determined to give good performance.  

Choi et al. [7] explore the feasibility of using commodity physics engine to develop 
a suturing simulator prototype for manual skills training in the fields of nursing and 
medicine. Spring-connected boxes of finite dimension are used to simulate soft 
tissues, whereas needle and thread are modeled with chained segments. The needle 
insertion and thread advancement through the tissue is simulated and two haptic 
devices are used in order to provide a force feedback to the user.  

Lenoir et al. [8] propose a surgical thread model for surgeons to practice a suturing 
task. We first model the thread as a spline animated by continuous mechanics. 
Moreover, to enhance realism, an adapted model of friction is proposed, which allows 
the thread to remain fixed at the piercing point or slides through it.  

Shi et al. [9] present a physics-based haptic simulation designed to teach basic 
suturing techniques for simple skin or soft tissue wound closure. The objects are 
modeled using a modified mass-spring method.  

Serious games are starting to be also employed in surgery-based training 
applications.  

Dental Implant Training Simulation [10], developed for the Medical College of 
Georgia and funded through a grant by Nobel Biocare, is a groundbreaking project 
created to better teach and train dental school students and dental professionals on 
patient assessment and diagnosis protocol and to practice dental implant procedures in 
a realistic, 3D virtual environment. The game-based simulation has the aim to 
improve dental student learning outcomes in the area of diagnostics, decision-making 
and treatment protocols for enhanced patient therapy outcomes and risk management. 

Total knee arthroplasty [11] is a commonly performed surgical procedure whereby 
knee joint surfaces are replaced with metal and polyethylene components that serve to 
function in the way that bone and cartilage previously had. The serious game has been 
designed to train orthopedic surgical residents on surgical procedures, and to gauge 
whether learning in an online serious gaming environment will enhance complex 
surgical skill acquisition.  

Serious gaming can be used to enhance surgical skills. Ideally, these training 
instruments are used to measure certain parameters and to assess the trainees’ 
performance. In these games, strict requirements should be met and the interpretation 
of the game metrics must be reliable and valid. Games used to train medical 
professionals need to be validated before they are integrated into teaching methods 
and applied to surgical training curricula [12]. 

4 Modeling of Virtual Objects 

The developed serious game for laparoscopic suturing training was developed using 
OGRE 3D [13] graphics engine, NVIDIA PhysX for physical modeling of the objects 
and HAPI library for haptic interactions. 

The NVIDIA PhysX [14] is a real-time physics simulation framework; a major 
advantage of this physics engine is the support of hardware acceleration when a 
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used in order to fix the grid of springs in the virtual space, and these springs allow the 
tissue to resume its original shape when the effect of deformation is terminated. 

In Fig. 1 is shown the tissue modeling using the mass-spring method. 
Usually, in this kind of modeling, the masses have infinitesimal size, but PhysX 

does not allow the definition of dimensionless objects and, for this reason, a box of 
finite size has been used for the creation of a single tissue element.  

The tissue rendering is obtained using Ogre3D [18].  
In Fig. 2 is shown a wound in the tissue simulation and the fiducial points 

visualized on the tissue that represent the ideal insertion points of the needle. 
 

 

Fig. 2. Example of wound in the tissue simulation 

Thread Modelling 

The main technique used to model the dynamics of the surgical thread in virtual 
simulations is known in literature as “follow-the-leader” [19]. The thread is modeled 
by means of a chain of cylinders connected by joints that allow the bending of the 
thread. 

At each step of the simulation, when an external force is applied to a cylinder, the 
new position of this cylinder is calculated, and, using the follow-the-leader approach, 
the new positions of all cylinders are computed; in addition also the collisions 
between elements of the thread are detected and the new configuration of the entire 
thread is displayed. 

As for the tissue, also for the thread the PhysX features are exploited in order to 
manage the dynamics (calculation of position and collision detection). 

In order to simulate the flexibility of the thread, two cylinders are connected 
through a spherical joint, which allows the rotation of the elements relative to each 
other. A spherical joint, shown in Fig. 3, is constrains two points located on two 
different rigid bodies to coincide in one point; a spherical joint has 3 free DOFs and 3 
blocked DOFs. The visual model of the suturing thread is achieved through the 
rendering of all elements of the chain. 

fiducials 
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• Tissue damage that is the sum of the forces applied to the tissue over the 
threshold of breakage of the tissue; 

• Angle of entry that is the difference between the normal to the surface and the 
tangent at the point of the needle entry; 

• Overall score that is the average of all previous specified parameters; 
• Needle total distance that is the total distance traveled from the needle in order 

to complete the task; shorter is this distance and greater is evaluated the skill of 
the surgeon. This parameter is not included in the calculation of the quality 
assessment of the suture task. 

The software architecture of the serious game has been developed using the 
architectural pattern Model-View-Controller (MVC), whose use is not limited to the 
development of web applications, but also to virtual simulators [20]. 

The model manages the behavior and objects of the virtual environment, responds 
to requests for information about its state and responds to instructions to change state.  

The view renders the model into a form suitable for interaction and is managed by 
OGRE 3D graphical engine. 

The controller accepts input from the user and instructs the model to perform 
actions based on that input. There are two subcontrollers: 

• The controller of the physical simulation that applies the laws of the physics to 
the elements of the model (by changing the position, velocity and acceleration 
of the objects) and handles the collision detection between objects in the scene. 
This controller is implemented by the PhysX library; 

• The controller of the haptic simulation that allows the communication between 
the model and the haptic device. This controller returns the forces, but is not 
responsible for the calculation of these, that are computed by the controller of 
the physical simulation. 

In Fig. 4 is shown the serious game using two Novint Falcon haptic devices. 
 
 

 

Fig. 4. The serious game using two Novint Falcon haptic devices 
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6 Conclusions and Future Work 

This work has been focused on the design and development of the first prototype of a 
serious game for training on suturing in laparoscopic surgery. 

The main phase of the development process has been the physical modeling of the 
objects involved in the serious game (the virtual tissue, the suture thread and needle) 
and the evaluating and measuring of the skills of the trainee. The surgical instruments 
manipulated by the surgeon are replaced in the serious game by two haptic interfaces. 

A future work could be a more accurate implementation of the interaction between 
the tissue and suture thread and an improvement of the algorithms for the evaluation 
of skills could be provided of a system to store the results of the training sessions in 
order to evaluate the progresses in the execution of suturing task. 
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Abstract. Edutainment refers to any form of entertainment aimed at an 
educational role; it enhances the learning environment and makes it much more 
engaging and fun-filled. The videogame is one of the most exciting and 
immediate tools of the edutainment applications since the game enables a type 
of multisensory and immersive relationship of the user through its interactive 
interface; Virtual Reality technology makes possible to create applications for 
edutainment purposes and to integrate different learning approaches. One of the 
important applications of edutainment is the reconstruction of 3D environments 
aimed at the study of cultural heritage. This paper presents some results of the 
MediaEvo Project that has led the researchers to use the reconstruction of a 
town in the Middle Ages in order to develop a multi-channel and multi-sensory 
platform for the edutainment in Cultural Heritage. MediaEvo project has 
permitted a didactic experimentation whereby simulation is considered as a 
precious teaching support tool. The educational MediaEvo game has prompted 
students to participate in and experience in a simulated and immersive 
environment of a town in the Middle Ages in order to connect the recreational 
actions, and to critically discover roles, functions and actions referring to 
Medieval life. 

Keywords: Virtual Reality, edutainment, virtual cultural heritage. 

1 Introduction 

Virtual Reality (VR) technology enables to create edutainment applications also for 
the general public. Edutainment is a field that combines education with entertainment 
aspects; thus, enhancing the learning environment, making it much more engaging 
and fun-filled. 

Virtual Cultural Heritage (VCH) is the use of electronic media to recreate or 
interpret culture and cultural artefacts as they are today or as they might have been in 
the past. Virtual Heritage applications employ different kinds of 3 dimensional 
representations created using Virtual Reality technology. 

Building 3-dimensional renderings is an efficient way of storing information, a 
means of communicating a large amount of visual information, as well as a tool for 
constructing collaborative worlds where there is a combination of different media and 
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methods for an integrated learning approach. By recreating or simulating an aspect of 
an ancient culture, virtual heritage applications are a bridge between the people of the 
ancient culture and the modern user. 

One of the best uses of the virtual model is that of creating a mental tool to help 
students to learn about things and to explore ancient cultures and places that no longer 
exist or that might be too dangerous or too expensive to visit. In addition, it allows 
students to interact in a novel and very effective way.  

Edutainment, a neologism created from the combination of the words education 
and entertainment, refers to any form of entertainment aimed at an educational  
role; thus, it enhances the learning environment and makes it much more engaging 
and fun-filled. 

The videogame is one of the most exciting and immediate tools of the edutainment 
applications since the game enables a type of multisensory and immersive relationship 
of the user through its interactive interface; moreover, cyberspace of the videogame is 
a privileged sharing and socializing perspective for players. There are few 
investments related to the teaching usage of such technologies, since they are still 
restricted to the entertainment context. 

One of the most important applications of VR in edutainment is the reconstruction 
of 3D environments aimed at the study of cultural heritage; in this field the use of 
Virtual Reality makes possible to examine the three-dimensional high-resolution 
environments reconstructed by using information retrieved from the archaeological 
and historical studies and to navigate in these in order to test new methodologies or to 
practically evaluate the assessment. The building of three-dimensional renderings is 
an efficient way of storing information, a means to communicate a large amount of 
visual information and a tool for constructing collaborative worlds with a combination 
of different media and methods. By recreating or simulating something concerning an 
ancient culture, virtual heritage applications are a bridge between people of the 
ancient culture and modern users. 

A very effective way to use VR to teach students is to make them enter the virtual 
environment as a shared social space and allow them to play as members of that 
virtual society. The virtual models help students to learn and explore ancient places 
and different cultures that no longer exist or that might be too dangerous or too 
expensive to visit.  

Several VR applications in Cultural Heritage have been developed, but only very 
few of these with an edutainment aim. 

Song et al. [1] present the historical and cultural content of the reconstructed 3D 
virtual environment to the general public in a pedagogical and entertaining way; they 
incorporate interactive storytelling techniques into a Digital Heritage application. 
Because they believe interactive storytelling techniques can enrich the process of 
exploring the VE since each visitor can walk away with a different virtual experience. 

Kiefer et al. [2] describe a subclass of location-based games, Geogames, which are 
characterized by a specific spatial-temporal structuring of the game events and assert 
that spatial-temporal structuring makes it easy to integrate educational content into the 
game process. 
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Cutrì et al. [3] study the use of mobile technologies equipped with global 
positioning systems as an information aid for archaeological visits. They sum up that 
the use of this kind of technology is an effective tool to promote the archeo-
geographical value of the site. 

Luyten et al. [4] present Archie, a mobile guide system that uses a social-
constructionist approach to enhance the learning experience for museum visitors. 
They created a collaborative game for youngsters that is built on top of a generic 
mobile guide framework. The framework offers a set of services such as a rich 
interactive presentation, communication facilities among the visitors, and the 
possibility to customize the interface according to the user group. 

This paper describes the results of the MediaEvo Project, a digital heritage 
application aimed to serve as an edutainment tool. Virtual players of the MediaEvo 
game could explore a reconstructed town and learn about the medieval world through 
the virtual experience. The game is an immersive environment where the user benefits 
from multisensory experiences and multimodal learning resources, which enable the 
learner to use the “visual grammar”, typical of a contemporary media system, yet little 
exploited in educational contexts. 

2 Edutainment in Cultural Heritage 

The recreational aspects of the game, together with the realistic reconstruction of the 
scenario components, favor significant learning can be active, constructive, 
collaborative, intentional, conversational, contextualized and reflexive, at a time. 

In the game students carry out didactic activities in which they are responsible for 
exploration, research and interaction with the objects on the screen, establishing a 
synergy between the physical and the digital environments, thus actively 
participating, being aware of reaching mutual goals. On screen activities, moreover, 
reflect the behaviors and the actions of a real world of the past, also via the 
reconstruction of local details and the peculiarities of the territory as it was in the past. 

The involvement of the users in a sharing and exploration activity in a virtual 
environment is the assumption for the development of a “culture of participation.” 
This new type of culture demands new abilities, which the contemporary 
communication scenario and the digital environments contribute to develop. 

The educational videogame prompts students to participate in and experience 
(experiencing phase) - in a simulated and immersive way - the reality of the past and 
the daily life and material culture of the period.  Multimedia resources integrating the 
videogame, connected to the recreational actions, enable to delve into the theoretical 
links and to discover - critically - roles, functions and actions referring to medieval 
life (conceptualizing and analyzing). Throughout the didactic process, the student 
may easily reconstruct, independently and fully, the “reality” of the time, and apply 
the concepts acquired to a more familiar scenario, closer to his own experience 
(applying phase).  

The implementation of such knowledge phases is favored by placing the MediaEvo 
game into a more complex type of educational narration that includes the various 
tools and supports to learn medieval history. 
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Evolution in research methodology corresponds to a general debate on communication 
and education closely linked to the characteristics of a changing perception of teaching, 
oscillating between experimental impulses and conservative attitudes. 

The improvement in technological capabilities enriches the possibilities for 
research and protection and enhances the value of cultural heritage, thus halting their 
demise. Firstly, the increased speed of communication and data exchange within the 
research community offers the dimension of real time interconnectivity. Secondly, the 
overall amount of information originating from both qualitative and quantitative 
exploration with the support of technologically advanced equipment, compared with 
that of a few decades ago, leads to the possibility of an extremely detailed description 
of reality. 

Simulation enables the construction of a platform that adds the definition of game 
rules and plots to interaction and immersion. The final goal of the definition of the 
historical landscape is a cybernetic world that will create infinite possible simulations, 
not necessarily bound to physical reality, based on the algorithms that encode the 
understanding of ancient situations [5], [6]. 

At present, many experiences of interactive reconstruction have been presented; 
these primarily concern the elaboration of algorithmic models in order to better 
comprehend and reconstruct the sites, technological applications for Virtual Reality 
on cultural heritage in order to facilitate access to and reading of the cultural heritage. 

The reconstruction of the site of Faragola (Foggia) by the University of Foggia, 
undertaken as part of the Itinera Time Machine Project, fits within the  
trend of an experiential relationship within an archaeological context 
(http://www.itinera.puglia.it). 

The Appia Antica Project, a digital archive of the monuments of the park, 
employing different technologies for a 3D representation of the landscape and 
integrating instruments for topographic surveys and methodologies of surveying on 
site (http://www.appia.itabc.cnr.it). 

Virtual Rome is an Open Source web VR project, based on geospecific data, 3d 
models and multimedia contents for the interpretation, reconstruction and 3d 
exploration of the archaeological and potential landscape of ancient Rome 
(http://www.virtualrome.itabc.cnr.it). The purpose is the creation of a three-
dimensional on line 3D environment, embedded into a web-browser. 

Rome Reborn [7] is an international initiative whose goal is the creation of 3D 
digital models illustrating the urban development of ancient Rome from the first 
settlement in the late Bronze Age (ca. 1000 B.C.) to the depopulation of the city in the 
early Middle Ages (ca. A.D. 550). The leaders of the project decided that A.D. 320 
was the best moment in time to begin the work of modeling; at that time, Rome had 
reached the peak of its population, and major Christian churches were just beginning 
to be built. Having started with A.D. 320, the Rome Reborn team intends to move 
both backwards and forwards in time until the entire span of time foreseen by our 
mission has been covered. The project has led to the building of the “Ancient Rome 
3D” layer in Google Earth in 2008. 

Medieval Dublin (http://www.medievaldublin.ie) is an interactive DVD box set 
that illustrates life in Dublin between 800 and 1540 AD. A 3D model and an 
interactive timeline display 700 years of history covering daily life, historical events, 
interesting stories and famous characters. 
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On a strongly interactive level, related specifically to multichannel edutainment, 
examples of applications utilizing Virtual Collaborative Environments are: 

 City Cluster (http://www.fabricat.com). 
 The Quest Atlantis Project (http://atlantis.crlt.indiana.edu). 
 Integrated Technologies of Robotics and Virtual Environment in 

Archaeology Project (http://www.vhlab.itabc.cnr.it). 

3 The MediaEvo Project 

The MediaEvo Project aims to develop a multi-channel and multi-sensory platform in 
Cultural Heritage and to test new data processing technologies for the realization of a 
digital didactic game oriented to the knowledge of Medieval history and society  
[8], [9]. 

In addition, the MediaEvo Project investigates the use of digital entertainment and 
performance media to enhance the communication of cultural heritage and history in 
order to increase our knowledge of such a relevant part of our history. The idea of the 
MediaEvo Project is the development of an innovative game engine that has to be 
specialized for an educational application with multichannel and distributed fruition 
with an edutainment purpose [10]. 

MediaEvo project has conducted didactic experimentation and research activities 
whereby simulation is considered as a precious teaching support tool. Simulation 
involved in the didactic game enables: 

 to create a significant learning environment. 
 to trigger the culture of participation. 
 to develop experiential learning processes in remote spatial-temporal 

contexts, other than those of students. 
 to increase motivation and involvement of students. 

The game is meant to be a tool to experience a loyal representation of the possible 
scenarios of the everyday life and activities of the people during the reign of 
Frederick II (XIII century), describing them in simple language but with the utmost 
fidelity to history. 

The framework will have features of strategy games, in which the decision 
capabilities of a user have a big impact on the result, which in our case is the 
achievement of a learning target. Nevertheless, the strategy and tactics are in general 
opposed by unforeseeable factors (provided by the game), connected with the 
edutainment modules, in order to provide a higher level of participation, which is 
expressed in terms of the effortlessness with which it is learnt. The idea is to trigger 
competition between the players, during their learning. 

The system, on the basis of a well-defined learning target and, eventually, based on 
the knowledge of the user, will continuously propose a learning path (learning path 
composed by a sequence of learning objects), in order to enable the achievement of 
particular learning results.  

The use of digital entertainment and performance media, then, can enhance the 
communication of cultural heritage and history in order to increase our knowledge of 
such a relevant part of our history. 
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In the MediaEvo Project, other application fields have been tested on the game: 
new peripherals for motion and interaction, virtual treasure hunts, Augmented Reality 
and evaluation of the scheme for territorial marketing and touristic promotion.  

The scheme of the MediaEvo Project work organization is shown in Figure 1. 
 

 

Fig. 1. Scheme of project work organization for MediaEvo Project 

We chose Otranto as an example town; Otranto is located in the easternmost tip of 
the Italian peninsula, in Puglia, in what is dubbed Italy’s heel. Due to its geographical 
position, Otranto was like a bridge between East and West and played an important 
connective role in the Middle Ages, from a historical and cultural point of view. The 
town of Otranto was identified as a unique and eloquent historical setting for the 
project.  

Through its art, spatial relationships and landscape, Otranto provides evidence of 
the close contact between Mediterranean cultures, particularly those of Western 
Roman Catholicism, Byzantium and Islam. The year considered emblematic for the 
medieval reconstruction is 1227, the year in which Emperor Frederick II of Swabia 
and his court entered the city for the first time to embark for the Sixth Crusade  
[11], [12]. 

From the analysis of monuments and documents, numerous useful points that 
facilitate the multicultural experience appear to enhance the educative platform for 
immediate reference. 

The cultural melting pot of the town has produced a particular blend of knowledge 
and traditions, still recognizable in some of the customs, handicrafts, and figurative 
art and in the expression of space in Otranto.  

Given the knowledge we have of the town in the Middle Ages, it may be almost 
impossible to carry out a full reconstruction; what could be experienced in the game is 
the immersion in a virtual environment that can easily enhance the communication of 
historical research and understanding of the birth and life of cultural heritage. 
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During its definition, the platform, that has been planned for educational purposes, 
has proved to be useful for testing researchers’ hypotheses about the ancient town and 
its everyday life.  

For the reconstruction on the virtual town, the general information we first 
collected Digital Terrain Models (DTM), thematic, technical, hydro-geological, 
nautical charts. Locally, surveyor operations produced maps of street organization, 
urban limits and fortifications, monuments and materials, referenced to absolute 
coordinates (mapscape). 

Unfortunately, during the last centuries, there has been a substantial loss of 
historical documents and the ones that survived are not enough to describe 
resourcefully the town of Otranto in Middle Ages. 

The numerous gaps regarding, above all, the urban structure and placement of 
notable buildings, monumental and functional contexts were filled in part by a 
historical-urban and architectonic analysis in order to establish the spatial hierarchy, 
the urban poles, the lot sizes and the typological distribution. 

The material elements were compared with analogous situations relating to 
surrounding areas or cities and modulation grids on a typological-functional basis 
were used for the built environment, the objects, the clothes and activities. 

4 Building of the Virtual Town 

Architectural contents were modelled using the Torque Constructor editor of the 
Torque 3D engine.  

Torque Constructor has proved to be an efficient tool for the direct implementation 
of basic 3D graphics models. In particular, it has many geometrical tools for the 
graphic processing of the reality context and different controls to select the top of the 
structure or individual brush model. 

We found some difficulties in modelling complex buildings because of the lack of 
many useful features implemented in professional 3D software. For this reason, the 
reconstruction of big monuments has been carried out using a CAM in order to obtain 
a more accurate definition of the architectural structures. Subsequently, we imported 
these models into the Torque 3D engine.  

A stable algorithm was implemented to import CAD objects into the Torque Game 
Engine platform and to ensure navigation into each graphic structure. This technique, 
together with an efficient system for exporting textures and paintings, will be used to 
perform graphic complex environments for the 2D/3D reconstruction in cultural 
heritage. All the models have been imported into the Torque 3D engine. 

St. Peter's Church was found to be useful for testing the importing system both for 
its characteristic modularity and for its historical relevance as a single byzantine 
building located in a medieval context. Figure 2 shows the reconstruction of St. 
Peter’s Church; in particular, 2(a) depicts the scheme of the reconstructed church with 
(in black) a chapel that existed in the Middle Ages and was afterwards destroyed [13]. 
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6 Walking in a Virtual Town 

The Human-Computer Interaction (HCI) technology provides methodologies and 
methods for designing new interfaces and interaction techniques, for evaluating and 
comparing interfaces and developing descriptive and predictive models and theories 
of interaction. The HCIs improve interactions between users and computers by 
making computers more usable and receptive to the user's needs. 

Researches in the HCI field focus on developing new design methodologies and 
new hardware devices, as well as on exploring new interaction paradigms and 
theories. The end point in the interface design would then lead to a paradigm in which 
the interaction with computers becomes similar to the one between human beings. 

The techniques for navigation within virtual environments have covered a broad 
variety of approaches ranging from directly manipulating the environment with 
gestures of the hands, to indirectly navigating using hand-held widgets, to identifying 
body gestures or recognizing speech commands. Perhaps the most popular style of 
navigation control for virtual environments is directly manipulating the environment 
with gestures or movements of part of the user’s body.  

In the last few years, systems based on locomotion interfaces and on control 
navigation by walking in place for the navigation in a virtual environment have also 
been developed. 

In the MediaEvo Project we present an application of navigation and interaction in 
a virtual environment using the Wiimote (word obtained as a combination of "Wii" 
and "Remote") and the Balance Board of Nintendo (http://www.nintendo.com). 

The aim is to make interaction easier for users without any experience in 
navigation in a virtual world and more efficient for trained users. Hence, the need to 
use some intuitive input devices oriented to its purpose and that can increase the sense 
of immersion.  

Wii is the last console produced by Nintendo; the reasons for the success of this 
device can be undoubtedly found in the new approach that the gaming console gives 
the user in terms of interaction that effectively makes it usable and enjoyable by a 
large part of users. The secret of this usability is the innovative interaction system; the 
Wiimote replaces the traditional gamepad controller type (with cross directional stick 
and several buttons) with a common object: the remote control.  

The Wiimote is provided with an infrared camera that can sense the infrared LED 
of a special bar (Sensor Bar) and it can interpret, by means of a built-in accelerometer, 
the movements of translation, rotation and tilt. 

The Wiimote has been equipped with a series of accessories that increase its 
potential, such as the Balance Board, that, by means of four pressure sensors at each 
corner, is able to interpret the movements of the body in order to control the actions of 
the user in a videogame. 

Because we walk on our feet, controlling walking in Virtual Reality could be felt 
as more natural when done with the feet rather than with other modes of input. For 
this reason we used the Nintendo Balance Board as an input device for navigation that 
offers a new and accessible way to gain input. It is a low-cost interface that transmits 
the sensor data via Bluetooth to the computer and enables the calculation of the 
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The modalities of interaction provided by the application involve the use of the 
Wiimote and Balance Board simultaneously. In particular, the user is able to move the 
avatar in the virtual environment by tipping the scales in the direction in which he/she 
wants to move; an imbalance in forward or reverse leads to a movement forward or 
backward of the virtual character, while the lateral imbalance corresponds to the so-
called "strafe" in video games, where the movement is made on the horizontal axis 
while maintaining a fixed pointing direction of the gaze. 

Regarding the interaction by means of the Wiimote, the aim is to simulate the 
mouse using two modalities of interaction.  

The developed software uses two open-source libraries in C# and the WiimoteLib, 
a library for interfacing the Nintendo Wiimote and other devices (such as the Balance 
Board) in an environment .NET (http://www.brianpeek.com). The purpose of this 
library within the application is to simulate the use of a mouse and a keyboard starting 
from the properly interpreted and translated inputs received from the Wiimote and 
Balance Board. 

7 Conclusions 

The aim of the MediaEvo Project is the development of a multi-channel and multi-
sensory platform for the edutainment in Cultural Heritage. 

This paper presents the some results of the project that has led researchers to use 
the reconstruction of the city of Otranto in the Middle Ages in order to determine the 
conditions for testing more elements of interaction in a virtual environment and a 
multisensory mediation in which merge objects, subjects and experiential context. 

A series of properties have been defined to give the game platform an effective 
educational value; the immersive environment appears to be particularly innovative at 
the level of design, as it has welcomed interdisciplinary issues and accurate 
methodological and critical suggestions, related to the didactic potentials of the new 
media, as well as of the contemporary narrative forms. 

The MediaEvo Project has also tested the possibility to navigate in a complex 
virtual environment by means of the Nintendo Wiimote and Balance Board. 
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Abstract. This work presents a method to model a spherical mesh by
modifying its heightmap in an augmented reality environment. Our con-
tribution is the use of the hierarchical structure of semiregular A4-8
meshes to represent a dynamic deformable mesh suitable for modeling.
It defines only a fraction of the overall terrain that is subjected to local
deformations. The modeling of spherical terrains is achieved with proper
subdivision constraints at the singularities of the parametric space. An
error metric dependent on the observer and on the geometry of the to-
pography was used to provide fast visualization and editing. The results
demonstrate that the use of the A4-8 mesh combined with the tangible
augmented reality system is flexible to shape spherical terrains and can
be easily modified to deal with other topologies, such as the torus and
the cylinder.

Keywords: Mesh Deformation, 4-8 Semi-regular Adaptive Meshes, Aug-
mented Reality.

1 Introduction

Mesh deformation is an important resource for the object modeling area, allowing
the modification of a surface to suit a particular purpose. Due to its importance,
several deformation techniques have been developed, as seen in [1], [2] and [3],
where some of these take into account the decomposition of highly detailed
surfaces in hierarchical levels [4], [5]. Representing a surface by multiple levels of
detail allows changes to be made at any of these levels, resulting in a fine control
of the mesh.

A hierarchical structure that has favorable properties for representation and
modeling of a terrain at various levels of detail is a semi-regular 4-8 adaptive
mesh (A4-8 mesh [6]). Through this structure, it is possible to represent terrains
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with different resolutions, allowing punctual control over the generated mesh.
The A4-8 can also define a parametric space to calculate coordinates on a R3

Euclidean space.
One of the possible ways to interact with 3D models is through fiducial mark-

ers in an augmented reality environment. In this scenario, real and virtual ele-
ments are combined to create the impression that they coexist in the same scene.
To interact with virtual models an interface called Tangible Augmented Reality
(TAR) [7] can be used, where each virtual object is associated with a physical
object and the user interacts with the virtual objects by manipulating tangible
objects.

This work proposes a method to deform spheric terrains through the combina-
tion of an A4-8 structure and tangible markers. Local deformations are applied
to a fraction of the overall terrain, resulting in an application that allows both
visualization and modification of a terrain in real time. The A4-8 hierarchical
structure provides the method with a precise control over the surface to be
modified.

2 Related Work

There are not many works that deal with the problem of deforming meshes
through augmented reality. Also, the focus of most studies involving object mod-
eling and augmented reality is in the deformation models in general, or the de-
velopment of applications for remote areas such as surgical operations simulation
[8], clothes modeling [9] and accidents modeling [10].

A work that allows interactive modification of multiresolution polygon meshes
through a 3D interface can be found in [11]. The authors propose an interface
called inTouch, which contains a projected 3D scene where the model is modified
and a 2D menu for operations. The interface has a multiresolution meshes editing
subsystem, which takes as input the position of the haptic device probe projected
onto the scene and the direction of the applied force.

When the mesh is modified at a particular resolution, a set of vertices is
moved. The change is then propagated to the higher detailed levels through mesh
subdivision and to the less detailed levels through smoothing. The mesh editing
subsystem receives a triangle, a contact point and a motion vector as input. In
our method, the control point is a vertex and the deformation is propagated only
to the resolution levels which are higher than that point.

An example of work that uses augmented reality and a tangible user interface
for modeling 3D objects, can be found in [12], where a system called 3DARMod-
eler is presented. With this system it is possible to create a 3D model through
one or several primitive geometries, apply textures, add animations, estimate
real light sources and cast shadows on it. The difference between this system
and the one developed in this work, with respect to modeling, is that the 3D
models used by the 3DARModeler are static. In this paper, the proposal is to
dynamically change the geometry of a surface at multiple levels of detail, pro-
viding greater user interaction with the model and, also, overall control over the
mesh.
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3 A4-8 Meshes

Among the various categories of regular meshes, it is necessary to choose one that
not only represent a terrain, but also can support simplification and refinement
methods. The semi-regular meshes of type 4-8 (vertices with valence equal to 4
or 8, except at the edges) fit the desired profile to solve the problem addressed in
this work. The semi-regular 4-8 mesh is a hierarchical structure for subdivision
surfaces, or a complex cellular homeomorphic to a [4, 82] Laves tiling [6].

The semi-regular 4-8 meshes can be divided into adaptive and non-adaptive.
In the case of non-adaptive, there is only one hierarchy in the mesh, meaning
that the modifications made in a region of the mesh affect the resolution of the
entire grid. In the case of adaptive ones, there is a family of hierarchies, so that
there is no interference between local modifications at each level.

This work uses adaptive meshes in order to deform a terrain at different levels
of detail, independent of each other, and view it in different resolutions through
simplifications or refinements. An example of this structure can be seen in Figure
1, where it is shown a basic block of the structure and two steps of consecutive
refinement over it.

(a) (b)

Fig. 1. Structure of a 4-8 mesh, (a) shows the basic construction block in purple and (b)
shows two steps of refinement, the first generates the vertices in blue and the second,
the vertices in red

An A4-8 mesh can be constructed using two approaches: top-down and
bottom-up. The top-down approach, also known as refinement method, char-
acterizes itself for creating a mesh in the lowest possible resolution and, pro-
gressively, increasing the resolution through the creation and addition of new
triangles to the mesh. The bottom-up approach, or simplification method, cre-
ates a mesh in the highest possible resolution and, in a similar way, reduces the
resolution by uniting the mesh triangles.

In this work, the mesh is constructed using a strictly top-down approach in the
tessellation process. This way, it is possible for the final application to maintain
its efficiency even with modifications being done to the mesh in real time.

3.1 Triangle Bintree

This work uses the binary triangle tree structure, or triangle bintree [13], to
represent a terrain. Consider an A4-8 mesh M with a set of vertices V ⊂ R

2
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given by V := {�vi := (ui, vi) ∈ R2, i = 1, ..., n}, where n is the number of
vertices. A triangle bintree is a binary tree where, geometrically, every node of
the tree represents a triangle.

The root triangle, T = ( �va, �v0, �v1) where �va, �v0, �v1 ∈ V, is define as a right
isosceles triangle in the coarser level, (l = 0). In the next level, l = 1, the
children of the root are defined through the insertion of an edge defined between
the apex vertex �va and the middle point �vc ∈ V of the base edge (�v0, �v1). The left
children is T0 = (�vc, �va, �v0) and the right children is T1 = (�vc, �v1, �va). Repeating
this process recursively, the rest of the tree is obtained. Figure 2 shows a few
levels of a triangle bintree.

T 1T T0

l =0 l =1

v0 v0v1 v1

vava

vc

1T T0

l =2 l =3

1T T0

l =4

Fig. 2. Levels 0−4 of a triangle bintree

It is important to note that the described structure needs to be adapted in a
way that the A4-8 mesh can represent a spherical terrain. When subdividing a
triangle at the first or last meridian, a middle point vertex must be created for
both meridians. These vertices are “connected”, meaning that any modification
done to one of them must be applied to the other in order to prevent cracks on
the mesh. This procedure ensures that the plane is conformed according to the
cylinder topology.

Another important factor to be mentioned is that, for each vertex �v ∈ V,
two values must be stored, w e ε. The first value, w, represents the height of
a vertex defined as w = g(f(u, v)) = g(x, y, z), where f is a mapping function
f : R2 → R3 and g is a function that uses the mapped vertex coordinates, x,
y and z, to calculate a height value. The resulting scalar is stored in a scalar
matrix (heightmap Ma) at the vertex �v coordinates u and v.

The second value, ε, represents the error value of each vertex �v ∈ V. This
value will be detailed in Section 5.1. In a resumed way, the vertex error is defined
as ε = εT , where εT is the triangle error that has �v as apex vertex. In practice,
a triangle error value εT , for T = ( �va, �v0, �v1), is stored in a scalar matrix (error
map Me) at the triangle T apex vertex �va coordinates, u and v.

4 Parametrization

A parametric surface in the Euclidean space R3 is defined by a parametric equa-
tion with two parameters, named in this work as u and v. In particular, we want
a mapping f : Ω → S, where f is a mapping function, Ω is an open subset
Ω ⊂ R

2 and S is a surface S ∈ R
3.
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Orthographic projection was used as a function f to map Ω in S. More specif-
ically, a plane, represented by A4-8 mesh, in a sphere. Consider, the vertex set
V of a A4-8 mesh is Ω and all vertices �v ∈ V are associated with coordinates u
and v in the plane. Consider also, that 0 ≤ u ≤ mu and 0 ≤ v ≤ mv.

To define a function f in terms of latitude and longitude of a vertex �v ∈ V,
it is necessary to calculate the latitude of �v using Equation 1 and its longitude
using Equation 2.

latitude =
(v ∗ π)
mv

− π

2
. (1)

longitude =
(2u ∗ π)
mu

− π. (2)

Now consider that the radius of the sphere defined by S is r. The domain surface
V and S can be written using Equations 3 and 4, respectively.

V = {(u, v) ∈ R
2 : 0 ≤ u ≤ mu, 0 ≤ v ≤ mv}. (3)

S = {(x, y, z) ∈ R
3 : x2 + y2 + z2 = r2}. (4)

A plane to sphere mapping function is defined in Equation 5.

f(u, v) =

⎛⎝ r ∗ cos(longitude) ∗ cos(latitude),
r ∗ sin(longitude) ∗ cos(latitude),

r ∗ sin(latitude)

⎞⎠ . (5)

From this point on in this work, �v will be used as a notation for describing a
vertex that belongs to V, which is a vertex of the mesh in discrete domain. To
differentiate, �v will be used when the vertex is in continuous domain, in other
words, the vertex mapped by f(u, v) which has coordinates x, y and z.

When the set of vertices to be deformed is defined, the values of height are
calculated in the continuous domain for each one of these vertices. The calcu-
lation is done through a function g and the values obtained are stored in the
heightmap. This way, the terrain deformation is the modification made to the
values of height w of the vertices inside a deformation area, in the discrete do-
main.

4.1 Parameter Space Partitioning

To obtain a partition N ⊂ V endowed with all vertices �v that when mapped to
R3 are within a certain distance of a control vertex �vc ∈ R3, it is necessary to
discretize the continuous object that represents the area of deformation in R3.
More specifically, it is desired to obtain a partition of V having all the vertices
�v that, when mapped by f(u, v), reside within a certain distance from a control
vertex �vc ∈ R3. In other words, a partition that has all vertices �v ∈ V that
reside in a deformation area defined in Euclidean R

3 space.
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To obtain N, the Euclidean distance d in R3 between the vertices �vT =
[x, y, z]T and the control vertex �vc

T = [xc, yc, zc]
T is initially calculated for all

vertices �v ∈ V. Then, a function is defined to classify the vertices �vi as

I(u, v) =

{
1, if d ≤ rd
0, otherwise

, (6)

where I(u, v) is a function that uses the coordinates u and v of a vertex �v to
indicate if it is inside or outside of a deformation area. The value rd is defined
dynamically by the user.

This classification of the vertex according to the I function will be called prop-
erty I(u, v). If the function returns one, the vertex has the property, otherwise,
it has not. If the vertex has the property I(u, v), it is placed in the set of vertices
that are inside the deformation area. This set of vertices will be called Vd.

It’s Important to note that the set Vd is defined in the discrete domain, but
the distance is calculated in the continuous domain. This happens because, if
the distance was calculated in the discrete domain, the resulting deformation
area would be distorted by the mapping according to its location on the sphere.

5 Error Metric

This work uses the error metric presented by [13] in their algorithm named
Real-time Optimally Adapting Meshes (ROAM). To decide if a triangle must be
refined or simplified, the ROAM algorithm uses the concept of nested spaces.
Being C the descendants of a vertex �vi ∈ V, the error ε�vi ≥ e �vj , ∀j ∈ C. This
means that the error metric guarantees the monotonicity of the error values, in
other words, the “parents” in a coarser level always have a higher error than
their children, that reside in finer levels of the terrain. To use this error metric,
the geometric error and the view-dependent error must be calculated for each
triangle of the mesh.

5.1 Geometric Error

The ROAM algorithm uses the concept of a wedgie to define the geometric error.
Consider that T is a triangle of the triangle bintree and the same notation of
neighborhood from Section 3.1 will be used. A wedgie is defined as the world
volume that has the vertices (u, v, w), in a way that (u, v) ∈ T and |w−wT (�v)| ≤
eT , for a certain wedgie thickness εT ≥ 0. The line segment from (u, v, w − eT )
to (u, v, w + eT ) is called thickness of a segment for a vertex �v.

The nested errors of the wedgies are calculated in a bottom-up manner. It is
assumed that εT = 0 for all triangles in the finest possible level. The wedgie thick-
ness of a triangle T is calculated based on the wedgie thickness of its children,
εT0 and εT1 . Consider a triangle T with a left neighbor T0 and right neighbor
T1. The error εT can be calculated as

εT = max(εT0 , εT1) + |w(�vc)− wT (�vc)|,
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where �vc is the vertex obtained from the bisection of the edge opposite to the
apex vertex in the triangle T and wT (�vc) is given by

wT (�vc) =
(w(�v0) + w(�v1))

2
.

5.2 View-Dependent Error

The view-dependent error, called geometric screen distortion, is simply the cal-
culation of the geometric distortion. This calculation represents the distance
between the position where each vertex of the surface S should be in the screen
space and where the triangulation touches the screen.

Be s(�v) the correct position in screen space of a vertex �v given by f(u�v, v�v)
and sT (�v) its approximation by the triangulation T . The error in this point is
defined as:

dist(�v) = ‖s(�v)− sT (�v)‖
In the entire image, the maximum error is given by distmax = max�v∈Vf

(dist(�v)),
where Vf is the set of vertices �v of the mesh that, when mapped to the sphere,
reside in the view frustum (region in space that appear on the screen).

In practice, a superior limit is calculated for the maximum distortion. For
each triangle T in the triangulation, a local limit is calculated, projecting the
wedgie in the screen space. This limit is defined as the higher thickness size εT
of all vertices �v ∈ T projected to the screen.

6 Proposed Method

In order to deform a terrain through the modification of its height map, a method
is proposed with the following steps: Definition of the control point, definition
of a deformation area and propagation of heights and errors. The first stage
defines where on the terrain the deformation is made. The second stage uses the
control point to define a dynamic area of deformation. The last step is the most
important, where error and height values are propagated to the vertices of the
terrain contained within the area of deformation.

6.1 Control Point Definition

This work uses one control vertex �vc, which defines the center of the propagation
area of height and error values, where the proposed method starts. It is obtained
during the mesh tessellation, representing the vertex of the mesh �v ∈ V that,
when mapped to the sphere, is the closest one to the deformation object (pre-
defined fiducial marker).

If the camera position approaches the area pointed by the user, it increases the
model scale and the mesh goes through a refinement process that can modify
the control vertex �vc. Likewise, if the user moves the deformation object, �vc

changes dynamically.
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6.2 Defining the Deformation Area

The area of deformation is a set of vertices Vd ⊂ V that, when mapped to
the sphere through f(u, v), reside at a distance less than or equal to a radius
in relation to a control point �vc ∈ R3 (Section 4.1). This value is dynamically
defined by the user through the user interface and will be called, henceforth,
radius of deformation, or rd. The area of deformation is constructed according
to a set of constraints described below.

LetV be the set of vertices of the A4-8 mesh. SubregionsVi ∈ V, representing
partitions of V endowed with some property I(Vi), can be constructed by the
following restrictions:

1.
⋃n

i=1 Vi = V;
2. Vi is a connected region, i = 1, 2, ..., n;
3. Vi

⋂
Vj = ∅ | ∀ i, j where i = j;

4. I(Vi) = 1 for i = 1, 2, ..., n;
5. I(Vi

⋃
Vj) = 0 for i = j, where Vi and Vj are adjacent.

The first restriction means that the partition should be complete, in other words,
all vertices of Vi must be contained in V. The second requires that all vertices
of the sub-region are “connected”. The third constraint indicates that different
subregions should be disconnected. The fourth requires that all vertices �vi ∈ Vi

must satisfy the properties I(Vi). The last restriction means that distinct sub-
regions have different properties.

The restrictions shown above can be reinterpreted according to the problem
addressed here. A property called I(u, v) is defined for each vertex of the mesh
according to Equation 6. This way, it is desired to partition the terrain into
two disconnected sets, a set Vd that has vertices with the property I(u, v) and
another complementary to it V̄d. Henceforth in this paper, the vertices of Vd

will be called internal and vertices of V̄d will be called external.
The formulation proposed above follows the same principle of the image seg-

mentation procedures, where usually one wants to separate the background and
a region of interest. This choice is due to the fact that the almost completely reg-
ular structure of the semi-regular meshes allows the use of traditional algorithms
of image processing.

6.3 Region Growing

The region growing technique was chosen as the implementation of the expansion
function to define the set Vd ([14]). The starting point is the control vertex �vc
and the expansion occurs in all of its neighbors directions while there are vertices
with the property I(u, v). Henceforth, the set of neighbors of �vc that have the
property I(u, v) will be called Vdc .

Initially, the algorithm tests the neighbors of �vc and the vertices with the
property I(u, v) are put in a set of vertices called Vdc . This set is passed to
a recursive expansion function so the set Vd can be obtained. This function
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expands Vdc from �vc toward the direction of each neighboring vertices �vi ∈ Vdc .
The neighborhood is covered in the A4-8 mesh, but the distance test is done
in Euclidean space R3. An example of the test of a vertex �vi neighbor of �vc,
through the distance �dic between them, can be seen in Figure 3(a). The final set
of vertices Vdc can be seen in Figure 3(b).

u

v

f(u, v)

v

v

(x, y, z)

c vi

dic

cvi

(a)

u

v

f(u, v)

v

v

(x, y, z)

c d

c

(b)

Fig. 3. (a) Beginning of the expansion process. The control vertex is �vc in the discrete
domain and �vc in continuous domain. The radius that defines the area of deformation
is rd and �dic is the distance in R

3 between the control vertex �vc and of its neighbors
�vi. (b) The set Vdc , in green, represents the vertices that have the property I(u, v).

The recursive function is responsible for “walking” across the mesh in the
direction of each of the neighbors of �vc. It is possible to separate the eight
neighborhoods of a vertex in two cases, diagonal direction and vertical/horizontal
direction. A neighbor is in a diagonal direction if both coordinates of the original
vertex in the parameter space, u and v, change in one step of the algorithm in
that direction. For the vertical/horizontal direction, one step of the algorithm
modifies only one coordinate, u or v, of the original vertex.

The combination of these two cases mentioned above allows the algorithm
to go through the entire deformation area over the mesh. If the direction is
diagonal, the recursion just repeats the direction of expansion of the previous
step (Figure 4a). In the case of the vertical/horizontal direction, the recursion
is called for the expansion direction of the previous step and its two adjacent
diagonal directions (Figure 4b). The situation after one step of the algorithm for
all internal vertices neighboring �vc is shown in Figure 4c.

Border Treatment. When a vertex �vi ∈ Vdc is at the border of the mesh,
meaning it has coordinates u = {0 or mu} and/or v = {0 or mv}, the method
needs to modify its routine to promote expansion. If the vertex coordinate
reaches u = 0 the next step of the algorithm will map this coordinate to
u = mu − 1 and, similarly, if the coordinate is u = mu the next step of the
algorithm will map this coordinate to u = 1. In the case of the v coordinate
(latitude), if a vertex reaches a border coordinate, the algorithm simply stops
propagating.

The leap of one coordinate for the longitude case is deliberate, reflecting that
for coordinates u = 0 and u = mu there is an overlap. If a vertex has a border



Interactive Generation of Multiresolution Meshes in Augmented Reality 655

u
v

vp

3

ae ad

1
v

v v

v

(a)

u
v

vp

2

ae adv v

v

hv
v

(b)

u
v

vp

(c)

Fig. 4. Diagonal expansion example (a) and vertical/horizontal example (b). A single
algorithm pass, after all neighbors of −→vc are calculated, is presented in (c).

coordinate u on the terrain, any change made in the heightmap and error maps
for this vertex must be repeated at the other end of the heightmap to prevent
cracks on the terrain. An example of border treatment can be seen in Figure 5.

u v

(u = 0, v = 0)

(u = M  - 1, v = 0)u

(u = M  , v = 0)u

Fig. 5. Border treatment in the case of vertices trying to expand beyond the dimensions
of the terrain. For the latitude, if a vertex �v goes beyond the dimensions of the terrain,
the expansion is interrupted in that direction. In the case of longitude, the coordinate
of the vertex u is modified so that it can continue expanding.

6.4 Error and Height Propagation

Determined the area of deformation, or set Vd ∈ V, it is necessary to propagate
error and height values for all vertices in the set Vd. The propagation algorithm
can be defined as an extension of the area determination algorithm, since both
run through all vertices that have the property I(u, v).

Height Definition and Propagation. The function used in this paper to cal-
culate the height values is the Gaussian distribution function g(x) described by
Equation 7. The function has a maximum at the control vertex and a minimum
at the border of the area of deformation. In this function, the standard deviation
is σ and the average is μ.

g(x) =
1

σ
√
2π

e−
(x−μ)2

2σ2 . (7)
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The process involves a mapping from the discrete to the continuous domain
and vice versa. A vertex �v ∈ V is mapped on the sphere and tested to see whether
it is or not within the area of deformation. If it is an internal vertex, the Euclidean
distance in R3 of the vertex �v, mapped by f , to the control vertex �vc, is passed
to the Gaussian function defined by Equation 7 and a height value is obtained.
This value is then associated with a scalar w and stored in the heightmap at
its coordinates (u, v). The new value of w is accessed on the next tessellation
step, where the mapping function will transmit the modification made on the
heightmap to the surface of the terrain.

Metric and Error Propagation. In the same way as the propagation of height
values, it is desired to cover all vertices �v ∈ Vd for the error propagation. One
restriction to be recalled is that the error metric must preserve the monotonicity,
meaning that the parents have higher error value than their children.

To propagate error in the correct way, it is necessary to use an expansion
function that traverse the mesh in a hierarchical manner. This is possible using
the concept of alternate step. Consider a number of iterations i = 0, 1, 2, ..., n
and a step size pa. Knowing that every leaf node in the triangle bintree has error
εT = 0 and that the error grows as we reduce the resolution level until the root
node is reached, it is possible to notice in the tree that the position of the nodes
is spaced in a homogeneous way for similar error values.

Consider, for instance, Figure 6a that shows the displacement of the vertices
that have error εT = 0 in a triangle in the highest level of resolution. It is
possible to notice that one can walk on the structure covering all vertices in
this resolution, using steps pl of odd steps in the vertical direction, followed by
“walks” in both diagonal directions of the vertex reached by an initial step.

u
v

T
e = 0

Initial
stepWalk

Increm
ent

(a)

u
v

T
e = 0

Initial
step

W
alk

Increment

(b)

Fig. 6. Hierarchical expansion example. In (a) the first case occurs, vertical step and
diagonal walk. In (b) the second case happens, diagonal step and vertical walk, both
on the zero value iteration.

In a more specific way it is possible to state in this case, that the initial step
of each iteration i is given by Equation 8 and the step increment ic is given by
Equation 9. In this case where the resolution is maximum, the iteration is i = 0,
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the initial step pl = 1, the step increment ic = 2 in the vertical direction and
the step for the diagonal walk pd = pl.

pl = 2i. (8)

ic = 2 ∗ pl. (9)

To the level immediately below the maximum, the model modifies itself
(Fig. 6b). The initial step and the increment are obtained in the same way as
in the previous case, following Equations 8 and 9. The iteration is again i = 0,
pl = 1 and ic = 2. In this case, although, the initial step is done in the diagonal
direction and the walk through the structure is done in the vertical direction
(the inverse of the previous case). The recursion walks vertically with a step
pa = ic, being pa = 2 for this resolution.

The combination of these cases allows that all vertices are traversed. An algo-
rithm can be easily extracted from these two cases, representing a hierarchical
manner to cover the A4-8 mesh. The monotonicity is guaranteed this way, be-
cause the error can still be calculated with a bottom-up approach.

7 Results

All experiments were done on a computer with an AMD FX(tm)-6100 six cores
processor, 8GB RAM and GeForce GTX 550 Ti with 2GB of RAM. The Mi-
crosoft LifeCam camera was used as video capture device. A resolution of 640×
480 pixels was defined for all visualization windows. In order to validate the
method, meshes with maximum resolution of 2049× 2049 and 8193× 8193 ver-
tices were chosen. The maximum number of triangles generated by the tesselation
process was defined as 70000.

As the user modifies the distance from the terrain to the camera, the view-
dependent error changes, and the mesh adapts itself through refinement or sim-
plification. Figure 7 shows an example of mesh change due to terrain scale mod-
ification. The initial position of the terrain can be seen in Figure 7b, mesh
modifications when the camera approaches the terrain is seen in Figure 7c and
when it moves away in Figure 7a.

The deformation of a spherical terrain with the proposed method can be seen
in Figure 8. The image shows a sequence of frames, from left to right, where the
user performs a movement with the marker through the terrain surface causing
deformation.

Here, the maximum image error distmax tested varied from 0.1 to 6.0. Exper-
iments shown that the ideal value, that promote balance between visualization
quality and number of triangles, is distmax = 4.0.

The radius of deformation rd used during testing ranged from 150km to
600km, being the radius of the spherical terrain equal to 6372.79km. In all ex-
periments, the area of deformation change in the R3 space for three different
radius of deformation defined as: 150km, 300km and 600km.
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(a) (b) (c)

Fig. 7. Mesh modifications related to the distance between the camera and the terrain.
Terrain initial position (b), camera close to the terrain (c) and moved away from it (a).

Fig. 8. A sequence of frames spaced in time showing the mesh being deformed using
the proposed method

(a) (b)

Fig. 9. Final terrain visualization generated with the proposed method. Global scale
(a) and local scale (b).
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The average time that the application takes to render one frame with the
terrain being deformed was calculated for different resolutions. The camera was
fixed in a single position for all values contained in Tables 1 and 2. The chosen
position was kept at a distance of three times the radius of the sphere to its
center, being approximately 19, 000km.

In the case of deformation, the worst case scenario was chosen to evaluate
the method. In other words, the longitude was set at 180◦, where the vertices
have coordinates u = 0 and u = mu for variables values of latitude. Latitude
values begin at 0◦ and increase 30◦ until they reach 180◦, in other words, from
one pole to the other. The average time to render a frame without deformation
being applied to the terrain was 0.033 seconds.

The values in Table 1 represent the average time to render a frame with the
terrain being deformed for a maximum resolution of 2049× 2049 vertices. It is
possible to affirm that, for a radius of deformation rd = 150km, any region of the
planet may be deformed without the user noticing drops in the number of frames
per second. For a radius of rd = 600km, the application takes three times longer
to render a frame with deformation occurring at the pole than at the equator,
but the number of vertices deformed at the pole is about 90 times greater when
compared to the equator region.

(a) (b)

Fig. 10. A complete deformation scenario. Terrain with edges drawn (a) and without
(b).

Table 2 lists values for the higher terrain resolution tested, 8193×8193 vertices.
For a deformation radius of rd = 600km, one realizes that the average time start
to rise for all tested latitudes. This means that, as the resolution increases, it
is necessary to reduce the deformation radius in order to exchange application
performance and display quality.

A complete deformation scenario can be seen in Figure 10. A planet generated
with the proposed method is shown in Figure 9. The implementation of the
proposed method can cope with deformations in real time even if the speed of
rotation of the planet is set to a high value. It is important to note that adaptive
meshes are usually used only for visualization, here the final application can both
visualize and modify a terrain in real time.
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Table 1. Average rendering time of the terrain in seconds when a number of vertices
are modified at a certain latitude. Maximum resolution of 2049 × 2049 vertices.

Latitude Average time(s) Latitude Modified Vertices

0 0.064 0.096 0.117 0 32764 63471 126700

30 0.041 0.047 0.051 30 698 2789 11467

60 0.041 0.047 0.044 60 397 1593 6650

90 0.041 0.046 0.043 90 360 1431 5737

120 0.038 0.044 0.050 120 405 1629 6560

150 0.045 0.047 0.050 150 704 2916 11543

180 0.063 0.086 0.116 180 32759 63463 126888

rd = 150km rd = 300km rd = 600km

Table 2. Average rendering time of the terrain in seconds when a number of vertices
are modified at a certain latitude. Maximum Resolution 8193 × 8193 vertices.

Latitude Average time(s) Latitude Modified vertices

0 0.356 0.711 1.328 0 507744 1006861 2013967

30 0.052 0.053 0.114 30 11302 45437 180019

60 0.045 0.052 0.098 60 6532 25752 106635

90 0.035 0.047 0.082 90 5765 23056 89330

120 0.046 0.051 0.083 120 6511 26024 101521

150 0.045 0.059 0.107 150 11329 45625 179929

180 0.350 0.720 1.333 180 507805 1007216 2013721

rd = 150km rd = 300km rd = 600km

8 Conclusion

Interactive systems providing real 3D modeling freedom are rare. In this work, we
propose an interactive method for 3D modeling of spherical terrains in real time
through augmented reality. The entire process is easy to be controlled by the
user. Nevertheless, the generated terrain can be quite complex, natural-looking,
even if defined by a small number of user actions.

The proposed method proved to be efficient in dealing with different reso-
lutions. The increase of the average rendering time is lower than the increase
in the number of modified vertices for all tests. The hierarchical propagation
allows that all vertices in an area of deformation are visited, complying with the
monotonicity constraint of the error metric.

The use of a physical marker to deform a mesh, provides an intuitive inter-
face to create shapes and patterns across the terrain. This interface allows easy
surface modeling and manipulation, without requiring prior knowledge in 3D
modeling softwares such as Maia and 3D Studio.

The combination of known techniques with the A4-8 mesh structure pro-
duced the desired results, it is possible to not only generate a terrain with a few
movements, but also add detail at any resolution. Although the visualization
and modeling steps are done sequentially, the application runs in real time for
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various resolutions. This means that a large but highly detailed terrain can be
generated with the proposed method.
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Abstract. Agent-based modeling is used to study many kind of com-
plex systems in different fields such as biology, ecology, or sociology.
Visualization of the execution of a such complex systems is crucial in the
capacity to apprehend its dynamics. The ever increasing complexification
of requirements asked by the modeller has highlighted the need for more
powerful tools than the existing ones to represent, visualize and interact
with a simulation and extract data online to discover imperceptible dy-
namics at different spatio-temporal scales. In this article we present our
research in advanced visualization and online data analysis developed
in GAMA an agent-based, spatially explicit, modeling and simulation
platform.

Keywords: Agent Based Modeling, online analysis, visualization,
interaction, 3D, complex systems.

1 Introduction

Agent-based modeling has undergone an incredible, albeit slow, evolution over
the last 30 years. From simple to apprehend abstractions that merely served
to underline intriguing dynamics [15] under the KISS (Keep It Simple, Stupid)
paradigm, it has progressively become the technology of choice for designing
large, complex models that follow the KIDS (Keep It Descriptive, Stupid) ap-
proach advocated by [7]. In this approach, a model of a real system is built to
provide modelers or end-users an experimental playground that allows altering
any component of the model and explore the dynamics that result from these
modifications. Instead of providing an analytic vision of the system, agent-based
modeling becomes, under this paradigm, a heuristic method to understand, by
simulation, the possible evolutions of the described system. This evolution has
made a number of new requirements emerge, among which: (a) the possibility
to set up a complete experimental environments around models, based on rich
visual feedback and interactivity; (b) the possibility to extract interesting dy-
namics in the simulations thanks to the use of analysis tools, data-mining and
high-performance computing techniques [4].

As a matter of fact, it is now widely recognized that achieving a comprehensive
understanding of a complex Agent Based Model (ABM) through an experimen-
tal approach has to rely on: (1) dynamic, realistic and intelligible visualization of
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its evolution under different setups, (2) the ability to easily (re)define this visu-
alization, ideally in a an interactive way, at different spatial and temporal scales
or using different points of view, (3) the ability to extract abstract properties
and knowledge from the dynamics generated by the simulation and to visualize
them as well in real-time, (4) the ability to interact with such visualizations in a
natural way in order to modify the model itself in an interactive design approach.

Nowadays, these different requirements are hot research topics [1], but have
led, so far, to few usable implementations. Some graphical languages dedicated
to the visualization of agent-based models have been proposed in different ABM
platforms, but they are often too simple or too complicated to be used by non
computer scientists. There is still no possibility, in any of these platforms, to
have different points of view on a given model, to confront them and make them
evolve during simulations. In addition, statistical or data-mining tools are mostly
available as independent tools that are used to analyze the outputs of simula-
tions after and not during their executions. Building abstractions online and
using them to facilitate the understanding of the dynamics of a model through
advanced visualization techniques, is still out of reach in existing ABM tools.

After giving an overview of the current practices and related work in agent-
based model visualization we propose an on-going research on a language for
model visualization and online tools to analyze and abstract data (based on
graph representation) online. Most of the tools proposed here have already been
implemented and tested in GAMA version 1.5 [17], others are at the stage of
design and are implemented in the soon to be released in version 1.6.

2 Related Work

In already existing popular platforms (NetLogo, Repast, Mason, Swarm, Any-
logic), languages for visualization do exist [14] but most of them lack tools for
building, observing and interacting with models. In effect, Most of them offer ba-
sic tools such as 2D animation window representing agents with dynamic color,
inspector, model parameter display and chart output. On top of it, standardiza-
tion emerges and help the user to build a meaningful model representation that
follows design technique guidelines which are often based on a non hierarchical
categorization of ABM models such as conventional ABM visualization (natu-
ral phenomena or mathematical representations), structured ABM visualization
(aggregation of many agents creating an emergent pattern), unstructured ABM
visualization (irregular distribution of agents) [6]. Unfortunately, this description
only stay focused on the agent representation and do not propose any abstrac-
tion and multi-level representation or only by using ad-hoc solutions and post
simulation treatment that are not yet standardized.

In existing platforms outputing data in a file and data recording can easily be
scheduled like any other action but the analysis is done offline and most of the
time when the simulation is finished. Only few platform propose built-in analysis
tools that run online and serve as feedback or indicator during the simulation
by representing macro-behaviour and using graph analysis or data clustering to
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build groups of agents [11]. However, recent work on the multi-level approach
[9] propose solution to consider entities at several levels of scales through an
analytical framework and an automated description of group dynamics by the
use of statistical based tools [3].

To conclude visualization is often seen as a cosmetic aspect of the model, and
rarely considered as an essential part of the modelers abstraction and compre-
hension work. Visualization is not used as an experimental approach but rather
as a final result. We present in this paper a new way to represent model and
simulation as well as tools to extract abstract data online.

3 New Way to Visualize Agent-Based Model

Building a visualization is like building a visualization model on the model itself
and the construction of this ”visual” model requires its own language and need
t o be independent of the execution of the model to define different representa-
tions of a given model without modifying the model itself. A dedicated language
for visualization allows to describe graphical primitive (from simple geometry
to more complex objects such as graph, dendrogram or 3d object) to construct
a sensitive representation of the model, allowing feedback on the model and its
dynamic from the visualization, and offering modellers a simple way to declare
it. In addition, a complete understanding of a model cannot be dissociated from
(1) basic visualization concepts, such as: overview, zoom and filter, details on
demand [16]. (2) basic interaction concepts to help the user to adjust the model
during the simulation through the use of probes, dynamic filtering, highlighted
details and different level of details representations. Above the model representa-
tion, a model is included in a scene with at least one point of view , a description
of phenomenon such as lighting, shading, transparency with a given resolution
both in time and space [12].

Starting from geometric representation of 2D and 3D to graph visualization,
GIS data integration and multi-level representation, the techniques described
below are implemented in the platform Gama, whose default display, based on
the Java2D API, has shown some limits when dealing with large-scale models
and realistic rendering. The limits address by JAVA2D was first the impossibility
to define and represent 3D geometry but it also showde limits in term of real time
rendering when dealing with large models. To address this limitation OpenGL
display has been integrated in GAMA 1.5. This not only helps the user to build
aesthetic visualization by offering most of the common metaphors for visualizing
complex systems but also offers much more in term of graphical performance.

3.1 From Data to Form

There are many ways to visualize and distinguish data elements: size, value,
texture, color, orientation and shape. For each agent the value of one of its
attributes can be represented in different ways such as a text, a color, a 2D or
3D geometry. In many cases the shape of the agent can be used to represent
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one or several values of its attributes. Gama handles in a seamless way vector
data that are integrated as the simulation environment as an input but also
as an output to store resulting experiment [17]. Graphic operator applied on
vector data are used to compute distance, surface, neighbourhood or even more
complicated operation such as shortest-path computation, geometry intersection,
union, difference and many other spatial algorithms. Those graphical operators
are also used for the agent aspect definition through pre-built graphical primitive
described in figure 1.

Fig. 1. Common graphical primitives used in ABM visualization

It is straightforward to define several aspects for a given agent. Figure 2 shows
different displays applied on the same 6x6 Grid where each agent (a cell) has a
specific value represented by 4 different aspects (text, square, circle, cylinder).

Fig. 2. Different aspects of the same model (6x6 Grid). a) value is displayed as a text.
b) value is displayed as a colored square. c) value is displayed as a circle with a variable
radius. d) value is displayed as an cylinder with a variable elevation.

Once agent aspect have been defined, a 3D scene displays all the agents present
in the model with their respective aspect on different layer. By using intuitive
3D navigation any location in the model can be reach to observe the model
from different point of view. In addition, any agent can be selected, inspected
and modified through the user interface. The layer control is a smart way to
make visible layer or not in the 3 dimensions or to superpose them for a better
readability. Finally when a user wants to share his work or record a given step
of the simulation with a given point of view the snapshot tool is here to capture
the model at a given spatio-temporal step. All the features described in figure 3
has been implemented in GAMA.
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Fig. 3. Interaction tools

3.2 Integration with GIS Data

A large scale of geographical vector datasets are now available and used to face
problem that integrate spatial dimension. Using this type of data is now often
required to make the simulations closer to the field situation and it allows to use
tools, like spatial analysis, coming from Geographic Information Systems (GIS)
to manage these data. GIS technology first aim is to represent map and it cannot
provide adequate performance with very large datasets on a huge amount of
iteration when applied in dynamic simulation where spatial analysis is necessary
[5]. To face this issue, in Gama, any geographical object is transformed in an
agent with its own internal state and behavior and it can go further by easily
converting any agent to a geographical object by spatializing it. Some of the
already existing platform support geographical data [5] but GAMA offers much
more in term of GIS services and in operations on geographical vector data [17].
We use functions from GeoTools to import and export data and Java Topology
Suite (JTS) for data manipulation. As the integration of GIS data is seamless
and straightforward it is very easy to develop model mixing data coming from
GIS and built-in agent in a 3D environment. Figure 4 is an illustration of the
mixing of GIS data with the integration of building agent.

3.3 Multi-level Modeling

Complex system is by definition mixing different entities at different levels of
organization and the visualization of those different level is crucial for the good
understanding. Most of the already existing approaches are called emergentist
approach where only the lower model is present in the model and where the
higher level is only an observation of the model but is not reified in the model
itself as it emerges during the simulation. Recently new research has been pro-
duced in considering entities at different levels [9]. This approach focus on how to
describe the articulation and influence of different levels. In this kind of approach,
a powerful visualization toolkit is, among other statistic tools, one of the more
intuitive way to understand, describe and perceive the multi-level paradigm.



Online Analysis and Visualization of Agent Based Models 667

Fig. 4. GIS integration in ABM

Gama meta-model has been design to take in account simultaneously several
levels in the same model [18]. Thus, we can easily represent multi-level model
using multi-layer rendering where layers can be then placed on different z value
to represent different level of organisations as shown in figure 5.

Fig. 5. Multi-Level 3D representation. a) Simple graph, clustered graph and macro
graph. b) district, country and world level.

4 MODAVI - Multi-Level Online Data Analysis and
Visualization

Agent-Based Simulations generate massive loads of data, which are usually anal-
ysed at the end of simulations. In large scale model it’s not always easy to have
a clear idea of all the interactions occurring between agent. Interaction analysis
is part of the different frameworks to explore a complex systems where macro-
level dynamics and structure are caused by the interactions of a relatively high
number of agents. MODAVI is an exploratory tool that addresses the problem
of online analysis of an ABM simulation using the new available graphic feature
developed in GAMA such as graph agentification, multi-level modeling and 3D
visualization, to handle online data abstraction. It proposes to build an online
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network abstraction to represent interaction that can appear between entities (i.e
gene regulatory network, infectious contact, betweenness individual in a popu-
lation, etc). This process is related to data stream mining which is the process
of extracting knowledge structures from continuous, rapid data records. The
MODAVI approach supports representing the interdependence between various
interacting entities to be observed as abstract agent. Such an online mining tool
may be used to explore any kind of interaction between agents [13]. The visualiza-
tion of the results and their interpretation plays a key role in the understanding
of a simulation and it answers to questions in a manner that is not possible
with empirical observation and experimentation. MODAVI is at the boundary
between visualization and analysis and can be used to describe and represent
indicator to both assess and explore a model. It goes beyond model visualization
as the information displayed is the result of mining algorithms such as clustering
that are performed on the stream of data from the ABM simulation. This tool
provides new exploration capabilities and strategies to generate, analyze and vi-
sualize a large amount of alternative simulation experiments. MODAVI is based
on two concepts developed in Gama, the proxy graph pattern that creates an
interaction graph from a population of agent and a macro graph generator that
creates a macroscopic description of the interaction graph.

4.1 Proxy Agent Pattern

From a given population of agent, the proxy graph pattern creates an interaction
graph. In a proxy graph, a proxy node is an agent that mirrors a given agent. By
creating proxy node we insure that the target population is not affected by the
creation of the graph. The link between the agent and the proxy node is dynamic
insuring the mapping between the proxy node and its target node at any time
of the simulation. Two proxy nodes are connected together if their distance is
smaller that a given threshold as shown in figure 6. This proxy agent provides
more in term of representation in the sense that it enables to manipulate and
thus altering the representation of the proxy agent without modifying the target
agent.

Fig. 6. From a population of n agents in red, a proxy graph is created where proxy
node in blue are connected with other proxy node if them distance between them is
smaller that a given threshold. a) threshold=5 - b) threshold = 10 - c) threshold= 20
- d) threshold= 50
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4.2 Macro Graph Generation

From an already existing graph at a micro level, a macro graph that clusters
groups of agents and summarizes the number of links between each class of
agents is created online see figure 7. A macro node represents all the aggregated
agents of a given population at each iteration. A macro node is represented by
a sphere whose radius evolves according to the number of aggregated nodes. A
macro edge linked a macro node representing (aggregating) all the agents A and
a macro node representing(aggregating) all the agents B. A macro edge is the
representation of the total number of edges between agent A and agent B. The
macro edge is created thanks to a linkage function that measures the distance
between two groups. We define here four different linkage function:

– Single linkage: the similarity of two clusters is the similarity of their most
similar members.

D(X, Y ) = min
x∈X,y∈Y

d(x, y)

– Complete linkage: the similarity of two clusters is the similarity of their most
dissimilar members.

D(X, Y ) = max
x∈X,y∈Y

d(x, y)

– Average linkage: the similarity of two clusters is computed as the average
distance between objects from the first cluster and objects from the second
cluster.

D(X,Y ) =
1

NXNY

NX∑
i=1

NY∑
j=1

d(xi, yi)xi∈X,yi∈Y

– Average group linkage: the similarity of two clusters is computed as the
distance between the average values (the mean vectors or centroids ) of the
two clusters.

D(X,Y ) = ρ(x̄, ȳ); x̄ =
1

NX

NX∑
i=1

ȳ =
1

NY

NY∑
i=1

5 Usability and Results

GAMA is being used as a decision-support tool for natural resource manage-
ment in the MAELIA [8] project. This project aims at studying the social, eco-
nomic and ecological impact of water management in the Adour-Garonne Basin
(France) by the integration a huge amount of geographical data and models
(from ecological models to human decision-making models). The model produces
thus data that cannot be understood without advanced visualization features.
In particular, to visualize various views of the same model with georeferenced or
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Fig. 7. Micro Graph and the corresponding Macro Graph using an average linkage
function. In the macro graph a node is the aggregation of all the agent in the micro
graph with the same color, and an edge between macronode A and macronode B is the
aggregation of all the edges between micronode a and micronode b.

aggregated data and to display at the same time the areas with water lacks, the
agricultural activities and the plant growth states with a spatial representation
and time series of water flows aggregated at the level of the whole basin. All
these information need separated displays to be understandable.

GAMA is also used as a decision-support tool for studying daily urban dy-
namic in the MIRO project [2]. The Miro model addresses the issue of sustainable
cities. Therefore, improving urban accessibility merely results in increasing the
traffic and its negative externalities, while reducing the accessibility of people
to the city. Given real data the simulator is used to realise scenarios deter-
mined by geographers for quantifying service accessibility and identifying cities
management strategies. Such simulation produce huge amount of data especially
geolocalized ones. To sum up them we imagine 3D visualisation associating data,
space and time such as proposed in time-geography domain. In spite of their im-
portance spatio-temporal prism is a visualisation proposed by time-geography
that have not any response in simulation domain. Proposing this kind of visual-
isation in the simulation will open new perspective of the geography domain.

6 Conclusion and Perspectives

As modeling complex systems is becoming more and more pervasive there is a
growing need for online visualization tools that support making sense of sim-
ulations. To that extent, this paper focus on: (1) the setting of a graphical
experimental environment based on high-level graphics and dedicated graphical
language, (2) MODAVI, an approach that abstracts dynamics and provide inter-
active online analysis during the simulation. Most of the concepts described in
this article have been implemented in GAMA while some others are still in under



Online Analysis and Visualization of Agent Based Models 671

development. Besides those researches we also work on rendering optimization
to achieve high performance rendering and to deal with real time application.
Future work will includes a graphical language to modify the model – in a more
intuitive way than with the code – will explore new way (e.g such as ones offered
by web technology) to share simulation where a model could be played at runtime
(online) or in a replay mode (offline) and where any agent could be inspected
at any spatio-temporal scale during the simulation on different devices such as
computers, or embedded devices. The next version of GAMA will (V. 1.6) also
support exporting simulation in an open standard xml called COLADA. It will
support exchanging digital assets and especially simulation and replay them on
different architecture later on and share knowledge about model. Thus the whole
dynamics is captured and one can replay the simulation with the ability to move
in the scene and inspect any agent at any time step. In term of spatio-temporal
scale we are working on spatio-temporal geo-visualization where different tech-
niques have evolved over the years such as 2D Maps, Animation and SpaceTime
Cubes where the time dimension is orthogonal to the surface of the map [10].
Finally, high-level Graphics library mixed with web technology open new way
to develop participatory simulation where multiple humans control or design in-
dividual agents in the simulation or in new field such as crowdsourcing where
a groups of humans, working together in parallel, produce a work impossible to
achieve alone or serially.
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Abstract. We present a real-time fall detection and activity recognition system 
(FDAR) that can be easily deployed using Wii Remotes worn on human body. 
Features extracted from continuous accelerometer data streams are used for 
training pattern recognition models, then the models are used for detecting falls 
and recognizing 14 fine grained activities including unknown activities in 
realtime. An experiment on 12 subjects was conducted to rigorously evaluate 
the system performance. With the recognition rates as high as 91% precision 
and recall for 10-fold cross validation and as high as 82% precision and recall 
for leave one subject out evaluations, the results demonstrated that the 
development of real-time fall detection and activity recognition systems using 
low-cost sensors is feasible. 

1 Introduction 

Falls are one of most high-risk problems for old people. A study conducted by the 
Centers for Disease Control and Prevention [1] shows that up to 33% adult people 
aged over 65 falls at least once a year. Of which about 30% cases cause medium to 
severe injuries that can lead to death. This is an obstacle on the elderly’s living 
independent at homes. Although there are a number of previous studies on fall 
detection and yielded significant results (i.e. accuracy of 80-90%), in fact falls might 
occur while the elderly performs daily life activities such as walking, jumping, going-
up stair, going-down stair, running etc. The information of such activities can provide 
warning the elderly for preventing the falls (i.e. jumping might highly cause a fall). 
Moreover, a study low-level daily activity information can not only be a fundamental 
element for situated services to support people [2, 23], but also be useful for health & 
energy expenditure monitoring [3]. The development of system integrated both 
activity recognition and fall detection with low-cost technologies at people’s homes 
has real potential to provide age-related impaired people with a more autonomous 
lifestyle, while at the same time reducing the financial burden on the state and these 
people and their families. 

Majority of existing activity recognition systems and fall detection systems require 
specific hardware and software design which often cost hundreds of US dollars or 
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more. Moreover, pervasive sensing deployment often requires many sensors in the 
environmental surroundings [3], which might exceed the budgets of the poor and 
middle-class people. This is especially true in Vietnam where up to 29% of 
Vietnamese population is classified as poor or below (according to the UNDP 
standard [4]). Therefore proposing a low-cost sensing and easy deployment 
technology for prototyping the FDAR system is a key component of this study to 
make the pervasive computing technologies support people’s lives and help the 
elderly to live more independent at their homes.       

Our contribution is twofold:  
First, we prototype a fall detection and activity recognition system that can 

automatically detect human falls and can recognize 13 activities in real-time. Our 
work is distinct from other works on activity recognitions [7][11][14][25] as we 
address a set of low-level activities (rather than high-level activity set) and utilize the 
use of easily deployable and low-cost wearable sensors.    

Second, we evaluate the system on an open-dataset (i.e. including unknown 
activities) collected from 12 subjects who performed 12 activities and 144 falls at 
their homes under 10-fold cross validation and leave one-subject out protocols. 

2 Related Work 

Activity recognition 

Two common approaches to activity recognition are computer vision based and 
sensors based. In the first approach, computer vision technology is used to analyze the 
video streams from digital cameras installed in the environments (i.e. [11][12]) to 
infer human activities. In the second approach, activity recognition is performed by 
analyzing the sensing data from sensor streams. Ubiquitous sensors can be embedded 
into objects [2][13], environments [14][15], or worn on different parts of human body 
[3][5][6][7]. In this study, we focus on the wearable sensing as embedding sensors 
into objects or environments often requires many sensors while cameras invade 
people’s privacy. Among sensors available on the market we choose Wii Remotes as 
they are cheap and easy deployment. Previously, Wii Remotes were also used for 
recognizing food preparation activities [13].    

Fall detection 

Majority of fall detection applications are implemented on smart-phone [16][17] 
which utilizes the acceleration data from accelerometer integrated inside the phone. 
Although those studies have significant results (~90% accuracy), it is noticed that 
falls often occur while people are doing other activities such as jumping, running, 
going-up stairs, going-down-stair etc. Some of them might lead to the elderly fall. 
Previously, a small number of research addressed fall detection and activity 
recognition problem (i.e. [18]), but using cameras that can invade people’s privacy 
and without real-time implementation. Moreover, computer vision approach’s 
performance is significant affected by light conditions in the environment (i.e. how it 
can work at night?). To our knowledge, no existing studies explored the recognition a 
set of low-level activities and detection of falls using low-cost sensing technologies 
with real-time implementation.    
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3 Hardware 

In contrast to most of accelerometers often used in research labs (i.e. [4] [5] [6][7]) or 
on the market but quite expensive (i.e. [8][9][10]), or relatively complex deployment 
(i.e. requires base-station for communication to the computer), Wii Remotes are 
relatively cheap, available on the market, and simple deployment as Wii 
communicates with the computer via a Bluetooth dongle (also very cheap). 

The Wii Remote [19] is a consumer off-the-shelf wireless sensing system and 
games controller which supports two functionalities of relevance to our application: 
(i) input detection through an embedded accelerometer; and (ii) data communications 
through Bluetooth. A Wii Remote comprises a printed circuit board (which is 
encapsulated by a white case) and uses an AXDL 330 accelerometer [3] and a 
Broardcom BCM2042 chip that integrates the entire profile, application, and 
Bluetooth protocol stack. Based on Micro Electro Mechanical System (MEMS) 
technology the AXDL 330 accelerometer is a small, low power, 3-axis accelerometer 
with signal conditioned voltage outputs. The AXDL 330 accelerometer can sense 
acceleration in three axes with a minimum full-scale range of ±3g. While the static 
acceleration of gravity can be used to implement tilt-sensing in applications, dynamic 
acceleration measurement can be detected through the quantifiers of motion, shock or 
vibration. 

 

 

Fig. 1. Wii Remote worn on wrist  (left) and Wii Remote worn on hip (right) 

The Broadcom BCM2042 board is a system-on-chip which integrates an on-board 
8051 microprocessor, random access memory/read only memory, human interface 
device profile (HID), application, and Bluetooth protocol stack. Furthermore, multiple 
peripherals and an expansion port for external add-ons are embedded on the board. 
The integration of these components and the technology’s adoption in a mass market 
consumer games console has significantly reduced the cost of BCM2042. The Wii 
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Remote’s input capabilities include buttons, an infrared sensor and an accelerometer. 
The infrared sensor is embedded in a camera which detects IR light coming from an 
external sensor bar. The accelerations are measured in X, Y, and Z axes (relative to 
the accelerometer) and the three directions of the movement (X, Y, Z) can be 
computed through tilt angles. Wii Remote inputs and sensor values are communicated 
to a Bluetooth host through the standard Bluetooth HID protocol. Values for 
acceleration are transmitted with a sampling frequency of 100Hz (100 samples per 
second). 

 

 
Cleaning 

 
stretching 

 
falling 

Fig. 2. Examples of accelerometer signals for three human activities and falls 

In this study, subjects were asked to worn 2 Wii Remotes: one worn on hip and the 
other worn on right-hand’s wrist. While the sensor worn on hip can provide good 
features for the detection of falls, running, walking, going-up stairs, the sensor worn 
on wrist might be useful for recognizing activities performed with hand such as 
cleaning, typing, and brushing. We will use the combination of both sensing data 
streams from 2 sensors for the detection of falls and recognition of activities. 

4 Real-Time Fall Detection and Activity Recognition 

The real-time FDAR algorithm works in 4 steps:  

- Signal processing: sensing data is filtered for removing the noise or resampling the 
lost data. 

- Segmentation: a sliding window/frame is used to segment the signal stream into 
frames of fixed length. 

- Feature extraction: from each frame, different features are extracted. 
- Classification: the system uses the features extracted from the previous step as 

input for a HMM based classifier. 
─ In the following sections, we describe each of these steps in detail. 

4.1 Signal Processing 

Sensing data from sensors are often noisy and ambiguity. Ideally, at a sampling 
frequency of 100Hz each second contains 100 samples of X, Y, Z acceleration triplets 
(i.e. one sample per 10 miliseconds). In practice, real-world factors mean that some 
samples are lost or dropped (e.g. metallic items placed between the sensors and the 
receiver). Furthermore, the sensors themselves can yield noisy readings (e.g. too large 
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or small). In such cases, a filter is applied to remove noise and to fill out lost samples. 
In this step, the data filter performs both a low-pass filtering (removing abnormally 
low sample values) and a high-pass filtering (removing abnormally high sample 
values). After that, samples are grouped into sliding windows or frames.  If a frame 
contains less that 75% of its full complement, it is discarded on the grounds that there 
is insufficient information to classify activities. Otherwise, it is resampled using a 
cubic spline interpolation method [20] to fill out the lost samples.  

Along with acceleration X,Y,Z, we compute pitch, roll for each triplet: 

 Pitch = 2 arctan √   (1) 

 Roll = 2 arctan √   (2) 

where x, y, z are acceleration values of the three axis     

4.2 Segmentation 

Previous studies showed that the length of sliding window has significantly impact on 
the performance of the pattern recognition algorithms [5][13]. In this study, we did a 
pilot study on the subset of collected dataset for selecting a reasonable length for 
sliding window. We varied the window length 1 second, 1.2 second, 1.5 seconds, 1.8 
seconds, 2 seconds and 2.5 seconds and we stick on the window length of 1.8 
seconds. The reason for the choosing window length of 1.8 second is that this length 
allows avoiding delay from continuously real-time processing while providing a 
reasonable recognition rate. 

4.3 Feature Extraction 

For each frame of sizen where n is number of time points, the following features are 
extracted: 

 Mean(x) =   
∑

 (3) 

 Standard deviation(x): xδ  =  ∑  

 (4) 

 Energy(x) =  
∑

 (5) 

 Entropy(x) = - ∑   (6) 

where xi is an acceleration value, p(x ), a probability distribution of xi within the 
sliding window, can be estimated as the number of  in the window divided by n. 

 Correlation(X,Y)=
yx

yx

δδ
),cov(

 (7) 

In which cov(x,y) is covariance and xδ  , yδ  are standard deviations of x and y. 

Peak/bottom acceleration: for each sliding window, we also extracted 3 peak values 
and 3 bottom values of acceleration.    
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These features are combined into a 58-dimentional feature vector, composed of 
Mean X, Standard deviation X, Energy X, Entropy X, Mean Y, Standard deviation Y, 
Energy Y, Entropy Y, Mean Z, Standard deviation Z, Energy Z, Entropy Z, Mean 
Pitch, Standard deviation Pitch, Energy Pitch, Entropy Pitch, Mean Roll, Standard 
deviation Roll, Energy Roll, Entropy Roll, Correlation XY, Correlation YZ, 
Correlation ZX, peak value of X, peak of Y, peak of Z, bottom of X, bottom of Y, and 
bottom value of Z. These feature vectors are then used for training the pattern 
recognition algorithms. In the next section, we present the hidden Markov models 
[24] that we employed for real-time fall detection and activity recognition.  

4.4 Hidden Markov Model-Based Classifier 

In brief, a hidden Markov model [24] is a stochastic model that can be used to 
characterize statistical properties of a sensing signal. An HMM is associated with a 
stochastic process not directly observable (i.e. hidden), but it can be observed 
indirectly through a set of other outputs. The key problem is to determine the hidden 
parameters given a model and observedparameters. Then, the extracted model 
parameters can be used to perform further analysis in future learning. An HMM is 
based on the Markov assumption that the current state depends only on the 
precedingstate. 

In our domain, we use HMMs (one HMM for one activity) with a mixture of 
Gaussians of for state’s observation distribution. The number of hidden statesis 
manually tailored for each model. In the training phase, the parameters of each model 
(i.e. initial state probabilities, state transition probabilities, observation probability 
distribution) were estimated using the Baum-Welch algorithm (implemented in 
Murphy’s HMM ToolKit [25]). After that, we use the trained models for classifying 
the falls and activities. The Viterbi algorithm is implementedand is used for the 
computation of the log likelihood probability of each observation sequence O (i.e. a 
feature vector computed from a continuous sliding window) given the trained model. 
The classifier will choose the model that produces the maximum log likelihood given 
feature vectors computed from test data.    

5 Experimental Evaluation 

5.1 Data Collection and Annotation 

Twelve students from our institute (Post &Telecommunication Institute of 
Technology) were recruited, each wore 2 Wii Remotes, one on wrist and the other on 
hip. Each student was asked to perform 12 activities including walking, jumping, 
going-up stair, going-down stair, running, stretching, cleaning, typing, standing-to-sit, 
sitting-to-stand, brushing teeth, vacuuming and 12 (intentional) falls with various 
postures. No order of performing activities is required and no time constraint to each 
activity performed by the subject. Each activity is required to be performed as 
naturally as possible. In addition to sensing data, we recorded videos of subjects 
performing the activities. 
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To synchronize between the collected videos and the accelerometer data from Wii 
remotes, at the beginning time of each session the subject was asked to shake the 
body and the hand 3 times to make distinct signals. The subject was apparently shown 
on the videos. In addition, along with each sample, a timestamp was written to the 
acceleration data log files.     

The subjects were given a list of 12 labels of activities to annotate the collected 
videos using ELAN Multimedia Annotator Tool [22]. Movements that are not one of 
12 activities and falls were automatically labeled with “unknown”.   

5.2 Performance Metrics 

Recognition results are reported as frame-wise precision, recall and F-measure values. 
The precision for an activity was calculated by dividing the number of correctly 
classified frames by the total number of frames classified as being a particular activity 
(i.e. true positives/(true positives + false positives)). Recall was calculated 
accordingly as the ratio of the number of correctly classified frames to the total 
number of frames of an activity (i.e. true positives/total number of frames of an 
activity). And, F-measure is the harmonic mean of precision and recall. 

5.3 Results for 10-Fold Cross Validation 

Under 10-fold cross validation procedure, the dataset was randomly partitioned into 
10 parts of equal size. Nineof them are used for training and the remaining one is used 
for testing. Then, the process is repeated for all 10 parts and the results are averaged. 
The results are shown on the Table 1.  Note that both training and test sets may 
contain data from the same subject. 

Table 1. -fold cross validationresults (numbers are in percent) 

Activity Precision Recall F-measure 
brushing teeth 94.64 90.56 92.56 
cleaning 89.98 82.43 86.04 
falling 93.06 91.67 92.36 
going-down stairs 96.76 93.06 94.87 
going-up stairs 98.72 95.3 96.98 
jumping 98.48 97.98 98.23 
running 97.39 96.52 96.95 
sitting-to-stand 87.43 89.22 88.32 
standing-to-sit 96.75 94.16 95.44 
stretching 76.71 69.41 72.88 
typing 96.4 95.89 96.14 
vacuuming 97.92 97.51 97.71 
walking 96.77 95.35 96.05 
unknown 86.17 86.63 86.4 
Average 92.58 90.54 91.55 
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Overall, precision, recall, and F-measure are over 90% for 10-fold cross 
validation(i.e. subject dependent) analysis. Majority number of activities including 
falls has precision and recall as high as over 90% except for stretching activity which 
is often misclassified as cleaning. It is noticed that the recognition rate of falling is 
93% precision and 91.6% recall. 

5.4 Results for Leave-One-Subject-Out Evaluation 

In addition to 10-fold cross validation which is often used for systems for personal 
use or adaptation. We envisage to evaluate the system under the leave-one-subject-out  
protocol. In which, we used 11 subjects for training and left the remaining one for 
testing. The process was repeated for all 12 subjects, and the results were averaged. 
Table 2 shows the results. It is noticed that the tested subject was not included in the 
training data. 

Table 2. Leave-one-subject-out results (numbers are in percent) 

Activity Precision Recall F-measure 
brushing teeth 85.71 86.99 86.35 
cleaning 81.2 77.5 79.31 
falling 84.03 82.64 83.33 
going-down stairs 91.67 84.72 88.06 
going-up stairs 94.44 90.17 92.26 
jumping 97.47 96.46 96.96 
running 96.23 93.91 95.06 
sitting-to-stand 73.65 74.85 74.25 
standing-to-sit 78.57 77.92 78.24 
stretching 64.38 63.93 64.15 
typing 95.37 95.12 95.24 
vacuuming 96.05 85.45 90.44 
walking 95.15 88.89 91.91 
unknown 72.25 70.51 71.37 
Average 85.2 82.16 83.65 

 
The overall recognition rates for leave one-subject out evaluation are 85% 

precision, 82% recall, and 83.6% F-measure, which are lower than thoseof 10-fold 
cross-validation. Note that, leave-one-subject-out is more difficult then cross-
validation because the system has to recognize activities for unseen subjects. This 
setting is also more similar to practical conditions where a system trained on a set of 
subjects is used to make recognitions for new subjects, data about which are unknown 
at training time. Again,stretching proved to be the most difficult activity to recognize 
with the F-measure as low as 63% while for running, jumping, and typing the system 
achieved F-measures higher than 90%.This is consistent with 10-fold cross validation 
results. 
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6 Conclusion 

We have presented a solution for detecting and recognizing falls and 12 other human 
activities. Our method uses inexpensive sensing devices such as Wii Remotes worn 
on human body as sources of signals, thus provides a low-cost solution. From 
accelerometer signals, the system extracts several types of features that summarize 
different aspects of movements. A hidden Markov model is used to map these 
features into hidden states, which corresponds to different activities. An empirical 
study with data collected from 12 subjects demonstrates the effectiveness of the 
proposed method. The system achieved average F-measures of 91.55% for 10-fold 
cross-validation and 83.6% for leave-one-subject-out settings respectively. With 
relatively high accuracy while being simple and inexpensive, the proposed solution 
can be used for practical applications requiring the recognition of human activities. 
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Abstract. In this paper, we present the description of an animation
solver that allows the automatic moving of the different parts of a sign-
ing avatar body. The objective is to obtain a realistic animation of the
virtual character that enables deaf person to visualize realistic gestures.
Our approach is based on a thorough study of sign language and gestures
classification. We identified the main constraints required for automatic
generation of postures in sign language, and we developed a graphical
interface in order to facilitate editing. This interface allows, in particu-
lar, the selection of the sign components and the rendering of the choice
made on the avatar postures. The challenge of this project is to find a
good compromise between computational time and realistic representa-
tion that should be closer to real-time generation signs.

Keywords: Animation, Inverse kinematics, sign language.

1 Introduction

To improve dialogue between human and machine [1] new methods are re-
quired.These methods facilitate access to information for everyone. In response
to this context, the development of virtual persons can improve this interaction.
We note that the new technologies of information and communication invest
more and more our daily space. We observe the emergence of new services that
tend to facilitate the generation, the propagation and the consultation of infor-
mation [2]. However, such technical progress is not accessible to everyone. An
individual may encounter difficulties in accessing information for varieties of rea-
sons that may be economic, cultural, linguistic or physical. We seek to enable the
machine to generate information into sign language. Nowadays more and more
software are available to facilitate access to information for deaf through visual-
ization tools of their native language. These applications concern in particular
the real-time remote communication, the teaching assisted computer and signed
and oral broadcasts. Further new forms of communication incorporate virtual
agents that improve the ability to interact with users [3]. These agents can play
the role of assistants in interactive multimedia applications. In this context, our
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work consists in developing an animation solver that allow automatical anima-
tion of the different body parts of an avatar in order to improve the fluidity of
the avatar movement. This approach is based on a depth study of sign language
and gestures classification [4]. We identified the parameters to be used for auto-
matic generation of sign language postures. Detection and avoidance of collisions
between body parts of the avatar must be mastered to allow the contacts and
to prevent unacceptable movements. To further facilitate editing, we developed
a human machine interface to create signs [5] [6]. The challenge of this project
is to find the tradeoff between computational time and realistic representation
that must be closer to the real-time generation signs.

2 Sign Language

In many minds, the sign language (SL) is what the Braille is for the blind, i.e.
to ensure habitual communication for this community. This language has been
designed recently, as a substitute of the ear canal in favor to a visual channel. It
avoids the isolation in which the deaf could be immersed if they have no means
of communication. However, this vision is wrong perceived and does not reflect
the sociolinguistic reality of SL because a sign doesn’t have one representation
and closely relation with its environment. SL is a mean of expression used by the
community of deaf and hearing person to communicate [7]. It’s a real language
with a lexicon and syntax [4] and it’s considered as the most advanced form of
gestural communication. In these kind of languages the message is transmitted
through the gesture channel rather than oral sign [8]. The expression of SL sen-
tences cannot be reduced to only gestures produced by the two hands but to the
whole body that is often involved. Indeed, the signer uses the space around him
to make signs and to place different elements of speech and refer to it. To better
describe signs, it is essential to integrate this concept in automated systems that
analyze these languages. Nowadays, most of signs capture systems are studied
in a context of machine translation and are based on specific features of motion
capture [9] [10]. The goal of this work is to access to this information through the
design of a system that is able to generate gesture for SL automatically. Even if
the SLs are considered as full languages, a minority of hearing people use them,
there are often ignored in favor of the official dominant surrounding languages.
It is the same for minority spoken languages like regional languages all over the
world. That is problematic for deaf person especially when SL is not part of the
official languages. The use of written language is difficult, in fact 80% of deaf
people in the world are illiterate, according to the World Federation of Deaf
in 2003. The result is an increase in need and demand of the deaf population,
especially in education, information dissemination and dialogue. SL is used by
deaf people to ensure all functions performed by the other natural languages
(so-called ”spoken languages” or ”voice”). They are visual-gestural for the deaf
and the only really appropriate linguistic mode, which allows them a cognitive
and psychological development in an equivalent way to what is an oral language
for a hearing. We need to underline that the SL is not a universal way of com-
munication, the transcription system requires an apprenticeship [11]. Moreover,
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there is no one universal SL but many like French Sign Language (FSL), the
American Sign Language (ASL or American Sign Language) [12] [13], English
sign language (British Sign Language or BSL ). And, like spoken language, each
one has its own history, meaningful units and lexicon. Ethnologue.com site lists
121 different sign languages and Wittmann provides a classification [14]. The
development of SL depends on the vivacity of the community, as a language for
voice. But despite the differences between SLs all over the world, understanding
and communication is possible between two people mastering different sign lan-
guages due to the proximity of syntactic structures and the existence of very close
iconic structures [15]. Iconicity is the basis of SL. It expresses the illustration of
an object or a person. This mechanism is based on formatting gestures to convey
information. Iconicity is the process by which the speaker will make iconic con-
text. This process provides access to illustrated target that the speaker aims to
rebuild in an imagery manner. This target is due to cognitive mechanisms that
select the experience that can or should be iconized and restore the language
in the form of statements. We can keep in mind that there are two ways to say
in SL: ”say by showing” (referred iconicity) and ”say by no showing” (standard
lexicon).

3 Sign Language Transcription

Three mains approaches exist in the literature: the first one is related to writing
or drawing symbols, the second one is based on video and the third one is based
on 3D sequences and the animation of a virtual person according to a standard
[16]. Drawing was the first transcription manner of SL and the way generally
used to replace writing. Later on, several transcription systems appeared such
as HamNoSys (Hamburg Notation System) [17] and SignWriting in spite of diffi-
culty to encode them in a linear way. The video based systems consist of a video
sequence record of human SL interpreter. Much more sophisticated tools exist
nowadays on the market based on debit and quality. In the new technological
context, the modeling of a virtual character can be achieved either according to
a segmented model, gotten by a hierarchical graph of the anatomical 3D seg-
ments. In both cases, the surfaces are represented either with a polygonal stitch,
or by a mathematical analysis, otherwise according to implicit functions of the
skeleton. The creation of a virtual character could be achieved either by a mod-
eler of geometric primitives, or with the help of a 3D scanner. The approach of
segmented virtual character exists in the H-Anim specifications, as well as in
MPEG-4 FBA (Face & Body Animation), whereas the representation by virtual
character is processed in MPEG-4 BBA (Bone-Based Animation) [18] [5]. The
most comfortable solutions for the deaf are to involve interpreters who translate
in real time the statements in oral language. Research in signing avatars on SL
machine translation systems led to various prototypes of systems to translate
statements comply with the use of SL for the deaf communication. Generation
of statements in SL involves humanoid able to reproduce gestural sequences.
From a user interface, research on animated virtual character assume that hu-
man users are able to interact more efficiently and nicer with the machine that
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mean that the mode of interaction is close to the natural mode of communication
equivalent to a human-human dialogue.

4 Animation Solver

Many statistics have confirmed that many deaf are enabled to access to written
information. As a solution, computer applications [19] designed for deaf person,
in particular who are illiterate, have been created [20]. Therefore, to facilitate
access to information, new methods improving the dialogue between human and
machine are required. The development of virtual characters (avatar) able to
generate postures in sign language, could be a response to this request [21]. This
development is based on an automatic gestures generation. Generally, within
the set of admissible postures, the user is free to manipulate the avatar rather
than specifying the value of each individual degree of freedom [22] [23] [24].
The Inverse Kinematics (IK) method automatically computes these values in
order to satisfy a given task usually expressed in cartesian coordinates [25]. This
technique requires the resolution of nonlinear complex equations and is usually
expressed as a constraint-satisfaction problem. However, this is a laborious task
because of the high number of degrees of freedom present in the model i.e. fifty for
a human model without considering the fingers. The control of a human model
by means of IK requires a simultaneous multitasks application. For example,
we may consider tasks that control the position of left hand and another of
right hand. The balance of human model will be controlled by another task
which provides some information concerning forces and mass distribution. In
this context, this work consists in developing an animation solver. This system
permits to animate automatically different avatar body parts in order to improve
realistic animation of virtual character gesture [26] and allow deaf person to
visualize realistic gestures [27]. The approach is based on a thorough study of
sign language and gestures classification. We have identified the constraints that
need to be used for automatic generation postures sign language i.e. symmetry
relations, that facilitate the specification of movement of the non-dominant hand
knowledge of those dominant articulator and various types of repetition in sign.
In addition, sign language requires contacts between different joints. Detection
and avoidance of collisions between body parts of the avatar must be mastered to
allow the contacts and to prevent unacceptable movement. To further facilitate
editing, a graphical interface has been developed. It allows the selection of the
sign components with a direct view of the choice made on the avatar postures.
The challenge of this project is to find the tradeoff between computational time
and realistic representation. Indeed it must be closer to the maximum generation
of real-time signs.

4.1 Animation Solver Description

The goal is to develop an animation engine to animate virtual characters, and
to generate precise SL postures. For the automatic creation of signs, our Web-
Sign project [5] can generate these postures, in a simple and intuitive way. This
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application uses an interface that allows non-IT users to create their own descrip-
tions of signs and participate in the development of their dictionary communities.
This interface uses the technique of key frames to select the important moments
assumed (the key moment) for training movement. But this technique raises dif-
ficulties especially in terms of time spent in the creation of postures and had lack
of precision in the generation of gestures. The main problem induced by the use
of direct kinematics is to achieve the desired position by the avatar. Therefore,
the first step is to rotate the shoulder of the virtual character then the elbow
and the wrist. This causes a multitude of solutions to generate this posture. So
the user must intervene to choose the right solution (the best meets their needs).
This operation is costly in terms of time and presents several challenges to create
a fluid motion understandable by the deaf.

Text

Linguistic 
treatements Web interface

Biomechanical constraints

Physical constraints

Sign Language constraints

Position constraints

Animation Solver

<Sentence>
   <word>
      <join name="l_wrist">
         <mouvement>
            <duration>1

  </duration>
               <translation>
                  <x>2</x>
                  <y>9</y>
                  <z>-1.5</z>
               </translation>
         </mouvement>
      </join>
   </word>
</Sentence> 

SML description

Avatar 
animation 
based on 

X3D

Fig. 1. Architecture of animation engine

The system uses the architecture illustrated in figure 1. It relies on several
inputs. We can from a web interface create the sign by selecting the desired
joint and move along different axis (x, y, z) to the target position. The system,
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based on IK, calculate automatically in a real-time the angles of rotation of each
joint that are required to generate the posture. From a biomechanical study,
we identify the degrees of freedom of each joint. This study has allowed us to
generate real time and natural postures of the virtual character. We can from
a SML description [3] [28] [29], containing the position of the desired joint as
shown (Figure 1), generate the animation of the avatar from a text and perform
linguistic process in order to extract some information for the description of a
sign. Thus, we can animate the virtual characters in real-time.

4.2 Sign Language Decomposition

Complex movements are infrequent in sign language. They can take the form of
zigzags or sinusoids, but in most cases, cannot be simply described by a prede-
fined type of trajectory [30] [31]. In this context we decompose the movement
in several parts: the description of the initial hand posture, the dynamic step
and the final posture, manual specifications including the parameters that are
related to the hand configuration, position and orientation, and contact point
[32]. These parameters can vary or remain constant during the movement.In
case where the hand comes into contact with a body part (chest, face, hand or
other arm), the wrist position is no longer relevant, which is the manual contact
point that must be included in the manual specification. The arm movement is
already specified by the shape of the wrist path. Many grammatical processes
affect its amplitude, so the movement modifier must inform it the latter in order
to be amplified, shortened, or stopped. This problem appears in some local hand
signs, as the vibration of the fingers. More generally, we denote by secondary
movement such repeated movement that occur in the fingers, wrist, or even the
forearm (but never affects the position of the wrist). It can be superimposed on
the main movement or just be the only dynamic character of the sign.

5 Inverse Kinematics

The IK is a method for calculating the postures, in order to satisfy a given task
by the user, based on degree of freedom of each joint. This method plays an
important role in the animation and simulation of virtual characters to improve
and facilitate the use of interfaces. The IK finds its application in various fields
such as robotics [33], medicine and the gaming industry. These methods have
been implemented in order to facilitate or to control various virtual characters
[34]. The IK problem has been widely studied in the recent decades. It was first
used in the field of robotics, particularly for computing the robots poses. Since, it
widely used in the world of computer assisted animation, and the game industry
to compute the position of articulated figures but the production of realistic and
plausible movement still an open challenge in robotics and animation commu-
nities [25]. Several models have been implemented to try to solve this problem.
Solving the IK task coincides with the problem of finding a local minimum of a
set of non-linear equations that defines the constraints of a cartesian space.
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5.1 Background

To solve the IK problem, the most popular approach use the numerical Jacobian
matrix to find a linear approximation [35]. The Jacobian solutions model the
movement of end effectors with respect to changes of the system represented by
links and joints angles [36]. Several methods have been presented for the approx-
imation or calculation like the inverse Jacobian, Jacobian transposition, damped
least squares (DLS), damped least squares with Singular Value Decomposition
(SVD-DLS), selectively damped least squares (LDI) and many other extensions
[37] [38]. Solutions based on the inverse Jacobian produce realistic postures, but
most of these approaches suffer from high computational cost given that the
matrix calculations are very complex and singularity problems serve to cause
further calculation [39] [40]. An alternative approach is proposed by Peshev [41]
where the problem of IK is solved without using the inverse of the matrix. The
IK second family solver is based on Newton methods [42]. These algorithms look
for target configurations that solutions arise from a minimization problem. The
best known methods are the Broyden method [43] and The Powell method [44].
However, Newton methods are complex, difficult to implement and have a high
computational cost [45] [46]. Recently, the sequential Monte Carlo (MCMS) ap-
proach has been proposed based on particle filtration. This method gives good
results but they are costly and suffer from singularity [47] [48]. A very popular
IK method is the Cyclic Coordinate Descent (CCD) algorithm [49], which was
first introduced by Wang and Chen [40] and then the biomechanical constrained
by Welman [25]. CCD has been extensively used in the computer games industry
and has recently been adapted for protein structure prediction. CCD is a heuris-
tic iterative method with low computational cost for each joint per iteration,
which can solve the IK problem without matrix manipulations; consequently
it formulates a solution very quickly. The cyclic coordinate descent is a greedy
approach to the problem of IK. It browse chain by optimizing the elements se-
quentially one by one, seeking position as close as possible to each effector target.
The process is iterated as many times as necessary until the system stabilize.
This method is particularly suitable for solving problems with only one effector
but offers poor performance in the case of a multi-resolution. The fact that this
method is simple makes its attractive. However as, any iterative optimization
method, the speed of each optimization step must be reduced to avoid instabil-
ity near solutions that slow down animation engine has to be. Another method,
called the triangulation algorithm, did not use an iterative approach is presented
in [50]. This method use the cosine law to calculate each joint angle from the
root of the kinematic chain to the end effector. It guarantees to find a solution
when used without joints constrain and when the target is in achievable range.
The triangulation algorithm incurs a lower computational cost of than CCD al-
gorithm because it needs just one iteration to achieve the target. However, the
results obtained are not realistic. The triangulation method can be applied to
solve problems with only one target that can be manipulated by the user; kine-
matic chains with multiple end effectors can not be resolved then this method
can not be used such complex characters. We also tested several approaches like
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Newton methods and the family of Jacobian matrix. But, we noticed that these
alogorithms don’t obey in real-time and this logical due to the matrix size used
and the operations performed on it.

5.2 Inverse Kinematic Method

The used IK method here, involve the previously calculated positions of the
joints to find the solution to achieve the target. This method minimize the error
of the system by adjusting each joint angle. The proposed method starts from
the last joint of the IK chain, iterate and adjusting each joint along the chain.
Thereafter, it iterate in the reverse way, in order to complete the adjustment.
This method, instead of calculating directly the angle rotations, try to find the
joint locations. Hence, the time dedicated to compute and resolve the constraints
can be saved. So, we can generate realistic and human animation in real time.

Algorithm 1. Inverse Kinematic algorithm

Input: The joint positions pi for i = 1, ..., n , the target position t and the distances
between each joint di = |pi+1 − pi|, for i = 1, ..., n− 1.

Output: The new joint positions pi for i = 1, ..., n.
dist ← |p1 − t|
if dist > d1 + d2 + ...+ dn−1 then

for i = 1 to n− 1 do
ri ← |t− pi|
ki ← di/ri
pi+1 ← (1− ki)pi + kit

end for
else

temp ← p1
dif ← |pn − t|
while dif > tolerance do

pn ← t
for i = n− 1 to 1 do

ri ← |pi+1 − pi|
ki ← di/ri
pi ← (1− ki)pi+1 + kipi

end for
p1 ← temp
for i = 1 to n− 1 do

ri ← |pi+1 − pi|
ki ← di/ri
pi ← (1− ki)pi + kipi+1

end for
dif ← |pn − t|

end while
end if
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Fig. 2. Inverse kinematics method. (1) The initial position of the manipulator with 4
joints. (2) The initial position of the manipulator and the target. (3) move the end
effector p4 to the target. (4) find the joint p′3 which lies on the line l3 that passes
through the points p′4 and p3, and has distance d3 from the joint p′4. (5) (6) continue
the algorithm for the rest of the joints. (7) move the root joint p′1 to its initial position.
(8) (9) (10) repeat the same procedure but this time start from the base and move
outwards to the end effector. The algorithm is repeated until the position of the end
effector reaches the target or gets sufficiently close.

If we consider (Figure 2, Algorithm 1) p1, ..., pn the joints of the avatar. Note
that p1 is the root joint and pn is the end effector. The target is symbolized
by a red point. The method used is illustrated with a single target and 4 joints
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2. First we calculate the distances between each joint di =|pi+1-pi|, for i =
1, ..., n − 1. Assuming that the new position of the end effector be the target
position, p′n = t, we find the line, ln−1, which passes through the joint pn−1 and
p′n. The new position of the p′n−1 joint, lies on that line with distance dn−1 from
p′n. Similarly, the new position of the p′n−2 joint, can be calculated using the line
ln−2, which passes through the pn−2 and p′n−1, and has distance dn−2 from p′n−1.
The algorithm continues until all new joint positions are calculated. The new
position of the root joint, p′1, should not be different from its initial position.
Another iteration is completed when the same procedure is repeated but this
time starting from the root joint and moving outwards to the end effector. Thus,
let the new position p′′n, then find the line l1 that passes through the points p′′1
and p′2, we define the new position of the joint p′′2 as the point on that line with
distance d1 from p′′n. This procedure is repeated for all the joints, including the
end effector. After a complete iteration, the solution may not achieve the desired
target. The procedure is then repeated, as many time as needed, until the end
effector is the same or achieve to the desired target.

5.3 Results

The IK method converges to any given goal positions, seeing that the target
is reachable (Table 1). However, if the target is not within the reachable area,
there is a termination condition that compares the previous and the current po-
sition of the end effector, if this distance is less than an indicated tolerance. The
method gives very good results and converges quickly to the desired position.
This method is based only on the position computing and avoids the tedious ro-
tations computing. The animation engine is integrated into the project Websign
to facilitate the task of creating signs (Figure 3). In reality, the signing avatar
model is comprised of several kinematic chains, and each chain generally has dif-
ferent end effector. Therefore, it is essential for an IK solver to be able to solve
problems with multiple end effectors and targets. The animation engine can be
extended to process models with multiple end effectors and achieve the different
targets positions. We tested the animation engine by adding constraints of sign
language as the notion of symmetry either total or anti-symmetry and of course
along different axis x, y and z. A video demonstration is available on the official
site of the research laboratory [51].

The figure 3 shows the use of this notion by considering several kinematic
chains and several end effector (left wrist and right wrist) by applying the notion

Table 1. Results for a single kinematic chain with 10 joints with reachable target

Method Number of iterations Execution time (sec)

our IK method 15 0.014
CDD 26 0.13



Retr
ac

ted

A New Approach for Animating 3D Signing Avatars 693

y

z
x

y

z

x

y

z x

(2)(1)

(3) (4)

y

z

x

(5)

Fig. 3. Signing avatar using Inverse kinematics method. (1) initial posture of the avatar.
(2) movement of left wrist along the x axis. (3) movement of left wrist along the x,y
and z axis. (4) activate symmetry for different axis. (5) activate antisymmetry for x
axis.

of symmetry that uses two kinematic chains, the first correspond to the avatar
left side and the second to the right side.

6 Conclusion

Generation of Signs is based on different parameters such as manual configura-
tion, orientation of hands, the location where the sign is made, the movement
made by hand and the facial expression accompanying the realization of the
sign. We take in account all these parameters and this system deals with figures
which have many degrees of freedom. We use the technique of inverse kinemat-
ics to ensure precise movements, control and maintain the balance of characters.
This method applied in user interface facilitates the manipulation of the avatar.
Inverse Kinematics is defined as the problem of determining a set of appropriate
joint configurations for which the end effectors move to desired positions rapidly
as possible. However, many of the currently available methods suffer from high
computational cost and generation of unrealistic poses. Through this study, we
succeed in solving this complex system in real-time. We integrate this solver in
the Websign project for automatic translation of text to sign language by the
means of avatars. The perspective of this work is to extend the animation engine
by adding methods to avoid collision between the various articulations of virtual
character.
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Abstract. In our research, we propose and implement a virtual reality
system with the common and widely used devices such as 3D screen and
digital webcam. Our approach involves the combination of 3D stereo-
scopic rendering and face tracking technique in order to render a stereo
scene based on the position of the viewer. Our approach is to calculate
the offset values of face position to assign to the virtual camera position
relatively. We employ a technique to change the typical symmetric frus-
tum into asymmetric to achieve the head-coupled perspective. With our
system, the rendered scene observed by human eyes remains realistic and
the viewport can be seen as the physical window in the real environment.
Therefore, the right perspective can be maintained regardless of viewer
position.

Keywords: View-dependent, asymmetric frustum, stereoscopy, face
tracking.

1 Introduction

Virtual reality came into existence during the early 1960s. It has been developed
and applied widely in recent years because of the development of computer in
both hardware and software. A virtual reality system at least consists of these
kinds of devices: a computer, input devices for position or gesture tracking,
and output devices for displaying information to the user. For a simple virtual
reality system, it is typical to implement using a common desktop computer with
a digital webcam to track the viewer’s face and adjust the 3D rendered scene
appearing in the system window. Virtual reality is often used to deliver the
visual contents in various application forms which are mostly associated with
3D stereoscopic environment. Therefore, using 3D displays such as interlaced
screens or anaglyph with red-cyan glasses would be a simple and appropriated
approach for our system.

Stereoscopic rendering has been researched and implemented comprehensively
recently. The techniques for stereo display have been applied in common usages
such as the mass production of 3D screen with polarized glasses or the 3D Vision
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Fig. 1. Main interface of system. Stereoscopic rendering and face tracking.

equipment from NVIDIA. Using those kinds of technique as well as the 3D
stereoscopic rendering fundamentally well-known theories, we are able to produce
and transfer the 3D stereoscopic rendered scene to the viewer in real-time. It is
required to keep our system as simple and applicable as it should be, we are not
employing the expensive and high-technology devices, the cheap and accessible
devices are employed instead. This is one of main principles in our system. Using
the common devices for representing an interactive system between the viewer
pose and 3D stereoscopic contents involves the high challenges in the technique
to improve the performance of the face tracking as well as stereoscopic rendering.

View-dependent rendering is the terminology describing the changes of ren-
dered scene regarding to the view of observer. In our system, view-dependent
rendering is used to adjust the virtual camera position to display a scene dy-
namically with the viewer’s face. View-dependent rendering was used mostly in
terms of perspective change when the viewer is looking through the window. The
virtual scene will be changed and displayed interactively. In many researches, the
basic and simple techniques are being used to track the head position and by
controlling the virtual camera position relatively to the viewer, the scenes are
changed but they do not actually reflect the right human perspective in real
environment. In these cases, the frustum defined by the graphic API will retain
the normal symmetric shape and it therefore cannot present a right perspective
to human perception.

In our system, we also present a tracking technique based on optical flow to
track the viewer’s face. In computer vision, face tracking is always an important
and interesting research area. Face tracking in our approach is understood as
the ability to retrieve the position of a human head relatively to the computer
screen. Although it seems to be the challenges in computer vision, the recent
works of researches have been introducing variety of face tracking processes with
the high accuracy in real-time. We do not make a novel technique. Instead, we
employ a high accuracy technique with a modification to enhance the tracking
speed. More particularly, the face tracking technique will make the interactive
recognition and response to the human perspective changes. The Fig. 1 gives a
basic illustration for our system. As the result, when the human head is tracked
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and the frustum is in the arbitrary form, the rendered scene will appear with
the right perspective to human view and the observed scene will look at most
realistic.

2 Related Works

There are a number of previous researches which have the same purpose in im-
plementation of system using view-dependent rendering. P. Slotbo [1] introduced
fundamental theories of rendering a 3D stereoscopic scene. He also implemented
system for 3D interactive and view-dependent rendering. The proposed concept
in his research was implemented using two inexpensive off-the-shelf web-cameras
and a low-end desktop computer. He used the information from cameras as the
input to track viewer’s position for setting up a view-dependent rendering. There
were some makers used to detect the interactions of the user. The developed sys-
tem showed the abilities to render the scene in real-time but non-stereo mode.
With stereoscopy enabled, the system ran slowly in only 12 fps. It also tracked
the viewer position but indirectly.

In another related study, Jens Garstka and Gabriel Peters [7] calculated a
view-dependent 3D projection of a scene which was projected on flat surfaces.
They implemented a system that enabled the single viewer to explore the scene
while walking around. They introduced a novel approach for head tracking using
depth-images retrieved from a Microsoft KINECT 3D sensor. Such device had
done most of hard works in detection head’s orientation. The delays in adaptation
of projected scene remained as a limitation. Their system is the first right step
of expandability to 3D stereoscopic view-dependent rendering.

Sebastien [4] presented a non-intrusive system that gave the illusion of a 3D
depth and interactive environment with 2D projectors. His research involved the
head-coupled perspective to give the user a 3D scene which was projected onto
a flat surface. The projected image was such that the perspective was consistent
with the viewpoint of the user. Kenvin [2] discussed characteristics of head-
coupled stereo display; he also dealt with the issues involved in implementing
head-coupled perspective correctly. His research gave a first and fundamental
theory on head-coupled stereo display. Buchanan [8] proposed a view-dependent
rendering set-up for home computer use. In his research, view-dependent render-
ing used a parallax effect to give the illusion of depth. His face tracking method
was based on the Lucas-Kanade algorithm.

3D stereoscopic rendering technique has been known and implemented re-
cently on many researches. Paul Baker [6] introduced a right method to stereo-
scopic rendering with an off axis setting for two offset cameras. His studies have
provided straightforward and fundamental theories to 3D stereoscopic rendering.
In 2011, Samuel Gateau from NVIDIA [3] presented that of technique with an
overview but concise and comprehensive information. The concrete implemen-
tation for such system can be found in the course BYO3D [12] by MIT media
laboratory. We utilize this work in our system as a part of handling the 3D
stereoscopic rendering.
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3 Technique Background

3.1 3D Stereoscopic Rendering

Stereoscopic rendering has been well studied and implemented widely by many
researchers in computer graphics field. With the development of display tech-
nology and the power of Graphics Card, implementing a 3D stereoscopic render
system in real-time is currently not a challenge. The systems involved that of
technique always aim to create the correct illusion of 3D depth by presenting a
left and right image to the human eyes. Human perception of depth will in turn
proceed the visual information taken from two eyes. Therefore, if the left and
right image are correctly sent to human eyes, the strong sense of depth can be
presented to the viewer as seeing the real world.

There are many methods for viewing a 3D stereoscopic rendered frame. In
our system, we use two methods to present the stereo images to the viewer. We
employ the common and traditional red and cyan glasses for a rapid 3D display
which is known as anaglyph, we also use another method called row-interlaced
stereoscopy using 3D display screen with glasses. Anaglyph is an old approach
but it is used to illustrate the basic principle of transmitting stereo images.
Anaglyph does not represent the colours faithfully. The interlaced display can
preserve the image colours but it has the restriction in view in position. The
viewer must look the screen in a straight direction and only moves the head
horizontally to observe the scene, otherwise the 3D stereo effects will no longer
be available.

In the standard graphics API, the frame is rendered and viewed by projecting
a virtual 3D scene onto the computer screen as a 2D image. A perspective projec-
tion performs perspective division to shorten and shrink objects. View frustum
defines those parts of the scene that can be seen from a particular position which
is camera position. In our approach with stereoscopy, we consider two cameras
presenting two eyes and a single projection plane. The object will be projected
differently based on the position of camera and the visibility of object will be
considered as well. It can be thought of as a window through which we can see
the world. It is obvious that when the viewer moves, the scene will change in
order that there are some parts of world being seen from one position but not
from other position, and the objects in scene are observed from different angles.

We want the system to render the scene view-dependently. It means that the
scenewill always have the right perspective to the viewer position.When the viewer
moves, the 3D scene should be rendered in such a way that the viewer is observing
the real objects. The rendered scenes will change in real-time but the scene per-
ceived by the human eyes must remain stable. Using perspective projection, the
scene will be scaled based on the depth, this projection will then be able provide a
depth cue. Therefore, such kinds of projection are called on-axis because the points
in frustum are chosen to be the points on the near plane along the z-axis which
is perpendicular to the screen plane. That projection is implemented by most of
graphics API. However, using it will result in various distortions of virtual scene
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Fig. 2. The concept of off-axis view

because the rendered frames are observed monocularly from an incorrect view-
point in case they should be seen in a straight pose towards the screen.

In order to implement that aspect, we use head-coupled perspective [2] which
means that we directly control the camera position by attaching it relatively to
the human face position. Furthermore, we also want to achieve the most correct
perspective of a 3D stereoscopic rendered scene, we employ an off-axis view which
is illustrated by an asymmetric frustum. By using this frustum in the system,
the distortion of object arising when the viewer looks at the screen from different
angles will be reduced at most. The Fig. 2 illustrates the distortion appeared
with different viewing angles [10].

3.2 Face Tracking

When applying a head-coupled perspective into the real-time rendering system,
there is always a tracking technique involved because the system must know
where the user’s eyes are located. The user eyes will be considered as two virtual
cameras and their positions will be assigned to the virtual camera’s positions
respectively. Those techniques are used with many researches on view-dependent
rendering because they are straightforward and easy to implement.

In our approach, we employ the stereo display methods which rely on the
glasses. The viewers must wear glasses so that they can perceive the 3D illusion
of the virtual scene. Wearable glasses will affect the accuracy of eyes detection
and tracking process because the features used to detect eyes are no longer true
and distinctive enough. Thus, the result is not trust-able for tracking eyes po-
sitions and assign to the virtual cameras. Addressing this problem, we choose
to track a human face position using digital camera. The eyes position can be
computed correctly because it is true that the eye’s position is always remained
relative to the face position. In addition to that issue, the algorithm used in
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detection the human face is robust and adaptable with many changes. For in-
stance, the viewer can wear a anaglyph or polarized glass without any negative
effects on the first face detection step. Based on that observation, we use a robust
face detection framework implemented by OpenCV called Viola-Johns[5]. This
framework describes a approach using machine learning to detect visual objects.
It combines four concepts which are Haar features, an integral image for rapid
feature detection, a machine-learning method and a cascaded classifiers[5].

Fig. 3. The Fig. (a) shows the examples of Haar features in OpenCV. The Fig. (b)
shows the first two Haar features in the Viola-Jones cascade.

In their detection framework [5], the detection features, which are the combi-
nation of sequence rectangles, are based on Haar wavelets. The sequent rectangles
form the better method to visual detection tasks. Because of the difference from
original Haar wavelet, the features they use are called Haar-like features. The
Fig. 3 shows some examples of the Haar features used in OpenCV and the first
two Haar features which are used in the original Viola-Jones cascades. To check
whether the Haar-like features are being presented in the image, they simply
use subtraction between the average dark-region and light-region pixel value.
The differences will be compared with a threshold achieved during a machine
learning process to decide the presence of those features in image. They use the
technique called Integral image. The integral value is calculated for each pixel.
This value is recursively computed by adding the sum of all the pixels from its
top left pixels. The process starts from the top left pixel of the image and tra-
verse to the right down [11]. Thus, the features are detected efficiently in every
location with some scales.

They use a machine-learning method called AdaBoost to decide the Haar-
like features and specify the threshold value. AdaBoost method selects a small
number of critical visual features from a larger set and makes an extremely
efficient classifiers. AdaBoost combines many classifiers which are assigned the
weight to create one effective classifier. They use a training face set as the input
for AdaBoost learning method, the threshold at each filter level is set to a value
at most that face examples in the training set can pass. This method is illustrated
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Fig. 4. The classifier cascade

in the Fig. 4 [11]. The image sub-region will pass through the filters, if that region
can pass all the filters in the chain, it will be classified as a human face.

After the first stage of face detection, we use another technique to track the
face. There are many tracking techniques based on the movement or the colour
histograms from the object we want to track. Using the techniques based on
the colour of object is fast, effective and rather widely implemented. However,
in our system when the viewer wears a glass, especially the red-cyan glass, the
incorrect tracking may occur. Tracking by using histogram can potentially miss
the face in the frame captured by camera due to the presence of some regions
having the same colours with the face such as the neck or some regions in envi-
ronment around the viewer. The inaccuracy as well as the failure of face tracking
breaks our system stability. Therefore, we involve a tracking technique based on
the movement of object, that technique is called Lucas-Kanade (LK) optical
flow [9].

The LK optical flow technique is typically used to track the optical flow of
a video. In our research, this technique will track the location of some specific
points in the face detected across multiple frames which the digital camera is
capturing. The basic idea of the LK algorithm rests on three assumptions. A
pixel from the image of an object in the scene will retain its appearance when
moving from frame to frame; this is known as brightness constancy. The motion
of a surface region changes slowly in time relatively to the scale of motion in
the image. The point belonging to the same surface will have the similar motion
with the neighbouring points in a scene.



704 A. Nguyen Hoang, V. Tran Hoang, and D. Kim

The LK optical flow technique will find the points of interest which are located
on the face of the viewer. Those points are in turn used to track the motion the
face so that we can decide the position to assign it to the virtual camera used
in stereoscopic rendering. In case that the interest points do not track the face
feature precisely, the stage of face detection will be invoked to relocate the face
and compute interest points.

4 Implementation

4.1 Stereoscopy with Asymmetric Frustums

We implement a stereoscopic real-time rendering system using OpenGL. It is
developed based upon fundamental and solid background theory on stereoscopy
made by many researchers in computer graphics field. We utilize a stereoscopic
rendering application [12] from the course ”Build your own 3D display” in SIG-
GRAPH 2011 to apply it into our research and finalize with the best performance
based on GPU rendering. The application gives the basic illustration of rendering
a scene off axis in stereoscopy.

In the system, we render the scene by locating two virtual cameras relatively
to the eye positions and the distance between two virtual cameras are computed
by eyes separation value. The pseudo code in below illustrates the steps in order
to create asymmetric frustum to each virtual camera in OpenGL. Two virtual
cameras positions will be computed by shifting main camera a half eyes sepa-
ration distance to the left and right alternatively. The width and height of the
window viewport are also computed in centimetre. The screen.pitch will return
the size of a pixel in centimetre. We continue to compute other values to form
the parameters to construct the asymmetric frustum.

OpenGL initializing asymmetric frustum pseudo code

compute x value of left/right camera position alternatively;
depthRatio = camera.near/camera.z;
halfWidth = window_width * screen.pitch/2;
halfHeight = window_height * screen.pitch/2;
left = -depthRatio * (x + halfWidth);
right = -depthRatio * (x - halfWidth);
bottom = -depthRatio * (camera.y + halfHeight);
top = -depthRatio * (camera.y - halfHeight);
set glFrustum() based on six standard frustum values;

In anaglyph stereo rendering, we use a fragment shader to specify three colour
modes of anaglyph which are full-colour, half-colour and optimized anaglyph.
The fragment shader will compute the output colour according to the user-
selected mode. We compute the anaglyph’s RGB values (ra, ga, ba) from the
RGB values of the left (r1, g1, b1) and right images (r2, g2, b2)[13]. We also use
a fragment shader for row-interlaced rendering mode. For each view of camera,
the shader evaluates the texture coordinate and extract the view mask value.
The fragment colour will then be assigned for the interlaced image.
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4.2 Face Tracking with OpenCV

In our system, we set up a digital webcam by mounting it into the top of the
screen where it lies exactly in the middle point of the top screen edge. The viewer
position is restricted to the distance from 40 centimetres to 100 centimetres in
order that the camera can capture a face with the best quality for detection task.

The frame as individual image extracted from the webcam will be used as
the input for the face detection. The viewer face will be detected as soon as
the frames are outputted from the camera. However, there is a restriction in
enabling the tracking step. We delay tracking until the viewer’s face moves into
the centre position of the sequence frames taken by camera in both vertical and
horizontal direction. Otherwise, we must adjust the camera vertically so that the
face appears in centre. Using such restriction, the relationship between face and
virtual camera’s position can be proportional to each other because we assume
that the starting position of face is to give a look towards the screen in the
straight orientation. In addition to this issue, we are able to calculate the centre
point of two eyes because it also has the relative position to the face. Finally, we
can retrieve the spatial changes from centre of eyes and assign it to the virtual
cameras.

We use the implementation in OpenCV for those theories which have been
discussed in section 3 - Technique background. OpenCV already implemented
the Haar Cascade classifier in order to use not only for face detection but also for
object detection generally. The face detector will examine each image location
and classify whether that location contains a face. The classification uses a scale
in size 50 x 50 pixels to scan faces and it runs through the image several times
to search for faces within a range of scales. OpenCV provides an XML file name
haarcascade frontalface default.xml which is the output after the learning
process on faces data. The classifier uses that file for decision on which location is
a face in the image. The face detector task is under form of an OpenCV method
called cvHaarDetectObjects. This method will use the classifier as a parameter.
The classifier is represented by CvHaarClassifierCascade class in OpenCV.

As discussed in the previous section, we use the algorithm called Lucas-
Kanade optical flow to track the face which is already detected in the detec-
tion step. The first thing to do with this algorithm is getting the feature we
want to keep track in frame by frame. In our case, that is the face. We in-
voke the OpenCV method cvGoodFeaturesToTrack to get the interest points
in the face region we have from the detecting phase. We then use those points
as the good features for tracking. After that, we continue to invoke the method
cvCalcOpticalFlowPyrLK. This optical flow function makes use of the good
tracking features and indicates whether the tracking is proceeding well [9]. By
using the combination of these two functions, we can obtain the effective track-
ing. Our system keeps running in real-time for both face tracking and stereoscopic
rendering.
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5 Discussion and Result

Our paper presents a technique for real-time rendering a stereoscopic scene which
involves the view-dependent aspect. The view-dependent rendering of a normal
3D scene was studied and implemented by many researchers. However, the stud-
ies on that of stereoscopy are still interesting research field. Some implementa-
tions have been introduced while the challenges on building the real-time system
still remain attractive because the computational cost for both stereoscopy and
face tracking is extremely high.

We also present an off axis frustum or asymmetric frustum by which the
perspective will be reflected as much realistic as the scene should appear in a
real environment. These techniques would be effective in case of implementing a
virtual reality system using the popular and simple devices. The user will need
only display devices for 3D stereoscopy and they will be able to look at the real
scene by only sitting front of the working place.

We develop and run our system on Windows 7 Ultimate version with service
pack 1. Our test platform is a CPU 3.7GHz Intel Core i7, NVIDIA GTX 480
graphics card as well as 16GB of RAM. For the stereo display, we use a 27-inch
3D screen with the polarized glass. Our system runs fast and smoothly with an
average of 30 FPS. We perform many changes in viewer position. The 3D object
appears stable to the viewer perception as a real object is floating out of the
screen or located behind the screen.

In the future, we will improve the performance of the system. With the 3D
stereoscopic scene changed by human view, the system would interest the learner
in case it is applied for education. We also would like to involve the hand gesture
tracking system in order to enable the interaction between the observer and the
virtual 3D objects rendered by our system.

6 Conclusion

In our research, we present and implement a 3D stereoscopic rendering system
in real-time based on the viewer’s face position. We make the combination of
3D stereoscopic rendering and face tracking techniques. By improving them, we
achieve a system having a good performance. By using our system, the user
can perceive the realistic scene in 3D and the observed scene therefore can be
considered as the scene in reality. The combination of those techniques helps us
implement a widely applicable system.
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Abstract. The optimization of the process of implementing virtual ex-
hibitions on the Web represents an interesting research area devoted to
simplify the design and the production of virtual exhibitions, particu-
larly for people with a scarce technical skill and strong competencies in
the area to which the exhibition is related to.

In the present paper we propose a web environment facilitating the
production of virtual exhibition through a series of operations: from the
virtual representation of the physical structure, starting from the image
of a 2D map that is processed to optimize the walls identification, to
the management of the artworks shown in the exhibition, including the
selection of the artworks and their positioning in the physical structure.
Finally the virtual exhibition may be released to the visitors, making the
virtual world available for the download on the client side.

Several technologies have been adopted in order to reach a user
friendly backoffice environment, suitable for being used by naive (from
the technology point of view) users, concentrated on the subject related
to the virtual exhibition: the OpenCV library which make possible to
produce the physical scenario in which the exhibition will take place
evaluating the measures from 2D maps, the SVG graphic format per rep-
resenting the map after having detected the boundaries of the provided
2D map, Ajax, X3D and X3DOM which enable the virtual environment
representation.

As a testbed we present the virtual museum of Villa Fidelia in Spello,
PG, Italy.

Keywords: Virtual exhibition, Web3D, OpenCV, X3D, X3DOM.

1 Introduction

In the last years the Virtual Reality is spreading in many areas: from video-games
to medicine and biology, from architecture to art history and cultural heritage.
Even at the business level, many companies are producing virtual reality services
based on the navigation and the exploration of interesting buildings, museums
and exhibitions that the final user can enjoy through virtual tours on the web.

In this paper we present a web environment which enables the production of
a virtual exhibitions, including the rendering of the physical environment, in a
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intuitive and easy way, particularly oriented to people unskilled in technology
but designated of arranging artworks in a exhibition environment.

Our work has been carried out in order to deploy two components: firstly we
implemented a tool which, extensively using the OpenCV (Open Source Com-
puter Vision) library [1,2], produces the virtual world of the venue of the virtual
exhibition starting from a 2D map. The virtual world related to the exhibition
area is then made using the Ajax [3] technology and producing an output file in
X3D language [4].

The procedure uses an algorithm which, as a function of the type of map used
(image or photo), performs a series of image manipulation in order to identify the
contours related to the physical structures (walls, corridors, etc) of the exhibi-
tion area. After having produced the digital map of the exhibition environment,
having detected all contours in the provided 2D map image, the user may cus-
tomize the scene, in a friendly manner on a suitable web environment, based on
the X3DOM [5, 6] technology, with textures and other shape properties. In our
research group X3DOM has been successfully used in various context (see for
example [7]) and we proved the real advantages of such technology that avoids
the adoption of external software plugins and allows to deploy virtual reality
applications entirely on the web.

Secondly, we implemented a back-office environment for the deployment of
the virtual exhibition. The artworks are managed by a MySQL database man-
agement system, which makes possible the artworks classification and retrieval.
Once defined the virtual world related to the exhibition area, the user can upload
to the database new artworks and/or select from the set of objects stored on it,
the artworks which are part of the virtual exhibition. The user arranges each
artwork in the exhibition area, using some intuitive tools available on the web
page. Once all artworks are properly located, the user can produce the archive
file containing the virtual exhibition, including all the necessary files.

The virtual exhibition can be advertised in a website, and the final user, after
having downloaded the files, may visit the virtual exhibition using the X3D
player Instant Reality [8].

The innovative aspects of our approach are mainly related to the algorithm we
used to build the physical structure from a bi-dimensional map, combining sev-
eral image processing techniques in order to detect the walls properly, and to the
tools implemented for managing and positioning the artworks in the environment
for deploying the virtual exhibition. Moreover, the web environment results easy
to use by non expert people for customizing the exhibition area. Last, but not
least, we emphasize the portability of the application among various platforms.

The paper is structured as follows: in section 2 the existing works related to
the implementation of virtual exhibition are discussed; in section 3 the algorithm
implemented for building the exhibition area from 2D maps is illustrated; in
section 4 the environment and tools available for customizing the exhibition
area are presented; in section 5 the artworks management and the deployment
of the virtual exhibition are discussed; finally in section 6 some conclusions and
the future work are presented.
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2 Related Works

Among the various tools and applications developed in the last years to deploy
virtual reality environments, the virtual exhibition is one of the most relevant
subjects. Google Art Project is one of the most famous and appealing tools,
that allow to visit museums and visualize artifacts at high resolution, being
based on the Street View technology, where the visitor is enabled to move inside
the scene. However, we can notice that there are no real interactive tools, the
scene is essentially static. Such approach works well on open spaces, but it is
not easy to use inside buildings and in small spaces and it may induce confusion
and disorientation in the user. Furthermore, Street View technology requires the
definition of the Viewpoints that need to be defined and stored in the database.
This may result in a difficult and complex work to be made by experts, often
unfeasible for medium and small museums.

A very nice application is VEX-CMS [9–11], a software which enables unskilled
people to deploy virtual exhibitions. The environment requires in input a 3D
model of the building where the exhibition will take place, implemented using
an authoring software. The software provides easy to use tools for setting up the
environment and the virtual exhibition and for defining the viewpoints. During
the set up phase the manager can add pictures, statues and artworks in general
and add textual information, images or web URLs. Moreover, the manager can
redefine size and position of each artwork, using the anchor points to facilitate
movements. In the final phase VEX-CMS allows to define a series of viewpoints
and a virtual tour, that the final user will experience through the VEX-CMS
Viewer. VEX-CMS is really a nice and good tool, despite the fact that the
components have to be implemented using 3D modeling software. VEX-CMS is
available for Windows operating systems.

3 Building the Structure from a 2D Map

One of the innovative aspects of our work is the possibility to easily create the
physical environment and the various rooms where the virtual exhibition will
take place from 2D maps, processing the related image by means of the OpenCV
routines, that are a powerful set of image processing routines released under the
BSD Open Source license. The library is composed by more than 500 routines
covering the areas of Image Filtering, Image Transformation, Histograms, Object
and Feature Detection, and Shape Description.

In Figure 1 the adopted algorithm is shown. In the first step the user specifies
if the map is represented by a photo or an image. In the first case, the photo is
processed to optimize the subsequent phases, in particular the identification of
contours. The photo related to the map is processed by the following functions,
in order to magnify the lines, reducing interferences and noise:
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GaussianBlur: blurs the image using a Gaussian filter reducing the grain-
iness and flaws;

adaptiveThreshold: optimize the image analysis when the image has variable
brightness and noise;

dilate: connects objects that should belong to a single form, mak-
ing the overall picture clearer;

erode: reduces the area of the objects making the image darker.

If the map is represented by a high quality image, as that produced by a
specific application (however not a photo), the image is processed identifying
the pixel with the lower value (closest to black) in order to emphasize the lines
and contours from the image background. Such value is used when calling the
threshold function, in inverse binary mode, in order to remove the intermediate
gray areas.

1. Input the type of file associated with the 2D map (photo or image)
2. if not photo:

a. Find the lowest value pixel
b. call threshold in inverse binary model

else:
call GaussianBlur
call variableThreshold
call dilate
call erode

3. call findContours
4. contour approximation
5. write the X3D file

Fig. 1. Algorithm implemented to identify the contours of a 2D map

The main phases of the process of building the exhibition environment from
a 2D map are the following:

- The image is processed by the OpenCV thresholding function, that uses some
filters to reduce the noise and magnify the lines of the map

- The function findContours returns all vertex and lines represented in the
map to identify the walls of the structure

- By means of the function approxPolyDP, contours are approximated to ob-
tain wall corners and the structure edges, removing some vagueness intro-
duced by the previous functions or by a non-optimal image quality;

- Once identified the walls present in the map, the height of the ceiling is
added and the virtual world is implemented in a web page making use of
X3DOM.

3.1 Thresholding

Such function transforms the pixel intensity of the image, expressed by the value
of m ranging in the interval [0, 255], in a binary image, made of black and white
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if m <= t or m > t, respectively, being t a selected thresholding value. The
threshold t may be constant or variable as a function of the image type. The
result of the thresholding function is the separation of a region of interest from
the image background. In general the global thresholding approach is suitable
for images having a single object of interest on a uniform background, like those
obtained from CAD or graphic programs or obtained scanning professional maps.

The thresholding function is expressed by the prototype shown in Listing 1.1.

double cvThreshold ( const CvArr ∗ src , CvArr ∗ dst , double
threshold , double max value , int t h r e sh o ld t yp e ) ;

Listing 1.1. Declaration of cvThreshold function

In addition to the parameters specifying the source and destination filenames,
(src and dst, respectively) our attention is drawn to the following parame-
ters: max value, the maximum value to be assigned to the considered pixel,
threshold, the threshold value, and threshold type, the type of threshold-
ing function invoked (global or adaptive). We set such values to 120, 255 and
THRESH BINARY INV, since for contours identification we need a binary im-
age with the pixel values set to 0 (black) or 255 (white). This may be expressed
from the rules shown in eq. 1:

threshold type = CV THRESH BINARY INV

dst(x, y) =

{
0 if src(x, y) > threshold

max value otherwise
(1)

The images of Figures 2(a) and 2(b) respectively show the considered map image
and the associated pixel values graph before applying the thresholding operation.
The blue line represents the adopted threshold value.

(a) Input map image (b) Associated pixel values

Fig. 2. Map image before thresholding
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The images of Figures 3(a) and 3(b), show the output map image and the
associated pixel values graph. It is interesting to notice that, thanks to the
applied type of threshold function, pixel values above threshold have been set to
white (255), while the remaining are set to black (0).

(a) Output map image (b) Associated pixel values

Fig. 3. Map image after thresholding

If the map image presents a high variation of luminous intensity, we may apply
the adaptive threshold function, that determines the right threshold, evaluating
the average luminous intensity in the neighborhood of the considered pixel.

3.2 FindContours

The identification of boundaries is one of the fundamental techniques of image
processing. The function returns a sequence of coordinates that once connected
represent the boundaries. The algorithm analyzes the image as a matrix, starting
from the upper left pixel. The rows are incremented from the top to the bottom,
while columns are incremented from left to right.

The algorithm has been implemented in two variants: in the first one the
image is analyzed and all contours are extracted using a tree structure, that
describes the degree of relationship (external or internal boundary), while the
second one ignores the internal components returning the list more quickly.

The process of identifying the boundaries is described in detail as follows:

1. Starting from the top-left element, the pixel values of the image are analyzed.
Whenever the value of the two contiguous pixels are (0, 1) for an external
boundary, or (≥ 1, 0) for an internal boundary, a new search of a boundary
is started.

2. The search process considers the eight neighboring pixels and proceeds find-
ing the contour, setting the pixel value to 2, until there are not anymore
pixels with value 1 or the original pixel is reached.
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3. The algorithm continues the search, according to the described method, until
the end of the image is reached.

4. The boundaries (pixel with value 2), are extracted and converted as output
values.

The algorithm is implemented by the function findContours whose prototype is
presented in Listing 1.2.

void f indContours ( const Mat& image , vector<vector<Point>>&
contours , vector<Vec4i>& hierarchy , int mode , int method ,
Point o f f s e t=Point ( ) )

Listing 1.2. Declaring findContours function

The first parameter represents the matrix associated to the input image, while
the second one is the vector containing the output values, hierarchydescribes the
hierarchy of the contours, mode the recognition mode, and method the approxima-
tion method. In this particular case we considered only external boundaries.

The listing 1.3 shows the call to the function findContours.

f indContours ( src , contours , h ierarchy , CV RETR EXTERNAL,
CV CHAIN APPROX SIMPLE) ;

Listing 1.3. Calling findContours function

3.3 ApproxPolyDP

ApproxPolyDP is a function based on the algorithm Ramer-Douglas-Peucker
that, starting from a curve composed by a set of segments, allows to derive a
second curve similar to the first but composed of a small set of segments. The
algorithm receives in input the set of points defining the curve and a value ε
that defines a distance. The ending points of the input curve are set as the
ending points of the new curve. The algorithm will select two points of the
curve recursively together with the most distant point from the segment which
connects the two points: if the distance is less than ε, then the point is discarded
and will not be part of the new curve. On the other hand, if the distance is
greater than ε, then the point will be selected and will be part of the new curve.
Recursively the procedure will be applied to the new two segments created by
the new point: the one made by the initial point and the selected point and the
other one made by the selected point and the final point. Once completed, the
function will return the curve made only by the selected points. In Listing 1.4
the call of the function approxPolyDP is shown, where Mat(contours[i]) is the
input matrix, approx is the output curve, 1.5 is the selected value for ε and the
last value indicates if the final curve has to be closed or not. Figure 4(a) shows
a contour before applying ApproxPolyDP function while Figure 4(b) shows the
result after having applyied the named function.

approxPolyDP (Mat( contours [ i ] ) , approx , 1 . 5 , t rue ) ;

Listing 1.4. Calling approxPolyDP function
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(a) Before the approximation

(b) After the approximation

Fig. 4. Contours approximation

After having applied the approxPolyDP routine, the contours are interpreted
and used for building the X3D virtual world related to the exhibition area.

4 Customization of the Exhibition Area

In this section we are presenting the back-office website that produces the virtual
exhibition. Once uploaded the file containing the image of the 2D map, the map is
processed to obtain the coordinates of the boundaries detected, according to the
method described in section 3. The result is shown in Figure 5: the map is created
on the client side using the Javascript library Raphael, that simplify the process
of making vector graphics on the web. The library uses the SVG graphic standard
format [12], displaying images in the Document Object Module (DOM); further-
more the library manages the events associated to the user interaction. From such
website the user is enabled to define the logical rooms (reserved to the exhibition
area), customizing the appearance of the floor and the walls. The website is based
also on X3DOM technology, to display the X3D scene as part of the DOM, avoid-
ing the need of adopting an external software plugin for such purpose.

4.1 The SVG Map

The points of the contours that have been identified processing the 2D map
provided by the user are stored in a file. Each contour is defined in a row, which
contain the sequence of 2D coordinates identified in the map provided by the
user. Each point is separated from the subsequent by a pipe (“|”) character.

A PHP program parses the file and displays the line identified by two sub-
sequent 2D coordinates, using the Raphael routines. In Listing 1.5 is shown a
sample call to the paper.path API to draw a line from point (100, 100) to point
(150, 150) with a specific set of attributes.

var l i n e 1 = paper . path ( ’M100 100 L150 150 ’ ) . a t t r ({
f i l l : ’ none ’ , s t roke : ’#000 ’ , ’ s t roke−width ’ : 3}) ;

Listing 1.5. Sample call to the Raphael library to draw a line to build the map
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Fig. 5. The map rendered in the web page, made using the boundaries detected pro-
cessing the 2D map. It may be customized by the back-office user, defining the logical
rooms, the wall and floor aspect.

4.2 Functionalities

The Figure 6 shows the web interface, which is composed by two distinct parts:
on the left hand side the X3D rendering of the virtual environment related to
the 2D map provided in input by the user is presented, while on the right hand
side there are several controls and a map, which enable the back-office user to
customize the environment.

The main functionalities may be summarized as follows:

- the movements on the 2D map on left hand side, are reflected into the virtual
world on the left panels;

- the user may select the entrance point of the exhibition area;
- it is possible to select one or more walls on the map;
- the selected walls may be used to define rooms;
- the wall may be customized with colors or textures;
- the virtual world may be exported in an archive.

5 Deploying a Virtual Exhibition

In this section we will describe the backoffice of the virtual museum and its
functionalities. The backoffice plays a main role in the entire system, allowing
administrator to virtually manage paintings and exhibitions in a straightforward
and intuitive way.

Once logged the administrator access a complete summary of all the data
stored in the system: paintings, packages, rooms and exhibitions. It is very im-
portant to distinguish between data that are uploaded by the administrator and
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Fig. 6. The Exhibition area, customized by the back-office user, is ready to host the
artworks the user may select from the items in the database, or adding new objects
and artworks

those that already exist in the system since the first utilization; therefore, it is
necessary to consider the hierarchy with which the data are stored. A package
can be viewed as an entire museum (or one of its floors) containing different
rooms, each one of that can be setup in a different way, using the paintings
stored in the system.

The backoffice consists in two different parts sharing the same information,
principally stored in XML files. The first part is entirely implemented using
PHP pages and functions, linked to opportune Javascript functions, amply us-
ing jQuery library; this part has the task to create and modify the XML files
related to paintings and exhibitions and to manage the upload of multimedia
files. The second part has the aim of supplying the backoffice administrator for
all the necessary tools to setup the exhibition and makes available all the files
to the final user, by means of Javascript functions and the X3DOM exceptional
potentialities.

5.1 Paintings

The interface (Figure 7) used for the paintings management is divided into two
sections: on the left side there is a list of all the paintings stored by the system;
in the right one all the information about the selected painting are available.

The procedure for the creation of a new painting is very rapid and consists
in few simple steps. Once clicked the ”New” button, a new painting will be
automatically added to the right side list and all the customizable fields will be
available on the right. In this way the user can add the information filling out the
related fields, specifying, for example, the title and the size of the painting. Then,
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Fig. 7. The page containing the list of the created paintings

it is possible to upload a picture of the painting and, if it is the case, multimedia
audio and video files. Clicking on the ”Save” button the information are sent
to the server that will immediately manage them, letting the user visualize the
new painting in the list.

The user can modify a painting simply selecting it from the list on the left
and clicking on ”Modify” button; the procedure is pretty similar to the painting
creation. It is possible to update any information in the fields, including the title,
the size and the associated picture. Only once the ”Save” button is clicked, the
information will be sent to the server. Moreover, the user has the opportunity to
delete one or more paintings, simply selecting them in the list using the related
checkbox and clicking o the ”Discard” button. Obviously, the cancellation of a
painting implies the withdraw of all multimedia attributes related to it.

5.2 Exhibitions

As the previous one, the interface used for the exhibition management (Figure
8) is also divided into two sections: a list on the left side and all the information
about the selected exhibition on the right side.

By means of ”New” button, a new exhibition is added to the list and it
becomes possible to define the related information using the fields on the right
side. Once inserted the name and selected the room to setup, the administrator
can add a brief description that could be useful to the final user to understand,
for example, what the exhibition is about; in fact, this description will appear in
the download section of the web site together with the exhibition name, but only
if the ”Visible” box has been checked. In this way, the backoffice administrator
can properly setup an exhibition and define all details before it will become
visible to the public.
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Fig. 8. The interface containing the list of the created exhibitions

To add paintings to the exhibition it is sufficient to select the selected artwork
from the list of the available artworks on the right hand side panel. Clicking on
the green arrow button, the artworks will be visualized on the left hand side; the
removal of an artwork can be obtained in a similar way, selecting the paintings to
remove in the left side panel and clicking on the red arrow button. If a painting
moves from a list to another, its color becomes red, in order to let the change
be more evident. Clicking on the name of a painting, a little overview of the
painting appears sideways and, together with the title and the author, facilitates
the definition of the exhibition.

As already seen for paintings, the procedures of change and removal are real-
ized by selecting the paintings on the left list and clicking on the ”Modify” or
”Delete” buttons, respectively. The changes become effective only after having
saved the modifications.

5.3 Virtual Exhibition Setup

Once the exhibition and its paintings have been defined, clicking on the ”Setup”
button it is possible to start to arrange paintings in the specified room.

The new interface (see Figure 9) contains in the central part the X3DOM
scene representing the room where the virtual exhibition has to be setup; on the
right side a panel allows to move and modify the paintings into the scene; finally,
at the bottom of the page the collection of paintings related to the exhibition is
shown.

Adding a painting to the exhibition is an easy and intuitive task. It is necessary
to move along the room using the X3DOM typical controls and once positioned
in front of the wall where to place the painting, choosing the painting from the
library and then clicking on the wall, it will be added into the scene.
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Fig. 9. The interface for the exhibition setup

After having added the painting, it is possible to select it with a click (the
selected object will be highlighted) and using the blue panel on the right, shown
in Figure 9 one can move it along the named wall. In fact, moving the white
circle, the picture will be moved accordingly along the wall on the scene.

It is important to note that the default size of the paintings are proportional
to the exhibition area, but it may be appropriated to scale the original size of a
painting, to increase the magnificence of the scene. We may do so, since we are
arranging a virtual exhibition and the real measures may be modified without
particular problems. For this reason, after a painting has been selected, its size
can be proportionally changed thanks to a slider; however, the administrator
can restore the original size of the painting using the ”Restore” button anytime.

The removal procedure can be realized selecting the painting into the scene
and then clicking on the ”Remove” button; this operation deletes the painting
from the current exhibition, but not from the library, allowing its inclusion in
the exhibition at a later stage, through the procedure previously described.

All changes will be applied only after the backoffice user performs the saving
operation. In fact, using the ”Setup” menu on the top, it is possible to cancel all
changes performed till then, reloading the last version saved. The ”Setup” menu
also offers the option of saving, that produces the X3D file containing the virtual
exhibition shown on the X3DOM panel, including all multimedia files related to
it. All files are compressed in a ZIP archive, that is placed in a predetermined
folder, that will be scanned during the download requests from the visitors.

The download section of the site allows to download a ZIP archive containing
the virtual world related to the physical structure, without any exhibitions.
Such package may have a size of many hundreds of megabytes in the case of
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very detailed textures or elaborate virtual reproductions. For this reason, the
exhibitions and the virtual world representing the physical structure can be
separately downloaded.

6 Conclusions

Virtual Exhibitions made available through the web may facilitate the commu-
nication in several fields, enhancing the possibility of institutions and company
to disseminate concepts, to advertise relevant artworks and sites and to promote
the diffusion of culture and beauty.

Our work was targeted on implementing an application able to simplify the
creation process of virtual exhibitions, starting from the creation of the exhibi-
tion environment (walls, corridors, exhibition rooms, etc) and then providing an
environment in which the artworks may be inserted into a database, classified
using metadata, enriched with multimedia information and managed, in order
to be included in a given exhibition. Once created a virtual exhibition may be
saved for future reference and use.

The approach described in this paper has been successfully applied to the
virtual exhibition of the “Sala della Limonaia” of the magnificent Villa Fidelia,
in Spello, Perugia, Italy. However the same approach may be extended not only
in the cultural heritage area as a whole, but also in other disciplines, in particular
it may facilitate the production of virtual laboratories, very useful in e-learning
applications [13–15].

In the digital era, we think such an approach and systems like the one we
implemented may facilitate the preservation of memory in several areas. Unfor-
tunately one drawback is the dependency on the software used for rendering the
deployed virtual exhibition on the final user client device. In fact, we choose
to let the user to download the virtual world related to the exhibition and to
navigate in it using the Instant Player software, instead of navigate on the web
page using the X3DOM approach. One of the future works will be the imple-
mentation in a X3DOM page of the deployed virtual exhibition. We have not
yet implemented all phases in such way mainly because we still are facing with
some current limitations of the X3DOM implementation.
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14. Gervasi, O., Tasso, S., Laganá, A.: Immersive Molecular Virtual Reality Based on
X3D and Web Services. In: Gavrilova, M.L., Gervasi, O., Kumar, V., Tan, C.J.K.,
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de Oliveira, Hugo Neves III-214
De Palma, Rinaldo III-481
De Paolis, Lucio Tommaso I-622, I-632
De Rosa, Fortuna IV-541, IV-572
DeSantis, Derek I-216
De Santis, Fortunato II-652
De Silva, Lasanthi N.C. I-264
Desjardin, Eric I-204
de Souza, Wagner Dias III-378



Author Index 725

de Souza, Wanderley Lopes V-475
de Souza da Silva, Rodrigo Luis I-646
de Souza Filho, José Luiz V-332
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Fusari, Elisa V-462
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Rodŕıguez, José I-452, V-636
Romagnoli, Manuela II-288
Romero, Manuel I-452
Roncoroni, Fabio I-608, IV-328
Rosi, Marzio I-47, I-69
Rotondo, Francesco IV-556
Rottenberg, Flavio II-312
Roudet, Céline II-113
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