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Abstract. In spite of the great number of diachronic studies in vari-
ous languages, the methodology for investigating language change has
not evolved much in the last fifty years. Following the progressive trends
in other fields, in this paper, we argue for the adoption of a machine
learning approach in diachronic studies, which could offer a more effi-
cient analysis of a large number of features and easier comparison of the
results across different genres, languages and language varieties. We sug-
gest the use of statistical tests as an initial step for feature selection in
an approach which uses the F-measure of the classification algorithms as
a measure of the extent of diachronic changes. Furthermore, we compare
the performance of the classification task after the feature selection made
by statistical tests and the CfsSubsetEval attribute selection algorithm.
The experiments were conducted on the British part of the biggest ex-
isting diachronic corpora of 20th century written English language – the
‘Brown family’ of corpora, using 23 different stylistic features. The results
demonstrated that the use of the statistical tests for feature selection can
significantly increase the accuracy of the classification algorithms.

1 Introduction

Approaches to text classification continue to develop from those based on knowl-
edge engineering techniques that prevailed in the 1980s, in which classifiers were
defined manually by domain experts. In the 1990s, these methods were super-
seded by those relying on machine learning which provided high levels of efficacy,
cost effectiveness, in terms of time and manual effort, and easy adaptation for
use in different scenarios and domains [26]. Continuous methodological improve-
ments in the field of text classification has led to the adoption of more effective
and less labour intensive approaches in place of those requiring a large amount
of human annotation. By contrast, approaches to the linguistic study of stylistic
variation and change were more conservative and did not follow the progressive
trends in other related fields.

Early work in the field of stylistic variation and change was based on histori-
cal and sociolinguistic approaches, e.g. [14,1,4]. The next generation of stylistic
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variation studies, e.g. [7,8] employed a corpus-based methodology and the multi-
dimensional framework presented in [5,6]. The same methodology was used in a
great number of subsequent diachronic studies, e.g. [32,33]. Another set of corpus-
based diachronic studies was initiated by the emergence of the diachronic part
of the ‘Brown family’ of corpora in the 1990s. These corpora offered a possi-
bility for diachronic comparison of various lexical, grammatical, syntactic and
stylistic features in two major English language varieties – British and American
[21] in the period 1961–1991/2. Many diachronic studies of these corpora (e.g.
[23,22,24]), shared the same methodology. The corpora were POS tagged, change
was presented in terms of absolute and relative differences between the corpora
and the statistical significance of that change was measured using the log like-
lihood function. The first attempt at completely automated feature extraction
from the raw text version of these ‘Brown family’ of corpora in diachronic stud-
ies was reported in [30]. The corpora were parsed with Connexor’s Machinese
Syntax parser1 and the features were automatically extracted from the parser’s
output. Statistical significance of the results was measured by the t-test.

In this paper, we adopt the hypothesis that diachronic language change could
be seen as a classification problem and therefore addressed by machine learning
techniques. To illustrate, if we wish to investigate the degree of change in certain
features between the texts published in 1961 and 1991, we could train a classifier
on a representative set of labeled texts (using the selected features as variables)
and then classify a set of randomly selected unlabeled texts using this classifier.
The performance of the classifier (in terms of the F-measure), would then repre-
sent the extent of diachronic change in the selected features. In the cases where
diachronic changes were most pronounced, the F-measure obtained by the clas-
sification algorithm will be at its highest level. More importantly, by using the
machine learning approach, we could also take advantage of existing attribute
selection algorithms in order to single out from a large set of initial features,
those features which underwent the most extensive changes over the observed
period. In this paper, we wanted to investigate whether statistical tests and the
CfsSubsetEval attribute selection algorithm [15] would improve the accuracy of
diachronic classification and whether they would select the same subsets of fea-
tures. In order to do so, we applied several well-known classification algorithms
(Näıve Bayes and different versions of Logistic and Support Vector Machines
functions) in Weka2 on the texts from the British part of the ‘Brown family’ of
corpora, using different subsets of the 23 initial features.

2 Related Work

Altmann et al. [3] and Kroch [19] proposed the logistic function as the underly-
ing S-shaped curve of linguistic change. Although the correctness of this choice
was not proved at the time, it was generally considered appropriate to use this
function in statistical studies of changing percentages of alternating forms over

1 http://www.connexor.eu
2 http://www.cs.waikato.ac.nz/ml/weka/

http://www.connexor.eu
http://www.cs.waikato.ac.nz/ml/weka/


Feature Selection in Diachronic Text Classification 275

time ([2,29] in [18]). Twenty years later, Geisler [13] used logistic regression in
the study of relativisation variation in Ulster English [12]. Therefore, we decided
to include the classifier based on the logistic function for our experiments.

A survey of previous diachronic studies of the ‘Brown family’ of corpora mo-
tivated the development of our initial feature set. Leech and Smith [22] reported
a reduction in the use of passive voice between 1961 and 1991/2 in both British
and American English. Stajner and Mitkov [30] investigated diachronic changes
of four stylistic features: average sentence length, Automated Readability Index
[27], lexical density and lexical richness [11]. The results revealed statistically
significant changes in these features between 1961 and 1991/2 in both varieties
of English and across all four main text categories (Press, Prose, Learned and
Fiction). Although in both cases the authors differentiated only between texts
across the four main text categories, it is reasonable to expect that some signifi-
cant changes of these features would also be reported in a separate investigation
of the sub-genres (A–R, see Table 1). Mair et al. [23] compared the frequency of
occurrence of words with particular parts of speech in the British part of the cor-
pora. They reported a significant increase in the number of nouns and adjectives
and a decrease in the frequency of occurrence of pronouns in all four main text
categories over the observed period (1961–1991). Usage of verbs underwent a sig-
nificant increase in the Press and Science categories, and a significant decrease
in the Prose and Fiction categories. In the study reported in the current paper,
we investigated nine different POS tags. We differentiated between texts across
sub-genres (A–R) and calculated two different types of tag frequencies – tag fre-
quency as a percentage of the selected tag in the whole text and tag frequency
as an average per sentence. Stajner and Mitkov [31] reported some significant
changes in sentence complexity in the period 1961–1991 in three genres of the
British part of the corpora.

Identifying the best set of features for a particular classification task is one of
the central problems in machine learning. The CfsSubsetEval attribute selection
algorithm uses a correlation based approach to the feature selection problem.
It is based on the idea that “good feature sets contain features that are highly
correlated with the class, yet uncorrelated with each other” [15]. When compared
with a wrapper, the CfsSubsetEval gave similar results to the wrapper and even
outperformed the wrapper on small datasets [15].

3 Methodology

The corpora, features and experimental settings used in this study are presented
in the following three subsections.

3.1 Corpora

We used only the British part of the aforementioned ‘Brown family’ of corpora
[21]:

– the Lancaster-Oslo/Bergen Corpus of British English (LOB);
– the Freiburg-LOB Corpus of British English (F-LOB).
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These two corpora are mutually comparable [21] and contain texts published in
1961 and 1991, respectively.3 Each corpus consists of approximately 1,000,000
words (500 texts of about 2000 running words each). The texts cover fifteen
different text genres (Table 1), which could be further grouped into four, more
generalised, categories: Press (A–C), Prose (D–H), Learned (J) and Fiction (K–
R). The corpora were used in their untagged, raw text versions and parsed with

Table 1. Structure of the corpora

Category Code Genre # texts

Press
A Press: Reportage 44
B Press: Editorial 27
C Press: Review 17

General Prose

D Religion 17
E Skills, Trades and Hobbies 38
F Popular Lore 44
G Belles Lettres, Biographies, Essays 77
H Miscellaneous 30

Learned J Science 80

Fiction

K General Fiction 29
L Mystery and Detective Fiction 24
M Science Fiction 6
N Adventure and Western 29
P Romance and Love Story 29
R Humour 9

Connexor’s Machinese Syntax parser in order to achieve consistent, highly accu-
rate sentence splitting, tokenisation, lemmatisation and part-of-speech, syntactic
and functional tagging.

3.2 Features

Twenty-three stylistic features (automatically extracted from the parser’s out-
put) were exploited (Table 2). Nine different POS tags were considered: N
(noun)4, A (adjective), PRON (pronoun), DET (determiner), ADV (adverb),
V (verb)5, CC (coordinative conjunction), CS (subordinate conjunction), PREP
(preposition). Each POS tag was represented by two separate features: (1) the
percentage of tokens tagged with that POS in each text; and (2) the average
number of tokens tagged with that POS per sentence. Therefore, the last two
rows in Table 2 account for 18 different features in total.

Connexor’s Machinese Syntax parser was reported to achieve 99.3% accuracy
in POS tagging on Standard Written English (benchmark from the Maastricht
Treaty) [10]. Details of the parser’s tokenisation and lemmatisation processes
can be found in [30], while the details of passive and finite predicator marking
procedures can be found in [31].

3 Both corpora are publicly available as a part of the ICAME corpus collection at
http://www.hit.uib.no/icame

4 The ABBR morphological tag was counted as occurrence of a noun (N).
5 The morphological tags ING (present participle) and EN (past participle) were
counted as occurrences of a verb (V).

http://www.hit.uib.no/icame
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Table 2. Features (Key: c – total number of characters in a text; w – total number
of words in a text; s – total number of sentences in a text; tokens – total number of
tokens in a text; passive – total number of passive constructions in a text; active – total
number of active constructions in a text; simple s – total number of sentences in a text
which have 1 finite predicator at the most; complex s – total number of sentences in a
text which have 2 or more finite predicators)

Feature Code Formula
Average sentence length ASL ASL = w/s
Coleman-Liau readability index CLI CLI = 5.89(c/w) - 29.5(s/w) - 15.8
Lexical richness LR LR = (unique lemmas)/(unique tokens)
Passive voice (%) PASS PASS = passive/(passive+active)
Sentence complexity COMPL COMPL = (simple s)/(complex s)
Part-of-Speech (%) POS per POS per = POS/tokens
Part-of-Speech (on average per sentence) POS av POS av = POS/s

3.3 Experimental Settings

First, we wanted to explore whether it is reasonable to expect that these 23 stylis-
tic features would differ between the texts published in 1961 and those published
in 1991, if we investigate them in each sub-genre (A–R) separately. Therefore,
we conducted two sets of preliminary experiments. The Shapiro-Wilk’s W test
(offered by SPSS) was applied in order to determine whether the features follow
the normal distribution across all thirteen genres in the two observed years. Ad-
ditionally, the skewness and the existence of outliers was examined by using the
box-plot. As the results demonstrated that the distribution of certain features in
certain genres was significantly different from the normal distribution, we were
not able to apply the t-test as a measure of statistical significance of the changes
in all cases. In the cases where the distribution of the features was not approx-
imately normal in both samples, we applied a non-parametric statistical test
(Kolmogorov-Smirnov test).6 The results of these statistical tests revealed signif-
icant differences in all 23 features, though in different subsets across the thirteen
analysed genres. After these two preliminary experiments, which justified the
use of the 23 initial features, we applied several Machine Learning algorithms
in Weka Experimenter [34]: Support Vector Machines [25,17], Näıve Bayes [16],
Logistic [9] and Simple Logistic [20,28] to classify the texts according to the year
of publication – 1961 or 1991, using 5-fold cross-validation with 10 repetitions.
The experiments were conducted separately for each text genre (A–P, excluding
M)7, thus enabling a comparison of diachronic changes in the period 1961–1991
across these thirteen text genres. We conducted three sets of experiments which
differed in the subset of features they used:

– Experiment I: Using all 23 features;
– Experiment II: Using only the features marked as significant (at a 0.05 level

of significance) by the statistical tests;

6 We followed the same method for deciding on the appropriate statistical test as
described in [31].

7 Genres M and R were excluded from our analysis as they contain less than 10 texts
in each corpus which is insufficient for the Machine Learning approach.
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– Experiment III: Using only the features selected by the CfsSubsetEval at-
tribute selection algorithm [15].

The comparison of the results obtained from these three experiments allowed us
to further explore the potential of such a machine learning approach in diachronic
studies. The goal was to answer the following questions:

1. Could the use of the statistical tests as a preprocessing (feature selecting)
step improve the classification accuracy? (Comparison of the results of the
first and second experiment).

2. Would the classification accuracy be improved if only the features selected
by the CfsSubsetEval attribute selection algorithm were used? (Comparison
of the results of the first and third experiment).

3. Would the CfsSubsetEval attribute selection algorithm be consistent with
the results of the statistical tests? (Comparison of the results of the second
and third experiment).

4 Results and Discussion

The results of the classification experiments are presented in Table 3. Column
‘Exp.’ contains the label of the experiment (I, II, III or III+). While running the
CfsSubsetEval attribute selection algorithm in the third experiment, it was noted
that in the cases when it actually cannot find the best subset of features, the al-
gorithm returns the first feature in the given list of all features as the best one.
In those cases, the value of ‘the merit of best subset found’ is zero, while in the
case of successful feature selection ‘the merit of best subset found’ has a value
greater than zero. Therefore, in the first of these cases, an additional classification
experiment was carried out – Exp. III+– on the features selected by the CfsSub-
setEval algorithm applied only on the subset of the initial set of features (those fea-
tures reported as significant by the statistical tests). Columns ‘NB’, ‘Log.’, ‘SLog.’,
‘SMO(s)’, and ‘SMO(n)’ contain the F-measures of the five following classifica-
tion algorithms: Näıve Bayes, Logistic, Simple Logistic, Support Vector Machines
(with previous normalisation of the data), Support Vector Machines (with previ-
ous standardisation of the data) used in 5-fold cross-validationwith 10 repetitions.
Column ‘#feat.’ contains the number of features used in each experiment. The
highest obtained F-measure in each genre is shown in bold. As each genre con-
tains the same number of texts published in 1961 and those published in 1991,
the baseline accuracy in all genres could be considered to be 0.5. All comparisons
between the results of experiment I and any other experiment were done pairwise
using the paired t-test at a 0.05 level of significance. The statistically significant
differences are shown in bold, with significantly lower results presented with an
‘*’, and significantly higher results presented with a ‘v’.

From the results presented in Table 3 it can be noted that in all cases where
a statistically significant difference between the results of the first and second
experiments was reported (genres B and N), the F-measure was lower in exper-
iment I which uses all features. This indicates that the use of statistical tests



Feature Selection in Diachronic Text Classification 279

Table 3. Results of the classification experiments

Code Genre Exp. NB Log. SLog. SMO(n) SMO(s) #feat.

A Press: Reportage
I 0.69 0.74 0.81 0.79 0.84 23
II 0.76 0.81 0.78 0.78 0.77 8
III 0.76 0.74 0.72 0.74 0.73* 3

B Press: Editorial
I 0.62 0.68 0.74 0.75 0.66 23
II 0.80v 0.81v 0.79 0.77 0.78 4
III 0.72 0.73 0.73 0.72 0.73 1

C Press: Review
I 0.61 0.72 0.73 0.74 0.76 23
II 0.69 0.71 0.72 0.73 0.71 2
III 0.75 0.72 0.74 0.78v 0.75 1

D Religion
I 0.71 0.72 0.76 0.74 0.74 23
II 0.78 0.63 0.79 0.79 0.77 5
III 0.84 0.80 0.81 0.81 0.82 1

E Skills, Trades and Hobbies
I 0.56 0.62 0.66 0.64 0.62 23
II 0.62 0.62 0.62 0.54 0.61 2
III 0.61 0.61 0.61 0.59 0.61 1

III+ 0.61 0.61 0.61 0.59 0.61 1

F Popular Lore
I 0.45 0.54 0.65 0.61 0.61 23
II 0.53 0.62 0.64 0.56 0.61 3
III 0.59 0.67 0.67 0.50 0.66 1

G Belles Lettres, Biographies...
I 0.57 0.70 0.72 0.68 0.71 23
II 0.60 0.67 0.67 0.63 0.66 6
III 0.63 0.62 0.61 0.62 0.64 2

H Miscellaneous
I 0.55 0.60 0.65 0.59 0.61 23
II 0.55 0.57 0.62 0.55 0.58 3
III 0.63 0.62 0.62 0.64 0.61 1
III+ 0.50 0.62 0.62 0.35 0.55 1

J Science
I 0.65 0.74 0.71 0.69 0.74 23
II 0.70 0.72 0.72 0.69 0.71 6
III 0.71 0.73 0.72 0.69 0.73 3

K General Fiction
I 0.52 0.47 0.48 0.55 0.50 23
II 0.63 0.65 0.64 0.65 0.64 3
III 0.54 0.55 0.56 0.43 0.51 1
III+ 0.59 0.61 0.60 0.50 0.55 1

L Mystery and Detective Fiction
I 0.35 0.57 0.58 0.54 0.56 23
III 0.50 0.46 0.58 0.37 0.42 1

N Adventure and Western
I 0.69 0.57 0.55 0.58 0.45 23
II 0.70 0.71 0.68 0.69 0.69v 2
III 0.69 0.67 0.68 0.72 0.70v 1

P Romance and Love Story
I 0.60 0.56 0.54 0.56 0.51 23
II 0.65 0.64 0.63 0.66 0.63 2
III 0.63 0.63 0.62 0.58 0.59 1
III+ 0.66 0.68 0.68 0.67 0.67 1

as a preprocessing step could enhance the diachronic classification of texts. In
comparison with the results of the first experiment (Exp. I), the use of the Cf-
sSubsetEval attribute selection algorithm (Exp. III) significantly increased the
classification performance in two cases (genres C and N), while it significantly
decreased the classification accuracy in genre A.

The use of the classification algorithms based on the logistic function (columns
‘Log.’ and ‘SLog.’) led to the highest F-measure in 9 genres (B, C, E–L, and P),
while the classification algorithms based on Support Vector Machines (columns
‘SMO(n)’ and ‘SMO(s)’) led to the highest results only in 5 genres (A, C, J, K,
and N). This might be interpreted as support for the idea that the diachronic
change is best presented by the logistic function [3,19].
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The results presented in Table 3 also indicate that the stylistic changes (in
terms of these 23 initial features) were most pronounced in the Press category
(genres A–C). Genres belonging to the Prose category underwent less extensive
stylistic changes than those in the Press genre, as the F-measures are significantly
lower in Prose than in the Press category. It can also be noted that within the
Prose category, genre D (Religion) stands out in with the highest classification
accuracy which leads to the conclusion that the stylistic changes were more
pronounced in that genre than in the other four, thus making this genre an
outlier in its category.

A more detailed analysis of features marked as significant by statistical tests
and those returned by the CfsSubsetEval attribute selection algorithm as part
of the best subset of features (Table 4) revealed that the features selected by the
CfsSubsetEval algorithm are a subset of features marked as significant by statis-
tical tests, in all cases where the CfsSubsetEval algorithm was successful (‘the
merit of the best subset found’ above zero). In the cases when the CfsSubsetEval
algorithm is unable to find the best subset of features, the algorithm selects the
first feature in the given list of features, with ‘the merit of best subset found’
equal to zero.

Table 4. Selected features in experiments II, III and III+

Genre Exp. II Exp. III Exp. III+

A ASL, LR, PASS, COMPL, V per, V av, N av, det per LR, COMPL, v av /
B LR, det per, prep per, sc av LR /
C LR, COMPL LR /
D n av, prep av, adj per, adj av, CLI CLI /
E LR, CLI CLI* CLI*
F pron per, pron av, CLI CLI /
G LR v per, n per, sc per, sc av, CLI CLI, n per /
H ASL, det av, prep av CLI* ASL*
J PASS, det per, det av, prep per, prep av, CLI CLI, prep per, det per /
K COMPL, adv av, cc per CLI* adv av
L / CLI* /
N n per, CLI CLI* CLI*
P LR, adv per CLI* LR*

The results of experiment III+ were found to be significantly better than those
of experiment III when CfsSubsetEval:

– fails to find the best subset of the initial features (selected feature in column
‘Exp. III’ in Table 4 is marked by an ‘*’),

– succeeds in finding the best subset of those features reported as significant
by statistical tests (selected feature in column ‘Exp. III+’ in Table 4 is not
marked by an ‘*’).

Although in our data set we found only one such case (genre K), we could still
say that the safest way to use the CfsSubsetEval attribute selection algorithm
would be to apply it only to a subset of initial features (only those features which
were marked as significant by the statistical tests).
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5 Conclusions

The results presented in this study indicated that the stylistic diachronic changes
of written British English in the period 1961–1991 were significantly more pro-
nounced in the Press category than in three other text categories (Table 3).
They also demonstrated that the genres within the same broad text category
are very heterogeneous. In each of them, different groups of features underwent
a significant diachronic change (Table 4) and the extent of those changes dif-
fered significantly across them (Table 3). The results also indicated that lexical
richness (LR) and the Coleman-Liau readability index were the features which
significantly changed in most of the investigated genres (Table 4).

On the basis of the comparison of the results of different experiments, we can
conclude that the use of the statistical tests as a preprocessing (feature selection)
step, significantly increases the classification accuracy in several cases, while in
others it does not have any significant influence. Therefore, we suggest the use of
the statistical tests as a preprocessing step in other diachronic text classification
tasks. When compared with the CfsSubsetEval attribute selection algorithm, the
statistical test achieved significantly better or equal performance (with the only
exception in genre D, for the Näıve Bayes classification algorithm). In most cases,
this was due to the fact that the CfsSubsetEval algorithm selects the first feature
in the given list of features in the cases when it is not able to find a subset with
‘the merit of best subset found’ greater than zero. The use of the CfsSubsetEval
attribute selection algorithm on the subset of features previously selected by the
statistical tests, significantly improves the classification accuracy (genre K) or
it leaves it unchanged. The statistical tests when used in the preprocessing step
on their own, either significantly improve the classification accuracy (genres B
and N) or they do not lead to any significant differences. Therefore, we suggest
either the use of the statistical tests on their own or the combination of the
CfsSubsetEval attribute selection algorithm with them in the preprocessing step
of diachronic text classification.

Most importantly, the presented study demonstrated various possibilities that
the machine learning approach can offer to the investigation of language change.
By partially automating the process, it can speed up and facilitate the initial
phases of language change studies, by providing a broad overview of possible
changes and selecting the most important features from a potentially large ini-
tial set, which would be the subject of closer investigation. A machine learning
approach could also offer an easier comparison of diachronic changes across dif-
ferent genres, languages and language varieties.
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