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Preface

The 8th International Symposium on Heating, Ventilation, and Air Conditioning—
ISHVAC2013 is held in Xi’an, China from October 19 to 21, 2013, organized by
Xi’an University of Architecture and Technology, and co-organized by Tsinghua
University and The University of Hong Kong. The proceedings consist of over 220
peer-reviewed papers presented at the ISHVAC2013. We sincerely hope that the
8th International Symposium of Heating, Ventilation, and Air Conditioning will
provide a good platform again to HVAC experts and researchers in China and
elsewhere share their latest research findings and new technology development,
and looking into the future of HVAC.

Xi’an has more than 3000 years of history as one of the four great ancient
capitals of China. Xi’an has now re-emerged as one of the important cultural,
industrial, and educational centers in China. History tells us a lot. The history of
HVAC is much shorter. Addington (2001) wrote, after the 1918—-1919 influenza
pandemic, which killed more people than World War 1, “Engineers and manu-
facturers were quick to capitalize on the public’s concern with cleanliness, and
pointed out that the air handler could produce ‘manufactured weather’ that was
cleaner and purer than what nature provided (Carrier 1919). In spite of the
continued work of open-air enthusiasts such as Winslow and Dr. Leonard Hill
during the next several decades to challenge mechanical systems, most of the early
ventilation laws remained in place and the air-handler-based system became the
standard for conditioning interior environments.” The new revitalization of
natural ventilation and new development of mixed-mode ventilation in the last
10 years confirms the wisdom of Winslow and Dr. Leonard Hill.

The success of HVAC is and will also be judged in the balance of providing
people a comfortable and healthy indoor environment and using the minimum
resources and energy. The key to the success of HVAC is in understanding the
human physiological needs in thermal comfort and healthy air, and the roles
played by human behavior, which is dynamical in nature. We cannot just focus on
the HVAC technologies as we have done in the past 100 years.

Urbanization is a huge thing in rapidly developing countries such as in China.
More than 50 % of the world’s population now lives in cities. The urban popu-
lation will reach 1 billion by 2030 in China. In the next 10 years, it is expected at
least 1 % of the population will become urban dwellers every year. The expec-
tation for better indoor environment is also on the rise in China and other
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developing countries as the living standard rises. Building consumes a large
proportion of our energy in the world. Efficient HVAC is the key in high per-
formance buildings. Continuing urban warming has been observed and studied in
many megacities in the world. Just imagine if you are asked to cool the air in a
Mong Kok district in Hong Kong or Wang Fu Jing Street in Beijing by a few
degrees, what would you do? When shall we design a city just like a designing a
building? What can HVAC engineers and researchers help?

Xi’an literally means “Peaceful in the West” in Chinese, and it was historically
known as Chang An (“Perpetually Peaceful”). We also wish that the world will
not only peaceful, but also sustainable. The HVAC engineers and researchers have
a great role to play.

Finally, the conference organizing and the high quality of the proceedings are
the result of many people’s hard work, dedication, and support. The first appre-
ciation goes to the members of the International Scientific Committee. Great
appreciation should also go to many people who worked tirelessly on the
Organizing Committee. We greatly appreciate for their special contributions of all
the sponsors and cooperators.

We also express our thanks to the authors who enthusiastically presented their
works, ideas, and results.

Angui Li
Yingxin Zhu
Yuguo Li
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Chapter 1

Study of the Environmental Control
of Sow Farrowing Rooms by Means
of Dynamic Simulation

Enrico Fabrizio, Gianfranco Airoldi and Roberto Chiabrando

Abstract While there has been a great reduction of the energy demand of civil
buildings in recent years, the energy demand for the environmental control of
livestock buildings is still high, due to high outdoor air changes. In a livestock
building, a compromise between different requirements (reducing the heating
energy in winter season, avoiding heat stress for animals in summer season,
controlling the relative humidity, controlling ammonia and hydrogen sulfide
concentrations) has to be done and contributes to complicate the design of the
structures and the operation of the ventilation system. Moreover, depending on the
animal species, ages and type of housing, the environmental control requirements
change considerably. In the present work, dynamic building simulation is applied
to a portion of a swine unit, in particular the sow farrowing room and weaned pigs
nursery, where the effects of some important construction and HVAC system
choices that influence the temperature and humidity conditions and the sow
thermal comfort were investigated. The results show that the use of variable flow
rate fans, able to implement in the summer season free cooling with the outside air,
coupled to a building structure sufficiently massive to exploit the effect of free
cooling, is surely promising. The thermal insulation is useful to reduce the energy
consumption for heating in winter and does not affect the summer overheating.

Keywords Free cooling - Swine farm . Sow farrowing room - Dynamic
simulation
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1.1 Introduction

The numerical simulation of the building energy performance, in particular the
dynamic building simulation, that is able to verify the energy performance of a
building under the operating conditions and evaluate the effects of various design
choices, is widely used in research works and in many professional applications in
the civil sector. This is due to many factors, including the spread of computer
codes increasingly detailed and freely available online, the study of simulation
models of building components and innovative plant designs, the need to meet
long-term energy performance requirements imposed by law or such as to give a
score within the tools for sustainable building. Conversely, the use of dynamic
simulation appears limited as regards the manufacturing buildings such as live-
stock and greenhouse buildings. In such cases, in which the use of the active
indoor climate control is limited for reasons of technological and economic
opportunities, the use of instruments which enable the evaluation of passive cli-
mate control strategies (linked to the building structure) such as the dynamic
energy simulation would be particularly useful. For livestock buildings, usually
self-made calculation tools are employed, see for example [1] and [2] in case of
swine buildings. In the present work, the dynamic building simulation was applied
to a sow farrowing room and the effects of some important construction and
HVAC system choices were investigated.

1.2 Materials and Methods
1.2.1 The Calculation Tool

The dynamic simulation of the sow farrowing room was conducted by means of
the EnergyPlus software (www.appsl.eere.energy.gov/buildings/energyplus), one
of the most recent and updated software tool for the simulation of the energy
performance of the building and of the primary and secondary systems, widely
used at international level. Even though the software was not designed for par-
ticular buildings such as livestock buildings and greenhouses, this simulation was
conducted exploiting the capabilities of the software and adopting the pertinent
assumptions. An example of application of EnergyPlus for the study of the thermal
behaviour of a greenhouse can be found in [3].

In EnergyPlus the thermal load is determined by computing the Air Heat
Balance on a time step of 1/6 of an hour. The thermal conduction through heat
transfer surfaces is computed by means of the CTFseries method. The radiative
heat exchange is computed in detail, distinguishing between the short-wave and
long-wave radiation. Due to the fact that the indoor humidity was also studied in
the simulation, the effect of the vapour inertia of the indoor surfaces was taken into
account by means of the effective moisture penetration depth (EMPD) model.


http://www.apps1.eere.energy.gov/buildings/energyplus
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Fig. 1.1 View and dimensions of the sow farrowing room under consideration

1.2.2 The Reference Building

A reference building consisting of a sow farrowing room in a swine farm, equipped
with forced ventilation, for a total of 10 sow and 84 m? (Fig. 1.1 left) was
assumed. The dimensions are reported in Fig. 1.1 right; the room is configured as a
portion of a building whose longitudinal axis is oriented along the direction east—
west; the side walls are therefore adiabatic. The pent roof is oriented to the south.
In the initial configuration, the constructions are made of gas concrete (30 cm) for
the external walls, insulated plate (10 cm) for the roof and polycarbonate single
pane windows for the openings. The floor is a plastic grid that separates the indoor
environment from the sewage pit, that is 90 cm deep and made of concrete. There
is an air heating HVAC. The mitigation of the thermal conditions during the
summer is made by increasing the outside air flow rate (free cooling).

1.2.3 Boundary Conditions

The use of the sow farrowing room is as follows:

e 7 days: presence of the pregnant sows in each pen;
e 28 days: presence of the lactating sows and 11 piglets for each sow/pen;
e 7 days: cleaning and disinfection.

The above cycle is repeated 8.7 times during a calendar year. The sensible and
latent heat loads due to the presence of the animals were estimated on the basis of
CIGR values [4], assuming a body weight of pregnant and lactating sow of 200 kg
and a variable weight of piglet from 1.2 kg—at birth—to 8 kg, with a daily
average increase of 240 g. To evaluate the total load and split it between sensible
and latent, a winter season, a summer season and an intermediate season were
identified. The profiles of the sensible and latent heat loads due to animals were
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normalized to a maximum value of 6,190 W for the sensible load and of 6,500 W
for the latent load.

The contribution to the energy balance due to the manure was estimated from
the CIGR data of daily defecation [4], by evaluating the accumulated liquid
manure and the evaporation, proportionality to the difference between the satu-
ration vapor pressure at the surface temperature of the floor and the vapor pressure
of the indoor air, as reported in [5] and in the references cited there. In heating
mode, a set point temperature of 18 °C was fixed, while for the piglets heating at
higher temperatures in the first weeks of life, radiative lamps were considered. In
summer conditions, the internal temperature of activation of the free cooling was
set to 26 °C. This is the temperature above which the outdoor air flow rate is
increased, provided that the dry bulb temperature is sufficiently lower, to maintain
the indoor environment to 26 °C (to this regard see the following graphs of
Fig. 1.4). On the basis of the maximum production of carbon (1,647 1/h) the
minimum ventilation air flow rate was estimated as

gco,  1,647-1073

V = =
Cin — Cout 0.032

=51479m*/h = 0.143 m?/s (1.1)

The maximum ventilation flow rate was estimated on the basis of the summer
thermal load of the building and was fixed equal to 10 times the minimum value.
Different simulations were conducted adopting a two-speed fan or a variable flow
fan.

The variables that were analyzed are the followings:

e heating energy requirement (set point 18 °C);

e clectricity requirement for air circulation (heating and ventilation in winter, and
ventilation with optional free cooling in summer);

e sum of the two previous quantities in terms of primary energy by adopting a
weighting factor equal to 1 for the thermal energy and 2.17 for the electricity;

e index of overheating of the building during the summer. In the absence of a
mechanical control of the internal temperature, this index is a parameter for the
evaluation of the different design solutions and was defined as

I=>Y (tj—1t) =) (t;—26) [C-h] (1.2)
J J

that is the sum of the positive differences between the hourly indoor air temper-
ature and a reference temperature fixed at 26 °C (equal to the temperature of the
activation of the free cooling). This sum represents the time during which
the indoor air temperature exceeds the limit temperature, weighted for the entity of

the deviation.
The weather conditions refer to the IWEC file of the Torino location (north—
west of Italy). The running period is one year. The following cases were analyzed:
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Case (1) building construction as in Sect. 2.2, two flow steps fan (step I:
0.715 m¥/s; step 2: 1.43 m?/s) with flow regulation with deflector;

Case (2) building construction as in Sect. 2.2, variable flow fan in all outside air,
controlling the flow from a minimum of 0.143 m>/s to a maximum of 1.43 m3/s;
Cases (2.1-2.3) as case (2) with an increase of the thermal insulation (10, 15,
20 cm) of the roof;

Case (3) concrete walls, for both heat transfer and adiabatic surfaces, (20 cm,
1,200 kg/m® specific mass, 0.39 W/mK thermal conductance), ventilation as in
case (2);

Cases (3.1-3.5) as case (3) with thermal insulation respectively of 5, 10, 15, 20,
25 cm;

Case (4) concrete walls with low insulation—as in case (3.1)—and roof insulated
as in case (2.2).

Finally, the hourly electricity production of a monocrystalline PV plant (design
efficiency of modules of 18 %) on the on the south-oriented pent roof was cal-
culated assuming a consumption for the fans and the selling of the exceeding
electricity.

1.3 Results

In Figs. 1.2 and 1.3 the time profiles of the average indoor air temperature and the
outside air ventilation flow rate are represented; for clarity the trend of the outdoor
air temperature is also shown in the background. In case (1), in which the venti-
lation flow rate is equal to only two values, we see that it is necessary to activate
the higher ventilation flow rate at the beginning of May, and maintain it until mid-
September. The energy consumption of this and the following configurations are
reported in Table 1.1. In the graph of Fig. 1.3 it can be noted that with the variable
flow fan it is possible to reduce to the minimum the flow rate during the winter
period, with a consequent reduction of electricity consumption for the air move-
ment (from 6,478 to 3,757 kWh) while the maximum flow rate is achieved when
the free cooling is needed. This solution is instead comparable with that of case (1)
for the other quantities.

To better understand the operation of the free cooling, in Fig. 1.4 weekly trends
of the indoor parameters in two periods of activation of the free cooling in different
modes are shown. In both cases the periods of activation for the free cooling can be
recognized by the rising of the outside air flow rate above the lower limit (fuchsia
curve). In the week on the left, with outside temperatures lower than the one that is
fixed as internal set point (26 °C), free cooling is active during the day, and it is
almost always possible to maintain the indoor temperature at 26 °C (horizontal
sections of the blue curve); at night vice versa there is a drop in the indoor
temperature due to the base ventilation.
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Fig. 1.2 Hourly profiles of indoor air temperature and flow rate for case 1
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Fig. 1.3 Hourly profiles of indoor air temperature and flow rate for case 2

In the week on the right, in which the outside air temperature is often higher than
26 °C, the ventilation flow rate is almost always to the maximum permissible value
and tends to decrease—although never to the value of the base ventilation—only at
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Table 1.1 Summary of the results for the main case studies (sensitivity analysis on the thermal
insulation are omitted)

Case 1 Case 2 Case 3 Case 4

Fan Constant flow Variable Variable Variable
(2 steps) flow flow flow

Free cooling No Yes Yes Yes
Heating energy (kWh,) 10,143 10,150 13,328 11,148
Electricity for fans (kWh,) 6,478 3,757 3,728 2,951
Primary energy (kWh) 24,200 18,302 21,418 17,552
Index of overheating (°C - h) 1,053 1,164 293 255

o FCTFou) Ve i tomperatur TCTHou) ‘ ‘
te [m*/s)(Hourly)

=N " =

— 30 30 A
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Fig. 1.4 Hourly profiles of indoor air temperature and outdoor air flow rate for case 2 for one
week in June (left) and one week in August (right)

night, when the indoor air temperature equals the set point (26 °C). During the
central hours of the day the ventilation system keeps the indoor air temperature
1-2 °C above the outdoor air temperature.

The adoption of the concrete walls of case (3) makes it possible to greatly
reduce the index of overheating of the structure, compared with a modest increase
in the energy consumption for heating, which in any case can be reduced through
the thermal insulation (Table 1.1).

From the parametric analyses on the insulation thickness of the walls and on the
roof (cases 2.1-2.3, 3.1-3.4), it can be seen that beyond 5-10 cm there is not any
additional benefit, and the effect on the summer behavior is negligible. A greater
reduction of the energy needs for heating can be obtained with the increase of the
thermal insulation of the roof in case (2), since the roof is the larger heat transfer
surface.

Following the previous results, a further configuration was analyzed (case 4)
which is characterized by the use of concrete walls, weakly insulated (5 cm), and
the roof insulated with 15 cm. This case has (Table 1.1) a low heating energy
consumption (11,148 kWh), a low electricity consumption for ventilation
(2,951 kWh) and a summer behavior which limits considerably the overheating
(index equal to 255 °C - h).
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Finally, the last evaluation was conducted on the installation of a monocrys-
talline PV array on the pitch roof. It emerged that, given the large available surface
area (over 90 mz) the amount of the total annual electricity is high (14,788 kWh,/y)
and equal to about 4 times the ventilation consumption (of case 2), however, the
analysis of the time variable profiles of electricity production and fans electricity
requirement, showed that only a modest amount of electricity produced by pho-
tovoltaic (1,795 kWh, or 12 %) is consumed, and therefore up to 52 % of the
electricity required for ventilation (1,962 kWh,) has still to be taken from the
electricity grid.

1.4 Conclusions

In the present work, dynamic simulation methodologies, widely adopted in the
sector of civil buildings, were applied to a building for animal production char-
acterized by a high degree of standardization. A series of critical issues that merit
further investigations are related to the consideration of the latent load due to
animals and animal manure, whose values are dependent on the values of indoor
temperature and relative humidity, quantities that in turn are unknowns at each
time step of the simulation in free running conditions. The results emerged in this
study are similar to the ones of other research works, for example [6], and in
particular the need to use building materials with sufficient thermal capacity in
order to ensure the cooling of the structure through mechanical ventilation with
outside air. Optimization of the building structure will then be associated with
appropriate measures, where necessary, for the dedicated cooling of sows [7]. The
study also revealed that it is necessary to move from a design approach based on
few points or, at most, design days, to long-term analysis of the indoor temperature
and humidity, in order to take into account the critical behavior of the structure and
plants in mid-seasons, when warmer and colder days may alternate.
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Chapter 2
Numerical Model of a Slurry PCM-Based
Solar Thermal Collector

Sara Baronetto, Gianluca Serale, Francesco Goia and Marco Perino

Abstract Flat-plate solar thermal collector is the most common device to convert
solar energy into heat. This technology, which mostly adopts water-based fluids,
has been widely investigated and improved since it was introduced, yet the
exploitation of solar energy is limited by innate technological constraints. An
interesting approach to overcome the limitations of these systems is based on the
exploitation of the latent heat of fusion/solidification of the fluid—e.g., using a
microencapsulated PCM suspended in a water fluid phase, also called slurry PCM.
In this chapter, the numerical model of a PCM-based flat-plate solar thermal
collector is presented and discussed. Starting from the well-known Hottel-Whillier
equation, the physical-mathematical model of a water-based flat-plate solar is
suitably modified to incorporate the phase change equations and to account for the
different thermophysical properties of a non-Newtonian fluid, such as the slurry
PCM. Examples of applications are also given, developing the simulation of the
solar collector for different boundary conditions and showing the improved per-
formance of the PCM-based technology in comparison with a conventional solar
thermal collector.

Keywords Slurry PCM - Solar thermal collector - Numerical model - Simulation
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2.1 Introduction

Flat-plate solar thermal collector is the most common device to convert solar
energy into heat. Conventional solar thermal collectors, which adopt water-based
fluids, have been widely investigated since the 1940s [1], and improvements have
been achieved in overall performance and efficiency. However, this technology
suffers from constraints due to the mechanism that is exploited to harvest solar
energy. Indeed, flat-plate solar collectors need relatively high irradiation levels to
provide an acceptable efficiency, while with low irradiance their capability of
exploiting solar energy is limited. A side effect of the present-day technologies is
thus that when a relevant increase in the temperature of the water-based heat
carrier fluid occurs, and then substantial solar energy exploitation takes places, the
inefficiency of the system due to heat dissipation toward the outdoor increases too.
Moreover, the exploitation of solar energy for space heating purpose through solar
collector is often not profitable, since higher heat demands take place when low (or
no) solar energy is available.

An interesting approach to overcome these limitations is based on the exploi-
tation of the latent heat of fusion/solidification of the fluid. In this way, the isobaric
process of phase change within the heat carrier fluid occurs at an almost constant
temperature, and a large amount of heat is involved. Therefore, two of the main
drawbacks of the present-day technology can be potentially contrasted: On the one
hand, solar energy is exploited at lower thermal levels (and thus also when solar
irradiance is not particularly high); on the other hand, heat losses for dissipation
are reduced too.

The utilization of the heat carrier fluid phase change in solar collector appli-
cations is not a complete novelty. Experiments on this concept date back to the
1970s, where solar water pumps integrated with solar collectors [2] exploited of
the heat carrier fluid phase change. After these first applications, other researches
dealing with phase change-based solar collectors can be found in literature [3-5].
It is worth mentioning that all these applications made use of the liquid-to-gas
phase change and that the heat carrier fluids were of different nature. Coupling a
phase change material (PCM) layer and a water-based solar collector [6] is another
strategy explored in the previous decades. In this concept, the phase change occurs
in a material that is stored and contained inside the solar collector, while the heat
carrier fluid remains in liquid state during the heat exchange process.

All the past experiences that took advantage of the latent heat of the heat carrier
fluid were based on the exploitations of the liquid-to-gas transition. However,
thanks to the advancements in PCM technologies, an alternative solution can be
nowadays conceived: A particular heat carrier fluid (called slurry PCM), where the
solid-to-liquid phase change is exploited instead, can be employed. Slurry PCM
consists microencapsulated PCM (mPCM), suspended in a mixture of water and
ethylene glycol, in fluid phase. In this way, the circulation of the heat carrier fluid
is always guaranteed—the two-phase fluid has constant rheological properties.
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There is no evidence in the literature of previous studies concerning the
investigation of slurry PCM-based solar thermal system, and the aim of the
research activity is to propose a simplified physical-mathematical model of slurry
PCM-based flat-plate solar thermal collector in order to preliminary compare its
performance with conventional flat-plate collectors.

It is worth mentioning that the whole slurry PCM-based system which has been
conceived includes a PCM-based heat storage unit coupled with the solar collector
and a secondary, water-based circuit to supply heating to the indoor environment.
In this paper, the numerical model of the solar collector alone is presented and
illustrated, while implications of coupling such a technology with a latent heat
storage systems and a low-temperature heating system are not herewith
investigated.

2.2 Physical-Mathematical Model

The physical-mathematical description of the flat-plate, slurry PCM-based solar
thermal collector originates from the well-known Hottel-Whillier (HW) model [7].
The main assumptions of this model are as follows: quasi-steady-state (energy
storage term is negligible) and step updates of the forcing parameters at each time
step; internal emissions ignored; one-dimensional heat flux through the covers and
the back insulation; uniform conditions over the collector; all heat losses from the
collector surfaces toward the same heat sink, at the outdoor air temperature 7.

The energy balance equation of the solar thermal collector is Eq. (2.1)
(nomenclature adopted in [7] is used throughout the entire paper): The left-hand
side of the equation represents the enthalpy flux of the heat carrier fluid and the
right-hand side, the useful heat flux (Qu) converted and delivered by the solar
thermal collector. The efficiency of the system (Eq. 2.2) is given by the ratio of the
useful heat to the solar irradiation on the collector plate.

mCCC(TC,Out - Tc,in) = AColFR [GT(TOC)e - UL(TC,in - Ta)] (21)

n= [ / Qudt] : {Aw; / GTdr}l (2.2)

The set of equations of the HW model is developed for a liquid heat carrier fluid
that does not change its state of aggregation. In order to consider the physical
phenomena related to the exploitation of the latent heat, changes need to be
implemented.

The main change concerns the structure of the model itself: The temperature of
the heat carrier fluid when it enters the solar collector (7. ;,) can be lower tem-
perature than the initial temperature of the phase change 7, (with mPCM com-
pletely solid); moreover, the slurry PCM can leave the solar collector with a higher
temperature than the final temperature of the phase change 7, (mPCM completely
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melted). The solar collector can be thus virtually divided in three areas along the
y-axis (i.e., along the riser tubes):

1. Ay; (4y,ex) represents the segment of panel between the inlet of the heat
carrier fluid and the point where it reaches the lower limit of the mPCM melting
temperature range, 7; (sensible heat exploitation);

2. Ay, (Ay;ex) corresponds to the segment where the whole amount of mPCM
completes the phase change, and the heat carrier fluid temperature thus rises
from 7 to T, (latent heat exploitation);

3. Ay; (4ys.g) represents the segment where the heat carrier fluid increases fur-
ther its internal energy and reaches the temperature 7., (sensible heat
exploitation).

The lengths of the three virtual sections (along the y-axis) depend on the
boundary conditions and are calculated at each time step. The first segment Ay; is
given by

Ay, = |In (2.3)

T = Ta = (G \ | {NWF'UL] .
I —T.— <GT(Ta)6)/UL HieCe

Since the real length of the solar thermal collector along the y-axis L can be
shorter than the virtual Ay, (if the boundary conditions are so that the heat carrier
fluid cannot reach the lower limit of the phase change 7; before it leaves the
collector), the effective length of the first segment Ay; . can be obtained imposing

Ayi et = min{ Azl (2.4)

The length of the segment Ay,, where the mPCM completes the phase change,
is obtained by means of Eq. (2.5). The fictitious latent heat 7’ is introduced
(Eq. 2.6): Tt includes the mPCM latent heat contribution (#) and the sensible heat
contribution of the ethylene glycol-water solution within the temperature range
T; — T}, %pem being the mass fraction of mPCM in the slurry and c,,, is the specific
heat capacity of the ethylene glycol-water solution.

mC rl/

N-W-F .U, - {(Th + 1)) — (Gr(roc)e)/UL _ Ta}

Ay, = — (2.5)

W = S (2.6)

OCpcm
Considering that, due to boundary conditions, slurry PCM can leave the solar
collector with a fraction of the mPCM still in solid phase (the entire phase change
potential is not exploited), and thus, Ay;.¢ + 4y, > L, and it is necessary to
identify the effective length Ay, ., according to Eq. (2.7); the fraction of mPCM
that has completed the phase change x,., is given by Eq. (2.8). Finally, the
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effective length of the third segment Ay; .y is obtained by subtracting from the
length of the solar collector, L:

. A
Ay) efp = mm{ L_ Ay;I " (2-7)
Xpem = AyZ,eff : A)’EL (28)
Ayseir = L — Ay efr — Ayaese (2.9)

The full set of HW model equations is used in sections Ay; . and Ay;q to
calculate Fg and U,—each section has its own F’, and thus, different F are obtained
for each section. The useful heat fluxes dQ,,; and dQ,, 5 for those areas (A o and
Aj s, respectively) can be calculated by means of the right-hand side of Eq. (2.1),
setting T.;, = T,in and T,5, = T, for Ay o and Aj o, respectively, and using the
effective areas in place of the solar thermal collector area A, according to Eq. (2.10):

Acti=Acol - Ayerr - L~ (2.10)

On the contrary, in section Ay, ., a constant temperature field along the y-axis
is imposed due to the isothermal phase change process (i.e., collector flow factor
F'" = 1): The collector heat removal factor Fy is thus equal to the collector effi-
ciency factor F’ for that section.

The useful heat flux in section A4, g can be calculated using a slightly different
version (Eq. 2.11) of the left-hand side of the energy balance equation of HW
model (Eq. 2.1), assuming that the heat carrier fluid temperature increases linearly
in section Ay, g, between the two limit temperatures (7; and 7},) of the phase
change (Eq. 2.12), following the fraction of the mPCM that is melted xpc,.

QuﬁZ = Xpcm “m r’ (211)
Thett = Ti + Xpem - (Tn — T1) (2.12)

The total useful heat flux (dQ,) converted by the slurry PCM-based solar
thermal collector is thus given by the sum of the useful heat fluxes converted in
each section (Eq. 2.13); the efficiency of the collector (Eq. 2.14) is given by
applying Eq. (2.2):

QM = Qu.l + Qu,Z + Quﬁ (213)

-1
n= [/ Qudt:| . |:(A]Areff +A2,eff+A3ﬁeff)/GTdt:| (2.14)

The slurry PCM-based solar thermal collector model needs also some changes
in some subsidiary equations, in order to take into account the nature of the heat
carrier fluid (a biphase, two components’ fluid). In particular, the formulation of
Nusselt number Nu, which plays a role in the calculation of the collector flow
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factor F’, is changed, considering that the most-likely flow regime of the slurry
PCM is laminar flow. The typical equation for a pseudoplastic non-Newtonian
fluid in laminar flow (Eq. 2.15) is used, where 7 is the rheological behavior index
(which is, in turn, function of heat carrier fluid temperature and mPCM
concentration):

Nu=[8-(5n+1)-(Bn+1)]- [31n2+1]" (2.15)

Moreover, since the slurry PCM is a suspension of mPCM in an ethylene
glycol-water mixture, the thermophysical properties of the heat carrier fluid (e.g.,
conductivity, density, specific heat capacity) are obtained as mass-weighted
average between properties of the mPCM and of the glycol-water mixture.

The physical-mathematical models of the slurry PCM-based solar collector and
of the water-based solar collector (HW model) have been implemented in
MATLAB-Simulink environment for numerical solution of algebraic loops.

2.3 Parametric Analysis

The performance of the slurry PCM-based solar thermal collector has been thus
numerically assessed by means of parametric analysis. The typical meteorological
year of Turin, Italy, (45°4'0"”N, 7°42'0"E) was used and solar collector efficiency
during January (#jas), the heating season (#pcaiing), i.€., between mid-October and
mid-April, and the entire year (#yc,,) Were calculated.

In order to provide a reference and to allow a direct comparison of the per-
formance, a water-based solar thermal collector was also simulated, under the
same boundary conditions. The simulated flat solar thermal panels have an
effective collector area of 1,965 m> (0 = 0.95; ¢ = 0,05), rock wool insulation
(50 mm below, 20 mm along the edge), and a single transparent glass top
(t = 0.904).

The heat carrier fluid for the water-based solar collector was a mixture of water
and ethylene glycol (20 %). The slurry PCM was a suspension of microencap-
sulated PCM (n-eicosane, with a nominal melting temperature 37 °C and a latent
heat storage capacity of 190-200 J/g in the melting range 35-39 °C) in water
ethylene glycol; mPCM was 60 % of the total mass of the heat carrier fluid. A
constant flow rate equal to 7.4 1072 m’/h was used for both cases. Parametric
analyses included the following:

o the influence of the tilt angle f—from 0° (horizontal) to 90° (vertical), for a
south-oriented panel;

e the influence of the azimuth angle y—from —40° (east) to +40° (west), being 0°
south, for a tilt angle = 45°.
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2.4 Results

The outcomes of the simulations, shown in Tables 2.1 and 2.2, highlight the
considerable improvement in the efficiency of the solar thermal collector when the
slurry PCM is used. An absolute increase in the annual efficiency 7y, of about
0.07 is achieved, almost regardless the tilt angle and the azimuth angle.

The maximum annual efficiency is reached, for a south-exposed panel, when
the tilt angle is in the range 40-50°, with a value of 0.49 and 0.56, for the water-
based and the slurry PCM-based solar collector, respectively (Table 4.1). In Jan-
uary, the advantage given by the slurry PCM is slightly further increased: The
absolute value of the highest efficiency (i.e., with almost vertical tilt angle) is 0.09
higher than the highest efficiency with a water solar thermal collector.

Table 2.1 Efficiency of sSPCM and water solar collectors during the year (ycar), January (#jan),
and the heating period (#peaiing), for different tilt angles (south-oriented solar thermal collectors)

ﬁ rlycar njan rlhcaling
water sPCM water sPCM Water sPCM

90° 0.40 0.46 0.40 0.49 0.41 0.49
80° 0.45 0.52 0.41 0.50 0.43 0.51
70° 0.47 0.54 0.40 0.49 0.44 0.52
60° 0.48 0.55 0.38 0.47 0.43 0.51
50° 0.49 0.56 0.37 0.45 0.42 0.50
45° 0.49 0.56 0.35 0.43 0.42 0.49
40° 0.49 0.56 0.34 0.41 0.41 0.48
30° 0.49 0.55 0.30 0.37 0.39 0.45
20° 0.48 0.54 0.26 0.32 0.36 0.42
10° 0.46 0.52 0.19 0.24 0.32 0.37
0° 0.44 0.50 0.10 0.13 0.26 0.31

Table 2.2 Efficiency of sSPCM and water solar collectors during the year (1ycar), January (#jan),
and the heating period (#peaiing), for different tilt angles (south-oriented solar thermal collectors)

Y r]y njan njul
water sPCM water sPCM water sPCM

-40° 0.45 0.51 0.21 0.27 0.42 0.49
-30° 0.46 0.53 0.27 0.34 0.40 0.48
-20° 0.47 0.54 0.29 0.36 0.42 0.50
-10° 0.48 0.55 0.36 0.44 0.39 0.46
0° 0.49 0.56 0.35 0.43 0.42 0.49
10° 0.50 0.56 0.42 0.51 0.37 0.44
20° 0.50 0.57 0.37 0.45 0.42 0.49
30° 0.50 0.57 0.37 0.45 0.42 0.49

40° 0.50 0.57 0.43 0.52 0.35 0.42
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In the heating season, difference in efficiency between the two systems is
similar to the annual one, ranging from +0.04 to 0.07, depending on the tilt angle.
The parametric analysis on the orientation shows that the best performance, for
f = 45°, is reached for both the sSPCM and the water-based collector for an S-W
€XPOSItion: #ye,r Of the SPCM 0.07 higher than that of the conventional system.

2.5 Conclusion

A physical-mathematical model of a flat-plate slurry PCM-based solar thermal
collector has been conceived, developed, and implemented in MATLAB/Simulink.
The model was verified (the water-based version) and tested, showing a good
numerical stability and a satisfactory computational speed—some seconds for each
simulated time step. Thanks to these features, the model was then used to carry out
sensitivity analyses about the behavior of the slurry PCM collector.

The efficiency of this novel solar panel was assessed under different boundary
conditions (tilt and azimuth angle) and compared against that of a conventional
water-based solar thermal collector. The analysis show that the adoption of the
slurry PCM as heat carrier fluid determines an increase in the annual efficiency of
the collector of about 0.07, regardless of the orientation and the tilt angle.

Acknowledgments This research was developed in the frame of the activities of SolHe_PCM
project, cofunded by Regione Piemonte (Polo di Innovazione Polight, FESR 2007-2013).
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Chapter 3

Energy Performance Assessment

of Advanced Integrated Facades by Means
of Synthetic Metrics

Francesco Goia, Lorenza Bianco, Valentina Serra and Marco Perino

Abstract Facades play an important role in architecture, with deep implications
in both the quality of the indoor environment and the appearance of the building.
R&D in the field of energy conservation is moving toward advanced integrated
facades (AIFs): these are innovative and dynamic fagades deeply connected with
the building equipment. Their dynamic features allow the energy performance of
the facade to be optimized, adapting its behavior to different boundary conditions.
The substantial lack of synthetic performance parameters to assess and to char-
acterize the energy performance of AIFs is one of the main limitations to the
widespread of these technologies. This inconvenience is due to the fact that
conventional synthetic metrics (such as U-value and g-value) cannot be fully
applied with these technologies. The research activity presented in the paper is an
attempt to investigate new synthetic metrics able to characterize the thermal
behavior of an AIF. A multiple linear regression (MLR) approach is adopted to
identify synthetic parameters able to replicate the energy performance of the
facade as a function of the main boundary conditions, e.g., solar irradiance and
thermal gradients.
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3.1 Introduction

Highly glazed facades have widely spreading and gaining popularity in the last
decades, due to their architectural appeal. From the energy point of view, the
transparent envelope is the weakest component of the building and may also
increase discomfort risk. In order to overcome these drawbacks, advanced inte-
grated facade (AIF) concept has been developed, introducing dynamic and
responsive behavior that improves the energy performance of the glazed envelope
[1]. The physical phenomena involved in an AIF are complex; thus, its energy
performance assessment is a challenging task [2, 3]. The adoption of conventional
performance parameters (e.g., U-value and g-value) is still a common practice in
energy performance characterization of innovative transparent components [4], as
shown by some studies on total solar transmittance in DSF [5].

In a recent paper [6], the authors first estimated the U-value and the g-value of a
reference glazing and of an AIF, and then assessed the capability of such
parameters to replicate the energy performance of those glazing systems through
the comparison of long-term monitoring data. The reference fenestration was a
double-glazed system (8/15/6 mm) made with an external reflective pane and an
internal clear glass, and the AIF a climate facade (CF). Robust data sets of field-
measured temperatures, heat fluxes, and solar irradiances were used. The proce-
dure made use of a linear regression model (ordinary least squares method,
imposing that the constant term is zero) and the first-order coefficient is interpreted
as U-value or g-value, according to the involved physical quantities.

The results showed that although the adoption of U-value and g-value in case of
conventional glazing systems may result in some errors, it is still acceptable to use
these parameters. On the contrary, the adoption of such parameters in case of more
advanced fagade technologies, coupled with a simplified heat balance equation that
does not include transient effects, often leads to considerable inaccuracies in the
estimation of the heat flux and energy that cross the glazing surface.

The aim of this paper is to explore a different strategy to estimate synthetic
parameters: Multiple linear regression (MLR) approach is adopted to identify new
metrics able to replicate the energy performance of glazing systems as a function
of the main boundary conditions (e.g., solar irradiance and thermal gradients).

3.2 The Glazing Technology

A CF, installed on a two-story height office building and operating under actual
conditions, was used as a case to assess the adoption of MLR techniques for
characterizing the thermo-physical and energy behavior of advanced integrated
facades. The CF is the same advanced glazing technology used in [6], i.e., a
double-skin facade made with an external single pane glazing, an internal double-
glazed unit (4/12/4) with low-e coating, and a high reflective roller screen is
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located in the 70 cm facade cavity. The facade works as an exhaust ventilation
system: the air (with variable flow rate, depending on the season and the time of
the day) flows from the room through the fagade cavity and then to the HVAC
exhaust channels. The schedule of the ventilation system is usually 8 am to 8 pm,
Monday to Friday [7].

3.3 Methods
3.3.1 Experimental Data Collection

For the sake of brevity, data collection procedure used during the experimental
campaign is not reported here, detailed information can be found in [6, 7]. Surface
and air temperatures were measured with T-type/J-type thermocouples (accuracy:
40.3 °C); heat fluxes were measured with heat flux meters (accuracy: £5 %);
incident (on the vertical plan) and transmitted solar irradiance was measured with
integral pyranometers (accuracy +2 %). Thermocouples and heat flux meters were
shielded with aluminum foils to reduce solar radiation influence. All the physical
quantities were recorded with sub-hourly rate, but data analysis was later carried
out on hourly values, obtained as average of sub-hourly readings.

3.3.2 Data Analysis Procedure and Metrics Identifications

The available experimental data of the CF were split into two different data sets
(SET1 and SET?2), characterized by the same representativeness of the original
data, i.e., each data set had approximately the same amount of days for each
season, with different boundary conditions each season. One data set (SET1) was
used to identify metrics by means of MLR techniques (adopting the OLS method),
while the other data set (SET2) was then used to estimate the ability of these
metrics to replicate the energy performance and thermo-physical behavior.

MLR attempts to model the relationship between two or more independent
variables (x;, x, x,) and a dependent variable (y) by fitting to observed data, a
linear equation, whose general form is:

y:ot0+oc1x1+oc2x2—|—---—|—oc,,xn (31)

In the research activity, MLR was developed for both the case of constant term
(g # 0) and the case without constant term (¢g = 0). However, for the sake of
brevity, only the MLR that includes the constant term is illustrated in this paper,
since the results of those with oy = 0 were less accurate than those with o # 0.

Two different MLRs were developed. A basic model (Eq. 3.2) correlates the
specific heat flux entering the facade (¢) with the solar irradiance I and the thermal
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gradient between the outdoor and the indoor (T, — T;,). By integrating both sides
of Eq. 3.2 over the time (along 24 h), a simple model that correlates the daily
energy across the fagade g,4 with the daily irradiation (H, [Wh/m?]) and the daily
thermal gradient (degree-day, AT,4, [k °C]) is obtained.

qg=PB+ BT+ " (Tow — Tin) (3.2)

G4 = / dgdr = By + Py / 1dt + py, / (Tou — Tin)dt
24h 24h 24h
= Py + PryH + AT (3.3)

In these formulations, the unit of coefficients f is [W/mz], that of f,4 is [Wh/
m?], that of " and S, is [-], and that of f” and f"»4 is [W/m?K]. ' and f'», are
dimensionally equal to a g-value, while " and f',, are equal to an U-value.

A more advanced model (Eq. 3.4) is instead conceived by splitting the thermal
gradient between the outdoor and the indoor in two different contributions: the
thermal gradient between the outdoor environment and the cavity of the CF (i.e.,
Tout — Tcav), and the thermal gradient between the cavity and the indoor (i.e.,
Teav — Tin ). Following the same procedure of the simple model, the specific daily
energy model can be obtained (Eq. 3.5), where ATy, [h °C] is the daily thermal
gradient between the outdoor and the air cavity, and ATS;" [h °C] is the daily
thermal gradient between the air cavity and the indoor environment.

q =7 + V/I + V//(Tout - Tcav) + V///(Tcav - Tm) (34)
@24 = You + Vo H + 13, A5y € + 95, ATS, (3.5)

The unit of coefficient v is [W/mz] and that of y,, is [Wh/mz], while that of 7/
and 7}, is [-] and that of 7", y5,,7" 74, is [W/mK].

Considering that great differences in boundary conditions (e.g., solar position
and indoor air temperature) occur along the year, three sets of metrics are assessed
during the year namely for winter, summer, and mid-season.

3.3.3 Model Validation and Evaluation of Metrics
Performance

Once the metrics (the linear coefficients of the MLR) were assessed, their capability
of replicating the thermo-physical behavior of the CF was assessed by comparing
the experimental data with data obtained by means of the above-mentioned per-
formance parameters. In particular, specific heat flux (.¢) and specific daily energy
(¢q24) measured during the experimental campaign (SET2) were compared against
the correspondent quantity (;¢ and .qg»4, respectively) obtained through the appli-
cation of f# and y metrics to readings (irradiances and air temperatures) of SET2,
according to the linear Eqgs. 3.2-3.5
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In order to quantitatively assess the performance of the metrics, root mean
square error (RMSE) [W/m” or Wh/m?] and absolute percentage error (|ey|)[%)

are used, defined according to Eqgs. 3.6 and 3.7, respectively, where s refers to the
simulated datum (s¢ or 3q»4) and e refers to the experimental datum (¢g oOr ¢g24):

RSME = ¢ = \/n—l : Z (si — ;) (3.6)

Jose; = 100 [s; — e - (er) " (3.7)

3.4 Results and Discussion

The values of the metrics f and y, determined by means of the two MLR models
(simple and advanced), on SET1, are shown in Tables 3.1 and 3.2, respectively,
together with the adjuster R, i.e., R2. Although this parameter cannot be strictly
interpreted as a measure of fit (as R in linear regression), it still gives a qualitative
information about the capability of the MLR of approximating experimental data.
The RMSE, calculated during the validation of the model with SET2, is also given
in Tables 3.1 and 3.2.

In Fig. 3.1, the simulated specific heat flux ;g (a, right) and the simulated
specific daily energy ;g24(b, left) are plotted against the correspondent experimental
datum (i.e., ;dg and ;g,4, respectively) in the case of the simple MLR model (f
coefficients). In Fig. 3.2, the same data are shown in the case of the more advanced
model (y coefficients). In Fig 3.3, the cumulated frequency of the absolute per-
centage error is also given, for the two MLR models, and compared against the

Table 3.1 Metric values for the specific heat flux ¢, and daily energy ¢, simple model

RSME: 7.6 W/m? G=PB~+PI+p" (Tow — Tn)

Winter Midseason Summer
B W/m? —1.039 3.461 3.790
4 - 0.079 0.074 0.060
B W/m’K 0.560 0.788 0.810
R? - 0.85 0.79 0.81
RSME: 61.3 Wh/m* G4 = Pos + BoyH + By AToy

Winter Midseason Summer

Wh/m? —46.510 —1.351 —27.36
24

B - 0.098 0.092 0.095
By W/m’K 0.632 0.640 0.311

R? - 0.95 0.82 0.62
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Table 3.2 Metrics values for the specific heat flux ¢, and daily energy ¢,, advanced model

RSME: 7.1 Wim?* q=7+7T+ 7" (Tow = Tea) + 7" (Teay — Tin)
Winter Midseason Summer
y W/m? —3.092 4.831 3.24
y - 0.059 0.039 0.04
9 W/m’K —0.258 —0.250 0.12
" W/m?K 0.867 1.588 1.45
R? - 0.86 0.82 0.88
RSME: 59.6 Wh/m? Qo4 = o4 + Vo H + VAT + V5, ATS)
Winter Midseason Summer
o4 Wh/m? —16.850 53.782 5.424
Vha - 0.134 0.058 0.073
Vo W/m’K 2.004 —0.183 0.041
Vi W/m’K —0.027 1.413 0.870
R? - 0.93 0.87 0.73
(a) _ (b) _
T RSME: 7.6 Wim? ‘:E RSME: 61.3 Whim?
E £
= =
g

50 250
D |
0
-250
-50 : . = -500 |
-50 0 50 =4 [Wim?] 500 -250 O 250 oG24 [Whim?]

Fig. 3.1 Results for the simple model. a Comparison between simulated and experimental
specific hourly heat flux (left). b Comparison between simulated and experimental daily energy
(right)

outcome of a previous research activity on the same fagade technology [6], where
the same physical quantities (g24 and g) were evaluated through the simulation of
the energy performance of the AF by means of measured U-value and g-value.
The results show that the metrics change considerably from the simple to the
advanced model, and a physical interpretation of the linear regression coefficients is
difficult and probably meaningless. In general, the prediction of the specific daily
energy through the adoption of the metrics determined by MLR is more reliable
than that of the specific heat flux, for both the simple and the advanced models. This
fact can be explained considering that inertial effects are quite relevant when g is
concerned, but are less relevant when the entire daily energy is concerned.
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Fig. 3.2 Results for the advanced model. a Comparison between simulated and experimental
specific hourly heat flux (lefr). b Comparison between simulated and experimental daily energy
(right)
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Fig. 3.3 Relative errors cumulative frequency of the three models. a g,4 (left). b ¢ (right)

The metrics and the adoption of the advanced model seem to slightly better
replicate the phenomena than the simple model, but the difference is not substantial.

A more detailed analysis reveals that both the simple and advanced models are
particularly capable of replicating the winter behavior, especially as far as g,4 is
concerned, but as far less degree of accuracy is reached in summer and mid-season.

In winter, the RMSE for both the models is about 20 Wh/mz, while the annual
RMSE is about 60 Wh/m?>. The analysis of R? also confirms that the most critical
seasons are summer and mid-season, when the data simulated with MLR models
show the largest discrepancy from experimental data—another sign that the
adopted MLR models and coefficients are not fully reliable when transient effects
become relevant.
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If compared to the outcome of the previous step of this research (¢,, and ¢ U,g)
[6], MLR seems to increase the accuracy in the prediction of the daily energy
(Fig. 3.3), but just a very slight improvement is revealed, if the advanced model is
used, as far as ¢ is concerned.

3.5 Conclusion

MLR technique was used to determine synthetic metrics able to replicate the
thermo-physical behavior of an advanced integrated facade. The results show that
although some improvements with respect to the adoption of conventional
parameters (U-value and g-value) can be achieved, the metrics (for both the
advanced and the simple models) are not fully able to replicate the behavior of the
facade (not the specific heat flux, nor the specific daily energy). For more than
50 % of the time, the estimated heat flux or daily energy is more than 20 % higher/
lower than the experimental one.
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Chapter 4
Simulation of the Natural Smoke Filling
in Subway Tunnel Fire

Wenjun Lei, Angui Li, Jie Yang, Ran Gao and Baoshun Deng

Abstract Smoke movement during a fire in subway tunnel was conducted in this
study, when the heat release rate was 7.5 MW. The smoke temperature, smoke
concentration and smoke velocity were also analyzed, respectively. If we recog-
nize that the fire is the center, the temperature of the ceiling jet is almost
symmetrically distributed. When the fire is in the stable combustion stage, the
smoke concentration is high at the closed end of the subway tunnel. Because
the plume was limited by the wall, the hot gases will move back after flow along
the wall. Therefore, an obvious eddy will be produced. Meanwhile, we can see that
the smoke velocity close the ground was also increased.

Keywords Subway tunnel fire - Smoke temperature - Smoke concentration -
Smoke velocity - FDS

4.1 Introduction

Nowadays, subway has already been the mainstay and the lifeline of the urban
traffic. However, the environment control problems of the subways are the key
points scholars always focus on. In all the disasters happening in subway rail
transit system, fire occupies the highest proportion.
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On fire, previous scholars have done many researches. Many researches have
been carried out to predict smoke behavior or movement and related topics in
underground space such as tunnel [1, 2] and subway systems [3—5]. Numerical
prediction of smoke movement has once been studied by Park [6] in a subway
station. Following their study, experiment and computational fluid dynamics
(CFD) were both carried by Rie et al. [7] to investigate smoke control strategy in
subway station under fire case.

In this study, smoke movement during a fire in subway tunnel was conducted,
when the heat release rate was 7.5 MW. The smoke temperature, smoke con-
centration and smoke velocity were also analyzed, respectively.

4.2 Simulation Method
4.2.1 The Physical Model

The dimensions of the subway tunnel are 37.5 m (L) x 6.0 m (W) x 6.0 m (H), see
Fig. 4.1. The right end of the tunnel is closed, and the left end is opened. The heat
release rate of the fire is 7.5 MW. The ambient temperature is 15 °C. The influence
of the different calculation grid number on the simulated result was also considered
in this study. And then we determined that the grid number was 150 x 24 x 24.

4.2.2 The Turbulent Airflow Model

Fire dynamics simulator (FDS) is used to carry out CFD simulations [8]. In
simulation of fire-induced smoke transportation, the predicted results of the soft-
ware have been thoroughly validated [9]. Currently, turbulence models commonly
used in the simulation of fire-induced smoke transportation are based on Reynolds-
averaged Navier—Stokes equation (RANS) method, large eddy simulation (LES)
and direct numerical simulation (DNS). It is reported LES is able to predict
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Fig. 4.1 The configuration and dimension of the subway tunnel



4 Simulation of the Natural Smoke Filling in Subway Tunnel Fire 31

instantaneous flow characteristics and turbulent flow structures. Therefore, LES,
which is now more widely used and reported to give better predictions on some
cases of buoyancy driven flow, is used here [9].

4.2.3 Boundary Conditions

The smoke dispersion induced by a near-wall fire in a road tunnel has been studied
by Hu et al. [10]. In that study, the thermally thick boundary condition rather than
fixed temperature or fixed heat flux boundary condition is used to predict the
tunnel wall temperature rise due to radiative and convective heat transfer from the
surrounding smoke. Here, we also used this boundary condition for the wall and
ceiling of the tunnel. In addition, the material of the wall and ceiling is concrete
with material properties of density = 2,400 kg/m3, conductivity = 2.0 W/m/K,
and specific heat = 0.9 kJ/kg/K [11]. The left end of the tunnel was set to be
naturally opened with no initial velocity boundary condition specified for it. The
longitudinal wind velocity was set by the “MISC” command provided by FDS
[12], which can directly prescribe an initial wind through the domain.

The growth of fire is modeled by the power law using an appropriate constant to
simulate low, medium, fast and ultra-fast growing fires. A typical t-square growth
fire [13] is employed in the study to represent the variation of fire heat release rates
with time.

4.3 Results and Discussion
4.3.1 Temperature Field

Variations of smoke temperature during smoke filling are shown in Fig. 4.2. From
Fig. 4.2, we can see that the gradient of longitudinal temperature distribution is
large. However, the transverse temperature distribution is relatively uniform at the
same height.

4.3.2 The Temperature of the Ceiling Jet

Figure 4.3 is the variations of the ceiling jet temperature in the subway tunnel,
when the heat release rate is 7.5 MW. The fire is located at the center of the
subway tunnel. At the time ¢t = 60 s, the ceiling jet is in the beginning stages of
development. And the temperature of the measuring point is about 25 °C. After
120 s, there is considerable temperature rising at the both ends of the tunnel. At the
time ¢ = 300 s and ¢ = 600 s, the fire is in the stable combustion stage. Therefore,
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Fig. 4.4 Variations of smoke concentration at the cross-section of y = 2 m, when the fire heat
release rate is 7.5 MW in subway tunnel. a 13 s b 18 s¢ 51 sd 60se 81 s f162sg330s

the two curves are consistent with each other. However, at the time t = 1,000 s,
the fire was burnt out. And then the temperature of the measuring point above the
fire fell sharply. Meanwhile, the residual smoke was not completely cleared. So the
temperature is maintained at about 120 °C.

If we recognize that the fire is the center, from Fig. 4.3, we also could see that
the temperature of the left side (close to the open end) is a little higher than that of
the right side (close to the closed end). The reason is that at the open end, the hot
gases keep moving, making the temperature constant renewal. However, at the
closed end, the smoke continuously accumulates, making the right side reach
saturation. Therefore, the temperature of the right side will not have much change.

4.3.3 Concentration Field

Figure 4.4 is the variations of smoke concentration, when the fire heat release rate
is 7.5 MW in subway tunnel. We can see that it only took 18 s for the smoke to
reach the ceiling. The hot gases diffuse along the ceiling (51 s). When the hot
gases completely cover the ceiling (80 s), the hot layer will begin to subside. Then,
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the subway tunnel will be gradually filled up with hot gases from top to bottom.
When the fire is in the stable combustion stage (Fig. 4.4g t = 330 s), the iso-
concentration line is relatively dense at the closed end of the tunnel. That is to say
that the smoke concentration is high at the closed end. And the concentrations
reach to 320440 mg/m3. At the same time, the concentration also reaches to
160 mg/m* for the bottom of the closed end.

4.3.4 Velocity Field

The law of the smoke flowing and the distribution of the smoke velocity at the
vertical section of y = 2 m are investigated in this section.

In the subway tunnel fire, hot gases rise above the fire forming a plume. As the
plume rises, the plume will hit the roof and forms collision zone. The plume is
limited by the side wall and then diffuses vertically along the subway tunnel. As the
plume rises, it entrains air from the tunnel so that the diameter and mass flow rate of
the plume increase with elevation. Accordingly, the plume temperature and velocity
both decrease with elevation. The fire gases from the plume flow up to the ceiling and
form a hot stratified layer under the ceiling. This will form the ceiling jet.

Then, the law of the smoke flowing near the closed end was also investigated in
this section. Because the plume was limited by the wall, the hot gases will move
back after flow along the wall. And the reversed flow region is called the eddy
region. This phenomenon is clearly shown in Fig. 4.5b. The hot gases entrain the
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Fig. 4.5 Smoke movement and velocity field a 20 s, b 53 s, ¢ 81 s
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cold air from the tunnel. And the velocity of the reversed flow is high. Therefore,
an obvious eddy will be produced. Meanwhile, we can see that the smoke velocity
close the ground was also increased.

4.4 Conclusions

Smoke movement during a fire in subway tunnel was conducted in this study,
when the heat release rate was 7.5 MW. The smoke temperature, smoke con-
centration and smoke velocity were also analyzed, respectively. And the main
conclusions are as follows:

When the heat release rate was 7.5 MW, the progress of the natural smoke
filling in subway tunnel fire was simulated in this study. If we recognize that the
fire is the center, the temperature of the ceiling jet is almost symmetrically
distributed.

When the fire is in the stable combustion stage, the isoconcentration line is
relatively dense at the closed end of the tunnel. That is to say that the smoke
concentration is high at the closed end.

Because the plume was limited by the wall, the hot gases will move back after
flow along the wall. Therefore, an obvious eddy will be produced. Meanwhile, we
can see that the smoke velocity close the ground was also increased.
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Chapter 5
Heat Transfer Characteristics of Various
Plastic—Steel Triple-Glazed Windows

Jianing Zhao, Yi Chen and Bo Sun

Abstract With the increasing demand for energy efficiency, triple-glazed
windows are becoming widely used in severe cold regions in China to reduce
internal heat loss in winter. There are three combinations of triple glazing and
frames: triple glazing sharing one frame; a single-glazed window and a double
insulating unit using two separate frames; and three single-glazed windows with
three separate frames. There is a need to study the heat transfer characteristics of
different types of triple-glazed windows in order to make better use of such units
and provide appropriate reference designs. THERM and WINDOW software were
used to simulate the total heat transfer coefficient of triple-glazed window units for
variations in the number of frames, glass thickness, glazing arrangements, and air
chamber width. The results show that the total heat transfer coefficient varies from
1.35t0 1.95 w/mz; the number of frames has the greatest effect on the heat transfer
coefficient and the air chamber width has the least effect.

Keywords Triple-glazed windows - Heat transfer coefficient - Stimulation -
Combination between glass and frame

5.1 Introduction

In severe cold regions, heating energy accounts for a large proportion of energy
consumption in buildings. The heat transfer performance of the building envelope
is the major factor in determining heating energy consumption. As the heat transfer
coefficient of windows is much higher than those of the walls and roof, energy
consumption was reported to represent more than 50 % of the whole building,
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becoming the bottleneck in improving building insulation [1]. Therefore, the
developments of new types of windows as well as studies of the heat transfer
characteristics of windows have received much attention nowadays.

Sun Bo [2] established a numerical model to compute the heat transfer char-
acteristics of triple glazing systems and used 2D simulation software THERM to
analyze the heat transfer characteristics of dual airflow windows. Fang [3] used
CFD to simulate the heat transfer characteristics of various frame materials win-
dows, and used hot-box to verify the simulation results.

In severe cold regions, there is an increasing use of three-layer insulating glass,
double or even multilayer window structures. However, previous studies have
focused on single-frame insulating windows; therefore, there is limited data on the
heat transfer characteristics of different combinations of multilayer glasses and
window frames. As a result, there is a lack of design guidance regarding the
optimum spacing and glazing sequence of multilayer window units.

The paper examines plastic—steel triple-glazed windows. THERM and WIN-
DOW are used to calculate the heat transfer coefficients of various plastic—steel
triple-glazed windows (single-frame, double-frame, and triple-frame window
units). Four factors are studied for their effect on the heat transfer coefficient:
number of frames, glass thickness, glazing arrangement (the sequence of panes
used in each glazing unit) and air chamber width. The results will provide refer-
ence data for the design of multilayer window units and optimization of insulation
properties.

5.2 Methods

Theoretical calculation is used to obtain the heat transfer coefficient for different
forms of plastic—steel triple-glazed windows.

5.2.1 Calculation Method

The present study uses the ASHRAE method [4] of calculating the window heat
transfer coefficient, which is widely used all over the world. In the ASHRAE
method, spacer bars between window panes have effect on both the frames and
the region of glass close to the frames. The glass area close to the frame is called
the edge-of-glass and is defined as a 63.5-mm-wide perimeter region extending to
the boundary between the glass and the frame. The remaining part of the glass is
called center-of-glass. Therefore, calculation of the heat transfer coefficient for the
whole window can be divided into three areas: frame, edge-of-glass, and central
glass. Finally, the heat transfer coefficient for the entire window can be calculated
by area-weighted average, as shown in Eq. (5.1).
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UgAc + Z UfrAf + Z U egAeg
A

Uw ASHRAE = (5.1)

Here, U, is the heat transfer coefficient of central glass (W/m>K); Uy, is the
heat transfer coefficient of frame (W/m2~K); U, is the heat transfer coefficient of
edge-of-glass (W/m*K); A, is central glass area (m?); Ayis frame area (m?); Aeg is
the edge-of-glass area (mz); and A, is the total area of the window (mz).

The frame is divided into the top border, bottom border, and side border. The
edge-of-glass is divided into the upper edge, lower edge, and side edge. In this
study, WINDOW software, which is based on the lumped parameter method, is
used to model the central glass area, and THERM software, which is based on the
finite element method, is used to model the edge-of-glass and the frame. The
various parts of the window area ratio are computed according to Building
Standard Design Atlas.

Six kinds of commonly used plastic—steel windows of different sizes and
structures [5] were used to calculate area ratio (frames, edge area, and central
area). From the results, frame area ratio is 19.44-38.49 %, the central glass area
ratio is 38-58.53 %, and the edge area is 14.54-31.03 %.

The plastic—steel triple-glazed window types examined in this study comprise
single-frame (type A), double-frame (type B), and triple-frame (type C). The
double-frame window type includes (B1), with a double insulating glass window
facing the exterior and a single interior pane, and the opposite arrangement (B2),
as shown in Figure 5.1.

5.2.2 Determination of Basic Parameters

This study examined the number of frames, glass thickness, position and
arrangement of each window, and air chamber width as influencing factors.
Constraint factors include frame material, the structure and size of the window,
and the air gap thickness of insulating glass. There is a need to determine the
constraint factors and magnitudes of the four influence factors.

This study utilized plastic—steel windows, which are currently used in most cold
regions. The heat transfer coefficients of 70-mm casement profiles with dual-
chamber and triple-chamber window frames are 2.058 and 1.653 W/m2~K,
respectively [6]. The range of heat transfer coefficients for PVC plastic—steel
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Fig. 5.1 Different forms of triple-glazed window
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Table 5.1 Value Levels of influencing factors
No. 1 2 3 4

Level Frame number Glass thickness (mm) Air chamber width (mm) Glazing arrangement *
double-frame triple-frame

1 1 3 100 50 1
2 2 6 150 75

3 3 - 200 100 -
4 - - 250 125 -
5 - - 300 150 -

*Glazing arrangement is only for type B: 1 represents B1, 2 represents B2

windows given in Residential Energy Conservation is 2.0-2.8 W/m*K [7]. This
study therefore used a compromise value of 2.2 W/m”>K as the heat transfer
coefficient of the plastic—steel frame. Previous research on insulating glass
reported that the energy-saving effect was greatest for units with an air gap of
12 mm [8].

From above, the constraint conditions were as follows: plastic—steel frame
material, 12 mm air gap thickness of insulating glass, and 6 kinds of commonly
used window statistical results.

Four thicknesses of window glass are specified in civil construction: 3, 4, 5 and
6 mm. But 3 mm single glass window cannot meet the required strength and
insulation criteria in severe cold regions. We selected two extreme levels: 3, and 6,
and 3 mm cannot be used as a single-glazed window.

When considering the size of the air chamber width, it is necessary to consider
the max available width. According to the survey, 49 mm brick wall is usually
used in cold regions. Considering the installation space, the max available width
for window is 300 mm and the min width is 100 mm.

The value levels of influencing factors are shown in Table 5.1. Based on
Table 5.1, different forms of triple-glazed windows can be classified, as shown in
Table 5.2.

From Table 5.2, there are five air chamber levels in types B and C, but no chamber
in type A. The number of simulations is A + (B x 5) + (C x 5), giving 27.

5.2.3 Boundary Conditions

It is necessary to define a standard indoor and outdoor environment when
designing or evaluating the heat transfer performance of windows. The Building
Fenestration Thermal Calculation Procedures (JCJ/T15) provides boundary
conditions for windows in China. The specific values are listed in Table 5.3.

Indoor and outdoor integrated surface heat transfer coefficients (h;,/hoy) refer to
the convective heat transfer coefficient (4.;/h...) and radiation heat transfer
coefficient (h,.;,/h, ou), TESPeEctively.

If indoor and outdoor glass is ordinary float glass, the hemisphere emissivity of
the glass surface is 0.837; surface emissivity of the frame material is 0.9; the
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Table 5.2 Classification of triple-glazed windows

Type Form Explanation

A Al 34+ 12+3+4+12+4+3 3-mm glass and 12-mm air gap
A2 6+12+6+ 12+ 6  6-mm glass and 12-mm air gap

B B11 3412+ 3/6 Outer: 3 mm glass, 12 mm air gap; inside: 6 mm glass
B12 6+ 12 + 6/6 Outer: 6 mm glass, 12 mm air gap; inside: 6 mm glass
B21 6/3+ 12+ 3 Outer: 6 mm glass; inside: 3 mm glass, 12 mm air gap
B22 6/64+ 1246 Outer: 6 mm glass; inside: 6 mm glass, 12 mm air gap
Cc Cl1 6/6/6 Triple-frame window with glass thickness 6 mm

Table 5.3 Standard environmental parameters for calculation

Location Convective heat transfer coefficient (W/mz-K) Temperature
Central glass Edge-of-glass Frame °C

Outdoor 16 12 8 -20

Indoor 3.6 20

Table 5.4 Heat transfer coefficient of different areas of window(W/m>-K)

Name of area Outdoor Indoor Outdoor integrated Indoor integrated
h(',out hr,oul hz‘, in hr,in hout hin

Central glass 16 3.9 3.6 4.0 19.9 7.6

Edge-of-glass 12 39 3.6 4.0 15.9 7.6

Frame 8 4.2 3.6 43 12.2 7.9

average emissivity of indoor environment material is 0.9. Calculate according to
the Egs. (2.2) to (2.5) in the Ref. [2].The surface heat transfer coefficient of the

central glass, edge-of-glass, and frame are shown in Table 5.4.

5.3 Results and Discussion

The study examined 27 simulations for 6 common window types, giving a dataset
of 162 results. As an example, a part of results are shown in Table 5.5.

5.3.1 Calculation Results

5.3.2 Discussion of Results

As shown in Table 5.5, the heat transfer coefficient of single-frame windows ranges
from 1.84 to 1.95 W/m>K; that of double-frame windows ranges from 1.38 to
1.68 W/m?>K; and that of triple-frame windows ranges from 1.35 to 1.54 W/m*-K.
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Table 5.5 Heat transfer coefficient of plastic—steel triple-glazed window

Type  Air chamber Heat transfer coefficient(W/m?-K)

width (mm) Frame Frame Frame Frame Frame Frame

ratio ratio ratio ratio ratio ratio
19.4 % 21.0 % 259 % 29.2 % 29.6 % 38.5 %

A Al - 1.851 1.860 1.885 1.896 1.899 1.949
A2 - 1.836 1.846 1.871 1.886 1.889 1.942

B Bl11 100 1.587 1.573 1.527 1.510 1.506 1.422
300 1.568 1.554 1.509 1.482 1.478 1.400

B21 100 1.679 1.671 1.669 1.641 1.640 1.621
300 1.665 1.659 1.661 1.621 1.620 1.612

B12 100 1.570 1.556 1.511 1.493 1.488 1.407
300 1.551 1.538 1.494 1.465 1.461 1.385

B22 100 1.643 1.635 1.625 1.596 1.594 1.564
300 1.629 1.621 1.615 1.575 1.573 1.553

C C1 50 2.376 2.350 2.288 2.232 2.225 2.096
150 2.357 2.333 2.278 2.204 2.197 2.089

Therefore, the heat transfer coefficient for plastic—steel triple-glazed windows
ranges from 1.35 to 1.95 W/m*>-K. According to the Chinese 65 % energy effi-
ciency standards in cold regions, the heat transfer coefficient of exterior windows
must be less than 2.0 W/m* K. The results indicate that plastic—steel triple-glazed
windows can meet energy efficiency standards when installed in cold regions of
China.

Figure 5.2 shows the heat transfer coefficient of the window with changes in air
chamber width for a frame ratio of 25.93 %. As seen from Fig. 5.2, air chamber
width has little effect on the heat transfer coefficient.

It is necessary to analyze the heat transfer process of the window to explain why
air chamber width has little influence on the heat transfer coefficient. The com-
posite heat transfer coefficient between two adjacent layers of a window comprises
the radiation and convective heat transfer coefficient, in addition to the thermal
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conductivity. When the air gap is narrow, heat transfer mainly occurs via con-
duction. But when the air chamber is increased beyond a certain extent
(> 30 mm), heat transfer mainly occurs via convection, and conduction can be
ignored. It is equivalent to that of natural convection within infinite space, so heat
transfer remains the same. The average surface temperature of both glazing panes
is unchanged, so the radiation remains constant. Therefore, the heat transfer
coefficient remains almost unchanged when the air chamber width increases.

Figure 5.3 shows the heat transfer coefficient of different forms of triple-glazed
windows with changes in frame ratio. The heat transfer coefficient of the double-
and triple-frame windows decreases when the frame ratio increases, whereas the
heat transfer coefficient of the single-frame window increases when the frame ratio
increases. This is due to the low heat transfer coefficient of the plastic—steel frame,
which has greater insulation performance than the double insulating glass. With
the use of an additional frame, the heat transfer coefficients of both the frame and
the edge-of-glass will decrease. However, for the single-frame glass window, the
heat transfer coefficient of the frame is greater than that of the triple insulating
glass, so an increase in the frame ratio will lead to higher heat transfer coefficient.

In Fig. 5.3, we can also obtain the heat transfer coefficient of B1 is smaller than
B2, indicating better insulation performance. To explain it, we need to analyze the
heat transfer process in the air chamber. Table 5.6 lists the air parameters of four
B-type windows when chamber thickness is 100 mm. As seen from Table 5.6,
when the double-frame window is arranged as B1, the average temperature T in
the air chamber is about 10 °C, higher than arranged as B2, leading to a change in
the air physical properties and the convection intensity. The result for Gr, which
measures natural convection intensity, is nearly 30 % higher in B2 than in B1; the
average convection heat transfer coefficient 4 is also greater in B2, leading to
lower total thermal resistance. So the B1 arrangement achieves superior insulation
performance to B2.

To analyze how big the influence will bring to heat transfer coefficient by each
influencing factor, we should classify seven forms of windows as in Table 5.7 and
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Fig. 5.3 Heat transfer coefficient with changes in frame ratio
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Table 5.6 Air parameters of four B-type windows

J. Zhao et al.

Type Average temperature on both sides (°C) Air parameters in chamber

Side 1 Side 2 Nu T, Gr(10°  h
B21 —14.7 2.7 12.18 —8.7 2.82 29
B11 22 9.2 11.39 35 2.18 2.8
B22 —14.8 -3.0 12.13 -89 2.79 2.9
B12 —-1.8 9.4 11.28 3.8 2.15 2.8
Table 5.7 Classification results of factor analysis
Glass thickness Glazing arrangement Frame number
Reference Comparison Reference Comparison Reference Comparison
Al A2 B21 B11 A2 B12
Bl11 B12 B22 B12 Cl B12
B21 B22 - - A2 B22
- - - - Cl B22

Table 5.8 Calculation results of factor analysis

Influencing factor

Heat transfer coefficient differential value (W/m?2K) Change of factor

Air chamber width

Glass thickness

Glazing arrangements

Frame number

0.009-0.029
0.007-0.064
0.073-0.212
0.007-0.558

100-300 mm
3-6 mm

Add one frame

calculate the heat transfer coefficient differential between comparison and refer-
ence types according to Table 5.5. The calculation results are shown in Table 5.8.

As seen from Table 5.8, the four factors that affect the heat transfer coefficient
of triple-glazed windows are found to be as follows: number of frames > glazing
arrangement > glass thickness > air chamber width.

5.4 Conclusion

The following conclusions are drawn from the study.

1. The heat transfer coefficient of a plastic—steel triple-glazed window ranges from
1.35 to 1.95 W/m* K, and can meet the Chinese 65 % energy efficiency stan-
dards in cold regions.

2. For double- and triple-frame windows, air chamber width has little effect on the
heat transfer coefficient; the heat transfer coefficient reduces by 0.009 ~
0.029 W/m>K when the air chamber width varies from 100 to 300 mm.
Therefore, designer needs to be more focused on the actual needs and stability
of the structure when designing or installing windows;
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3. The heat transfer coefficient of a triple-glazed window reduces by 0.007 ~
0.064 W/m*-K when glass thickness increases from 3 to 6 mm.

4. For the double-frame structure combining a single- and double-insulating
window, insulation performance improves with the single-glazed window on
the interior and the double insulating window on the exterior; the heat transfer
coefficient reduces by 0.073 ~ 0.212 W/m*K.

5. For the plastic—steel triple-glazed windows tested in the present study, the
insulation performance follows the sequence: triple frame > double frame >
single frame. The heat transfer coefficient reduces by 0.007 ~ 0.558
W/m?K when add a frame.

6. The four factors that affect the heat transfer coefficient of triple-glazed windows
follow the sequence: number of frames > glazing arrangement > glass thick-
ness > air chamber width.
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Chapter 6

Simulation and Energy Economic Analysis
of an Air-Conditioning System

with Energy Recovery Ventilator

in Summer

Li Li, Yaping Li, Qingling Zhang and Qiuhua Tao

Abstract The energy recovery ventilator (ERV) is an important equipment for
indoor air conditioning, where outdoor fresh air is pre-cooled when passing
through the heat reclamation equipment in summer. The building energy-
consuming simulation software eQUEST is used to analyze the load change of a
building in Xiamen. For the commercial building of 6,912 m?, the air-conditioning
system with ERV has an electric power saving of 13,298 kW-h in July and
12,927 kW-h in August, and then about 8,205 Yuan can be saved in July and
7,976 Yuan can be saved in August. When ERV fan power consumption is con-
sidered, the electric power saving is 3,680 kW-h in July and 3,312 kW-h in
August. Comprehensive comparison shows that, installation of ERV for an air-
conditioning system is more economical by recovering additional cooling energy.

Keywords Energy recovery ventilator - Energy saving - Air quality - Simulation

L. Li () - Y. Li - Q. Zhang - Q. Tao
Jimei University, Xiamen, 361021 Fujian, China
e-mail: lilijmdx@163.com

Y. Li
e-mail: lyp199028 @live.cn

Q. Zhang
e-mail: 06zhangqingling@163.com

Q. Tao
e-mail: ttaojiangshui@163.com

L. Li
Cleaning Combustion and Energy Utilization Research Center of Fujian Province,
361021 Xiamen, China

A. Li et al. (eds.), Proceedings of the 8th International Symposium on Heating, 47
Ventilation and Air Conditioning, Lecture Notes in Electrical Engineering 263,
DOI: 10.1007/978-3-642-39578-9_6, © Springer-Verlag Berlin Heidelberg 2014



48 L. Liet al.

6.1 Introduction

For the building with air conditioning, in order to keep the appearance of the
building and reduce the energy consumption, the designers and the operators of the
air-conditioning system always tend to reduce the volume of the outdoor fresh air
provided, which definitely arouses uncomfortable feeling of the indoor persons.
From the year 1971 to 1987, 346 sites were measured by the NIOSH, with the results
indicating that the reason of the low quality of the indoor air is the lack of outdoor
fresh air and the poor ventilation. From then on, the problem of fresh air has drawn
the attention of the building and conditioning areas [1]. In 1980, World Health
Organization formally named such diseases due to lack of fresh air as “Sick Building
Syndrome,” so-called “Air-conditioning disease”. In 1989, ANSI/ASHRAE 62-
1989 formally defined the “acceptable indoor air quality,” and set the minimum
volume of the fresh air. On 15 November 1990, U.S. Congress passed the Law of Air
Purify. Because of this law, the IAQ and fresh air supply become the issue that the
architects and the air-conditioning system designers should consider, and mean-
while, the supply of the outdoor fresh air and the building energy-saving are a pair of
contradictions [2-5], so an energy-saving outdoor fresh air system and device
become a common problem that the designers and users all take into account.

The appearance of the ERV can help solve this problem. In ERV, energy
transfers between the outdoor air and the indoor exhaust air. In summer, the indoor
air pre-cools the outdoor fresh air, and in winter, the indoor air pre-heats the
outdoor air, and thus, the load of the fresh air can be reduced to make a lower
energy consumption and then to reach the target of energy-saving and solve the
contradiction [6-9].

6.2 Related Meteorological Parameters

The building is located in Xiamen, 118.06°E, 24.45°N, belonging to the sub-
tropical region. The detailed meteorological parameters are listed in Table 6.1 and
the indoor design parameters are set, as shown in Table 6.2.

Table 6.1 The outdoor meteorological parameters in Xiamen

Summer atmospheric pressure (hPa) 999.10
Summer outdoor daily average temperature (°C) 29.90
Summer outdoor dry bulb temperature (°C) 33.40
Summer outdoor wet bulb temperature (°C) 27.60
The hottest month average relative humidity (%) 81.00
Winter atmospheric pressure (hPa) 1,013.80
Winter air-conditioning calculated temperature (°C) 6.00
Winter relative humidity of the outdoor air (%) 73.00

Outdoor mean wind speed (m/s) 3.00
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Table 6.2 The indoor design parameters

Temperature (°C)  Relative humidity (%) Max wind Minimum fresh
speed (m/s)  air volume (m3/h'p)
Mall 28 +2 60 £ 10 0.25 8.5
Guest room 27 £ 1 60 + 10 0.25 30

6.3 Simulation and Analysis of the ERV Used
in the Building

6.3.1 Simulation

The building energy-consuming simulation software eQUEST is used to describe
the load changes in the building. First, the basic model of the building is built
according to the CAD figure of it, and then, the climate data are introduced to the
software. After setting the calculation parameters, the load changes throughout the
whole year can be obtained. The parameters used in our calculation are listed in
Table 6.3 and the three-dimensional figure of the building is shown in Fig. 6.2.
The load changes throughout the whole year are shown in Fig. 6.3, from which we
can know the load change under Xiamen’s meteorological conditions. From the
hour-hour simulation of the building load, we can know that the maximum cooling
load of this building in summer is 1,242 kW, which appears in the 4,582nd hour,
9:00 pm in July 10 (Fig. 6.1).

Table 6.3 The U-value of the building envelop (W/m?*K)
Name of the envelop External wall External window Roof
U-value 1.32 1.66 1.06

Fig. 6.1 The 3D figure of the
typical building
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Fig. 6.2 The load changes of a building in Xiamen throughout the whole year

6.3.2 Calculation and Analysis of the Energy-Saving
Effect of ERV

The building has six stories. The first and the second stories are commercial malls,
with each area of 1,152 m?. Assuming that the occupant density in each storey is
0.8 person/m?, and the fresh air for each person is 8.5 m*/(h-p), the volume of
fresh air that each storey needed is calculated to be 7,833.6 m*/h. According to the
calculated volume of outdoor air, and referring to the product catalogue of the
fresh air ventilation equipment of an air-conditioning company, four KRV-40Ds,
two for each storey, are selected. Table 6.4 shows the detailed parameters.

The stories from third to sixth are hotel, with 28 guest rooms in each storey.
Assuming that there are two people in each room, and the volume of the fresh air
for each person is 30 m*/h, then the total volume of fresh air needed in each storey
is 1,680 m> /h, According to the calculated volume of outdoor air, and referring to
product catalogue of fresh air ventilation equipment, four KRV-20Ds, one for each
storey, are selected, with the detailed parameters shown in Table 6.4.

The total cooling load of the building is 1,242 kW. The water-cooled screw
chillers are selected, with the EER of 4.60. In Fig. 6.3, the typical hour (July 10) is
analyzed, with energy-saving effect listed below (Table 6.5).

Table 6.4 The detailed parameters of KRV-40D and KRV-20D

Type Rated air flow Motor power (kW) Equipment enthalpy exchange efficiency (%)
(m’/h)
KRV-40D 4,000 2.25 60

KRV-20D 2,000 0.98 59
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Fig. 6.3 The energy-saving effect of a KRV-40D (the operation time is 8:00-20:00)

Table 6.5 The energy-saving effect of the energy recovery ventilator

Type Number Cooling Total cooling Total electric power
recovery (kJ) recovery (kJ) saving (kW-h)

KRV-40D 4 49,586 per unit 198,344 2.8

KRV-20D 4 24,379 per unit 97,516 2.0

In this hour, 295,860 kJ cooling is recovered by the energy recovery ventilator,
and the total electric power saving is 4.8 kW-h. Supposing that the electricity price
of Xiamen is 0.617 Yuan/(kW-h), then during this hour, 2.96 Yuan is saved.

The energy saving on July 10 is analyzed, with the result shown in Figs. 6.3 and
6.4. After running the ERV, the energy-saving effect on 10 July is listed in
Table 6.6. Assuming the price of electricity in Xiamen is 0.617 Yuan/(kW-h), then
after one day’s operation, 120.68 Yuan will be saved. Similarly, we used this
computer program to analyze the energy-saving effect in July, with the results
listed in Table 6.7.

The air-conditioning system with ERV has an electric power saving of
13,298 kW-h in July, and the electric power saving is 3,680 kW-h when ERV fan
power consumption is considered. When local electricity price is 0.617 Yuan/
(kW-h), 8,205 Yuan can be saved. After one month’s (July) operation, 2,271 Yuan
will be saved when ERV fan power consumption is considered. Similarly, we used
this program to analyze the energy-saving effect in August, with the results listed
in Table 6.8.
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Table 6.6 The energy-saving effect of the ERV on July 10

Number Cooling

recovery (kJ)

Total cooling
recovery (kJ)

Type

Total electric power
saving (kW-h)

KRV-40D 4
KRV-20D 4

953,912 per unit
731,451 per unit

3,815,648
2,925,804

113.2
82.4

Table 6.7 The energy-saving effect of the ERV in July

Type Number Cooling Total cooling Total electric
recovery (kJ) recovery (kJ) power saving (kW-h)

KRV-40D 4 36,908,916 per unit 147,635,664 8,915/2,216

KRV-20D 4 18,146,884 per unit 72,587,536 4,383/1,464

Table 6.8 The energy-saving effect of the ERV in August

Type Number Cooling recovery (kJ) Total cooling Total electric power
recovery (kJ) saving (kW-h)

KRV-40D 4 35,879,247 per unit 143,516,988 8,606/1,968

KRV-20D 4 17,640,630 per unit 70,562,520 4,261/1,344
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The air-conditioning system with ERV has an electric power saving of
12,927 kW-h in August, and 7,976 Yuan can be saved. When ERV fan power
consumption is considered, the electric power saving is 3,312 kW-h, and
2,043 Yuan can be saved after one month’s (August) operation. Ventilation
function is mainly for winter and transition seasons in Xiamen, not for heat
recovery. Because Xiamen is the air region with hot summer and warm winter, it is
considered that air-conditioning systems run in summer only. On the one hand,
ERVs supply fresh air for the building, and on the other hand, recycled exhaust air
provides cooling energy for energy saving.

6.4 Conclusion

The building energy-consuming simulation software eQUEST is used to analyze
the load change of a building located in Xiamen, and the computer language
Visual Basic is used to calculate and analyze the energy-saving effect of using
ERV. The results for a commercial building with area of 6,912 m? shows that, the
air-conditioning system with ERV has an electric power saving of 13,298 kW:h in
July and 12,927 kW:h in August. When local electricity price is 0.617 Yuan/
(kW-h), 8,205 Yuan can be saved in July and 7,976 Yuan can be saved in August.
When ERV fan power consumption is considered, the electric power saving is
3,680 kW:-h and 2,271 Yuan can be saved in July, and the electric power saving is
3,312 kW:-h and 2,043 Yuan can be saved in August. So, using ERV in the
buildings of Xiamen has a great energy-saving and economic effect.

For an air-conditioning system, the cost of installing an ERV and that of
installing a fresh air unit and exhaust system are nearly the same, but ERV has the
advantage of recovering additional cooling energy. Comprehensive comparison
shows that the system with ERV is more economical.
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Chapter 7

Analysis of Heat Transfer by Pile

and Borehole Ground Heat Exchangers:
Composite-Medium Line-Source
Approach

Min Li and Yi Yang

Abstract Heat transfer by pile and borehole ground heat exchangers (GHEs)
involves transient heat conduction in composite media together with complex
geometry arrangements. This paper develops a composite-medium line-source
approach to analyzing thermal responses of pile and borehole GHEs. The central
idea of applying this new approach is that the downward and upward channels of
U-shaped tubes (not the borehole) are approximated as line sources of heat placed
in a composite medium. By the new method, effects of both heat capacity of grout/
concrete and the difference between properties of soil and piles/grout on heat
transfer can be fully addressed. More importantly, this approach is enough general
and flexible to model various configurations of ground loops, including single and
double U-shaped tubes, W-shaped channels, spiral-coils, etc. Therefore, the
method developed here may contribute to providing a viable approach to modeling
transient thermal processes of vertical GHEs.

Keywords Ground heat exchanger - Short-time response - Composite-medium
line-source model - Ground-coupled heat pump

7.1 Introduction

Analysis of heat transfer by borehole and pile ground heat exchangers (GHEs)
forms the theoretical basis for design, analysis, and simulation of GHEs and
ground-coupled heat pumps (GCHPs) [1-4]. A borehole GHE is a vertically buried
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Fig. 7.1 Schematic layout of borehole GHE with a single U-shaped tube

duct or channel whereby heat-carrying fluid, with or without antifreeze, is circu-
lated for exchanging heat between the fluid and the ground (Fig. 7.1a and b). In
pile GHEs (i.e., energy piles), heat transfer tubes are arranged near the steel frame
of building foundation piles in various forms (Fig. 7.2). Since energy piles can
reduce the costs of boring and required land area, this technology has evoked
increasing interest in research community [5, 6].

However, heat transfer analysis of GHEs remains a great challenge because of
involvement with transient heat conduction in composite media, together with
intricate geometric forms. A great number of studies have been performed to
resolve this difficult task in analytical or numerical ways. This work tends to focus
on analytical methods rather than on numerical ones; therefore, only analytical
work is reviewed here. A traditional way of analyzing heat transfer of borehole
GHE:s is to decompose the thermal process into a steady and an unsteady part. Heat
conduction in the bore is generally assumed to be steady state due to small
dimensions and heat capacity compared with those outside the borehole. Heat
transfer models for this steady process include two- and quasi-three-dimensional
models [7]. It is worth noting that these models depend on solutions to steady heat
conduction in composite media. As shown later, this paper constructs a model
based on solutions to unsteady heat conduction in composite media.

Recently, many researchers have focused their attention on short-time
responses of GHEs [1-4, 8—10]. Small-time responses of GHEs involve transient
processes within boreholes, thus the above steady assumption is unsuitable for this
purpose. To the best of the author’s knowledge, most analytical models for short-
time behaviors of borehole GHEs exclusively use the equivalent-diameter
assumption [2, 9, 10], an assumption that reduces the original problem to a tran-
sient heat conduction in a finite or infinite hollow cylindrical composite region
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Fig. 7.2 Schematic layout of energy piles with (a) a spiral coil and (b) a W-shaped tube

(Fig. 7.1c). The equivalent diameter approach is an empirical method and cannot
treat GHEs with heat transfer channels of other forms, for example, a pile GHE
with W-shaped or spiral-shaped tubes.

Several studies have attempted to analytically model thermal responses of
energy piles. Most of them used the common heat-source theory, ignoring the
difference between properties of soil and foundation piles. For instance, spiral line
source [5] and ring coil source models [6] have been proposed for pile GHEs with
spiral coils. Soil composition varies widely not only with locations but also with
moisture content; heat conduction associated with an energy pile occurs in a
composite medium. This property difference cannot be treated by the common
heat-source theory.

There are two knowledge gaps that need to be filled in the field of modeling
heat transfer of pile and borehole GHEs. The first is that no satisfactory analytical
solution is available for modeling the short-term unsteady behaviors of borehole
GHEs. The second gap is that no analytical model can explicitly consider the
influence of the difference between properties of soil and piles or grouting
materials.

This paper aims to fill these two gaps by introducing the line-source theory for
composite media to GCHP applications based on our previous work (see [1, 4]).
The advantages of this theory are that it can be used to analyze transient heat
conduction inside and outside boreholes, and it includes the effect of the difference
between properties of soil and piles/grout. Further, it is flexible enough to model
many configurations of heat transfer tubes, including single and double U-shaped
tubes, W-shaped tubes and spiral coils.
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7.2 Composite-Medium Line-Source Model

It should be noted that the medium form shown in Fig. 7.1d resemble exactly those
occurring in GHEs as the grouting material inside the borehole differs from the
surrounding soil or rocks (Fig. 7.1b), and the material of foundation piles is also
different from the soil or rocks (Fig. 7.2); thus, they are all the cylindrical com-
posite medium. This section presents an analytical solution for a line source of heat
placed in such a medium (Fig. 7.1d), which can serve a potential better way of
modeling heat transfer by GHEs than the common line-source solutions.

7.2.1 Infinite Composite-Medium Line-Source Solution

Figure 7.1d shows that an infinite line source of heat is placed in an infinite
composite cylinder, of which region r < r, is of one medium (ky, a;, p;, and c;)
and region r > r, of another (k,, a,, p,, and ¢;). The line source is parallel to the
height direction, z-axis, and is positioned through a point (+/, ¢'). Initially, the
temperatures of the medium are zero. If the infinite line source continuously
releases heat into the composite solid from zero time at a rate of g; (W/m), the
temperature responses in the composite medium can be obtained by the method of
heat sources. Since the mathematical details of the derivation are somewhat
complicated; thus, they are ignored here and can be found in [1, 4]. The final
dimensionless forms are:

ZFo X r
©,(Fo,R,0) = = T cosn(6 — 0’)/[l—exp(—v2Fo)}

n=-00 : (7.1a)
o IR (0R') (98 — Yf)

5 dv
o(@? + )

\%

+00
®,(Fo,R,0) = @—1—2 cosn(0 — 0)/[1 — exp(—v*Fo)]
T

2k
(7.1b)
Jo(0R"Y YT, (avR) — @Y, (avR))

V(92 + %)

Here, 0 denotes azimuth; integral limits ¢ and V are chosen being a very small
and larger numbers, respectively; J,, and Y, denote the Bessel functions of the first
kind and the second kind of order #; v is dimensionless integral variable; subscripts
1 and 2 denote regions r < r;, and r > r,; and the definitions of the dimensionless
variables are k = ko/ky, a = +/a/az, Fo =at/r}, O(Fo, R, 0) = 2nk,Tlq,
R =rlry, R = ¥/rp, and

n=—0oo

dv
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¢ = akl, (0)J}(av) — I, (v)J(av) (7.22)
b = akd, ()Y} (@v) — I, ()Y, (av) (7.20)
f = ak¥, ()7 (av) — ¥)(0)Ju(av) (7.2)
g = ak¥, ()Y, (av) — Y}(0)¥,(av) (7.24)

Egs. (1) ignore terms of order O(Foe*) and terms of order O(V~') [4]. There-
fore, the small number ¢ and the large limit V should be chosen reasonably
according to Fo number and accuracy requirement.

7.2.2 Modeling of GHEs

Having this composite-medium solution, one can reasonably assume the
descending and ascending legs of U-shaped tubes (not the borehole) to be line
sources of heat, releasing heat into surrounding composite materials (Fig. 7.1e).
Based on this assumption, the temperatures on the pipe wall of U-tube can be
obtained by substituting the corresponding coordinates into Egs. (7.1a), and a
simplified method for calculating the average temperature on the U-tube wall T}, is
suggested in Ref. [1]. Once T, is calculated, the temperatures of circulating fluid
can be obtained by the concept of thermal resistance:

Ty =T, + qiR, (7.3a)
q

Tpi(t) = Ty (1) + 26,V (7.3b)
q

Tf,o(t) = Tf(l) — W (73C)

Here, T, Ty;, and Ty, denote the average, supply, and return temperatures of
circulating fluid, respectively. Eq. (7.3b) and (7.3c) imply that 7% is equal to the
algebra average of Tg;, and Ty,. q is total heating or cooling load of a borehole
GHE; Cyand V; are volumetric heat capacity and average volumetric flow rate of
fluid; Thermal resistance of pipe R, is evaluated by
1 Ty 1

R,=——1In
b 2nk, 1, 2mro

(7.4)

where k,, r,, r; denote thermal conductivity, outer and inner radii of heat transfer
pipes, respectively; o is convective heat transfer coefficient (W m~2 K™").
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Fig. 7.3 Distributions of the temperatures of borehole GHEs with R, = 1 (a) single U-shaped
pipe, ' = 0.5, & = 0, ©; (b) double U-shaped pipe, R’ = 0.5, ' = 0, n/2, &, 31/2

7.3 Results and Discussions

It is interesting to analyze the temperature distribution around a GHE. Figure 7.3
shows some contours of temperatures near borehole GHEs. These temperature
fields are obtained by Eqgs. (7.1a)—(7.4) with prescribed positions of heat sources,
that is, the legs of U-shaped tube (not the bore) are approximated as line sources of
heat (Fig. 7.1e); each line source is assumed to be of the same strength. Obviously,
temperature fields around boreholes (Fig. 7.3a and b) are symmetric because of the
symmetrical arrangements of the U-tubes or line sources.

Figure 7.4 compares three model predictions—the new composite-medium
model, the common line-source model, and a numerical model—with the exper-
imental data reported by Beier et al. [11]. Their experimental facility consists
primarily of a testing unit containing electric heaters and a large sandbox con-
taining a modeled borehole in which a U-shaped pipe is centered. The data set
comprises temperature responses of circulating water and sand at different radial
positions within the sandbox. More details of this reference data set can be found
in the paper [11].

Two salient facts observed from Fig. 7.4 are deserved to be highlighted. First,
the composite-medium line-source model can reproduce the trend of fluid tem-
peratures over the almost entire testing period within an acceptable accuracy.
Second, the traditional line-source model produces the same prediction as the
composite-medium model only at late times, for example, at times larger than
600-1,000 min. During early times, the prediction of the traditional model is
considerably larger than those of the experiments and the composite-medium
model.

A complex set of factors can affect the thermal behaviors of borehole GHEs,
model accuracy, as well as experiment reliability, of which heat input rate ¢,
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thermal conductivities, and diffusivities of the sand and grouting material are the
most possible. Our computation and sensitivity analysis show that 5 % decreases
in the heating rate, thermal conductivities, and diffusivities of the sand and gro-
uting material can lead to decreases in predicted fluid temperatures of approxi-
mately 1.1, 0.8, and 0.3 °C, respectively [4, 12]. It seems, to conclude, that the
three uncertainties are likely responsible for a total discrepancy between modeling
and experimental data of more than 2°. Given these uncertainties and the com-
plexity of the problem, the temperature disparities shown in Fig. 7.4 are within a
rational and acceptable range of magnitude.

It is well known that the traditional line-source approach is unsuitable for
modeling short-time responses of borehole GHEs [1-4]. To use the common line-
source model, one should assume that heat transfer in the borehole reaches a
steady state. An estimate of the time scale for reaching this steady state is
t>5r7 / ap, which is usually of a magnitude of order of 5-10 h. Figure 7.4 con-
firms this point again, showing that this approach overrates temperature responses
during the early times.

In contrast, the fundamental presumption of the composite line-source model is
that the legs of the U-shaped tube are modeled as line sources of heat (Fig. 7.1e);
the effect of the heat capacities of the materials within the borehole can be
addressed, except heat capacities of circulating fluid and U-shaped tubes. These
heat capacities can delay the temperature rises of circulating fluid at the imme-
diately initial times (about 5 min in Fig. 7.4), which is the source of the prediction
difference between the numerical and the composite-medium models.

7.4 Conclusions

This work presents a composite-medium line-source approach to modeling pile
and borehole GHEs. The central ideal of this approach is that the pipe legs of
U-shaped or W-shaped tubes used in GHEs are approximated as heat sources,
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differing from the traditional method, whereby borehole is modeled as heat
sources. Comparison study shows that the new method can give reasonable pre-
diction of GHE responses at times as short as 5 min and is obviously more suitable
for the prediction of short-term behaviors of GHEs than the common line-source
model.
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Chapter 8

A Comparison Study of the Short-Time
Responses of Borehole Ground Heat
Exchangers by Using Numerical

and Analytical Methods

Yi Yang and Min Li

Abstract In this paper, short-time performance of borehole GHEs is examined by
using numerical and analytical methods. The numerical model can account for
effect of heat capacities of circulating water, U-shaped tubes, as well as grouting
materials, by using a novel time-varying boundary condition on the inner walls of
U-tube legs. Both the numerical and the analytical composite-medium models are
validated by an independent sandbox experiment. Comparisons between the two
models are also made for different parameters, including heating rate, spacing of
U-tube legs, thermal properties, and borehole radius. Overall, the composite-
medium line-source model gives the virtually same results as the numerical model
except for very early times: the analytical solution overestimates temperature
responses for the first several min (about 5 min). This discrepancy is caused by the
composite-medium line-source assumption, ignoring heat capacities of circulating
fluid and U-shaped pipe.
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8.1 Introduction

In recent years, HVAC researchers and engineers have become increasingly aware
of the importance of short-time temperature responses of borehole ground heat
exchangers (GHEs) [1-5]. Knowledge of short-time responses plays an important
part in design of hybrid ground-coupled heat pump systems (GCHPs), in situ
response tests of GHEs, control, optimization, and hourly simulation of GCHPs.
Predicting short-term heat transfer by borehole GHEs, however, remains a great
challenge because of involvement with transient heat conduction in composite
media, together with various U-shaped tube installations. A great number of
studies have been performed to resolve this problem in analytical [1-5] or
numerical ways [6-8].

Most analytical models for short-term behaviors of borehole GHEs have used
an equivalent-diameter assumption [3-5], assuming U-shaped tubes as a pipe with
an “equivalent” diameter (Fig. 8.1c). By this empirical assumption, the original
problem in a multi-circle region reduces to one in a concentric annular region;
various analytical solutions are possible. But the equivalent-diameter approach is
an empirical method and may cause some errors in determining GHEs short-step
responses.

In our previous work, an analytical composite-medium line-source model is
created for modeling thermal processes of borehole and pile GHEs [1, 2]. The
composite-medium model enables the empirical “equivalent-diameter” assump-
tion to be abandoned. This model can accurately evaluate not only the influence of
the heat capacity of grouting materials but also impact of the difference between
properties of soil and grout/foundation piles, while it is flexible enough to model
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Fig. 8.1 Schematic layout of a borehole GHE with a single U-shaped tube
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various configurations of heat transfer channels such as single and double
U-shaped tubes, W-shaped channels, spiral-coils, etc. [2]. But this line-source
model ignores the impact of heat capacities of circulating fluid and U-pipe
material; this simplification can induce some errors when applied to very early
times. Recent comparison with a well-controlled sandbox experiment indicates
that the composite-medium model can reproduce the experimental profiles for
times as short as 5 min [1]. The experimental data inevitably comprises some
uncertainties and errors, and it provides the validation of the model only for one set
of parameters. Therefore, it still remains indeterminate how the performance is
when applying the new line-source model to very short times with various system
parameters.

Models based on numerical methods, for example, finite difference methods [6],
finite-volume methods [7], and finite-element methods [8], are elaborate enough for
describing all physical mechanisms. To study the short-time performance of bore-
hole GHEs, this paper first builds for borehole GHEs an elaborate two-dimensional
finite-volume model, whereby the effect of heat capacities of circulating fluid and
U-shaped pipe can be included. Next, both numerical and analytical models are
verified by each other and validated by an independent laboratory data set. Then,
detailed comparisons between the numerical and the analytical models are per-
formed for different input parameters, which is helpful to quantitatively determine
influence of these parameters on model performance.

8.2 Numerical and Analytical Models for GHEs
with U-Shaped Tubes

8.2.1 Finite-Volume Model

Since we are only interested in short-time thermal processes around a borehole
GHE, influence of the ground surface can be ignored, and thus, heat transfer
between the circulating fluid and the ground is essentially a two-dimensional
problem in the plane perpendicular to the borehole. Figure 8.2a and b show the
computational domain, which is only the upper half of the actual space domain due
to the symmetry of the problem. The computational domain consists of three parts:
pipe wall, grouting material, and soil zone. In view of the simulated time period,
an outer boundary is chosen large sufficiently (1 x 2 m) to model the infinite
ground, and thus, it can be treated as an infinite far boundary condition.
The governing equations of temperature 7 in these solid zones are

% = o; VT, (8.1)
where subscript i can be p, g or s, respectively, for domains of pipe, grout or soil;
t is time; and a denotes thermal diffusivities of these media. The initial conditions
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0
x (m)

Fig. 8.2 a The used mesh of the computational domain. b Local enlarged view of borehole
mesh. ¢ Contours of a computed temperature field

in these solids are the undisturbed temperature of the ground. The equations are
discretized by the finite-volume method.

A key step of developing the numerical model is how to deal with the boundary
condition on inner surfaces of U-tubes, which the circulating fluid contacts. The
governing equations for circulating fluid in the descending and ascending pipes of
U-shaped tube can be written as

oT;

WiZCfF’+ = 2mrihy Ty — Trot) + Gt (8.2a)
0Ty _

nrich% =2nrih_(Tp— —T;-) + qi - (8.2b)

where subscripts f, p, +, and — denote fluid, U-pipe, descending leg, and ascending
leg of U-pipe, respectively. C is volumetric heat capacity; r; denotes the inner
radius of heat transfer pipes; g, is heat transfer rate into or from heat-carrier fluid
(from heat pump units) per unit bore length. ¢, and ¢, _ are heat flux distribution
over the downward and upward pipes; they may be different or not; / is convective
heat transfer coefficient in the U-pipe and can be estimated by [9]

o 2]’”’,‘
f

Nu = 0.023Re"®Pr"3 (8.3)

where k;is thermal conductivity of fluid. The exponent of Pr number equals 0.3 for
cooling. Re number of pipe flows is defined as
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M
- mur;

Re (8.4)

Here, u is dynamic viscosity of fluid (kgm™"' s™'); M is mass flow rate (kg s ').

Functionally, Eqgs. (8.2) are the boundary conditions on the inner surfaces of U-
shaped pipe. Differing from the common forms (the first, second, or third kind
boundary conditions), Egs. (8.2) have two outstanding characteristics. First, it can
account for effect of heat capacity of fluid by the terms on the left hand sides. If
ignoring the heat capacity of fluid, Egs. (8.2) can reduce to the common second or
third kind boundary conditions. Second, the heating or cooling load, g;, occurs in
the boundary condition equations in an explicit way. Thus, our computation
procedure follows the philosophy of heat transfer computation of line-source
theory, computing the temperature differences under the condition of a given heat
flux. This approach clearly is more natural and convenient, because the loads gl
usually are known before beginning heat transfer computation of ground heat
exchangers. This approach is also identical to the problem solved by the
composite-medium line-source model [1, 2].

8.2.2 Infinite Composite-Medium Line-Source Model

Figure 8.1d shows that an infinite line source of heat is positioned in an infinite
composite cylinder, of which the region r < r,, is of one medium having con-
ductivity ky, diffusivity a;, density p;, and heat capacity c; and the region r > r;, of
another, the corresponding quantities are k,, a,, p», and c,. The line source is
parallel to the height direction, z-axis, and is located through a point (v, ).
Initially, the temperatures of the medium are zero. If the infinite line source
continuously releases heat into the composite solid from the initial time at a rate of
¢q,(W/m), the temperature responses in the composite medium can be obtained by
the method of heat sources, and the solution process and the final results can be
found in Ref. [1, 2].

8.3 Results and Discussions

The numerical and analytical models can verify each other, because they describe
a basically same heat conduction problem. For the purpose of validation, a set of
experimental data of Beier et al. [10] is used. This data set, obtained from a series
of sandbox tests, consists of temperature responses at the inlet and outlet of U-loop
and at different radial positions within the sandbox. More details of the data set can
be found in the paper of Beier et al. [10].

In Fig. 8.3, the sandbox measurements are compared with predictions of the
numerical and analytical models, showing that both models can yield predictions
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matching the experimental temperature profiles within an acceptable accuracy,
relative errors being smaller than 8 %. Both models give temperatures somewhat
larger than experimental values, especially at late times. This discrepancy has
already been observed when the data set was used to validate the composite-
medium line-source model in our previous work [1]. We have analyzed three
potential uncertainties in the experiment parameters which may contribute to the
discrepancies: heating rate ¢;, thermal conductivities k, and diffusivities a of the
used sand and grout [1]. The analysis, however, is indeterminate because
the analytical model and the sandbox test are performed independently by two
research groups. In this context, a third independent work is needed to further
identify the underlying reasons causing these discrepancies. Numerical models
developed in this work can serve this interest.

The close match between the analytical and the numerical models at large times
(Fig. 8.3) implies that the difference between model predictions and experimental
data may be mainly due to some uncertainties of the sandbox experiment. The
most important uncertainty (and also highly possible) is the heating rate g;. In an
ideal situation, the heat from electrical heater should entirely diffuse into sands
(modeled ground); however, there always is part of heat diffusing into surrounding
air through connecting pipes of the experimental facility. Previous sensitivity
analysis has indicated that only a 5 % decrease in the heating rate can cause a
decrease in the computed fluid temperatures of approximately 1.1 °C [11].
Therefore, we infer that the inevitable heat loss contributes to a major part of the
discrepancies between the model predictions and the experimental data, though we
cannot estimate the extent to which heat diffuses into the air. Other potential
uncertainties, such as the position of U-shaped tube, thermal properties of used
materials, size of borehole, etc., may also account for parts of the discrepancy.
Considering these complexities, we conclude that the numerical and analytical
models are essentially valid for modeling borehole GHEs.



8 A Comparison Study of the Short-Time Responses 69

The main difference in predictions between the two models occurs only at very
early times (within the first 5 min). The numerical model can give a more
appropriate temperature profile of circulating fluid at the extremely early times.
This result is in line with expectation: the new line-source model ignores heat
capacities of circulating fluid and U-shaped pipe wall. At the immediately initial
times, these heat capacities can delay the temperature rises of circulating fluid,
thus ignoring them leads to an overestimate of temperature responses. Corre-
sponding to the experimental case, the period of the initial time is 5 min.

Figure 8.4 shows comparisons between numerical and analytical predictions
with different parameter inputs, including various values of ¢, k, D, and r;,. These
results again verify that heating load g, is a very sensitive parameter. Parameters
k and D also have important influence on temperature responses. In contrast, fluid
temperature is relatively insensitive to borehole radius r,. But these influences
center mainly on the period of late times. Surprisingly, at extremely short times,
variations in these parameters play a relatively minor role in influencing thermal
responses, permitting analyzing these curves as a whole.

As reviewed in the introduction, our previous studies cannot determine a time
limit beyond which the composite-medium line-source model is applicable.
Experimental data show an excellent performance that the analytical model is
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Fig. 8.4 Comparisons of the numerical and analytical computations with parameters: g, k,
D and r,



70 Y. Yang and M. Li

applicable for times as short as 5 min [1]. The numerical model further confirms
this short-time performance (Fig. 8.4), illustrating that the temperatures obtained
from the analytical model are virtually identical to the results of the finite-volume
model except the initial several minutes, during which the analytical model
overrates fluid temperatures. Thus, the comparison with the finite-volume model
provides us evidence that the first 5 min can be used as a minimum time beyond
which the composite-medium line-source model is applicable.

8.4 Conclusions

To examine the short-term performance of the composite-medium line source
model, this paper builds a two-dimensional numerical model by the finite-volume
method. In the numerical model, heat capacities of circulating fluid and U-pipe
wall are treated by a transient boundary condition on the inner surface of U-shaped
tub. A reported reference experiment data are used to validate the numerical
model. A detailed comparison of the numerical and the line-source models is also
performed, and main conclusions drawn from this study are that

With the exception of very early times, the numerical and the analytical models
yield results matching each other very well; but they all give predictions somewhat
larger than the laboratory data. Considering the highly consistency of the models
and unavoidable uncertainties in the experiment, we infer that the two models are
essentially valid for modeling thermal responses of borehole GHEs.

For different parameter inputs, comparison between the two models also shows
that the main differences between them occur only within the first 5 min in all the
case studies; therefore, 5 min can be used as the general minimum threshold for
applying the composite-medium line-source model.
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Chapter 9

Comparing Condensation Theory

with Hygrothermal Models for the Mixed
Climate Region of China

Shui Yu, Xu Zhang, Mark Bomberg and Guohui Feng

Abstract Calculations of the coupled heat and moisture transfer are necessary for
energy-efficient buildings, improving IAQ and durability of building materials.
While correct approach requires simultaneous consideration of heat, air and
moisture transports, many architects and designers still use the water vapor
transport theory without considering other environmental factors. This paper
applies either of these two methods to three wall types over summer and winter
seasons and compares results highlighting the limitation of the traditional method.

Keywords Coupled heat and moisture transfer - Hygrothermal models - HAM
models - CHAMPS-BES model - Temperature field - Humidity field

9.1 Introduction

With the increased stress on airtight, highly insulated buildings we encounter
growing are needed for hygrothermal calculations [1-3]. We realize that in Eastern
China region of mixed climate, with high relatively humidity (RH) in winter, the
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risk for condensation and mold growth on the surface of the building enclosure is
high. Furthermore, the long-term operation of air conditioning in summer season
increases this potential. When the temperature on the inner face of the external
wall is lower than the dew point, the condensation takes place often leading to a
mold growth [3-6].

Most designers, however, are focused on the thermal performance of buildings
without considering moisture effects. Yet, moisture has a big influence on a
number of performance aspects including the heat transfer. To highlight these
issues, three types of wall characteristics to China are selected, namely 240 mm
clay brick, 180 mm concrete and 190 mm aerated autoclaved concrete (AAC) with
exterior and interior insulation layers (Fig. 9.1).

While HT models use hourly weather data from the metrological station that is
representative for each region, the condensation methods are typically using a
steady state approximation [7-9]. The weather data used in this case are shown in
Table 9.1 and Fig. 9.2.

9.2 Comparison of Steady State Moisture Profiles
in Sum and Win

Below, comparison between manual- and computer-generated profiles of relative
humidity for (a) summer and (b) winter day for a selected wall including normal
wall, ETIS and ITIS in Shanghai climate is displayed. Note: (1)When RH > 90 %,
there is capillary condensation and liquid transfer on the mechanism of capillary
function; (2) Shadow zone is condensation zone by simulation; (3) Only relative
humidity distribution is displayed; and temperature distribution is not showed
because there is no obvious difference (From Figs. 9.3, 9.4, 9.5, 9.6, 9.7, 9.8, 9.9,
9.10, and 9.11)

Fig. 9.1 Considered wall
types: normal wall, wall with
ETIS, wall with ITIS

|
— mnl»-‘
[ )

» Nul_

Normal Wall ETIS ITIS



9 Comparing Condensation Theory with Hygrothermal Models 75

Table 9.1 Boundary conditions for Shanghai used for condensation methods for steady state

Design parameters Tem (°C) RH (%) Heat transfer WV diffusion
coefficient (W/m2~K) coefficient (s/m)

Winter-indoor 18 60 8.7 3x 1078
Winter-outdoor —4 75 23 2 x 1077
Summer-indoor 26 60 8.7 3% 1078
Summer-outdoor 34 65 23 2 x 1077
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9.3 Moisture Profiles of L-type Wall in Winter

Below, computer-generated profiles of relative humidity in winter for a selected
L-type wall including normal wall and wall with ETIS in Shanghai climate is
displayed. (From Figs. 9.12, 9.13, and 9.14)



76 S. Yu et al.

(a) 0.74 T T T T (b) 1.00 N T i
- . “a+~ Simulationt | i 0.95 N —8-- Simulation’ | i
0.72 } -4 Manual Caluclation \, A== Manual Caluclation--|
0.90
g el g oss 4]}
2 o068 # i = 4
5 / = E os0{/f
T 0T . I [
X e 078 41
Q 064 o
= Wk ] = S
2 \\é A 2 070 \ -
8 0.62 =\ © | A
© . © 065 =
T 060 \ i )\ Buwae=C o i
058 A 0.60 g b
: 3 055 =
0.56 i
A Brick- m 0.50 41
0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.30 0.33 0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.30 0.33
x (m) X (m)

Fig. 9.4 Distribution of RH in brick wall with ETIS in a summer and b winter

(a) oo — (b) 135 —
=== Simulation 1.30 Simulation? =
0.68 —A— Manual Caluclation | 1.25 &~ Manual Caluclation
. 1.20 ;
PN 1.15
Y
2 0641\ 2 110 X
k] o S 1,05
g \
E o062 = \ E 1.00
5 N \ =] A %
I 060 ~ i bl T 095
“>) - ~ <a ./ \ \ g 0.90 ¥, ﬁ
= ~ LA \ = 08517 \
T 0% - N b2 S osoif i)
2 os6 b, & o075y )
0.70 N
0.54 0.65 ¥
0.60 «
0.52
A MCK=SUm 0.55 Brick-Win
0.50 0.50 :
0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.30 0.33 0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.30 0.33
x(m) X (m)
Fig. 9.5 Distribution of RH in brick wall with ITIS in a summer and b winter
(a) 0.74 T ] (b) 120 1— 7 7 ; Z
072 =&~ Simulation™” 7 1.15 “#%: Simulation ‘
0.70 e Manual Caluclation- 1.10 Manual Caluclation
0.68 1.05 7
> >
5 0.66 £ 1.00 D 44 A
£ 064 € 091
7 oe N E 0.90 4
]
5 060 - 5 085 f
> 058 = 080 1]
T 056 8 o075 ]{
2 o054 g & o7 I
052 B 065 1/
050 i Y 0.60 1]
0.48 - - . 0.55 &
i . .55 7. g 11
0.46 ! 0.0 1180mm-Cor
000 003 006 009 012 015 018 021 0.00 003 006 009 012 015 0.18 021
x (m) X (m)

Fig. 9.6 Distribution of RH in normal Concrete wall in a summer and b winter

9.4 Moisture Profiles of Unsteady State

Below, computer-generated profiles of relative humidity for two year for a selected
wall including normal wall and wall with ETIS in Shanghai climate is displayed.
(From Figs. 9.15, 9.16, and 9.17). It is easily reached to 90 % on the exterior of the
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Fig. 9.9 Distribution of RH in normal AAC wall in a summer and b winter

wall that means capillary condensation often occur on the surface of outside wall
for all kinds of wall. That is one reason exterior surface of outside wall is usually
destroyed first.
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Fig. 9.17 RH of key points in the normal AAC wall and wall with ETIS

9.5 Discussions and Conclusions

1. Comparing RH distribution by condensation theory with hygrothermal models,
there is no obvious difference in summer, so condensation theory could be used

in summer.

2. When RH is larger than 90 %, the capillary condensation lead to liquid water
transfer by capillary mechanism or liquid drop exists in porous. So, conden-
sation theory is not suitable to calculate RH distribution in the wall when Max
RH is larger than 90 %, especially in winter.

3. Brick and concrete wall is suitable to use ETIS to avoid condensation and

increase thermal resistance.

resistance.

. AAC wall is suitable to use ITIS to avoid condensation and increase thermal

5. It is easily reached to 90 % on the exterior of the wall that means capillary
condensation often occur on the surface of outside wall which is one reason that
the durability of the exterior surface of the wall is weak.
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