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Preface

In the late 1990s, researchers began to grasp that the roots of many information
security failures can be better explained with the language of economics than by
pointing to instances of technical flaws. The first Workshop on the Economics
of Information Security, WEIS in shorthand, took place in Berkeley, California,
in 2002. This series of annual events laid the foundations of a thriving new
interdisciplinary research field combining economic and engineering insights, mea-
surement approaches, and methodologies to ask fundamental questions concerning
the viability of a free and open information society and to provide answers where
possible. While economics and information security is no doubt the nucleus of
an academic movement that quickly drew the attention of think tanks, industry,
and governments, WEIS expanded its scope to include even more perspectives.
Surrounding areas include management of information security, privacy, and (more
recently) cybercrime, all studied from an interdisciplinary angle by combining
methods from microeconomics, econometrics, qualitative social sciences, and (also
more recently) behavioral sciences as well as experimental economics.

This volume contains a selection of 13 revised contributions to the 11th WEIS,
which took place in Berlin, Germany, on 25–26 June 2012. It is structured in four
parts, reflecting the main areas in the scope of WEIS: Management of Information
Security, Economics of Information Security, Economics of Privacy, and Economics
of Cybercrime. Each individual contribution documents, discusses, and advances
the state of the art concerning its specific research questions. Beyond this, our
intention is that this volume in its entirety draws a comprehensive picture of current
research questions, the breadth of methodological approaches, and their relevance
for designing (or engineering) a secure and livable information society. We hope
that the readers find the topics as fascinating as the authors and that the book
stimulates and structures discussions among and between academic researchers,
practitioners, media representatives, and policy makers. In the best case, the results
of such discussions feed into research contributions submitted to and presented at
future editions of WEIS.
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Let me take this opportunity to thank all the people who contributed to make
WEIS 2012 in Berlin a success. Gert G. Wagner and Nicola Jentzsch, both from
the economic research institute DIW Berlin, served as general chairs and hosted the
conference in Berlin, supported by Denis Huschka and his team, Petra Holthöfer,
Claudia Kreutz, Claudia Oellers, Sören Schumann, and Jörg Wernitz. They gave us a
warm welcome in Berlin’s historical downtown with an outstanding Berlinish social
event. In preparation of the conference, the Program Committee did the hard work
of screening and discussing all submitted papers, of which the best were selected
for presentation. Many distinguished researchers in the various fields of WEIS
volunteered to serve on the Program Committee, including Alessandro Acquisti
(Carnegie Mellon University), Ross Anderson (University of Cambridge), Rainer
Böhme (University of Münster, Program Chair), L. Jean Camp (Indiana University),
Jonathan Cave (RAND Europe), Huseyin Cavusoglu (University of Texas at Dallas),
Nicolas Christin (Carnegie Mellon University), Michel van Eeten (Delft University
of Technology), Benjamin Edelman (Harvard Business School), Allan Friedman
(Brookings Institution), Jeremy Epstein (SRI International), Neil Gandal (Tel Aviv
University), Dan Geer (In-Q-Tel), Lawrence Gordon (University of Maryland),
Jens Grossklags (Penn State University), Thorsten Holz (Ruhr-University Bochum),
Jean-Pierre Hubaux (EPFL Lausanne), Nicola Jentzsch (DIW Berlin), M. Eric
Johnson (Dartmouth Tuck School of Business), Kanta Matsuura (University of
Tokyo), Martin Loeb (University of Maryland), Tyler Moore (Southern Methodist
University), Andrew Odlyzko (University of Minnesota), David Pym (University of
Aberdeen), Brent Rowe (RTI International), Stuart Schechter (Microsoft Research),
Bruce Schneier (BT Counterpane), Richard Sullivan (Federal Reserve Bank of
Kansas City), Rahul Telang (Carnegie Mellon University), Catherine Tucker (MIT),
Liad Wagman (Illinois Institute of Technology), and Rick Wash (Michigan State
University). Nevena Vratonjic (EPFL Lausanne) contributed reviews on behalf of
one committee member. The Program Chair received additional support from his
colleagues at the University of Münster. Lars Greiving designed an appealing web-
site (using artwork by Claudia Kreutz), Pascal Schöttle gave organizational support
wherever needed, Ursula Kortemeyer administrated the student travel grants, and
Benjamin Johnson helped out with proofreading essential conference material. A
special thanks is due to Malte Möser, who served as an outstanding editorial assis-
tant for the compilation of this volume. Without his hard work in corresponding with
all contributors and meticulously keeping track of all changes, this volume would
not be in its current shape. Ronan Nugent of Springer was our always helpful contact
point with the publisher. The last thank you goes to the WEIS Steering Committee
for entrusting us to bring this conference to Germany, the first time in continental
Europe.

Finally, we could not have run the conference at this scale without the generous
support of our sponsors. First and foremost, Volkswagen Foundation supported
young researchers with a number of travel grants and helped us to offer a heavily
subsidized registration fee for student participants. Google Inc. served as a platinum
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Part I
Management of Information Security



Chapter 1
A Closer Look at Information Security Costs

Matthias Brecht and Thomas Nowey

Abstract Economic aspects of information security are of growing interest to
researchers and to decision-makers in IT-dependent companies. From a business-
perspective, cost-benefit justifications for information security investments are in
focus. While previous research has mostly focused on economic models for security
investments, or on how to quantify the benefits of information security, this chapter
aims to take a closer look at the costs of information security. After providing the
reader with basic knowledge and motivation for the topic, we identify and describe
the problems and difficulties in quantifying an enterprise’s cost for information
security in a comprehensive and comparable way. Of these issues, the lack of a
common model of costs of information security is the most prominent one. This
chapter also discusses four approaches to categorize and determine the costs of
information security in an enterprise. Starting with the classic approach frequently
used in surveys, we continue by describing three alternative approaches. To support
research on the costs of information security we propose two metrics. We conclude
with input for future research, especially for an empirical analysis of the topic.

1.1 Introduction

Applying methods from microeconomics and business administration to the field
of information security (IS) has become popular. One important aim of that kind
of research is to get a quantitative perspective on information security. In general
the advantages of quantification are its accuracy, objectivity, and comparability.

M. Brecht (�)
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4 M. Brecht and T. Nowey

In addition, quantification is the basis for calculations and statistical analyses.
Nowadays also security investments have to be compared with other investments
and cost-benefit analyses of security investments, to answer Kevin J. Soo Hoo’s
question of how much security is enough [17].

So far most research has focused on economic models for cost-benefit evaluation
and on decision rules. When it comes to data the focus was mainly on the provision
of data for the quantification of IS risks respectively the benefits of information
security. In the following we want to take a look at the other side of the balance
sheet – the costs of information security.

Being able to accurately determine security costs is a prerequisite for any cost-
benefit calculation. Another important field of application for a cost model for
information security is benchmarking between different companies. This could fos-
ter, for example, the comparison of the percentage of the IT budget, or the absolute
budget that is spent on information security. To the best of our knowledge, today
there no suitable or applicable model available for the costs of information security
in commercial enterprises. A cost model could be used by, for example, Chief
Information Security Officers (CISOs), budget planners, financially responsible staff
or managers as a common basis for communication and for decisions.

The remainder of this chapter is structured as follows. Section 1.2 provides a
brief overview of related work. In Sect. 1.3 we present challenges in quantifying
the costs of information security. In Sect. 1.4 we analyze existing approaches to
categorize security costs and introduce two new approaches to the topic. In Sect. 1.5
a conclusion of this work as a whole and promising topics for future work are
presented.

1.2 Background and Related Work

Since researchers have shown the importance of economic aspects for information
security research (cf. [2]) the topic has been further developed in various directions
reaching from behavioral theory to risk management. In the context of this chapter
it is especially important to consider approaches with a cost focus that have an
application in business administration and risk management.

1.2.1 Cost-Benefit Evaluation of Information Security

After a time in which the often cited fear, uncertainty, and doubt (FUD) strategy
was used to sell investments in security (cf. [4]) practitioners as well as researchers
are now looking for methods that allow for quantitatively founded cost-benefit
evaluations of information security measures. To identify costs or benefits of
security measures it is necessary to determine both the expected damage before
and after a security measure has been taken and the costs for this measure.
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Scholtz points out that information security professionals need to articulate the
value of their activities in business terms [35]. He states that especially during
bad economic times, only security initiatives that are able to demonstrate clear
business value will be funded. However, due to a lack of comparable historical data,
security staff must continuously work to evolve alternative mechanisms to capture
and articulate the business value of measures. At a project level, a possible approach
could be to analyze the expected risk reduction, quantifiable financial return or other
expected improvements.

Soo Hoo [17] states that information security management (ISM) needs analytic,
decision-focused and quantitative techniques to address many of the failings of
previous modeling paradigms and to answer the question: How much is enough?
During the last decade this changed and IT security management is now increasingly
based on economic principles. This also means that a balance between costs and
benefits of IT security is necessary (cf. [26,27,32]) and that investments in security
have to be geared towards the principle of economic efficiency. This includes that in
the case of an economic revision they have to withstand the then applied measures.
Starting with the idea of a Return-on-Security Investment (ROSI) several concepts
have been developed to support the decision for or against an information measure.
One way to do this is to apply the concept of Net Present Value (NPV). Faisst et al.
have developed a NPV formula for information security investments [9]:

NPV D �I0 C
TX

tD1

�E.Lt / C �OCCt � Ct

.1 C icalc/
t (1.1)

where

I0 D initial investment for security measure

�E.Lt / D reduction in expected loss in t

�OCCt D reduction in opportunity costs in t

Ct D costs of security measure in t

icalc D discount rate

The presented model returns a positive or negative value and thus advises an
enterprise to make a security investment or not. The costs of a security measure
are treated as a single value without advising how it could be determined. Besides
that most of the ROSI approaches are aimed at single security measures and do not
consider information security management.

Gordon and Loeb provide security related cost-benefit guidelines for
companies [15]. The authors present analyses and answers to questions like how
to determine the right amount of money to spend and where to invest, but also
explains the role of risks in the allocation of resources, strategies to minimize the
impact of incidents, and an approach to articulate business values to ensure future
funding. In addition, NIST’s risk management guide emphasizes the importance of
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risk management in today’s ISM and guides through the different phases of risk
assessment and cost-benefit analyses [29].

While Longstaff et al. propose a hierarchical model to assess the security risks of
IT [25], Gordon and Loeb developed an economic model to determine the optimal
level of investment in information security [14]. In addition, Soo Hoo provides a
decision-analytic framework to evaluate different IT security policies [17]. From
the point of view of our research these suggestions all have one major shortcoming:
they treat security investments as a black box (see [6]).

1.2.2 Costs of Cyber-Crime

In the approaches mentioned in Sect. 1.2.1 the term costs of information security
always refers to the necessary investments for information security measures.
Contrary to that, sometimes also the costs caused by a lack of information security –
mostly referred to as costs of cyber-crime – are denoted as the costs of information
security.

Although our research is not focused on cyber-crime, it is worth taking a look at
this area, since the difficulties with quantification are similar. They become visible
in several cyber-crime surveys. Florêncio and Herley show the discrepancy between
several studies that tried to determine the costs related to cyber-crime [11]. The
Federal Trade Commission (FTC) estimated the losses due to identity theft in 2004
at $47 billion [7], in 2006 at $15.6 billion [8], and in 2008 at $54 billion. The
huge drop in 2006 seems odd and leads to the assumption that these estimates are
extremely noisy. In addition, during the last 2 years alone, claims can be found
that show or predict losses or damages due to cyber-crime from $560 million to
$1 trillion (cf. [1, 20, 28, 36]).

This reveals the difficulties in finding consistent and comparable values and mea-
sures for information security related costs. Florêncio and Herley point out that with
the existing lack of consistency there remains a large room for interpretation [11].

1.2.3 Surveys on Costs of Information Security

As shown above in Sect. 1.2.2 surveys on cyber-crime show a great variety in
estimated costs or losses. A similar phenomenon can be recognized when looking
at surveys on costs of information security.

Every year, several different information security spending surveys are per-
formed, where at least partly surprising results can be found:

• Sullivan finds that almost 70 % of respondents spend less than 7 % of the overall
IT budget on information security, an increase of companies that outsource the
entire information security function by 80, and 55 % of respondents in medical
practices use either part-time or external staff to handle security [37].
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Fig. 1.1 Four aspects of costs of information security

• Penn states that the security portion of the IT budget is expected to rise by 12.6 %
in 2009, up from 7.2 % in 2007 and 11.7 % in 2008 [31].

• Weigelt found an increase in the IT security spending of the Bush administration
in 2009 of $646.8 million. Agencies as a whole would spend 10.3 % of their IT
budget on information security. Spendings for cyber-security were planned to be
increased by 73 % since 2004 [38].

Standards or universally accepted conventions, for example, for structures of IT
costs, are to the best of our knowledge not available.

1.2.4 Definitions

Especially due to the growing importance of economic values for any enterprise, it is
increasingly important to measure the efficiency and effectivity of security measures
(cf. [21]). This makes it necessary to identify costs and benefits. Kütz defines costs
in the context of ISM as the evaluated use of resources in monetary terms [22]. The
same author states that the benefits of security management are often expressed as
the avoided damage. Before a security measure is introduced an objective estimation
of these two values is used to decide whether it will be deployed or not. Afterwards,
the decision that was made should be revisable and comprehensible.

For the purpose of this chapter it is necessary to define the term costs of
information security more precisely. We identify four main interpretations of the
term (see Fig. 1.1):

1. The costs that are caused by information security incidents.
2. The costs of managing information security.
3. The costs that are related to information security measures.
4. The costs of capital that are induced by information security risks.
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This chapter will focus on the two middle layers. Therefore for the remainder of
this chapter we define the scope of costs of information security as follows:

The term costs of information security refers to costs that are associated with all kinds of
measures or activities – including technical as well as organizational aspects – within an
organization that are aimed at reducing information security risks for its information assets.

1.2.5 Costs of Quality

Well-established standards for information security like ISO/IEC 27001 require a
management system approach for information security. In this regard there is an
analogy to the field of quality management. Some companies even integrate both
fields in integrated management systems. Since quality management has a long
history it should be worth taking a look at approaches for quality costs.

Schiffauerova and Thomson give an overview over the field of Cost of Quality
(CoQ) [34]. They point out that most companies have implemented the so-called
prevention-appraisal-failure (P-A-F) model stemming from [10] that divides CoQ
into three subcategories: the cost for failure prevention, the cost for failure approval
plus the cost induced by failures. Besides the P-A-F-model there are numerous
approaches for categorizing CoQ. The choice of the appropriate model depends on
factors like purpose, situation, environment and individual needs [34].

According to [34] companies that adopt CoQ concepts improve their quality
while reducing the cost for quality. Yet the authors also point out one main
difficulty in assessing CoQ: Since most CoQ measurement methods are activity
oriented they do not mesh traditional cost accounting that is more expense oriented.
Consequently there is no standard procedure for determining and categorizing data
on quality costs.

1.3 The Challenges in Quantifying Security Costs

It is widely agreed that quantifying the benefits of information security measures is
hard (see for example [30]). In this section we present multiple issues that underline
that also the quantitative determination of costs related to information security has
to overcome some serious challenges.

1.3.1 Information Security as a Cross-functional Task

During the past decade we have seen a development from IT-security to information
security. Information security covers all activities to protect the confidentiality,
integrity and availability of an organization’s information assets. Therefore it is
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widely agreed that information security is more than just technical measures.
Providing information security is a cross-divisional task that encompasses technical
(e.g., hardware, software) as well as organizational (e.g., employee trainings,
processes) aspects. With information security awareness becoming more and more
important virtually every employee in a company can do her bit to provide
information security.

This cross-divisional nature is a huge challenge for categorizing and analyzing
costs of information security. On the one hand costs of information security cannot
be easily mapped to one single category of traditional cost accounting. On the other
hand it is not easily possible to define what part of the costs of a measure are directly
accountable to information security.

Even in the case of investments whose costs are closely related to information
security, such as very strict programming guidelines or the operation of a firewall,
it may be hard to determine that part of the investment that may be accounted to
information security. Programming guidelines are used to improve the security of a
company’s products, but in a case where employees write hundreds or thousands of
lines of code (LOC) a day no one can tell what amount of time is really invested in
security. Also, a hardware firewall is definitely a security product, but if it can also
act as an e-mail gateway, are really all related costs accountable to security?

The aforementioned examples show one of the problems that occur during
the management of information security; it is hard to determine if a task is an
information security task or if it is another task with some part concerning security.

Another problem is revealed when we look at the focus of information security
management. Information security management is a systematic, long-term, cross-
divisional task with the aim of protecting a company’s assets and goals (cf. [16]).
Since expenses for security are in general made to meet the goal of long-
term security, security products are usually very complex. Often, the initial costs
(e.g., purchase price of the product, the product’s introduction, operation, but also
security-related adaptations of business processes) may only account for a fraction
of the overall costs. This does not only mean that the decision for or against security
investments needs to be considered carefully, but also makes the determination of
the actual costs of a security measure much harder.

1.3.2 Divergent Goals of Cost Quantification

Organizations have different reasons and goals for quantifying costs in general,
and costs of information security in particular. Different perspectives on costs of
information security are needed to approach the various possible information needs.
Table 1.1 provides the reader with a brief overview of the different goals of cost
quantification. Thus, a flexible cost model is required that can satisfy different
demands by enabling various perspectives on costs of information security in an
enterprise.
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Table 1.1 Goals of cost quantification

Goal Explanation/implications

Budgeting Providing guidelines on how much may be spent, categorization to
provide internal comparability, oriented towards general
controlling and accounting guidelines

Cost accounting Usually, no special way of dealing with security, main goal is to
meet compliance regarding financial aspects

Benchmarking Comparability with other organizations, identification of
differences, point out different strategies or starting points

Risk management Preparation for controlling decisions, determine advantageousness
of security investments/measures

Cost-benefit analysis of
investments/projects

Economic assessment of certain measures/projects, return on
investment analyses, the overall costs of a measure or project
need to be identified

Surveys/research Identification of trends, tendency towards higher/lower security
spending, determination of preferences
(technical/organizational measures)

1.3.3 Hidden Costs: For Example, Security-Related
Outsourcing

A major challenge in analyzing security costs is what we call hidden costs, i.e., costs
that are at first glance not directly related to a security risk management decision, but
indirectly caused by it. A good example is the field of outsourcing, where various
hidden costs have been identified in the past.

According to Schaffry, the investments in security services will continue to grow
steadily over the next years [33]. One of the main reasons the author identifies is
the increasing popularity of Managed Security Services (MSS). MSS change the
market significantly. MSS describe the outsourcing of operation and management
of an enterprise’s security solutions in order to save money, but this outsourcing
relationship has to be managed and its results have to be reviewed and verified. For
an overview of how to manage an IT outsourcing relationship see [23].

Barthélemy identified four often forgotten and hidden costs of IT outsourcing [3].
These are categorized into costs that occur during the search for a suitable
vendor and the contracting phase, during the transition phase of switching the
in-house delivery of a service to another company, or during the transition from
the outsourcing partner to another outsourcer or the reintegration of the formerly
outsourced service. In addition, also costs for the management of the outsourcing
relationship (e.g., monitoring, bargaining, and renegotiation) must not be forgotten.

1.3.4 Difficulties in Finding the Right Baseline

An additional challenge, especially for benchmarking of costs of information
security, is finding the right baseline. As one can see from the facts mentioned in
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Sect. 1.3.1, the nature of costs of information security makes it unlikely that this
kind of cost can be seen as a subset of IT costs and thus be put in relation to the
overall IT budget of a company. This procedure may work for IT security costs, but
in the case of information security costs one will always be able to cover only parts
of the overall costs. The main reason for this is that IT security can be seen as a
subset of information security, regarding only an organization’s IT.

Some results show that following the increase of the number of security threats
and incidents, also the budget spent on information security in relation to the overall
IT budget increases. Other results show that especially in industries with highly
sensitive information, the importance of information security may not have been
fully understood. In addition, it seems that in bad economic times other topics that
may help companies to increase their profits or strengthen their market position have
higher priority (cf. [5]). In general, most of the results shown above use the overall
IT budget of a company as the main reference. This is – at least partly – problematic
since the costs that are accumulated to the IT budget may be significantly different
for several companies or industries. For example, the costs for telephony and mobile
telephony are part of the IT costs in some companies while in others they are not.

1.4 Towards a Model for Categorizing Costs of Information
Security

The challenges identified above lead to the conclusion that a common understanding
of costs of information security is required. Therefore, a common way of cate-
gorizing and structuring costs in a repeatable and comparable way is required.
Building on that basis, it becomes possible to identify cost-drivers and to analyze
different security management approaches. In the following we present different
approaches to structure costs of information security. We will refer to such a
categorization by the term cost model. We will focus on enabling benchmarking
between organizations, but will also take a look at other areas of application.

1.4.1 Approach 1: The Balance Sheet Oriented Approach

Benchmarking initiatives are frequently driven from an organization’s controlling
or accounting department. Thus, it is quite common to use structures for classifying
costs that are oriented towards the chart of accounts. A typical example for that
type is the model developed by the consulting firm Gartner1 for Total Cost of

1http://www.gartner.com
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Table 1.2 Cost categories for information security (used by Gartner [13])

Cost category Description

Personnel costs Includes all personnel costs supporting information security
functions

Hardware Dedicated security hardware (e.g., security gateways,
disaster recovery hardware)

Software License costs of software dedicated to managing security
systems (e.g., IAM, endpoint security suites)

Outsourcing/managed
security services (MSS)

Costs of monitoring/managing security devices, systems
and processes or other costs related to MSS

Ownership (TCO)2 analyses of Information Systems (cf. [12]). Equally, for the field
of information security, Gartner chose an approach that could be called balance
sheet oriented.

To cover the costs spent on information security, Gartner uses a scheme which
distinguishes between the four different cost categories presented in Table 1.2. For
the year 2011, they found a distribution of the information security budget into 21 %
hardware, 29 % software, 40 % personnel and 10 % outsourcing.

In general, this approach is a first step towards the classification of information
security costs. The classification in hardware, software, personnel and outsourcing
may also be good for IT-related budget planning.

As previously shown in Sect. 1.2, the classification of security costs into hard-
ware or software is problematic, if at all possible. Accordingly, Gartner’s approach
leads to a situation in which comparability between several industries or even single
companies – due to a lack of transparency in the procedural method – cannot be
provided. However, this approach allows companies to easily determine their costs
in those categories because of existing accounting/budgeting processes. On the other
hand, a more detailed analysis of the results of this approach is not possible since too
much information about the creation of reference data is missing or unclear. Thus, a
comparability between several companies may hardly be possible. In addition, this
approach focuses more on IT-security than on information security.

1.4.2 Approach 2: The Security Measure Life Cycle Approach

Particularly when it comes to investment decisions on information security mea-
sures, decision-makers have the goal to capture the TCO of a measure. This leads
to an approach that not only covers the costs of purchase for a security measure,

2TCO is a financial approach to help managers or consumers to estimate the overall costs of
a product over its whole life cycle. It can also be used to determine the economic value of an
investment and contains both acquisition and operation costs.
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but also other costs within its life cycle. An example of such a categorization is
sketched in [30]:

• Costs of purchase,
• Costs of setup,
• Costs of operation, and
• Costs of change.

This approach is well-suited for cost-benefit analyses of single measures since
it covers all aspects of costs that are connected to the implementation of a security
measure. Thus, the values can be compared to the potential benefits (mainly risk
reduction) of a security measure. Likewise, the approach can be used for the
selection of different security measures. However, it is hardly possible to apply this
approach to a company’s information security management as a whole since it lacks
a process perspective and is mainly focused on IT. In addition, this approach is not
suitable for benchmarking between several companies as no reference values are
calculated or presented.

1.4.3 Approach 3: IT-Security Process Oriented Approach

The categorization proposed by Humpert-Vrielink and Vrielink is depicted in
Fig. 1.2 [18]. It gives a comprehensive picture of costs associated with IT-security
activities. Even though the focus is on single security measures, costs for operation
also cover some high-level aspects like change of processes. The approach covers
all of the four cost aspects of Sect. 1.4.2 in one category (cost of tools), making it
more comprehensive. Nevertheless it is still focused on IT-security.

The categories leave room for interpretation, e.g., some may have the opinion
that the complete part of costs for operation should be accounted to the costs for the
tool section. This, and the fact that the categories are not compatible with standard
cost accounting models, complicate the collection of data.

Another fact that may lead to controversy is mentioning costs of risk as actual
costs of information security. Locher states that higher risks, meaning higher
uncertainty, leads to higher interest rates for fresh capital [24]. The reduction or
elimination of risks, which is a major goal of the management of information
security, would lead to lower interest rates and so decrease these costs. In any case,
information security measures should rather be seen as a means to reduce risks than
as a trigger for costs.

All of the models mentioned so far try to categorize costs of information security,
but tackle their goal in a completely different way. This is additional proof of the
need for a universally accepted and applicable cost model to provide comparability
and a universal understanding of the topic.

Since providing comparability between several companies or even industries is
one of the main goals of the cost model we hope to develop, we will propose
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Fig. 1.2 Dimensions of costs of information security (cf. [18])

our own, more specific approaches to classify and determine the costs for infor-
mation security in an enterprise in the following sections.

1.4.4 Introducing Determinability and Security-Cost Ratio

We introduce two new metrics that should help to describe and determine the cost
ratio of a security measure or investment.

When it comes to benchmarking between organizations, we are facing the
challenge that some of the cost categories may be very unambiguous and easy to
determine, while others leave much room for interpretation. Companies should be
aware of this issue when interpreting deviations from the benchmark. Therefore,
determinability describes how difficult the determination of the related costs is in
practice. The value of determination is indicated on a scale from “easy” to “hard”,
with intermediate steps of “easy–medium”, “medium”, and “medium–hard”. For
example, the determinability of the control “human resource management” is
defined as “medium–hard”. With empirical data available we could also analyze
the statistical spread.

A challenge that is closely related to the latter is the decision of what proportion
of a cost category should be attributed to information security. Information Security
Cost Ratio describes the real percentage of the costs that may be accounted to
information security. This value is indicated on a scale from “low” to “very high”.
Intermediate steps are “medium”, “high–very high” and “very high”.

1.4.5 Approach 4: The ISO/IEC 27001 Oriented Approach

The international standard ISO/IEC 27001 has a high acceptance and distribution in
companies around the world. This section will provide an approach for categorizing
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the costs of information security based on the ISO/IEC 27001 standard (cf. [19]).
The different controls that are relevant for information security are shown and
described in Table 1.3.

This approach should provide organizations with possibilities to determine costs
of the controls and control areas, and guide companies in their decision on how
much to invest in which control.

For the support of business decisions like this, distinguishing between hard-
ware or software as suggested in Sect. 1.4.1 would not provide any help for an
organization (cf. Sect. 1.2.1).

Besides the explanation of the cost aspects, Table 1.3 also gives an indication for
the values of determinability and the information security cost ratio. Some examples
are especially noticeable: Within human resource management, only parts of certain
processes are information security motivated. The determination of the mentioned
ratios is definitely not easy, but requires a detailed analysis of these processes. The
information security cost ratio of “information security incident management” was
set to be “very high”. This is the case because this control can be seen as very closely
related to, and almost exclusively motivated by information security management.
However, if an organization uses its conventional incident management processes
also for information security incidents, the information security cost ratio may be
significantly lower.

Managing information security in an organization can be seen as an information
security task. In addition, the technical aspects of this control are usually exclusively
information security motivated. Thus, its costs can mostly be seen as costs of
information security only.

Due to a lack of related literature, the chosen values derive from the practical
experience of the authors. These values (especially the information security cost
ratio) need to be researched in detail and should be subject to future research towards
a cost model of costs of information security (cf. Sect. 1.5.2).

This discussion reveals that the costs of information security can originate from
various different departments or directions. For several controls only parts of the
overall costs can be accounted to information security. In addition, one might argue
that, for example, the control human resource management and thus its costs cannot
be seen as part of the IT budget of a company. The same may be true for physical
security.

In general, the mentioned controls and related measures could be further
classified. For example, regarding their main aspects like

• Organization,
• People,
• Technology or
• Processes.

It goes without saying that it is possible to implement and operate information
security measures that are not mentioned in Appendix A of the ISO27001 standard.
However, for the purpose of benchmarking, the participants need to agree on a set
of common controls.
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Table 1.3 Overview of costs of information security (according to Appendix A of
ISO/IEC 27001 [19])

Information
security

Control Description Determinability cost ratio

A.5 Security policy Controls to provide management
direction and support for
information security in
accordance with business
requirements and relevant laws

Easy Very high

A.6 Organization of
information security

Controls for the organization of an
enterprise’s information
security

Medium Very high

A.7 Asset management Controls for the management of an
enterprise’s assets
(e.g., (de)classification)

Medium Medium

A.8 Human resources
security

Controls for the reduction of risk
of human error, fraud, theft or
misuse of facilities
(e.g., training)

Medium–hard Low

A.9 Physical and
environment security

Controls to achieve security due to
the prevention of unauthorized
access, damage and
interference to business
premises or information

Easy–medium Medium

A.10 Communications
and operations
management

Controls in order to ensure the
correct and secure operation of
information processing
facilities

Medium Medium

A.11 Access control Controls to ensure only authorized
access to information

Medium High

A.12 Information
systems acquisition,
development and
maintenance

Controls for security
motivated/related costs for
purchasing, development or
maintenance

Medium Medium

A.13 Information
security incident
management

Controls to help dealing with
information security incidents

Medium–hard Very high

A.14 Business
continuity
management

Controls needed in order to ensure
business continuity or disaster
recovery

Hard Medium

A.15 Compliance Controls to avoid violation of law,
other obligation or any other
security requirements

Medium–hard Medium

4–8 ISMS The mandatory parts of the ISMS
as described in Chaps. 4–8 of
ISO/IEC 27001, including for
example risk management,
internal audits, etc.

Easy–medium Very high
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So far we have only covered the controls that are part of Appendix A of
ISO/IEC 27001. The ISMS itself – being obligatory and containing activities like
risk management and internal audits – can be found in Chaps. 4–8 of the standard.
Although harder to categorize, this part of the standard should also be part of a cost
model, e.g., as one block called ISMS-costs.

Since the ISO/IEC 27001 standard is well accepted, widely distributed and stan-
dardized, this approach is well-suited for benchmarking and research. In addition,
due to the fact that management aspects as well as technical and organizational
measures are covered, this approach can also be used to provide an organization’s
security management with an overall view. However, since single security measures
cannot be examined in detail, this approach is not suitable for cost-benefit analyses.

1.4.6 Approach 5: The ISMS-Layers Approach

Our second proposed approach takes the perspective of information security
management. To achieve a top-down determination and classification of costs
for information security, we suggest an approach that basically consists of four
layers, plus basic prerequisites. In contrast to other approaches, including the
one distinguishing personnel, software, hardware and outsourcing mentioned in
Sect. 1.4.1, we are looking for an approach that better meets the cross-divisional
characteristics and nature of information security. In addition, this approach could
easily provide the possibility to compare if an organization, for example, spends too
much money on management tasks or too little on a certain type of security measure.

An overview of this approach is shown in Fig. 1.3. Next to each of the five layers
of this approach, gray-scale circles are located indicating the ratio of the costs that
are directly accountable to information security (information security cost ratio).
In the same way as described in Sect. 1.4.5, these are vague, approximate values
that were set provisorily. These values also derive from the practical experience of
the authors and should be scientifically and comprehensibly determined in future
research work (cf. Sect. 1.5.2).

Details for each of the layers and their information security cost ratio, in
ascending order, are presented in the following paragraphs.

The bottom layer builds the basis of this approach and describes the prerequisites
of an efficiently and effectively working information security management. Since
these prerequisites (e.g., inventory of assets, or the introduction of information
ownership) are necessary management tasks to provide security for an enterprise’s
assets, its costs should not be accounted to information security since this would
falsify the results. However, information security management is often the trigger
for providing these basics or at least it requires the documentation of some additional
attributes. As a compromise, we suggest an information security cost ratio of
approximately 25 % for this layer.

The second layer is called “Operational Measures”; it consists of what one
would typically call information security measures: measures like virus-protection
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Operational Measures

Architecture &
Concepts

People & 
Processes

Management
System

Prerequisites

Fig. 1.3 The ISMS-layers
approach

or encryption software. Mostly, measures of this layer are fully and directly
accountable to information security. The ratio needed to determine the costs of
information security highly depends on the specific information security control.
In the case of a firewall that also acts as an e-mail gateway, this ratio can be set to a
middle to high value. Thus, we suggest a security cost ratio of 75 %.

The third layer of this approach is called “Architecture & Concepts”. It consists of
concepts like data protection, data leakage prevention, reporting, IDS or providing
security in an enterprise’s products, enhanced by architecture tasks like encryption,
Public Key Infrastructure (PKI) or Identity Management (IdM). In this layer,
the line between information security tasks and other tasks with – maybe only
partly – security relevant aspects is much harder to draw. On the one hand, an
identity management infrastructure can clearly reduce information security risks
through approval processes and reporting features. On the other hand, by enabling
automated provisioning of access rights it also helps to reduce IT-operations costs.
The determination of the information security cost ratio in this layer is quite tricky.
However, we suggest a cost ratio of approximately 50 %.

The next layer is called “People & Processes”. It deals with security aspects
related to people and processes, such as awareness and security related training,
but also the development and implementation of security controls, policies and
guidelines. In general, the optimization or adaption of existing processes and
services may in some cases have an influence on a process that is easily measurable
(e.g., cycle time), in other cases the influence may not be directly measurable
(e.g., long-term awareness campaigns, training activities, changes in processes).
Adding up, a very high percentage of the mentioned costs can be accounted to
information security, respectively we suggest a value of 80–85 %.

The top layer of this approach is called “Management System”. This layer
includes the ISMS including risk management, audits, but also costs for infor-
mation security related audits, and costs for ISMS software. In our opinion, the
costs for ISM, security audits and risk management actions are 100 % costs of
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Table 1.4 Adequacy of the approaches for categorizing costs of information security

App. 1 App. 2 App. 3 App. 4 App. 5

Focus single measure 0 C 0 � �
Focus whole organization 0 � 0 C C
IT-security centric C C C 0 �
Information security centric 0 � 0 C C
Benchmarking 0 � � C C
Cost-benefit-analysis 0 C 0 � �
Comparing measures 0 C 0 0 �
Compatibility with existing data

sources
C C 0 � �

Differentiation by determinability 0 � 0 C C
Differentiation by cost ratio 0 � 0 C C

C OD appropriate; 0 OD partially appropriate; � OD inappropriate

information security. ISMS software are usually highly specialized solutions that
do not have any other purpose than supporting the ISMS. There may be some parts
where measures of this layer can be of use or beneficial for other departments or
business functions. Mostly, those should be negligible, thus a security cost ratio of
close to 100 % is suggested.

In general, this approach is best-suited for benchmarking and for research
regarding the performance of different strategies in an organization’s security
management. The advantage of this approach is the fact that areas with a high
information security cost ratio are separated from areas with a low one. In practice,
this supports comparisons well.

1.5 Discussion

A cost model is an important step towards a common understanding and com-
parability of costs of information security. Table 1.4 summarizes the approaches
presented in this chapter with regard to their adequacy for different purposes.
However, the analysis above has shown that one single model will not satisfy all
information needs. Therefore, combined models are needed and future research on
the practicability of cost models, as well as on the nature of costs of information
security is required. Those aspects are briefly discussed in this concluding section.

1.5.1 Conclusion

In our opinion, it could be useful to combine two – or possibly even more – of
the approaches that have been presented in this chapter with other ways of classi-
fication. It is conceivable that, for example, a combination with the four aspects
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personnel, investment (hardware, software), maintenance and outsourcing/MSS,
or also possibly with the four aspects mentioned by Gartner in Sect. 1.4.1, would
lead to an improved understanding, comparability and ease of use.

The results of cost-benefit analyses especially can vary widely depending on the
related measure. The measure itself can still be classified, for example, with the
help of the approach, mentioned in Sect. 1.4.6, but this is simply not enough for
a cost-benefit analysis. After the classification, the costs of the measure need to
be further broken down. In the case of an operational measure, the application of
a classical TCO approach could already be sufficient. In the case of architectural
topics like IdM or PKI this is much harder since only parts of the overall costs can
be accounted to the acquisition or operation of the security measure. Other aspects
like the adaption of internal processes play a much bigger role here and the measure
itself might not even be seen as an information security measure. Even in this case
the complexity of ISM increases; tests, audits, but also concepts for the introduction
of these measures are not seen as measures themselves, but still additional costs may
occur. Similar problems may occur also on other layers.

After application of the combination, one would achieve an overview in the form
of a matrix, where one dimension would describe the information security costs
according to the design of an ISMS (cf. Sect. 1.4.6), or according to the classification
of costs according to the ISO27001 standard (cf. Sect. 1.4.5). The other dimension
would describe the aforementioned four aspects personnel, investment, maintenance
and outsourcing. This would lead to a further breakdown of the costs of the several
layers or measures. Detailed research of these combinations should be the subject
of future work towards a cost model for the costs of information security.

This section shows several approaches for tackling the aim of being able
to determine the costs of information security and achieve comparability. The
advantages and the aim of the presented approaches have been identified and
visualized. Depending on the aim of its use, another perspective, and thus also
another cost model may be relevant for an organization:

• For budget planning, the most relevant costs for an organization will most likely
be expenses that have to be paid to externals, e.g., managed services, costs for
hardware and software, license costs, consulting (cf. Fig. 1.2, Sect. 1.4.1).

• For the evaluation of a project or the implementation of a certain measure,
basically all costs are highly relevant, i.e., TCO.

• For the benchmarking of IT costs, the most relevant costs will probably be
costs for operation, maintenance, etc., while costs for the introduction or
implementation may be less relevant.

• For the benchmarking of costs of information security, a differentiated view
depending on the build-up of an ISMS may be the most relevant for an
organization. This would provide the possibility to determine whether an organi-
zation, for example, spends too much money on management tasks, or too little
on baseline architecture projects (cf. Sects. 1.4.5 and 1.4.6).

This list represents only a few examples. Section 1.3 shows that the topic of cost
models in the field of information security has mostly been left out of research
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so far. The identification of additional purposes for using cost models may be part
of future research work.

1.5.2 Directions for Future Research

1.5.2.1 Empirical Evaluation of the Results

The development of a process for determining security costs in a consistent way is
a major prerequisite for an empirical evaluation of the costs of information security.
Benchmarking can only be successful if the method for measuring the values for the
different cost categories is easy to repeat and described clearly.

In this chapter we suggested new approaches to determine and classify costs
for information security or for certain information security measures. The next
step would be to research the results of the presented approaches in practice. An
empirical study among Chief Information Officers (CIOs) or CISOs could either
prove or disprove the information security cost ratios provisorily set, and also give
an idea of whether the presented approaches will really work in practice or not.

1.5.2.2 Determination of Information Security Cost Ratios
and Determinability

Several possible classifications and ways to determine information security costs
were presented in Sect. 1.4. Some of these approaches use cost ratios to ease the
determination of costs. The ratios that have been used in this chapter derive from
the practical experience of the authors. In general, this means that those values are
only estimations to present the idea of the real information security cost ratio. The
used values for several controls, measures or ISMS layers cannot be seen as proven
values. The detailed and scientific determination of these exact values should be the
subject of further research.

In general, the same applies to determinability. By using a more detailed and
systematic research method, the suggested values for the determinability of the
costs that are accountable to information security could be verified. Regarding this
issue, conducting a survey among CISOs or CIOs could be an appropriate method
to evaluate the provisional values set in this chapter.

1.5.2.3 Determination and Evaluation of Possible Combinations

As previously mentioned in Sect. 1.5.1, we propose an evaluation of different
combinations of the approaches presented. A combination of two or more dimen-
sions could improve the comparability of results between different organizations.
The resulting matrix would help to further break down and analyze the costs
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of information security. For researchers this could be an important step towards
analyzing the effectiveness of information security expenditures. Even if the overall
budget in two organizations is almost equal, its distribution over the matrix may be
entirely different.

1.5.2.4 Reference Parameter

We have identified several problems and discrepancies of surveys (cf. Sect. 1.3). One
of the identified problems is the appropriate baseline. In the case of information
security, the IT budget of an organization is often used as the baseline in the
literature. As shown in this chapter, using this value is not applicable for information
security costs as only parts of information security measures and costs can be seen
as IT measures, and thus seen as IT costs. The turnover of an enterprise is also
often used as a reference parameter. A detailed inquiry regarding the significance,
availability and accuracy of reference parameters in the field of information security
and its costs may produce interesting results that could be used in future research.

1.5.2.5 Identification of Differences Between Several Industries

Following a practical test of the approaches suggested in this chapter, another topic
for future research could be the possible differences between several industries.
A software development company will encounter much higher costs for secure
programming than, for example, a consulting company. On the other hand, a
company that mostly focuses on mechanical engineering faces lower costs for
security in products than a company that develops wireless access points or other
network components. Extensions or adaptions of the cost model to make it more
suitable for different industries can be a topic for further research. Especially
companies that do not only apply information security measures to protect their own
information assets, but also implement security in their products, require a further
differentiation of costs for security. This differentiation between “conventional”
products (e.g., cars), costs for security products (e.g., smartcards), and costs for
measures to secure an enterprise’s information, data or internal systems (this also
includes ISM) seems to be essential.
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Chapter 2
To Invest or Not to Invest? Assessing
the Economic Viability of a Policy and Security
Configuration Management Tool

Lukas Demetz and Daniel Bachlechner

Abstract The threat of information security (IS) breaches is omnipresent. Large
organizations such as Sony or Lockheed Martin were recently attacked and lost
confidential customer information. Besides targeted attacks, virus and malware
infections, lost or stolen laptops and mobile devices, or the abuse of the organi-
zational IT through employees, to name but a few, also put the security of assets in
jeopardy. To defend against IS threats, organizations invest in IS countermeasures
preventing, or, at least, reducing the probability and the impact of IS breaches.
As IS budgets are constrained and the number of assets to be protected is large, IS
investments need to be deliberately evaluated. Several approaches for the evaluation
of IS investments are presented in the literature. In this chapter, we identify,
compare, and evaluate such approaches using the example of a policy and security
configuration management tool. Such a tool is expected to reduce the costs of
organizational policy and security configuration management and to increase the
trustworthiness of organizations. It was found that none of the analyzed approaches
can be used without reservation for the assessment of the economic viability of the
policy and security configuration management tool used as an example. We see,
however, considerable potential for new approaches combining different elements
of existing approaches.

2.1 Introduction

The perils of information security (IS) breaches are ubiquitous. In 2011, large com-
panies were subject to attacks and IS breaches were discussed in public (e.g., [11,
12, 21]). Besides attacks, other reasons, for instance, virus and malware infections,
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lost or stolen mobile devices, human errors, and forces of nature [14, 15, 26, 43] urge
organizations to invest in IS. The question today is not whether an organization will
face an IS breach, but rather when a breach will occur [20]. As a result, organizations
invest in countermeasures that prevent IS breaches or reduce their probability and
impact.

Facing constrained budgets and an increasing number of assets to protect,
organizations have to decide how much to invest in IS, and how to allocate the IS
budget [2, 19]. As the probability of being exploited as well as the criticality differ
from asset to asset, not all assets should receive the same level of attention [3].

Investments in IS, unlike other investments, do not generate monetary returns
but result in cost savings by preventing IS breaches or by reducing the probability of
their occurrence and their impact [23,32,34,37]. Analyzing the cost-benefit tradeoffs
of alternative IS investments, however, is challenging [9], as not only the costs but
also the benefits of IS investments with respect to known and unknown threats have
to be assessed [16]. Organizations, however, need to pay attention to the economic
viability of IS investments. They have to find the balance between the risks of threats
on one side and the possibility to mitigate the risks and the costs thereof on the other
side [8]. Mizzi [29, p. 19] defines an IS investment as economically viable if

ES < LT

where ES represents security expenditures and LT the total annual losses. That is,
an IS investment is economically viable if and only if the security expenditures are
smaller than the total annual losses. Mizzi [29], however, assumes that the security
expenditures ES aim to fix all vulnerabilities to assets at stake (i.e., to completely
remove these vulnerabilities). Thus, security expenditures ES , which include the
costs to build IS countermeasures and the costs to fix vulnerabilities, clearly need to
be lower than the sum of the losses expected from an IS breach of the vulnerabilities
and the costs to repair breached assets. In the case of investments that only aim to
fix a certain vulnerability (i.e., not all vulnerabilities) to an asset, the equation by
Mizzi [29] does not hold. In such cases, the security expenditures need to be lower
than the reduction of expected losses conditional the investment to fix the respective
vulnerability. Similar to Mizzi, Huang et al. [23] argue that for risk-averse decision
makers expenditures for IS investments increase with, however, never exceed the
expected losses associated with IS threats. Gordon and Loeb [17] even argue that the
optimal amount to invest in IS never exceeds 37 % of the expected losses associated
with an IS breach. Willemson [44], however, shows that in some cases expenditures
of nearly 100 % of the expected losses can be reasonable.

Fortunately, the literature provides a myriad of approaches (e.g., [6, 10, 20, 22])
that help decision makers in deciding whether or not to invest in a certain IS
countermeasure. Among the most frequently cited approaches is the one presented
by Gordon and Loeb [17] for which also several extensions have been proposed
(e.g., [28, 45]).

In this chapter, we identify approaches which are suitable to assess the economic
viability of a specific countermeasure, namely, a policy and security configuration
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management tool. Such a tool helps, first, to reduce the costs associated with policy
and security configuration management and, second, to increase the trustworthiness
of an organization by automating or providing decision support for critical activities
related to policy and security configuration management. We describe and compare
selected approaches, evaluate them with respect to their suitability for assessing
the economic viability of such a tool based on a set of criteria, and discuss the
approaches’ advantages and disadvantages.

The remainder of this chapter is structured as follows: Sect. 2.2 introduces the
policy and security configuration management tool which is the subject of the invest-
ment decision. Section 2.3 is devoted to the research methods used to collect and
analyze data about approaches. We present the results of the analysis in Sect. 2.4,
where we also outline the determining characteristics of the different approaches. In
Sect. 2.5, we discuss the approaches with respect to their suitability for assessing the
economic viability of the policy and security and configuration management tool,
and highlight commonalities and differences of the approaches. Finally, Sect. 2.6
concludes this chapter and gives a short outlook on possible future work.

2.2 Policy and Security Configuration Management

Today, organizations are confronted with an increasing number of regulatory
(e.g., SOX or PCI-DSS) and contractual requirements they need to comply with.
As a result, they have to increase their expenditures on compliance activities [31].
This situation is particularly exacerbated for service providers offering services
to clients as they are faced with a myriad of additional contractual requirements
requested by their clients. Management costs, including costs for policy and security
configuration management, steadily increased over recent years [25]. Currently,
policy and security configuration management is mainly done manually, which often
turns out to render related activities inefficient and error prone [30]. In this respect,
a policy is a declarative description of an outcome. A security policy comprises rules
that specify how security is established and maintained [33]. Each security policy is
associated with at least one security configuration that describes imperatively how
the respective goal is to be reached. While inefficiencies often lead to unnecessary
high costs, a lack of trust is often the consequence of error-proneness. Disrespecting
or ignoring security policies may be the causes for many IS breaches [39].

To deal with this myriad of requirements, organizations in general and service
providers in particular could benefit from a tool supporting them in policy and secu-
rity configuration management. Such a tool establishes and maintains a consistent
and transparent link between high-level security and compliance requirements at
one end and low-level technical configurations of IT landscape components on the
other. This end-to-end link is maintained automatically where possible, and, in case
human interaction is necessary, decision support is offered. The aim of such a tool
is two-fold: reducing costs (e.g., management costs and losses due to IS breaches)
and increasing an organization’s trustworthiness by increasing its level of security
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and compliance. Both goals may be achieved by partially or fully automating
activities related to policy and security configuration management such as detecting
misconfigurations or checking whether different security countermeasures are
equivalent with respect to security level, performance and costs. Additionally, the
tool would ease audits as the information necessary for audits can be provided
directly by the tool.

The policy and security configuration management tool would support two
different modes of operation. The first mode is a static mode, in which the end-
to-end link between security and compliance requirements and configurations is
planned and initially established. Additionally, the tool can be operated in a dynamic
mode, in which configurations are constantly monitored for deviations from the
ideal configuration. Such an automated monitoring allows organizations to detect
misconfigurations quicker and thus to reduce the risk of IS breaches or of problems
caused by non-compliance. As the tool’s functions would be tightly coupled, we
assume that the tool is available only as a whole, that is, there are no modules which
could be added at a later point in time.

Ideally, the tool is run not only at one organization, but also at its suppliers
and clients. This way, each involved party could easily share information about
requirements and configurations. As a result, each party is able to assess the
fulfillment of requirements at its suppliers and to also assess whether certain
requirements can be fulfilled by a supplier. Operating such a tool across several
parties in a cross-organizational setting would increase the benefits of the tool for
all parties involved.

Such a policy and security configuration management tool would certainly have
its advantages. Nevertheless, the decision to invest in such a tool must be well
justified, for instance, by applying an approach for assessing investment decisions
found in the literature. Based on the policy and security configuration management
tool’s characteristics and its application in cross-organizational settings, we derive
a set of mandatory and optional criteria a suitable approach must or should meet,
respectively. The derived criteria are:

1. The approach must be able to deal with investments made as a whole. As we
assume that the tool is only available as a whole and that there are no modules
that could be added at a later point in time, a suitable approach must support
decisions regarding investments made as a whole.

2. The approach must be able to consider financial measures. As the tool aims,
among other things, at reducing the costs of policy and security configuration
management, a suitable approach must support financial measures.

3. The approach should be able to consider non-financial measures. As the tool
also aims at increasing the trustworthiness of an organization and since increased
trustworthiness cannot be easily expressed in financial measures, a suitable
approach should support non-financial measures.

4. The approach must be able to support one-time costs and benefits. As costs
crucial for decision making incur immediately whenever the tool is used for
planning and initially establishing the end-to-end-link between security and
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compliance requirements and configurations, a suitable approach must support
such one-time costs and benefits.

5. The approach should be able to support running costs and benefits. As the tool
is also operated in a dynamic mode and since costs and benefits thus also incur
over time, a suitable approach should support running costs and benefits.

6. The approach must be applicable without explicitly considering attacks. Some
approaches rely on the provision of information on a particular attack. As the
tool’s primary focus is on policy and security configuration management and
information on attacks is generally neither relevant nor available, a suitable
approach must be applicable without considering attacks.

7. The approach should be able to consider network effects of investments. The
more organizations are involved in a cross-organizational setting, the higher are
the benefits of the tool for all parties involved. Thus, network effects should be
supported by a suitable approach.

We chose a policy and security configuration management tool as the subject
of the investment decision because of the tool’s broad relevance for organizations
in general and service providers in particular, and our insight into the unique
characteristics of such a tool resulting from prior research. Assessing the economic
viability of another IS investment would certainly lead to other criteria to be met by
suitable approaches.

2.3 Data Collection and Analysis

In this section, we describe the methods used to collect relevant articles and to select
approaches for assessing the economic viability of IS investments. Subsequently, the
detailed analysis of the selected approaches is outlined.

2.3.1 Collection of Approaches

We started collecting approaches described in the literature with an unsystematic
search using Google Scholar. In this step, we identified 30 relevant articles
discussing IS investments. We extracted their keywords, combined them under more
general terms, and ranked the terms with respect to their frequency of appearance.

Subsequently, we used the two most frequent terms – economics of security and
security investment – for a systematic search, again using Google Scholar. For both
terms, we looked for peer-reviewed articles with matching titles and abstracts within
the first 200 search results and created a collection of articles. Since the term security
has different connotations in other domains, and for the sake of completeness, we
additionally queried Google Scholar with variations of the terms. More concretely,
we replaced security with information security, computer security and IT security
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in both terms. Search queries using these variations, however, did not result in
additional articles. Apart from that, as suggested by Webster and Watson [42],
we examined the articles referenced by the already collected articles. The entire
collection process resulted in 83 articles focusing on IS investments.

In the next step, we discarded articles that did not focus on approaches for
supporting IS investment decision making. For instance, articles dealing with
empirical analyses of IS investments (e.g., [18, 27]) were discarded. Furthermore,
we excluded articles discussing approaches that help to optimally allocate a
fixed budget. Additionally, articles that present an overview of several approaches
(e.g., [34, 38]) were discarded. Substantial extensions to existing approaches
(e.g., [28] extends [17]) were treated as individual approaches. Approaches tailored
to specific countermeasures incomparable with the policy and security configuration
management tool were removed. Cavusoglu et al. [10], for instance, present an
approach to determine the value of intrusion detection systems and was thus not
considered for detailed analysis. In case an approach was described in several
articles by the same author or group of authors, newer publications were favored
over older, and journal articles over articles in conference proceedings. We made
sure that the newer articles did not only extend the older ones. In the case of
extensions, both articles were treated separately. Eleven approaches for assessing
IS investments, each described in an individual article, were finally considered for
detailed analysis.

2.3.2 Analysis of Approaches

First, for each approach, the corresponding article was read carefully. While
reading, information regarding the criteria introduced in Sect. 2.2 was marked and
extracted. For the identification of relevant information, the descriptions of the
approaches’ procedures proved to be particularly valuable. For instance, for infor-
mation regarding financial and non-financial measures, we looked primarily at the
approaches’ input and output parameters. There, we analyzed whether they solely
represent financial measures or also non-financial ones. We proceeded similarly to
determine whether one-time and running costs and benefits are considered in the
approaches.

2.4 Results

In the following, we present the analyzed approaches in alphabetical order. For
each approach, we first give a short description of the approach and then show
to what extent it meets the criteria presented in Sect. 2.2. Table 2.1 lists the
analyzed approaches and the degree to which they meet the criteria. Each criterion
is represented by a dedicated column. A checkmark (X) indicates that a criterion
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Table 2.1 Overview of the approaches for IS investment decisions analyzed in detail

Approach Made as Non- One-time Running Network
presented by a whole Financial financiala costs costsa Attacks effectsa

Al-Humaigani and
Dunn [1]

X X X X

Bodin et al. [4] X X X X � X �
Butler [7] X X X X X
Cremonini and

Martini [13]
X X X

Gordon and
Loeb [17]

X X X X

Gordon et al. [20] X X X X
Huang et al. [23] X X X X
Mizzi [29] X X X � �
Sonnenreich

et al. [35]
X X X X

Tallau et al. [37] X X X X � X �
Wang et al. [40] X X X X

X Criterion is met completely; � Criterion is met partially
a Criterion is optional

is met completely, whereas a tilde (�) indicates that a criterion is met partially.
An empty cell denotes that a criterion is not met or nothing is mentioned in the
respective article. In the column labeled “Attacks”, a checkmark indicates that the
corresponding approach does not rely on information on attacks. Columns marked
with a letter “a” denote optional criteria.

In contrast to other surveys on approaches for the assessment of IS investments
(e.g., [5, 36]), this chapter objective is not to present an overview of all approaches
found in the literature. Rather, the objective of this chapter is to collect and analyze
approaches that are suitable for determining the economic viability of a specific
IS investment, namely, of a policy and security configuration management tool
as presented in Sect. 2.2. As the total number of approaches presented in the
literature would be too exhaustive for a detailed analysis, we reduced the number
of approaches as described in Sect. 2.3. Accordingly, the approaches analyzed in
detail (i.e., the results of this chapter) represent only a number of approaches
found in literature. The analyzed approaches, however, are those considered most
suitable for assessing the economic viability of the policy and security configuration
management tool.

2.4.1 Approach of Al-Humaigani and Dunn

A rather simple approach for assessing IS investments is presented by Al-Humaigani
and Dunn [1]. They argue that the maximum return of an IS investment is reached
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when the total costs of security, including losses due to IS breaches and costs of
countermeasures, is minimal. Al-Humaigani and Dunn use measures representing
expenditures for the investment and costs incurring if no investment is made.

In their approach, Al-Humaigani and Dunn calculate the return on investments
based solely on financial measures. In their calculations, however, they use financial
measures for non-financial aspects, for instance, losses in reputation and goodwill.
Al-Humaigani and Dunn determine the return on security investment (ROSI) using
the following equation:

ROSI D
X

ŒKT � .CT 6 C CT 7 C CT 8 C CT 9 C CT10/ C CT11

� .CT1 C CT 2 C CT 3 C CT 4 C CT 5/�

where T is the threat or risk the IS investment is intended to address; CT1 denotes
costs of procuring the countermeasures, CT 2 costs of additional hardware and
facilities, CT 3 costs of training, CT 4 losses due to limitations placed on business,
CT 5 costs of adopting a secured-by-design strategy, CT 6 costs to recover from an
IS breach, CT 7 losses due to business interruption, CT 8 losses in human casualties,
CT 9 losses in data from business and legal aspects, CT10 losses in reputation and
goodwill, CT11 the amount paid by the insurance and KT the probability of the
realization of the threat without the investment.

Just like all the other approaches investigated in detail, the approach proposed by
Al-Humaigani and Dunn is not only able to deal with investments made as a whole
but also to consider financial measures. With respect to financial measures, the
approach incorporates 11 predefined costs to determine the ROSI . The approach is,
however, not able to consider non-financial measures. While the approach supports
one-time costs and benefits, it is not per se able to support running costs and
benefits. However, running costs and benefits may be discounted to their present
value and added to the one-time measures. The approach proposed by Al-Humaigani
and Dunn is applicable without explicitly considering attacks. Like most of the
other approaches, the approach is not per se able to consider network effects of
investments. However, network effects may be taken into account by users of the
approach when specifying the measures used. To sum up, the approach meets the
four mandatory criteria but does not meet any of the optional ones.

2.4.2 Approach by Bodin et al.

Bodin et al. [4] present an approach based on the analytic hierarchy process (AHP).
The AHP uses besides financial measures also non-financial measures for analyzing
multi-criteria decision problems. The approach by Bodin et al. is predominantly
used in comparative analyses, where several investment alternatives are compared
with each other.
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This approach starts with the determination of criteria and sub-criteria along
with intensity levels denoting the level of fulfillment (e.g., high or very high). On
the basis of these criteria and sub-criteria, IS investments are compared. Therefore,
weights C.i; j / for a pairwise comparison are assigned to the criteria, sub-criteria
and intensity levels. The larger a weight C.i; j /, the more important is (sub-)criteria
i over j . Then, each alternative is evaluated with respect to the criteria and sub-
criteria. Simultaneously, the corresponding intensity levels are recorded. Finally, for
each alternative, the weights of all criteria and sub-criteria are summed up resulting
in the alternatives’ total scores. The alternative yielding the highest total score is
recommended.

Just as all other approaches analyzed, the approach presented by Bodin et al.
is able to handle investments made as a whole. The approach allows the decision
maker to choose the measures to be used for decision support. As such, the approach
is able to support financial and non-financial measures as well as measures for one-
time and running costs and benefits. The approach is applicable without explicitly
considering attacks. Even though network effects are not proposed as measures, the
approach is able to support measures for network effects of investments. To sum up,
the approach meets all four mandatory criteria. Of the three optional criteria, two
are met and one is partially met.

2.4.3 Approach by Butler

The comparative approach described by Butler [7] is called the Security Attribute
Evaluation Method (SAEM). This approach is a quantitative cost-benefit analysis
for IS investment decisions comprising four steps. For the initial data collection,
structured interviews with information technology and IS managers are conducted.

The first step of the analysis is an IS technology benefit assessment. In this
step, several investment alternatives are collected and their benefits are assessed.
Subsequently, each alternative is evaluated with respect to its capability to mitigate
IS risks. That is, an alternative’s effectiveness in reducing the probability and impact
of an IS breach is assessed. These estimations are done by IS managers who rate
the effectiveness based on their working experience. In the following step, an IS
architecture coverage assessment is conducted. Here, each alternative is assessed
with respect to the breadth of IS risks the alternative covers. In the final step, the
costs of each alternative are compared with each other.

Similar to the other approaches we analyzed, the approach proposed by Butler
is able to deal with investments that are made as a whole. The approach is able to
support financial as well as non-financial measures. With respect to these measures,
one-time costs and benefits are supported, while running costs and benefits are not
per se supported. The approach is applicable without explicitly considering attacks.
Just as most other approaches, the approach proposed by Butler does not per se
support network effects of investments. These, however, may be considered while
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specifying the measures used. To sum up, the approach meets the four mandatory
criteria and all but one of the optional ones.

2.4.4 Approach by Cremonini and Martini

Cremonini and Martini [13] discuss an approach to IS investment decision making
which is similar to that of Sonnenreich et al. [35]. They also use a return on invest-
ment (ROI) based approach using the annual loss expectancy ALE. Additionally,
they couple ROI with a measure referred to as return on attack (ROA) representing
the convenience of attacks. ROA comprises costs faced by an attacker willing to
breach a system. This allows us to compare alternatives from an attacker’s point of
view and to choose the alternative with the highest disadvantage for an attacker.

Cremonini and Martini define ROI as

ROI D ALEbeforeS � ALEafterS

costs of security measure S
;

where ALEbeforeS and ALEafterS denote the annual costs related to all IS incidents
that security countermeasure S is destined to mitigate, before and after S was
implemented, respectively. ROA, on the other hand, is equal to

ROA D gain from successful attack

costs before S C losses caused by S
:

The approach proposed by Cremonini and Martini is able to deal with invest-
ments made as a whole. The approach considers three financial measures to
determine the ROI. Non-financial measures, however, are not taken into account
by the approach proposed by Cremonini and Martini. While the approach is able
to support one-time costs and benefits, running costs and benefits are per se not
supported. Nevertheless, running costs and benefits may be discounted to their
present value and considered in the determination of the ROI. Contrary to the other
analyzed approaches, the approach proposed by Cremonini and Martini relies on
information about attacks and is not easily applicable without such information.
Similar to most other approaches investigated, also this approach does not account
for network effects. To sum up, the approach meets three of four mandatory criteria
and does not meet any of the optional ones.

2.4.5 Approach by Gordon and Loeb

Gordon and Loeb [17] present an approach for determining the optimal amount to
invest to protect single assets. The authors assume a risk-neutral decision maker
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and a one-period model (i.e., all decisions and outcomes occur instantaneously).
Each asset is associated with monetary losses � in case an IS breach occurs, a threat
probability t and an inherent vulnerability v denoting the probability that without
additional security an attack is successful. The expected losses L associated with
an asset represent the product of the threat probability t and the monetary losses
� and are calculated as L D t � �. To reduce the vulnerability v of an asset, an
organization invests z > 0 monetary units. In this respect, S.z; v/ represents an IS
breach probability function denoting the probability that the asset with vulnerability
v is compromised given the investment z to secure the asset.

The expected benefit from an IS investment z EBIS.z/ is calculated as

EBIS.z/ D Œv � S.z; v/�LI

the expected net benefit ENBIS.z/ reads

ENBIS.z/ D EBIS.z/ � z D Œv � S.z; v/�L � z:

Just as all other approaches analyzed, also the approach proposed by Gordon
and Loeb is able to deal with investments made as a whole as well as to consider
financial measures. For determining the expected benefit of an IS investment, the
approach takes two predefined costs coupled with probabilities into account. Non-
financial measures, in contrast, are not considered by the approach. The approach is
able to support one-time costs and benefits; running costs and benefits, however, are
not per se supported. Running costs and benefits may, nevertheless, be discounted to
their present value and considered within the determination of the expected benefits
of the IS investment. The approach proposed by Gordon and Loeb is applicable
without explicitly having information on attacks. Similar to most of the approaches
analyzed, the approach does not per se consider network effects of investments. To
sum up, while the approach proposed by Gordon and Loeb meets all four mandatory
criteria, none of the optional ones is met.

2.4.6 Approach by Gordon et al.

Gordon et al. [20] present a wait-and-see approach based on real options. The basic
idea of their approach is that in case of uncertainty regarding expected benefits, it
may be better to wait for key events to occur. Often higher expected benefits can
be yielded this way. Thus, before investing in IS, it may be advisable to wait for an
IS breach to happen. As soon as an IS breach occurs, more information to assess
the expected benefits of an IS investment is available, which makes the assessment
more accurate.

Gordon et al. state that to make an investment, the net present value (NPV) of the
investment made today must be greater than the NPV of the deferred investment.
Determining the costs and benefits of an IS investment before an IS breach occurs
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is, however, uncertain. For instance, Gordon et al. [20, pp. 3–4] provide an example
of an organization about to make an investment of $1,000,000 in IS for 1 year. The
benefits of this investment, are, however, uncertain. Either the benefits are $40,000
or $200,000 per month, both equally probable. Then, the expected value of the
investment is equal to .12 � $40;000 � 0:5/ C .12 � $200;000 � 0:5/ � $1;000;000 D
$440;000. They assume that 1 month later an IS breach occurs and the benefits of
the investment become known. Now, the expected value for both savings can be
determined: In the case of the lower benefits, the expected value of the investment
is EVlow D 11 � $40;000 � $1;000;000 D �$560;000, which is negative and the
investment should not be made. When looking at the higher benefits, the expected
value yields EVhigh D 11 � $200;000 � $1;000;000 D $1;200;000 making the
investment economically viable. This example illustrates how the expected value
of an IS investment increases from $440;000 to $1;200;000 � 0:5 D $600;000 by
deferring the decision to invest by 1 month.

Just as all other approaches analyzed, the approach proposed by Gordon et al. is
able to deal with investments made as a whole as well as with financial measures.
Regarding financial measures, the approach uses two predefined costs coupled
with probabilities for determining the economic viability of an IS investment. The
approach, is, however, not able to support non-financial measures. While one-time
costs and benefits are supported by the approach, running costs and benefits are not
per se considered by the approach. These, however, may be discounted and added to
one-time measures. The approach proposed by Gordon et al. is applicable without
explicitly considering attacks. Like most other approaches analyzed, the approach is
not able to support network effects per se. They, however, may be taken into account
by considering them as financial measures. To sum up, the approach meets all four
mandatory criteria but none of the optional ones.

2.4.7 Approach by Huang et al.

Huang et al. [23] present an approach for determining the optimal amount to invest
in IS based on the investment’s expected utility. As in the approach proposed by
Gordon and Loeb [17], in this approach the level of investment also depends on
the asset to be protected, its vulnerability, and the associated potential losses. In
their approach, Huang et al. assume a single-event, single-period IS breach of an
asset. An IS breach is associated with a probability function � and potential losses
L including direct financial and indirect non-financial losses from, for instance, bad
reputation. � is a function of the threat probability t external to the organization
and determined by the attractiveness of the asset; the vulnerability v of the asset is
determined by the configuration of the information system providing the asset; and
the investment S in IS countermeasures to protect the asset. That is,

� D �.S; v; t/:
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The expected losses due to an IS breach is denoted by X with

X D
(

L; �;

0; .1 � �/

With respect to the calculation of the optimal amount to invest, Huang et al. assume
that with increasing investment S the breach probability � decreases, and that the
marginal improvement on security decreases with a higher investment S . They
further assume a risk-averse decision maker, whose aim is to maximize the expected
utility u, determined by the organization’s wealth w. That is, u D u.w/. To determine
the optimal amount to invest, the expected utility of the investment, written as

EŒu.w � S � X/� D �u.w � S � L/ C .1 � �/u.w � S/

needs to be maximized. To do so, the equation needs to be differentiated with
respect to S and set equal to zero. Besides determining the optimal amount to
invest, the approach by Huang et al. can also be used to calculate the upper bound
of investments (i.e., the maximum amount to invest). Even for a risk-averse decision
maker, the maximum amount to invest should never exceed the expected losses of a
potential IS breach.

The approach by Huang et al. assumes that the investment is made as a whole.
Cases in which the investment is partitioned into smaller parts are not considered.
As inputs for supporting investment decisions, the approach uses one-time, financial
measures. Non-financial measures, and running costs and benefits, however, are
neglected. For decision support, the approach by Huang et al. does not rely on
information on attacks. This allows us to apply the approach without considering
attacks. Information on network effects of the investment are, however, not reflected
by any of the approach’s input parameters. To sum up, the approach meets all four
mandatory criteria, but does not meet any of the optional ones.

2.4.8 Approach by Mizzi

Mizzi [29] presents an approach for IS investment decisions based on accounting
figures. In his approach, Mizzi focuses solely on financial measures comprising
the annual costs F to fix a vulnerability, the one-time costs B to implement a
security countermeasure, and the annual maintenance costs M . To decide about an
IS investment, the costs of the total annual IS expenditures ES and the expected total
annual losses LT of a given security vulnerability are compared. More concretely,
an investment should be made, if the expenditures are lower than the expected total
annual losses, that is,

ES < LT with ES D F C B C M:
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In subsequent years, B does not incur. Thus, the term is dropped from the equation.
LT can be calculated in several ways: One way is to account for the instantaneous
losses LI and the losses of asset I over t days of unavailability, that is

LT D LI C I � t=365I
the losses resulting from unavailability over t days may also be modeled as a
function A.t/ making the total annual losses equal to

LT D LI C A.t/I
additionally, the costs R to rebuild a compromised asset can also be taken into
consideration as

LT D LI C A.t/ C R

in case the rebuild costs do not include man-hour costs. Alternatively, if man-hour
costs are the dominant rebuild costs, R can be substituted by R.t/.

If the approach is used as described by Mizzi, costs and benefits that incur over
the course of time discounted to the present point in time are not considered. Mizzi,
however, notes that one could additionally use NPV or internal rate of return (IRR)
to better account for running costs and benefits. In contrast to other approaches
presented, Mizzi presents an extension to his approach in which the costs to break
a security countermeasures CTB for an attacker can be taken into account. In all
calculations, however, this approach neither takes probabilities of IS breaches nor
the success rate of IS countermeasures into consideration.

Just as all other approaches analyzed, the approach proposed by Mizzi is not
only able to deal with investments made as a whole but also financial measures
are supported. With respect to financial measures, the approach considers eight
predefined costs to determine the economic viability of an IS investment. The
approach, however, does not take non-financial measures into account. While the
approach is able to deal with one-time costs and benefits, running costs and benefits
are not taken into account. Mizzi, however, notes that these can be discounted to
their present value and added to their one-time counterparts. Contrary to most other
approaches analyzed, the approach presents an optional extension in which costs
seen by the attacker are considered. The approach, nevertheless, is still applicable
without explicitly considering attacks. Network effects are per se not considered by
the approach, but may be taken into account when specifying the measures used.
To sum up, the approach meets three of the four mandatory criteria. The remaining
mandatory criterion and one of the optional criteria are partially met.

2.4.9 Approach by Sonnenreich et al.

Sonnenreich et al. [35] propose an approach similar to the traditional accounting
figure return on investment (ROI) termed return on security investment (ROSI).
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In contrast to other approaches, Sonnenreich et al. do not split the costs used for the
calculation further into different types of costs. For supporting investment decisions,
they calculate ROSI as

ROSI D .risk exposure � risk mitigated/ � solution costs

solution costs
;

where

risk exposure D ALE D SLE � AROI

ALE denotes the annual loss exposure, that is, the single loss expose, SLE, times
the annual rate of occurrence, ARO, of an IS breach the security investment should
mitigate.

Just as all approaches analyzed, the approach proposed by Sonnenreich et al. is
able to deal with investments made as a whole as well as with financial measures.
In total, the approach considers five predefined costs to determine the ROSI. The
approach, however, is not able to incorporate non-financial measures. For the deter-
mination of the ROSI, the approach incorporates one-time costs and benefits, while
the approach is not per se able to take running costs and benefits into consideration.
These, however, may be discounted to their present value and combined with one-
time costs and benefits. Just as most other approaches, the approach presented by
Sonnenreich et al. is applicable without explicitly considering attacks. Furthermore,
the approach is not per se able to consider network effects of IS investments. To
sum up, the approach meets all four mandatory criteria, but does not meet any of the
optional ones.

2.4.10 Approach by Tallau et al.

Another approach to IS investment decision making is presented by Tallau
et al. [37]. In contrast to the other approaches analyzed, Tallau et al. base their
approach on the Balanced Scorecard proposed by Kaplan and Norton [24]. In
general, the Balanced Scorecard is a performance measurement system that does
not only consider financial measures, but also non-financial ones related to internal
processes, customers, and innovation and learning. The Balanced Scorecard allows
us to view business from four different angles, thus providing a balanced view of an
organization’s performance.

Tallau et al. use the perspectives as were used for the original Balanced
Scorecard, financial, customer, internal processes, and innovation and learning, to
support IT investment decisions. For each perspective, goals and measures for the
investment are established. For instance, the authors use “Reduce hacks/intrusions in
past year by 90 %” as a goal and “Server downtime (in hours)” as a measure in their
exemplary application [37, p. 47]. Additionally, each goal is weighted indicating the
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importance relative to the other goals. Next, the degree to which each goal is fulfilled
is determined, the goals are weighted and the average of all weighted degrees of
fulfillment is calculated. If this approach is applied in a non-comparative way (i.e.,
only one investment is evaluated), a minimum average degree of fullfilment of
the goals can be set. If the investment’s average degree is above the threshold, an
investment is considered to be economically viable. If the approach by Tallau et al.
is used in a comparative analysis (i.e., several investments are compared with each
other), the investment yielding the highest average degree is recommended.

Just as all other approaches analyzed, the approach proposed by Tallau et al.
is able to deal with investments made as a whole. As the approach is based on
the Balanced Scorecard, the approach is able to consider financial as well as non-
financial measures. The approach allows the decision maker to freely choose the
measures used for decision support. Therefore, measures for one-time and running
benefits and costs, network effects and attacks can be freely chosen even though they
are not predefined by the approach. To sum up, the approach meets all mandatory
criteria, and partially meets the optional ones.

2.4.11 Approach by Wang et al.

Wang et al. [40] present an approach supporting IS investment decisions based
on value-at-risk (VaR), a tool originally developed for the assessment of the risk
associated with financial assets. With their approach, Wang et al. are able to measure
the risk of daily losses and, by using extreme value analysis, to assess the value that
is at risk.

VaR denotes the upper limit for daily losses L caused by an IS breach. The loss
of the IS breach exceeds VaR with probability p. In other words, with a proper IS
investment the probability that the daily losses L exceed VaR is p. That is,

p D PrŒL � VaR� D 1 � PrŒL � VaR�:

The daily losses L at a given investment level I is

L D
TX

j D1

nj Cj .I /;

where nj is the number of occurrences of incident type j , and Cj denotes the costs
caused by an incident of type j . Both nj and Cj assume that the IS investment
is in place. The approach by Wang et al. can be applied in two ways. First, in
a non-comparative way (i.e., only one investment alternative is evaluated), where
VaR and the expected daily costs of the investment, consisting of the average daily
losses and daily solution costs, are compared with the current situation. Second, in
a comparative analysis, in which VaR and expected daily costs are calculated and
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compared for each alternative IS investment. In both ways, the decision maker then
chooses either of the alternatives (or the current status) based on whether he or she
strives to decrease the expected daily costs or VaR.

Just as the other approaches analyzed, the approach proposed by Wang et al. is
able to deal with investments made as a whole as well as with financial measures.
With respect to financial measures, the approach considers four predefined costs
for the assessment of an investment’s economic viability. Non-financial measures,
however, are not taken into account by the approach. The approach is able to
support one-time costs and benefits, while running costs and benefits are not per
se supported. Just as most of the other approaches, the approach presented by Wang
et al. is applicable without explicitly considering attacks. Network effects are not per
se supported by the approach. To sum up, the approach meets the four mandatory
criteria but none of the optional ones.

2.5 Discussion

In this section, we discuss the analysis of approaches supporting investment
decisions with respect to the policy and security configuration management tool.
More concretely, we highlight the degree to which the analyzed approaches meet
the criteria derived from the tool’s characteristics and its application in cross-
organizational settings. Furthermore, we show commonalities and differences of the
approaches.

We start with a general discussion of the approaches. Then, for each criterion the
degree to which it is met by the analyzed approaches is discussed. Emphasis is put
on the consequences that result from meeting or not meeting the criterion. At the end
of this section, we summarize the suitability of each approach to support investment
decisions with respect to the policy and security configuration management tool.
Finally, we address in more detail the two approaches that at least partially meet all
mandatory and optional criteria.

The analyzed approaches can be divided into comparative and non-comparative
approaches. The approaches by Bodin et al. [4], Butler [7], Tallau et al. [37], and
Wang et al. [40] are intended for comparative analyses. In comparative analyses,
several investments are compared to each other. Comparative approaches may
be unsuitable in case only one investment needs to be evaluated. In such cases,
the investment can be compared to the current situation without the investment
being made. Alternatively, as for instance proposed by Tallau et al. [37], a single
investment is evaluated and compared to a certain threshold of an overall score. The
investment can be made if its score exceeds the threshold. The problem, however,
is to determine this threshold. As comparative approaches compare alternative
investments with each other, they do not necessarily say whether an investment is
economically viable. The other approaches are non-comparative. Such approaches
can be used to evaluate a single investment. These approaches yield one result
based on which the investment decision can be made. When comparing several
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investments using a non-comparative approach, the results of the approaches, for
instance, the ROSI, are compared.

Comparing the assistance provided by the approaches, we see that the approaches
by Gordon and Loeb [17], Huang et al. [23], and Wang et al. [41] help to
calculate the optimal as well as the maximal amount that should be invested. The
approaches, however, do not say whether one should make a certain investment.
Nevertheless, if the costs of an investment are between the optimal and maximal
amount to invest, the investment seems reasonable, the nearer to the optimal amount
the better. Similarly, the approach by Wang et al. [40] does not say whether an
investment should be made. The approach compares alternatives with respect to the
investment’s costs and the VaR of expected losses. It is up to the decision maker
to choose an investment based on his or her risk appetite. The three approaches
by Bodin et al. [4], Butler [7], and Tallau et al. [37] give an overview of alternative
investments and indicate which investment should be favored. Again, the decision to
invest remains with the decision maker. The accounting figure based approaches by
Al-Humaigani and Dunn [1], Cremonini and Martini [13], and Mizzi [29] provide
the expected return of the investment as the result. In case the return is positive,
an investment can be made as its benefits are higher than its costs and it thus can
be considered economically viable; in case the return is negative, the investment
should be neglected; in case the investment equals zero, it remains with the decision
maker to invest or not. The same reasoning is applied in the approach by Gordon
et al. [20], except that additionally a deferment of the investment decision is taken
into account.

All analyzed approaches for supporting IS investment decisions assume that the
investment is made as a whole. That is, the investment is not split into smaller parts,
where the decision to invest in some parts may be deferred to a later point in time.
This criterion is important as the policy and security configuration management tool
is provided as a whole only and cannot be split into modules.

All approaches use financial measures for costs and benefits. This is important as
the decision to invest is mostly based on financial figures and as an organization’s
upper management is particularly interested in financial measures.

Investments, however, do not only have financial benefits. The policy and security
configuration management tool aims at increasing an organization’s trustworthi-
ness, which is hardly expressible in financial measures. Three of the investigated
approaches consider non-financial measures: The approach by Tallau et al. [37]
considers besides the financial perspective also the customer, the internal process
and the innovation and learning perspective to provide decision support. The
approach by Butler [7] allows the decision maker to freely choose the measures
that will be used to evaluate the investment. The approach by Bodin et al. [4]
does not allow such a freedom in selecting measures but assesses, for instance,
an investment’s security architecture coverage. Finding appropriate measures for
assessing investments, however, is difficult, time consuming, and depends on the
person responsible for selecting the measures [37]. Allowing the decision maker
to freely choose the measures used for evaluation, however, may bear some
disadvantages. For instance, relationships between measures may not be obvious.
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All approaches take one-time costs and benefits into account. This is important
as one-time costs, for instance, for acquiring and deploying the policy and security
configuration management tool, incur in any case.

Running costs and benefits, in contrast, are not per se supported by all
approaches. The approach presented by Mizzi [29] gives formulas for costs
incurring after the first year, however, does not discount them. As the measures can
be chosen freely when applying the approaches described by Bodin et al. [4] and
Tallau et al. [37], respective measures may be selected. Considering running costs
is important, as the policy and configuration management tool offers a dynamic
mode in which costs and benefits incur over time. Running costs and benefits may
however be considered by discounting them to their present value and by adding
them to the one-time costs and benefits.

Only two of the analyzed approaches directly consider attacks. First, the
approach described by Mizzi [29] provides an extension that takes the attacker’s
cost to break a countermeasure into consideration. The approach, however, can be
applied without the extension. Second, the approach described by Cremonini and
Martini [13] which uses the attacker’s return on an attack in the decision support.

As expected, none of the analyzed approaches considers network effects of
investments per se. The approaches described by Bodin et al. [4] and Tallau
et al. [37] allow the decision maker to freely choose measures to be used in the
approach. Therefore, measures focusing on the investment’s network effects may
be selected and taken into consideration. This way, network effects can be taken
into account. The more of an organization’s suppliers and clients use the policy and
security configuration management tool, the higher will be the overall benefit for all
involved parties. This is because information about requirements and configurations
can be easily exchanged via the tool. Taking the tool’s network effects into account
is important as the network effects substantially influence the benefits of the tool.

All things considered, the approach for supporting IS investment decisions
presented by Cremonini and Martini [13] is the least suitable of the analyzed
approaches. The approach meets three mandatory criteria (i.e., the tool is acquired as
a whole, financial measures as well as one-time costs and benefits are supported); it
neglects, however, important criteria such as non-financial measures, and running
costs and benefits. The approaches presented by Al-Humaigani and Dunn [1],
Gordon et al. [20], Gordon and Loeb [17], Huang et al. [23], Sonnenreich et al. [35],
and Wang et al. [40] meet all four mandatory criteria. They are, thus partially
suitable to assess the economic viability of the policy and security configuration
management tool used as the subject of the investment decision. The approach
described by Mizzi [29] meets three mandatory criteria (i.e., the tool is acquired as a
whole, financial measures as well as one-time costs and benefits are supported) and
partially fulfills two optional criteria (i.e., running costs and benefits and attackers).
The approach presented by Butler [7] is a comparative approach that meets all
four mandatory criteria and the optional criterion regarding non-financial measures.
Only the approaches by Bodin et al. [4] and Tallau et al. [37] at least partially
meet all criteria. They are, nevertheless, both not perfectly suitable to support
investment decisions such as the one regarding the policy and security configuration
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management tool. Both approaches are intended for comparative analyses. Thus,
the two approaches do not determine the investment’s expected return. They also
do not calculate the optimal amount to invest given the value and vulnerability
of the asset to be protected. Applying one of those approaches, therefore, does
not determine the economic viability, but determines which investment should be
favoured over other investments. To have an evaluation with respect to financial and
non-financial measures, and to determine the return of the investment or the optimal
amount to invest, the approaches presented by Bodin et al. [4] and Tallau et al. [37]
could be combined with one of the other approaches. For instance, the approach by
Gordon and Loeb [17] or Cremonini and Martini [13] seem to be suitable for such
a combination.

2.6 Conclusion

In this chapter, we presented and analyzed a set of approaches for supporting IS
investment decisions. More concretely, we evaluated and compared approaches
with respect to their suitability for assessing the economic viability of a policy
and security configuration management tool. Such a tool helps organizations in
general and service providers in particular to ensure compliance with the myriad of
regulatory and contractual requirements and to reduce the risk of IS breaches. The
tool aims at reducing the costs for policy and security configurations management
and at increasing the trustworthiness of organizations. Derived from the tool’s
characteristics and its application in cross-organizational settings, we evaluated and
compared the approaches with respect to whether they support investments made as
a whole, consider financial and non-financial measures, are able to take one-time and
running costs and benefits into account, are applicable without considering attacks,
and take network effects into account.

The findings show that there is no approach which meets all criteria. There
are, however, approaches, such as those presented by Bodin et al. [4] and Tallau
et al. [37] that meet, at least partially, all criteria. They are, however, intended
for comparative analyses and thus need to be adapted before they can be used to
assess the economic viability of a single investment. It is very likely that two or
more of the investigated approaches could be used in combination to assess the
economic viability of the policy and security configuration management tool well.
Evaluating different combinations of approaches and determining their suitability
for the tool is, however, left to future work. As we focused on a specific policy and
security configuration management tool in this chapter, the results are specific to
the characteristics of this tool. Using another tool as the subject of the investment
decision would most certainly lead to other results.

One issue to be kept in mind is that we focused on approaches that help to
assess the economic viability of a certain investment. We simply presupposed that
the budget to make economically viable IS investments is available. In practice,
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however, IS budgets are not inexhaustible. The objective then is to determine how
to best spend this fixed budget.
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Chapter 3
Ad-Blocking Games: Monetizing Online Content
Under the Threat of Ad Avoidance
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and Jean-Pierre Hubaux

Abstract Much of the Internet economy relies on online advertising for monetizing
digital content: Users are expected to accept the presence of online advertisements
in exchange for content being free. However, online advertisements have become
a serious problem for many Internet users: while some are merely annoyed by
the incessant display of distracting ads cluttering Web pages, others are highly
concerned about the privacy implications – as ad providers typically track users’
behavior for ad targeting purposes. Similarly, security problems related to technolo-
gies and practices employed for online advertisement have frustrated many users.
Consequently, a number of software solutions have emerged that block online ads
from being downloaded and displayed on users’ screens as they browse the Web.

We focus on these advertisement avoidance technologies for online content and
their economic ramifications for the monetization of websites. More specifically, our
work addresses the interplay between users’ attempts to avoid commercial messages
and content providers’ design of countermeasures. Our investigation is substantiated
by the development of a game-theoretic model that serves as a framework usable
by content providers to ponder their options to mitigate the consequences of ad
avoidance techniques. We complement our analytical approach with simulation
results, addressing different assumptions about user heterogeneity.
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Our findings show that publishers who treat each user individually, and strate-
gically deploy fee-financed or ad-financed monetization strategy, obtain higher
revenues, compared to deploying one monetization strategy across all users. In
addition, our analysis shows that understanding the distribution of users’ aversion to
ads and valuation of the content is essential for publishers to make a well-informed
decision.

3.1 Introduction

It is difficult to produce a television documentary that is both incisive and probing when
every twelve minutes one is interrupted by twelve dancing rabbits singing about toilet paper.
(Rod Serling 1997)

Consumers and content providers have a love-hate relationship with advertise-
ments. In the area of online news sites, 81 % of a surveyed consumer sample report
the acceptance of the presence of online advertising in exchange for content being
free. At the same time, 77 % state that they would hardly ever click on these ads [36].
More significantly, across all media channels, 69 % say they are “interested in
products and services that would help them skip or block marketing messages [40].”

Each media genre is affected with its own specific advertisement circumvention
challenges. During TV commercial breaks, viewers can leave the room to do small
chores. Ads in video recordings can be manually skipped with fast-forwarding or
are automatically marginalized with advanced functions of digital video recorders
(e.g., TiVo) and VCRs [23]. This trend has accelerated with the availability of Home
Theater PC systems such as Windows Media Center, SageTV Media Center and
MythTV where available third-party add-ons allow consumers to conveniently skip
ads (e.g., Comskip and ShowAnalyzer). In telemarketing, consumers are able to
screen calls with CallerID or utilize software tools that act on their behalf (e.g.,
Telemarketing Blocker). Further, regulatory intervention can have a significant
impact, for example, with the US Do-Not-Call list that upon registration allows
consumers to opt out from unsolicited telephone marketing calls [51].

We focus on advertisement avoidance technologies (AATs) for Web content and
their economic ramifications. In the past few years, a number of effective software
solutions have emerged of which the most prominent is perhaps the Adblock Plus
third-party extension for the Firefox browser family [5,39]. According to up-to-date
statistics provided by Mozilla, Adblock Plus has been downloaded over 172 million
times since July 2006, and has an active daily user base of about 14 million
consumers. Further, it is also among the most popular add-ons for the Google
Chrome browser with more than 100;000 weekly installs. Observers from the
advertising business have predicted that the “importance of Adblock is its potential
for extreme menace to the online-advertising business model [10]”. However, many
other technology options exist to block ads.

The emergence of behavioral ad-targeting and the associated increase in
advertisers’ incentives for user tracking, has led to what some observers call
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a “data collection arms race” (see, for example, [12]). Most recently, Google’s
proposed changes to its privacy policy that would allow for more pervasive user
data aggregation have refreshed privacy concerns in consumers’ minds (see, for
example, [21]). And consumers object to such practices [28, 48]. However, in
the absence of truly effective and widespread technologies to opt-in/opt-out from
tracking and the later usage of such information for ads, consumers only have the
option to decide on their own personal mix of avoidance technologies. For example,
while consensus for a powerful and broadly applicable Do-Not-Track mechanism
is still absent, some users might seek to disable scripting languages, Flash or cache
cookies.1 Others might use advanced privacy-enhancing technologies such as Tor
just for the purpose of evading such commercially-motivated tracking. Finally, to be
effective, avoidance of tracking does frequently necessitate also the blocking of the
display of ads since ad campaigns almost always involve some form of campaign
management tools. While this is trivially necessary to allow for ad-related payment
flows, consumers cannot easily distinguish between different degrees of tracking
severity.

So far, the impact of the circumvention of online tracking and advertisements
has been moderated by the overall growth of the market for Internet commercials.
The Interactive Advertising Bureau estimates that online advertising in the United
States in 2011 totaled $31.7 billion and has grown by 22 % compared to the
previous year [24]. Nevertheless, many content sites suffer from the burden of
ad-blocking tools, in particular, if they cater to a technology-savvy audience (see,
for example, [17]). The search for an adequate response to this threat has so
far proven inconclusive. In particular, monetization approaches do not only have
to be economically sensible, but need to be accompanied by technically sound
implementations. So far, ad-block deterrence solutions have been notably absent
from the marketplace, even though the cost of development and deployment
of simple approaches would be very manageable. In fact, as the majority of
ad-blocking tools are based on filtering out elements whose URLs contain keywords
like ad or click, omitting these keywords would make existing ad-blocking tools
ineffective. In addition, existing tools cannot automatically detect URLs likely to
be ads. Therefore, if publishers start using different keywords, ad-blocking systems
would not work [39].

The stakes described in this chapter are very high and are relevant beyond the
discussions about the effectiveness of marketing or commercial mechanisms. In
fact, the popularity of Adblock-style add-ons represents only the tip of the iceberg,
as many related challenges are consuming the attention of content producers. For
example, applications such as Flipboard allow users to conveniently grab pictures
and articles from many different content resources to display them in a variety of
user-defined formats, and ads could be left behind (or replaced).

1It is unlikely that a meaningful compromise on Do-Not-Track will be reached quickly. See,
for example, the counterarguments on such technology brought forward by leading content
providers [4].
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Our work studies in detail and in a quantitative manner the implications of a
(likely to happen) growing usage of ad-blocking technologies and addresses the
economic justification for effective countermeasures concerning ad avoidance. To
achieve that goal, we develop a game-theoretic model that takes into account the
most relevant parameters, identifies different canonical options (strategies) that the
content providers and the users can choose from and forecasts the most likely
outcome of such situations. The models we provide rely on Subgame Perfect
Nash Equilibria (SPNE) and on Perfect Bayesian Nash Equilibria (PBNE). We
complement our analytical approach with simulation results by addressing different
assumptions about user heterogeneity. We make “common sense” assumptions in
terms of cost and show that in general, content providers are better off when they
make use of a “mixed approach”, namely when they simultaneously rely on fee-
funded and ad-funded monetization strategies.

The chapter is structured as follows. We survey the related work in Sect. 3.2.
In Sect. 3.3, we introduce the reader to background information relevant to the
problem area of ad avoidance. After briefly laying out the roadmap for our analysis
in Sect. 3.4, we delve into the details of our game-theoretic models in Sect. 3.5. We
present simulation results in Sect. 3.6 and concluding remarks in Sect. 3.7.

3.2 Related Work

Closely related to our work is an economic model by Tåg [45]. Content providers
decide whether to offer to users a subscription option that eliminates advertisements
as an alternative to the content with advertisements. The content provider would
introduce such an option only if the revenue gained from those customers who
are willing to pay the subscription fee is greater than the revenue that the content
provider would earn by only offering the basic advertisement model. According
to the model, if the subscription option is introduced, it causes an increase in
advertising quantity in the free version, thus increasing the annoyance due to ads and
reducing the perceived quality of the free version. Moreover, consumers’ aggregate
utility decreases, while content providers’ and advertisers’ profits increase. By
increasing the amount of advertisements to non-subscribers, the content provider
can further increase the differentiation between the two options. Prasad et al. [35]
analyze the incentives to price discriminate when consumers are of two given types
and a content provider offers two versions differing in advertising quantity and price.
They show that offering two versions (price discrimination) tends to be optimal in
most cases.

In another model, Shah accounts for ad avoidance technologies [37]. Users can
invest in ad avoidance options but will still see a certain fraction of the commercials.
A content provider can make use of this fact by optimally differentiating the
amount of advertisements catered to the two groups (i.e., users with and without
ad avoidance products). In a two-sided market model for television advertising,
Anderson and Gans similarly show that content providers could increase the number



3 Ad-Blocking Games: Monetizing Online Content Under the Threat of Ad Avoidance 53

of ads to those users who do not invest in avoidance technologies, as they are less
averse to advertising [3]. They note that this effect is not solely due to the incentive
of content providers to regain the revenue, but rather due to revealed preferences of
those who do not invest in ad avoidance technologies. In practice, this may be one
of the contributing reasons that a larger number of ads per hour are observed in US
television recently (the US does not impose a cap on the number of commercials, in
contrast to the EU). As a result, overall welfare and program quality could decrease
and programming would be tailored to appeal to a broader range of viewers.

In [52], Wilbur presents a two-sided, empirical model of television advertising
and models the effects of an ad-avoidance technology on an advertisement-
supported media industry. The model considers the following two possibilities.
First, to overcome the loss caused by ad avoidance technologies, networks could
increase the quantity of ads, which makes AAT even more valuable to ad-adverse
viewers. Therefore, this scenario leads to mutually reinforcing increases in AAT
penetration and advertising time. Second, if advertisers value users with AAT
less, as they fast-forward through ads, then non-AAT users become scarce and
more valuable. Due to this self-selection, the remaining market is composed of
viewers who accept ads which might lead to increased ad prices for advertising
space. The competition for non-ad-avoiding viewers can lead to lower advertising
levels, rendering ad-avoidance technologies less valuable and slowing down its rate
of growth. The author uses a counterfactual experiment to gain insight into how
AAT affects the industry. It is shown that when AAT penetration increases, then ad
levels rise as well. Nevertheless, increased AAT levels lead to revenue loss, which
implies that AAT might decrease a content provider’s incentives to invest in program
quality. Another model analyzes the impact of ad-avoidance behavior considering
two alternative schemes by which media channels are financed: free-to-air and pay-
TV [44]. The model also considers market competition in the two scenarios. The
analysis shows that increased AAT levels lower profits and decrease entry in the
free-to-air model. In contrast, in the pay-TV regime, lower income from ads is
compensated by higher subscription fees, therefore the profits and the number of
channels are unaffected.

In our model, we explicitly consider the limited information aspects related to ad
avoidance technology and its detection. As a result, content providers must invest
in detection technologies to be able to distinguish between consumers that utilize
AATs and those who do not engage in such activities. Such user differentiation
enables content providers to deploy a personalized approach, treating each user
individually and applying an appropriate monetization strategy per user. It also
enables deployment of countermeasures that affect only the AAT users (e.g., pre-
venting access to the content unless they turn off AATs or subscribe). A personalized
approach is not possible in the traditional TV market, as providers do not have
technological means to detect who is using AAT (e.g., fast-forwarding through
ads). Therefore, the previous work has only considered an aggregate strategy for
a content provider, which is applied across all the users, regardless of whether
they use AATs or not. In such a scenario, instead of impacting only AAT users,
the countermeasures taken to offset losses due to AATs either affect all, or even
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worse, only the non-AAT users. For example, an increased advertisement level only
impacts non-AAT users (while AAT users can fast-forward through ads). Thus, there
are no incentives for AAT users to change their behavior. On the contrary, such an
approach increases incentives to adopt AATs. In our model, the countermeasures
directly affect the AAT users and therefore discourage their use of AATs. Moreover,
our model leads to stronger differentiation since AAT users are not of any value to
advertisers as online AATs block all available ads, whereas in the TV market, users
who fast-forward through ads are still exposed to traces of marketing content.

Further academic works on advertisement circumvention have been undertaken
in the context of “old media” from a legal or ethical perspective [23, 41, 49].
Additional recent work has been focused on improvements of the mechanisms for
ad allocations and techniques to lower the impact of manipulation by malicious
actors. See, for example, research papers on ad auctions (e.g., [14, 50]) and click
fraud [27, 29].

3.3 Background

In this section, we discuss the drivers of consumer resistance to advertisements
and their propensity for ad blocking. We also review existing technologies for ad
avoidance and approaches by website owners to detect ad-blocking software.

3.3.1 Why Do Consumers Block Ads?

Previous research has studied a variety of ad avoidance behaviors such as elimi-
nating, ignoring or quickly flipping past commercial messages [43]. Graphical and
auditory stimuli are frequently considered annoying or unconvincing, irrespective
of the actual information content [43]. Online ads are more likely to be avoided
if consumers hold expectations of a negative experience, are generally skeptical
towards the advertisements or contest their relevance [26]. Further, if a user
perceives an interruption in his primary interaction objective or considers ads
to clutter his workspace, marketing messages are more likely to be blocked or
ignored [9].

Further, sophisticated online advertising approaches such as personalized, behav-
ioral or targeted delivery mechanisms rely on the collection and use of data about
users’ Web interactions. Different studies have documented users’ misgivings and
privacy concerns about these practices. For example, in an interview study of 1,000
adult consumers, 66 % objected to tailored ads [48]. Due to the pervasiveness of
these concerns, (self-)regulatory and technical proposals are under consideration,
e.g., that would allow users to opt-out from such data collection practices by
signing up for a Do-Not-Track list [11]. At the same time, users can attempt to
block advertisements altogether when suspecting that they are triggered by the
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Table 3.1 Survey results: why do consumers use Adblock Plus?

Not Somewhat
Reasons No opinion (%) important (%) important (%) Important

Distracting animations and
sound

4.3 5.6 15.6 74.5

Offensive/inappropriate ad
content

8.0 20.1 23.3 48.6

Reduce page load time and
bandwidth use

5.7 10.1 22.6 61.6

Missing separation between
ads and content

13.2 11.5 27.5 47.8

Privacy concerns 8.3 9.9 27.5 54.3
Security concerns 8.0 9.7 26.1 56.3
Ideological reasons 20.2 32.0 24.2 23.7

tracking of their online trails. In addition to privacy issues, online advertisements
also present security threats. Infected online ads are often used to compromise ad
viewers’ machines and spread malware [42] or direct the machines to participate in
ad-fraud scams. Users do not even have to click on ads to trigger malware and the
consequences can be devastating. In a sophisticated ad-fraud scheme discovered in
2012, shutting down malicious servers that orchestrate the fraud and control victims’
machines would lead to all the victims losing their Internet service [32]. Most of
these users were even unaware that their machines had infected and mitigation of
the effects of the scam represented a big challenge.

A survey of 1543 Adblock Plus users further evidenced that privacy and security
concerns are major factors to select this application [33]. Avoiding distractions and
improving website load time performance, however, are the dominating reasons.
Interestingly, the lowest score of importance was given to ideological reasons. See
Table 3.1 for the full results [33].

3.3.2 What Technologies Are Involved?

Ad-blocking tools prevent online ads from being downloaded and displayed on
users’ screens as they browse the Web. They can also be considered privacy-
preserving tools as some forms of online tracking (e.g., via cookies) can be evaded.
Typically, ad-blocking tools are available as free downloadable plug-ins and exist for
several Web browsers. For example, Adblock Plus is open-source and maintained
by an international community of voluntary helpers. Internet Explorer 9 includes
a directly embedded functionality primarily used for tracking protection, but also
allows one to block some unwanted content.

Ad-blocking tools rely on two mechanisms to block ads: (i) prevent loading
of elements whose URLs match filter rules used to classify elements as ads,
and (ii) hide page elements that match a Cascading Style Sheets (CSS) selector.



56 N. Vratonjic et al.

Users can subscribe to different community-generated filter lists or manually specify
filtering rules themselves. They can also decide to allow loading of some elements
of a page or to turn-off ad-blocking on specific pages or websites. However, this
feature is not widely used among Adblock users [33].

Ad-blocking causes revenue loss for advertisers and ad networks but it has
the most significant impact on websites whose business model is based on online
advertising. The majority of websites today rely on ad revenue, whereas only a
few websites have successfully implemented- subscription and membership-based
systems for revenue. Therefore, it is understandable that site operators might want
to discourage or thwart ad-blocking. In particular, a website can detect the use
of ad-blocking tools with a JavaScript that executes after the page is loaded and
verifies that the ads are displayed. Then, the website could take one of the following
countermeasures: (i) inform users about adverse effects of ad-blocking on the
website and ask them to turn it off; (ii) prevent users from accessing the content
unless they disable ad-blocking; (iii) embed ads in a way that ad-blocking filters
cannot easily differentiate ads from content; (iv) tie the functionality of websites to
the download of ad elements; and (v) offer users to pay subscription fees for ad-free
content.

Both the ad-blocking and detection tools currently come at a very low cost. The
former requires the user to install a browser plug-in and subscribe to filter lists. As
for detecting ad-blocking, the required JavaScript code is easily available online.

3.4 Analysis Overview and Assumptions

We propose a game-theoretic model of the informational consequences of con-
sumers’ ad circumvention and website owners’ detection of these practices. In our
analysis, we model the strategic interactions between a generic website W and a
user U and we iteratively consider the following three cases: (i) without the presence
of ad blocking and ad circumvention detection technologies; (ii) with ad blocking
but no detection, and (iii) where both technologies are available to consumers and
website owners, respectively. Throughout the rest of the chapter, we use the terms
“website” and “website owner” interchangeably.

A key assumption we make is that the website attempts to analyze users indi-
vidually. A number of technologies exist to implement various forms of conditional
content and ad delivery (see, for example, [22]) ranging from tailoring a website’s
appearance to the type of browser and operation system in use by the consumer.
Note that the individualized analysis does not necessarily translate into unique
monetization strategies for each user.

Website owners can utilize two canonical types of monetization strategies in
response to a particular user: either employ ad-financed content delivery or propose
a micropayment for access to content (as a representative subcase of a wider
range of payment-based strategies, such as subscriptions). The consideration of
micropayments for newspaper content is extremely timely. Not only has the debate
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about micropayment schemes for news and other digital content been fought very
passionately over the last few years [25, 38]; but from an actual deployment point
of view, easy-to-manage systems are now available, for example, One Pass from
Google [20] or PayPal for Digital Goods [34]. And consumers seem more willing
than ever to accept small charges in response for immediate content or entertainment
needs [38].

We further assume that the website is aware of the user’s valuation of content,
for example, because of the cooperation with ad networks, inference about the
resources the user is trying to access or previous interactions. In practice, websites
work on obtaining such information and use it to, for example, compute appropriate
prices for their services or content (e.g., The New York Times’ subscription price
is based on the estimates of readers’ valuations of the content, which is set such
that the current paywall system should be accepted by a certain fraction of their
readership [30]). Our analysis can also be easily extended to introduce uncertainty
about user’s content preferences from the content providers’ perspective.

Not all aspects about user behavior are immediately observable without sophisti-
cated detection technologies. In particular, the website cannot easily deduce whether
the consumer is taking advantage of ad-blocking tools. This is especially the
problem in the impression-based ad revenue model, in which the website obtains
ad revenue for each ad displayed to its visitors. For example, if the feedback cycle
between the ad network and the website is not real-time then payoff consequences
of ad avoidance are only realized at a later time. In the click-based ad revenue
model, a website gets paid for users’ clicks that get reported to the ad network, thus
perhaps enabling more direct and immediate control. The absence of signals could
indicate to ad networks (and websites) a change in the user’s behavior (e.g., use of
AB software). The website can mitigate this information disadvantage by investing
in technologies to detect ad avoidance. In this work, we focus on impression-based
model and we note that a similar analysis can be provided for the click-based model.

Based on these assumptions, we model each website visit as a sequential game
between the two players, a website W and a user U , to highlight the informational
and strategic aspects of the interactions. We represent the different cases as game
trees (see Figs. 3.1 and 3.2) with the notation provided in Table 3.2. In each game,
the players can choose from the corresponding strategy sets and the payoffs achieved
at the end of the game are represented in a format (PW , PU ), where PW and PU are
total payoffs of W and U , respectively.

3.5 Game-Theoretic Models

In this section, we introduce game-theoretic models that capture strategic interac-
tions of a website W and a user U. For each model, we present analysis methodology
and the obtained results.
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Table 3.2 Symbols for the
game-theoretic models

Symbol Definition

b User’s “benefit” of viewing content
c User’s “cost” of viewing ads
s Subscription fee
ri Ad Network’s per-impression ad revenue
CB Cost of using AB software
CD Cost of detecting AB software
˛ Belief about the reached information set
PW Website’s total payoff
PU User’s total payoff
AF Ad-financed content
FF Fee-financed content (micropayments)
DI Invest in detection of AB software
NI No investment in detection of AB software
B Block ads
A Abstain from blocking ads
P Pay subscription
N Not pay subscription
.xjy/ First (x) and second (y) action of a player
.x; y/ Strategy profile: (first mover, second mover)

3.5.1 Model 1: No Blocking and No Detection

We introduce the reader to our approach by first proposing a basic model of
the interaction between websites and users in which no ad-blocking and no
detection technologies are used by users and websites, respectively. Afterwards,
we slowly increase the complexity of the model to account for ad avoidance and
countermeasures.

3.5.1.1 Model Setup: An Extensive Form Game with Complete
Information

The content provider selects between fee-financed (e.g., micropayments) and
ad-financed monetizing scheme for his content (denoted by FF and AF,
respectively). If presented with a website that solicits a fee to access its content,
users can elect to transmit a payment, P, or to deny payment and forfeit access, N.
The website will either earn positive revenues from the ad impression, ri , or from the
micropayment, s. The consumer receives a benefit, b, from accessing the content and
pays either the fee, s, or has a cost c due to accepting ads. The subscription fee s is
determined by the content provider and it is the same for all the users, because it has
been shown that price discrimination is not economically optimal for providers [1]
and because of users’ protest (e.g., the case of Amazon [7]). Determining the
optimal price is not the goal of this work, but is certainly noteworthy to explore.
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W

U

P N

FF AF

(s,b− s) (0,0)

(ri,b− c)

Fig. 3.1 Model 1: Game tree
for the basic model with no
blocking and no detection

The cost c captures all the negative aspects of receiving ads from the users’ point
of view (summarized in Table 3.1). Figure 3.1 summarizes the characteristics of the
basic model.

3.5.1.2 Analysis Methodology: Subgame Perfect Nash Equilibrium

The basic model belongs to the class of perfect and complete information extensive
form games. In these games, each player always knows the previous moves of
all players when he has to make his move. In [18], it is proven that every finite
extensive-form game of perfect information has a pure-strategy Nash equilibrium.
We use a Subgame Perfect Nash Equilibrium (SPNE) solution concept that is a
refinement of a Nash equilibrium in dynamic games. In game theory, a strategy
profile is a SPNE if it represents a Nash equilibrium of every subgame of the original
game.

A common method for determining SPNE is backward induction and we apply
it in our analysis. Backward induction can be applied to any finite game of perfect
information. This technique eliminates incredible equilibria and assumes that: (i) the
players can reliably forecast the behavior of other players, and (ii) the players
believe the other players can do the same. In the game defined by Fig. 3.1, the user
knows that he is the player that has the last move. Hence, for each possible move of
the website the user selects his best response. For example, if the website plays FF,
the user concludes that with move P he obtains the best payoff if and only if b > s.

Now we consider how the website chooses its best strategy using backward
induction. Let us assume that b > s. The website then knows that if it plays FF, the
user’s best response is P , which results in the payoff of s for the website. However,
if the website plays AF, its payoff would be ri . Hence, the website’s best response
is FF, if s > ri . In summary, if b > s and s > ri strategy profile .FF; P / is
the SPNE of the game in Fig. 3.1. Table 3.3 summarizes all possible SPNE of the
defined game.

3.5.1.3 Results

Following this methodology, Table 3.3 summarizes all possible SPNE of the defined
game, considering different values of game parameters.
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Table 3.3 SPNE of Model 1 b > s s > ri (FF, P)
s < ri (AF, P)

b < s (AF, N)

It follows that a website owner would only implement a fee-financed revenue
scheme when users’ value of the provided content is sufficiently high, b > s, and
the expected ad-revenue does not exceed fee payments, s > ri . The first condition is
relatively difficult to assess for a large number of diverse users if the revenue policy
cannot be set adaptively for each consumer. In contrast, the second condition allows
for a more straightforward calculation – at least for an impression-based ad model.
We address the impact of the heterogeneity of the users in simulations (Sect. 3.6).

3.5.2 Model 2: Blocking, Detection Versus No Detection

In the following, we extend the analysis to include consumers having the opportu-
nity to utilize ad-blocking software and website owners to potentially respond by
investing in detection technologies. The expanded game is represented in Fig. 3.2.

3.5.2.1 Model Setup: An Extensive Form Game with Imperfect
Information

Consumers now have the option to block ads, B, at cost CB , or to abstain from
ad-blocking, A, which does not incur any direct cost. We assume that websites
are aware of the possibility of ad-blocking, but without an investment in detection
technologies, NI, are not able to differentiate between users with and without AB
tools and thus hold only imperfect information about the user’s action and its
payoff consequences. In contrast, when the website is equipped with detection
technologies, DI, at cost CD , the information barrier is resolved. The informational
consequences are easily discernible in Fig. 3.2 by observing the dotted lines between
information sets that indicate the website’s uncertainty about the reached state in
the game and the eventual outcomes. Websites have to formulate a probabilistic
assessment ˛ of the reached state of the game, following the user’s decision to block
ads or to abstain.

We further break down the game into two subgames concerning the website’s
decision to invest or not in detection of AB software, as highlighted by the left
and right boxes in Fig. 3.2, respectively. The analysis of the left-hand-side subgame
in Fig. 3.2 (i.e., when website plays DI ) is similar to the calculation of SPNE,
presented in Sect. 3.5.1.2. Using the same methodology we obtain SPNE of this
subgame and present the obtained results later in Table 3.5.
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Fig. 3.2 Model 2: Game tree for ad-blocking with and without detection technologies

3.5.2.2 Analysis Methodology: Perfect Bayesian Nash Equilibrium

The subgame in the right-hand side of the game in Fig. 3.2 belongs to the class of
complete imperfect sequential games, because one player does not have information
about the opponent’s action played in the previous stage of the game. In other words,
the website owner does not know whether the user has already installed AB software
or not, when he wants to choose the monetization strategy for the website’s content
(i.e., use ad-financed or fee-financed strategy).

Next, we discuss the game-theoretic concept of the Perfect Bayesian Nash
Equilibrium (PBNE) that helps us get an insight into the strategic behavior of
players in such games. PBNE was developed in order to refine the Bayesian Nash
equilibrium concept and remove implausible equilibria in sequential games [19].
More specifically, the concept of PBNE is defined by four Bayes requirements that
eliminate unwanted subgame-perfect equilibria [31]. We discuss these requirements
considering the defined subgame represented in the right-hand side box in Fig. 3.2.

Requirement 1: The player with the move must have a belief about which node
in the information set has been reached by the play of the game. For example, in
Fig. 3.2 the website believes that the user installed AB with a probability of ˛.

Requirement 2: At the PBNE strategy profile, players must be sequentially
rational given the players’ beliefs. A strategy profile is sequentially rational if and
only if the expected payoff of the player who has the move at that information
set is maximal given the strategies played by all the other players. For example,
in Fig. 3.2 the website should calculate its expected payoff for playing AF and
FF, given its belief ˛ and choose the strategy that maximizes its expected payoff.
Given website belief, the expected payoff from playing FF is ˛ � s C .1 � ˛/ �
s D s. The expected payoff from playing AF is ˛ �0C .1�˛/� ri D .1�˛/ri .
Hence if ˛ > ri �s

ri
, the website plays FF to be sequentially rational.

Requirement 3: The player must update his belief at the PBNE to remove
implausible equilibria of BNE on the equilibrium path. These beliefs are
determined by Bayes’ rule and the players’ equilibrium strategies. In other
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Table 3.4 PBNE of submodel without detection

CB < c CB > c

b > s s > ri (AjP, FF; ˛ D 0) (AjP, FF; ˛ D 0)
s < ri (AjP, FF; ˛) ˛ > ri �s

ri
(AjP, FF; ˛) ˛ > ri �s

ri

(BjP, AF; ˛) ˛ < ri �s
ri

(AjP, AF; ˛ D 0)

b < s (BjN, AF; ˛ D 1) (AjN, AF; ˛ D 0)

Table 3.5 SPNE of submodel with detection

CB < c � s CB > c � s

b > s s > ri (AjP, FF)
s < ri (BjP, FF) (AjP, AF)

CB < c � b CB > c � b

b < s (BjN, FF) (AjN, AF)
(BjN, AF)

words, players should first calculate the equilibrium paths of the complete perfect
information game. If the calculated strategy that satisfies sequential rationality
is on the equilibrium path, there is no uncertainty for the player at the PBNE
(i.e., ˛ equals 0 or 1).

Requirement 4: Finally, the belief should be updated considering the sequential
rationality and players’ equilibrium strategies where possible.

In the right-hand subgame presented in Fig. 3.2, if b > s, s < ri , and CB > c

there exists an equilibrium path of .AjP; AF/. Although, the user cannot play P

when the website deploys AF strategy, we use AjP notation to represent the full
strategy profile of the user at the equilibrium path. This means that if ˛ < ri �s

ri
, the

PBNE is .AjP; AFI ˛ D 0/ (i.e., Requirement 3). Requiring that each player has a
belief and acts optimally given this belief, it suffices to eliminate the implausible
equilibria for the belief of 0 < ˛ < ri �s

ri
. But, if ˛ > ri �s

ri
, the PBNE is

.AjP; FFI ˛/, because we cannot eliminate any implausible equilibria for this
strategy profile (i.e., Requirement 4). Similar calculations can be made for other
cases.

3.5.2.3 Results

Applying this methodology, we can derive results presented in tabular fashion for
the right-hand side (Table 3.4) and the left-hand side (Table 3.5) of Fig. 3.2.

If website owners do not invest in detection, we observe that ad blocking happens
in two instances (see Table 3.4). First, when consumers do not value the content
highly enough to pay a fee (b < s), and ad-blocking is cheap relative to the cost
of viewing ads (CB < c). Second, if website owners believe it to be unlikely that
consumers block ads (˛ < ri �s

ri
) and ad-blocking is cheap, then ad avoidance can

persist even when users value the content sufficiently (b > s). In both cases, the
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PBNE 2:
(DI|AF, A|P; α) 

(NI|FF, A|P; α)

α > (ri – s)/ri

ri – s CD

CB

c – s
PBNE 3:

(DI|AF, A|P; α) 

(DI|FF, B|P; α) 

α < (ri – s)/ri

ri

(NI|AF, B|P; α)

s

c – s

c

CB

CD

PBNE 4: (NI|AF, A|P; α=0)

PBNE 5:

PBNE 6:
PBNE 7:

Fig. 3.3 Case 2: Users value the content and are willing to pay subscription fees (b > s). The
website prefers ad-financed to fee-financed monetization strategy (ri > s)

(DI|AF, A|N)

(NI|AF, B|N; α=1)

ri CD

CB

c – b

(NI|AF, A|N; α=0) 
c

PBNE 8:

PBNE 9:

SPNE 1:

Fig. 3.4 Case 3: Users do not value content sufficiently to pay subscription fees (b < s)

user will exploit his information advantage to avoid ad clutter while the website will
gain nothing through the interaction (because it mistakenly relies on ad-financed
strategy, AF).

In contrast, with an investment in detection technology the website owner can
partially crowd out the ill-effects of ad avoidance. He can successfully solicit a
micropayment even when ad-blocking technology is cheap as long as the user values
the content sufficiently (see Table 3.5). However, the website will still not extract
any benefits from a user who does not value the content highly and has access to
cheap ad-blocking technology. Interestingly, the website is indifferent in the latter
case about allowing the user to access the content freely (with blocked ads) or not.
Importantly, the introduction of detection technology also lowers the threshold of
what a user considers to be cheap ad-blocking, i.e., the consumer now internalizes
the cost of the expected micropayment when making the assessment (CB < c � s).

We now proceed to visualize the space of equilibria from a different perspective
in Figs. 3.3 and 3.4 by integrating the results of the subgames from the left-hand and
right-hand side of Fig. 3.2. The figures show how the equilibrium strategies of the
players depend on the cost of detection, CD, and ad-blocking, CB , technologies,
respectively. We break down the results based on the equilibrium beliefs of the
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website, i.e., Fig. 3.3 is split according to the threshold belief, ˛� D ri �s
ri

. Figure 3.4
shows the cases where the website is certain about the consumer’s strategies. In
addition (and not visualized), for the case of high content value, b > s, and low
ad-revenue, s > ri , we also find that the website and the user select PBNE 1 D
.NI jFF; AjP I ˛ D 0/, independently of CB and CD .

3.6 Simulation Approach and Results

Our analysis in Sect. 3.5 provides a framework that websites can use to determine
which countermeasures concerning ad avoidance they should use to maximize the
revenue. Our results show that the best response depends on the type of users that a
given website serves. In this section, we illustrate how our framework can be used to
determine the best response while taking into account different assumptions about
user heterogeneity with respect to user perception of content and ads.

3.6.1 Simulation Setup

We model the application of our framework to a popular website with specific and
unique content that is of a high value to its visitors (e.g., the Financial Times).
The Financial Times is a good example as it is a content provider that deploys
both monetization strategies: fee-financed and ad-financed. Our game-theoretic
analysis shows that the outcome of the game depends mostly on the parameters
that characterize visitors of a given website: users’ benefit of viewing the content,
users’ cost of viewing ads with the content and ad revenue that the website earns for
each pageview. As discussed in Sect. 3.4, the values of per-impression ad revenue
and users’ benefit of viewing the content are available to the stakeholders, namely
websites and ad networks. It is more difficult to obtain exact values for users’ cost of
viewing ads and, to do so, websites could perhaps position themselves with respect
to the reasons users have named in the survey on why they block ads (Table 3.1).
Depending on how much they match users’ criteria, they can estimate their visitors’
costs. In addition, as we will show, knowing the distribution of such a variable for
which the relevant parameter is the fraction of users who use ad-blocking software
(e.g., available from Firefox statistics) is sufficient for the model.

We rely on Web analytics providers, Alexa and Google’s DoubleClick Ad
Planner, to obtain the data based on which we can estimate the parameter values.
We use the following values in our evaluations:

1. The website receives one million pageviews per day, as reported by Google’s
DoubleClick Ad Planner [13].

2. In the case of fee-financed content, we consider a micropayment of s D $0:321

per pageview. We compute this value based on the Financial Times’ subscription
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fee of $4:99 per week [16] and the 2:22 average number of pageviews per visitor
per day, as reported by Alexa [2]. As explained in Sect. 3.5, the subscription fee
is the same for all users.

3. We model the impression-based ad revenue per pageview with a beta distribution
represented in Fig. 3.5 based on the estimated cost-per-mille (CPM) between $1

and several tens of dollars [46]. CPM is a cost that advertisers pay for a 1,000
impressions and thus we compute the per-pageview ad revenue as CPM=1;000

for the considered values of CPM. We select skewed distribution as most of
advertisers pay CPM in the range of a couple of dollars and only a very few major
advertisers pay a high CPM in the order of tens of dollars. The total ad revenue
that the website can earn in our model is in the range of the reported ad revenues
by the top blog websites [47] with a similar number of daily pageviews [13].

4. Benefit b (expressed in US dollars) of users viewing the content (Fig. 3.6)
is drawn from a beta distribution (in the range of values comparable to the
impression-based ad revenue per pageview), such that 25 % of the visitors would
opt for fee-financed content (i.e., has b > s). This number is in compliance
with 25 % of Financial Times’ visitors paying for digital subscriptions [15]. In
addition, for most of the websites users’ benefits are high due to users’ self-
selection bias. The exact values are not necessary, the important parameter is the
fraction of users accepting to pay the subscription fees.

5. We consider a population of visitors that consists of: (i) a fraction (1 � � )
of users who are indifferent about ads and therefore do not use AB software,
and (ii) a fraction � of users who are heterogeneous in how much they like
or dislike ads and therefore might use AB software. Users who are indifferent
about ads associate a small cost (expressed in US dollars) to viewing online ads.
Other users, who are not indifferent about ads, have a higher cost of viewing ads,
that can even surpass the benefit they associate to viewing the content. However,
it does not necessarily mean that all of them use AB software. Their decision on
whether to use AB software (Block) or not (Abstain) then depends on the cost of
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viewing ads with respect to the values of other parameters (e.g., their valuation
of the content or the cost of using AB software). Therefore, the parameter c

that represents users’ costs of viewing ads is drawn from a bimodal distribution
(Fig. 3.7), that assigns a small cost to the users indifferent about ads (the first
mode of the distribution) and higher costs to other users (the second mode). The
values of c are in the range comparable to the impression-based ad revenue per
pageview and users’ valuation of the content. Figure 3.7 depicts the distribution
for � D 0:5. We vary the value of � in the simulations.

6. In practice, the cost of blocking ads (CB ) corresponds to the cost of installing
and maintaining a browser add-on and subscribing to filter lists that define
blocking rules. At the moment, the cost (CD) of detecting AB software on
users’ machines corresponds to the cost of including a specific Javascript into
Web pages. Nowadays, both of these costs (expressed in US dollars) are very
small and we use values of CB D $0:01 CD D $0:001 for our simulations.
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Note that these values represent costs per interaction and have such a low value
as they are factored out on millions of users (for CD) and a number of pageviews
per day (for CB ). These costs could increase if an arms race develops between
AB softwares and detection tools, as was the case with pop-up ads and pop-up
blockers [8]. We evaluate the effect of higher costs of blocking and detection
later in the analysis.

3.6.2 Results

We simulate the interaction between the website and the population of users, based
on our game-theoretic model and parameter values described above. The website
treats each user individually and applies the framework to each of the visitors.
We then aggregate the results of the interactions to represent the outcomes for
the entire population of visitors. The fraction (� ) of users that might potentially
install AB software is a variable in our simulations. For each value of � 2
f0:05; 0:1; 0:2; 0:3; 0:4; 0:5g, we generate a corresponding bimodal distribution
(as in Fig. 3.7) that assigns the values to users’ costs of viewing ads (c). The values
of all other parameters remain fixed.

First, we compare the revenues that the website obtains by deploying three
different monetizing strategies: (i) serving ad-financed content (AF model) to all
visitors, regardless of whether they use AB software or not; (ii) serving fee-
financed (FF) content, where users have to pay a subscription fee in order to
access the content; (iii) game-theoretic approach (GT model) where a website
chooses an appropriate strategy according to our analysis, and can either serve
ad-financed or fee-financed content to different users. Figure 3.8 depicts the daily
revenue of the website, for the three models, depending on the fraction of users
that might potentially block ads. We observe that the revenue that the website
obtains with GT monetizing model is superior to using pure fee-financed (FF) or
ad-financed models (AF). The reasoning behind such a result is as follows. In the
AF model, users with AB software do not generate ad revenue for the website, as ad
impressions are blocked on their machines. The higher the potential number of users
with AB software (� ), the higher the revenue loss for the website. In the FF model,
only users who value the content more than the subscription fee are willing to pay,
thus the revenue is not influenced by the users who use AB, only by the number
of subscriptions. FF revenue depends on the subscription fee that the website can
charge, which mostly depends on the content it serves and how valuable it is to
its visitors. The GT model represents a compromise between AF and FF models.
For users who dislike ads, but value content enough to pay subscription fees, the
website will apply the FF strategy. With AF, the website cannot make profit out of
these users as they block ads. For users who do not dislike ads as much, the website
might either use the FF or the AF strategy, whichever is more profitable. Thus,
the GT model enables the website to take into account users’ heterogeneity and
maximize its profit. In Fig. 3.9 we show the fraction of users that generate profit



68 N. Vratonjic et al.

0 0.1 0.2 0.3 0.4 0.5
1

2

3

4

5

6

7

8

9

10

11
x 104

Fraction of visitors potentially using AB software (γ)

W
eb

si
te

’s
 d

ai
ly

 re
ve

nu
e 

(in
 U

S
 d

ol
la

rs
)

GT

FF

AF

Fig. 3.8 Website’s daily
revenue (in US dollars) with
different monetizing models

0 0.1 0.2 0.3 0.4 0.5
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fraction of visitors potentially using AB software (γ)

Fr
ac

tio
n 

of
 v

is
ito

rs
 fo

r a
 b

us
in

es
s 

m
od

el

GT − Block
AF − Block
GT − AF
FF
GT − FF

Deterred
from
Blocking

Fig. 3.9 Fraction of visitors
that generate revenue for each
monetizing model

for the website with the three monetizing models. The curve labeled AF-Block
represents the fraction of users from which the website profits in the AF model.
In this model, the ad revenue is generated only by the users without AB software.
Note that nevertheless all users obtain the content. The difference between the
AF-Block curve and 1 corresponds to the fraction of users who use AB software
in the AF model. In the fee-financed (FF) model, only the users who opt to pay
the subscription generate the revenue for the website and obtain the content (FF
curve2). In the GT model, the website profits from serving ad-financed content to
a fraction of users (GT-AF curve) and fee-financed content to another fraction of
users (GT-FF curve). The sum of these two corresponds to the total fraction of users

2Note that the FF curve overlaps with the GT-FF curve.
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that the website can generate revenue from, represented with the GT-Block curve.
The remaining fraction of users (i.e., the difference between the GT-Block curve
and 1) corresponds to the users with AB software in the GT model. Users served
with ad-financed content are those who: (i) accept to view ads in exchange for free
content (for which the outcome of the game is PBNE 9: .NIjAF; AjN I ˛ D 0/),
or (ii) value the content more than they dislike ads, but not enough to pay the
subscription fee for ads-free content (for which the outcome of the game is SPNE 1:
.DIjAF; AjN /). Users who are served fee-financed content are those who: (i) dislike
ads but value the content, or (ii) users who accept ads but also value the content, thus
leaving the choice to the website that could decide to offer the subscription model to
such users as it might be more profitable. These are the users for which the outcome
of the game is PBNE 1: .NIjFF; AjP I ˛ D 0/. We observe that the total fraction of
users that generate the revenue for the website in the GT model (GT-Block) is higher
than in either the AF or the FF model.

Users who do not generate revenue and do not obtain the content in the GT model
are those who dislike ads and do not value the content enough to pay subscription
fees. This case corresponds to PBNE 8: .NIjAF; BjN I ˛ D 1/. Note that the impact
of the users with AB software is smaller in the GT model, and we see that in
the worst case about 27 % block ads (and generate revenue loss for the website)
compared to the 50 % in the AF model. These results are in line with the results in
Fig. 3.8 and explain why the website earns more with the GT monetizing model. In
the worst case, the GT revenue is around 16 % higher than the FF revenue and it
may not seem justified to deploy the GT model for that increment in the revenue.
However, one major advantage of the GT model is that it maximizes the number
of users who obtain the content (73 % in the GT model compared to 25 % in the
FF model, in the worst case). We conclude that the GT model allows the website
to adapt its monetizing strategy such that it maximizes the number of visitors from
whom it profits, as well as its visibility or impact factor.

As discussed previously, the website can deploy a strategy of making it more
difficult for AB software to filter out and block ads. In our GT model, this action
can be represented with an increase in the users’ cost of blocking ads and a higher
investment in the detection. We simulate the effect of higher ad-blocking and
investment costs (CB 2 0:01; 0:1; 0:5; 0:7; 1; and CD D $0:1) and represent the
results in Fig. 3.10. Different curves correspond to the fraction of users that the
website can profit from in the GT model, considering different costs of ad-blocking.
We observe that the fraction of users that will block ad-financed content decreases
with the increase in the cost of blocking ads. As both the website and users are
behaving strategically in the GT model, with the higher cost rational users deter
from blocking ads and it shows that the website has a good return-on-investment
with the strategy of making ad-blocking more difficult.

In summary, we have illustrated how a website can use our framework in practice
as a decision help in addition to the content provider’s overall business strategy and
factors that are outside the scope of our model. We have demonstrated how a website
maximizes its revenue with a strategic choice of its best response when facing users
with different preferences with respect to ads and content. Such a strategic behavior
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allows for the website to maximize the number of users from which it can profit,
as well as to apply the strategy that maximizes the profit. Users’ strategic behavior
allows them to maximize their utility as well, by having a choice of viewing ad-
financed or fee-financed content.

3.7 Conclusion

In this chapter, we conduct a systematic study of the consequences of ad avoidance
on the business model of content providers. We develop a framework usable by
content providers to ponder their options to mitigate the consequences of ad-
avoidance technologies. We carefully devise and analyze a game-theoretic model
of the impression-based ad revenue mechanism and illustrate with simulations
the impact of different strategies under parameter assumptions motivated by real-
world data. Our analysis shows that deploying a game-theoretic approach, i.e.,
strategically applying a fee-financed or an ad-financed monetization strategy, and
treating each user individually yields higher revenues for publishers, compared
to deploying one strategy across all users. Also, understanding the distribution of
users’ aversion to ads and valuation of the content is essential for publishers to make
well-informed decisions. We expect that our modeling and simulation assumptions
are a reasonable, but likely not a perfect fit for every situation involving content
providers and ad avoiders. In future work, we intend to further explore deviations
from our modeling assumptions and expand our framework to additional problem
areas.

Our contribution is only a first step to account for the complicated interactions
between ad avoidance and content monetization. For example, a promising area
for additional work is to more carefully address the impact of the negative
feedback spiral caused by the adoption of ad-blocking under the presence of
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limited information. A loss of revenue through an increase of website visitors
who use ad-blocking software will frequently trigger a more aggressive pursuit
of advertisement opportunities. Those might even include consumer-unfriendly
affiliate marketing schemes. While this may create short-term benefits, additional
consumers will depart or try to avoid these practices.

In addition, we aim to consider measures of concentration and interdependency
in the ad industry. For example, a recent study shows that Google-controlled cookies
were present on 97 of the top 100 websites [6]. The same study also documents the
growing intricacy of tracking attempts that will make it very difficult for users to
find adequate countermeasures in the absence of market (self-)regulation.

In conclusion, we expect content providers that serve a technology-minded
audience to suffer most from ad avoidance technologies. And, in the absence of
a broad consensus between the ad and content industry, on the one side, and
consumers, on the other side, the trend towards blocking of advertisements is
likely to grow. Resistance to user tracking and the desire for ad avoidance are
tightly interwoven, even though we do not model the related long-term trends at
the moment, i.e., users rarely become technology-savvy ad avoiders overnight.
However, the potential for a significant shift in consumer behavior is large and
should not be under appreciated.3
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Chapter 4
Software Security Economics: Theory,
in Practice

Stephan Neuhaus and Bernhard Plattner

Abstract In economic models of cybersecurity, security investment yields positive,
but diminishing, returns. If that were true for software vulnerabilities, fix rates
should decrease, whereas the time between successive fixes should go up as
vulnerabilities become fewer and harder to fix.

In this work, we examine the empirical evidence for this hypothesis for Mozilla,
Apache httpd and Apache Tomcat over the last several years. By looking at 292
vulnerability reports for Mozilla, 66 for Apache, and 21 for Tomcat, we find that
the number of people committing vulnerability fixes changes proportionally to the
number of vulnerability fixes for Mozilla and Tomcat, but not for Apache httpd.

Our findings do not support the hypothesis that vulnerability fix rates decline. It
seems as if the supply of easily fixable vulnerabilities is not running out and returns
are not diminishing (yet).

Additionally, software security has traditionally been viewed as an arms race
between attackers and defenders. Recent work in an unrelated field has produced
precise mathematical models for such arms races, but again the evidence we find is
scant and does not support the hypothesis of an arms race (of this kind).

4.1 Introduction

In standard economic models of cybersecurity, security can be bought incrementally,
but there are diminishing returns: some investment later buys less security than
the same investment earlier [20]. From comparing several cybersecurity models,
Rue et al. find that the security function (the function that says how much return
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one gets for how much investment) that underlies every economic model of
cybersecurity is increasing and concave.1

In order to view software security in economic terms, we assume this
workflow:

1. Programmer A commits a vulnerability, by which we mean an error that has
security consequences.

2. That vulnerability is discovered and assigned to programmer B for fixing. We
might have A D B .

3. Programmer B fixes the vulnerability, either by making all the required changes
himself (even in code not written by him), or by making other people contact the
people who own the code that is to be corrected.

4. A fix might not solve the vulnerability completely, causing steps 2 and 3 to be
repeated.

If fixing vulnerabilities could be modeled as a security function, one expends
a certain amount of work and reduces the total number of vulnerabilities by one.
As time goes by, vulnerabilities become fewer and harder to fix, so returns will be
diminishing. Certainly, adding more people to fix vulnerabilities will at some point
only bring diminishing returns as administrative overhead eats up the potential for
increased productivity. That this occurs is clearly the expectation of at least some
economists [20].

It is also of economic interest to know how often vulnerability fixes need to be
repeated for a single vulnerabilty. Clearly, the fewer the better.

Another concern is the size of the security team, by which we mean the number
of developers who fix vulnerabilities. The size of the security team ought to depend
on the code ownership model. In one code ownership model that we call individual
code ownership, the person having written the code in question retains ownership of
that code and is expected to fix any bugs pertaining to it, including vulnerabilities.
In this case, we will have A D B in step 2, and we will have A contact other code
owners in the workflow above. In the communal code ownership model, in principle
anyone can fix anybody else’s code, so we will in general have A ¤ B , and B will
fix the vulnerability all by himself.

We can see from this that individual code ownership should lead to a large
security team, since many code owners will commit vulnerability fixes, whether
they are interested in security or not, whereas in communal code ownership,
checkins will be made by people who like fixing vulnerabilities, and the security
team will therefore be smaller. This has staffing consequences, since in individual
code ownership, all developers will have potentially to be schooled in how to fix

1The authors use ‘convex’ instead of ‘concave’, and by ‘convex’ they mean “any twice contin-
uously differentiable function”. But unless that function has a negative second derivative, the
diminishing returns don’t happen. However, a negative second derivative is a criterion of concavity,
not convexity, and two times continuous differentiability is not needed for concavity.
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security issues. This is different from writing secure code, which all developers
ought to know anyhow.

From a different perspective, software security is often seen as an arms race
between hackers and programmers, sometimes termed “Red Queen” (for the
attackers) and “Blue King” (for the programmers). The term comes from Lewis
Carroll’s Through the Looking-Glass, where the Red Queen complains that “it takes
all the running you can do, to keep in the same place” [4]. In our case, the Red
Queen tries to find and exploit vulnerabilities, which the Blue King then eventually
patches. If the Blue King is successful, the Red Queen would then have to expend
time and energy, just to keep her supply of possible exploits constant (“running [: : :]
to keep in the same place”). In this case, the time between successive vulnerability
fixes should increase and obey a power law [9].

Our objects of study are three large software systems: first, the Mozilla
suite (including Firefox and Thunderbird, but also lesser-known products like
Seamonkey); second, the Apache HTTP server httpd; and third, the Apache Tomcat
application server. We chose these projects because they are widely used, because
they represent a wide variety of vulnerability-prone, internet-facing software,
and because development data such as source code repositories and bug and
vulnerability databases are freely available.

Our contribution is twofold. First, from the theoretical considerations above, we
have the following predictions, which we check on our three software systems:

• Vulnerability fix rates should decrease as diminishing returns set in (we find no
evidence that this prediction is true);

• The size of the security team should be correlated with the vulnerability fix rate
or not, depending on the code ownership model (again we find no evidence that
this is true); and

• The time between vulnerability fixes should increase and obey a power law (the
time tends very roughly to increase, but the data do not support a power law).

Second, we also find that:

• The quality of vulnerability fixes is good: most vulnerabilities are fixed once,
with no need to fix the fix; and

• The distribution of vulnerability fixes per day obeys some, and perhaps the same,
heavy-tailed distribution for all three applications. This is a result that was not
derived by a research question, but came from the data analysis. We do not
yet have a theoretical explanation for this behaviour, but speculate on possible
causes; see Sect. 4.4.2.

The rest of this chapter is organised as follows. First, we describe our data
collection (Sect. 4.2) and evaluation methodology (Sect. 4.3). Then we describe our
findings and speculate about possible causes for the results (Sect. 4.4). Finally, we
describe related work (Sect. 4.5), analyse threats to validity (Sect. 4.6) and conclude
with conclusions and future work (Sect. 4.7).
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The dataset and the scripts that were used to generate the figures in this sec-
tion are available from ftp://ftp.tik.ee.ethz.ch/pub/publications/WEIS2012/fixrates.
tar.gz.

4.2 Data Collection

For our purposes, a checkin or commit is the uploading of a set of related changes to
source files to a source code repository. Checkins are usually perceived to be atomic,
but this is not always the case; see below.

When programmers fix a vulnerability, or part of a vulnerability, they commit
those changes to the source code for which they have the responsibility or authority
to change. The systems where checkins and vulnerability information are stored are
usually separate, so in order to find out which checkins fixed vulnerabilities, they
have first to be united. This section spells out in more detail how this process works
for the three software systems under observation.

4.2.1 Mozilla: Reconstituting Checkins

The Mozilla Foundation uses Mozilla Foundation Security Advisories (MFSAs) to
report security issues in Mozilla products.2 Our dataset contains 417 MFSAs, start-
ing with MFSA 2005-01, issued January 21, 2005, and ending with MFSA 2011-18,
issued April 28, 2011.

MFSAs can contain references to bug reports, and there can be zero or more such
references; see Fig. 4.1. These references in turn contain the bug identifier, chosen
by the bug tracking software. (The identifier does not carry any semantics.) While
not all bugs are vulnerabilities, all vulnerabilities are bugs, so we will identify a
vulnerability in Mozilla by its bug identifier. If the programmer committing the fix
for a vulnerability mentions its bug identifier in the commit message—as is usual in
Mozilla—we can identify it as fixing that vulnerability. Typical commit messages
contain “bug n”, “bug=n”, or “b=n”.

Not all bug identifiers that are mentioned in MFSAs appear in checkin messages.
We call a bug identifier unassigned when there is no checkin carrying that identifier;
otherwise we call it assigned.

Also, not all MFSAs contain such bug identifier references. For example,
MFSA 2010-79 references a Java LiveConnect bug and an entry in the Common
Vulnerabilities and Exposures database, but no bug identifier. In all, only 382 out of
417 MFSAs have such references. In analogy to bug identifiers, we call an MFSA
assigned if it contains a bug identifier, and unassigned otherwise.

2http://www.mozilla.org/security/announce/

ftp://ftp.tik.ee.ethz.ch/pub/publications/WEIS2012/fixrates.tar.gz
http://www.mozilla.org/security/announce/
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Fig. 4.1 A typical MFSA,
showing the bug identifier
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Even worse, only 292 MFSAs were fixed using assigned bug identifiers. The
earliest example of an MFSA that we could not associate with a checkin is
MFSA 2005-12 (“javascript: Livefeed bookmarks can steal cookies”). This MFSA
is associated with the bug identifier 265668, which appears nowhere in the CVS log
messages.

One particular aspect of the Mozilla checkins is that they have been historically
stored in a CVS version archive. After March 2007, there has been a Mercurial
repository too, but the main work went on in the CVS repository, which was
considered to be authoritative. Only since October 2010 has the “relic master copy”
officially switched to the Mercurial repository.3

In the top two lines in Fig. 4.2, we see that since 2008, there is a trend towards
“one MFSA, one bug identifier”. This is unlikely to happen by chance, so we
suspect either a conscious effort by the Mozilla team to assign only one bug
identifier per vulnerability, or a bug identifier now tends to be assigned only after
the corresponding vulnerability is discovered.

Generally, the gap between the total number of bug identifiers or MFSAs on the
one hand and the number of unassigned bug identifiers or MFSAs on the other is

3See comment on changeset 56642:882525a98119.



80 S. Neuhaus and B. Plattner

closing since 2009. This seems to indicate that the main work is now going on in
the Mercurial repository.

Mercurial commits all changed files as a single changeset. CVS, however, does
not have this notion of a checkin transaction; files are individually version-controlled
by RCS, so there is no easy way to ask “which files were affected by the last
checkin?”. This is perfectly fine in itself, but since from a developer perspective,
fixes occur in checkins, we therefore need to reconstruct those checkins from the
individual version-controlled files. Also, since there are 639,783 individual file
checkins, or CVS log entries, in our dataset, the reconstruction algorithm needs to
be efficient. For the purposes of our analysis, individual file changes in the CVS log
are considered part of the same commit if they have the same commit message and
if the time between them is less than 5 min. When applied to our dataset, we found
186,170 checkins in the Mozilla CVS, ranging from March 28, 1998 to February 22,
2011.

4.2.2 Apache httpd and Tomcat: Assigning Checkins

The source code and other development artefacts for Apache httpd (from now
on simply called httpd) does not offer a way to link vulnerabilities and their
fixing checkins. Apache publishes security information about httpd4 using the
Common Vulnerabilities and Exposures (CVE) database. Each report also contains
timestamps when the security team was made aware of the vulnerability, then the
issue was published, when the update was released, and which versions are affected.
What is missing is the link to a bug report (called a ‘Problem Report’ by the
developers, and abbreviated PR). Therefore, we went manually through all reported
vulnerabilities and tried to find the fixing commit ourselves.

Such an approach naturally introduces uncertainties. We have therefore labeled
our vulnerability-to-commit mapping with the degree of certainty that the commit
in question is actually the one that fixes the named vulnerability. There are four
certainty levels:

• Certain. The commit message contains the CVE name and asserts that it fixes
the issue described in it.

• High. The commit message mentions issues thematically related to the CVE
message and the timeline fits (commits must come after the security team was
made aware of the issue, but before a fix is released), but the CVE identifier is
not explicitly mentioned.

• Low. One or more of the above indicators (commit message, timeline) fits, but
not all of them. The CVE identifier is not mentioned.

• Unassigned. No commit had any of the above indicators.

4http://httpd.apache.org/security/vulnerabilities_x.html, where x is either 13, 20, 22, or 23.

http://httpd.apache.org/security/vulnerabilities_x.html
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Out of the 100 CVE entries for Apache, 34 were categorised as unassigned,
leaving 66 reports.

The situation for Tomcat is better. From 2008 onwards, the vulnerability
reports5 always contain the revision number of the fixing checkin. Conversely and
unfortunately, none of the reports from 2007 or earlier have any such attribution,
so that fully 68 out of the 89 CVEs for Tomcat are unassigned, leaving 21 CVEs,
whose attribution to a fixing checkin, however, is absolutely certain.
Httpd and Tomcat both reside in SVN repositories. SVN also lacks the ability to
retrieve changesets, but the situation is much improved over CVS, since SVN labels
commits with their own unique revision number. Therefore, one can simply group
all log file entries with the same revision number into one checkin.

We found 18,803 checkins in the Apache SVN, ranging from November 18, 1996
to March 10, 2011, and 17,688 checkins in the Tomcat SVN, ranging from May 12,
2001 to April 23, 2011.

4.3 Methodology

4.3.1 Vulnerability Fixes

Trends in vulnerability fix rates cannot be read directly off the checkins, since it is
not a priori clear that every checkin is a fix. However, this is a reasonable assumption
because of three observations:

• Each such checkin is usually believed to be a fix by the developer doing the
checkin, even if the fix needs to be modified later;

• Checkins that are backports of vulnerability fixes to earlier releases constitute
vulnerability fixes in themselves, since the fix will have to be adapted to the
peculiarities of the earlier release; and

• The number of checkins for any given vulnerability is small (but see below for a
discussion of actual results).

Plotting the number of vulnerability-fixing checkins on any given day against
time directly gives only a confused picture. For example, plotting this number for
Mozilla gives Fig. 4.3. While it is clear that fix rates have peaked in 2007—during
the lifetime of Mozilla 2.0—and have declined since then, some smoothing would
give a clearer picture.

Instead of plotting fixes directly against time, we plot the moving average and
the moving average fraction. Both move a window of constant size over the data:
the moving average computes the sample mean in each window, and the moving
average fraction computes the ratio of two moving averages.

5http://tomcat.apache.org/security-x.html, where x is either 5, 6, or 7.

http://tomcat.apache.org/security-x.html
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We plot moving averages for checkins with a window size of 365 days, therefore
this moving average will start 1 year after the start of the original series and will
average values of the previous year. We also plot moving average fractions in order
to express vulnerability-fixing checkins as a fraction of all checkins, also with a
window size of 365 days.

In order to analyse the distribution of checkins per day, we plot the number of
vulnerability-fixing checkins on the x axis and the number of days with this number
of checkins on the y axis on a log-log scale. We chose to bin checkins by day
because it is a small enough bin size so that important effects would still be present
in the data and not lost in larger bins.

4.3.2 Size of the Security Team

In order to investigate the size of the security team, we look at the number of unique
committers in a given time window, in our case with a window size of 365 days. In
addition, in order to see how many vulnerabilities a person fixes in a given year, we
divide the number of vulnerabilities in the last year by the number of committers.

4.3.3 Red Queen/Blue King

Johnson et al. have used a “Red Queen” model to explain the power laws they found
when they looked at the time between successive insurgent attacks with coalition
fatalities in Iraq and Afghanistan: not only did the time between days with Alliance
fatalities obey a power law, the exponent could also be predicted from the interval
between the first two fatal days! [9]. If software security were such a Red Queen
race, we should see the same power laws, and we should be able to tell who is
winning the race by looking at the trend: if the time between successive vulnerability
fixes is growing, the defending Blue King wins; otherwise, the attacking Red Queen
wins.
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They explained this regularity with a dynamic Red Queen model. In Red Queen
models in evolutionary biology, an entity needs to adapt continuously in order to
survive. In the context of insurgent attacks, Johnson et al. model the race between
the Red Queen insurgents and the Blue King alliance with a random walk model,
which is then responsible for the observed power laws.

More formally, if vulnerabilities are fixed at times t1; : : : ; tN , we then look at the
sequence hı1; : : : ; ıN �1i, where ık D tkC1 � tk for 1 � k < N , and fit this sequence
to the model log ık D log a C b log k.

4.4 Findings and Discussion

4.4.1 Vulnerability Fixes Over Time

Figure 4.4 (left) shows the moving average of vulnerability-fixing checkins for
Mozilla, httpd, and Tomcat. We can see that httpd and Tomcat have had the same fix
rates (within half an order of magnitude, or a factor of about 3:2), but Mozilla’s fix
rates are about two orders of magnitude higher.

As we suspected already from the raw data in Fig. 4.3, the fix rate for Mozilla
peaked in 2007 and then declined. What was not apparent in that figure, however,
is how dramatic the decline is. Fix rates decline from about 1.4 per day to under
0.1 per day, which is a stunning 93 % reduction. However, it is possible that most
vulnerability-fixing checkins now occur in Mercurial repository, and not in the CVS.
This is supported by looking at a moving average of all checkins (not shown), where
we can see that not just the vulnerability fixes per day have gone down, but also the
number of all checkins per day. There is very little activity left in the Mozilla CVS.

Having established that the strong decline in Mozilla is probably an artifact of
repository usage, the next interesting feature of that graph is the incline and peak
in 2007. The period with the highest vulnerability fix rates in Mozilla corresponds
to the lifetime of Firefox 2 (released on 24 October 2006, end of life in December
2008) [14]. We know from other studies [13] that Firefox 2 is unlike other Firefox
versions because almost none of its source code was inherited by later versions.
Together with the high number of vulnerability fixes during Firefox 2’s lifetime, we
conclude that something in its architecture must have made it inherently unsafe to
use so that it was completely phased out.

The general shape for httpd is similar to that of Mozilla, but the peak is in 2005,
not in 2007, and the decline in fix rates is not as strong. In fact, one could argue that
the fix rate has been about constant since 2007.

Tomcat is a comparative latecomer, but the fix rate seems to be stable, with an
upward trend in 2010. It is apparent that the data is much grainier than the data
for either Mozilla or httpd, simply because there are much fewer checkins, so each
checkin represents a rather larger jump. As we can see, the fix rates rose until 2009,
stayed essentially constant during 2009 and 2010, and took off in 2011.
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Fig. 4.4 Combined moving average of vulnerability-fixing checkins for all three products, log-
linear scale (left), and combined moving average of fraction of vulnerability-fixing checkins in all
checkins, for all three products, linear (not log-linear!) scale

In Fig. 4.4 (right), we see the moving average fraction of vulnerability-fixing
checkins in all checkins. For Mozilla, we can see that vulnerability-fixing came into
prominence by 2007, and, after a brief dip in 2009, rose to a new height in 2010, after
which it fell again. We attribute the comparatively large proportion of vulnerability
fixes in 2010 to a gradual move to the Mercurial repository, because vulnerability
patches would have a proportionately greater need of being backported to the CVS
than other checkins. For httpd, the long-term trend seems to go down, whereas for
Tomcat, it seems to be rising.

There is no evidence in the data that vulnerability fix rates are declining overall,
neither over time nor as a fraction of all checkins. The decline in Mozilla is
explained by development occurring elsewhere, and the rates for httpd and Tomcat
simply show no decline.

4.4.2 Distribution of Number of Checkins per Day

Figure 4.5 shows the distribution of the number of fixes per day on a log-log scale.
It is evident that the data points lie very nearly on straight lines. We take this as
evidence that all three distributions are heavy-tailed.6

If we view the set of vulnerabilities as a reservoir, there are on periods of mean
length �on, in which new code is written and new vulnerabilities added to the

6Even though a linear regression on the model log days D log a C b log.checkins C 1/ gives
excellent p- and R2-values, we cannot infer from this that the distribution obeys a power law.
This is because (1) parameter estimation for power law distributions from linear regression is
prone to large systematic biases, (2) the data do not span sufficiently many orders of magnitude
for a reliable check, and (3) even with much data, power laws are very hard to distinguish from
other heavy-tailed distributions such as the log-normal distribution [5]. Fortunately, the precise
nature of the distribution is not important for this work, since we are here concerned with an
empirical description and not with forecasting. The problems with estimating power laws with
linear regression were brought to our attention by one of the anonymous reviewers.
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Fig. 4.5 Number of days versus number of checkins, on a log-log scale, together with their
respective least-squares regression lines

reservoir, and off periods of mean length �off, in which vulnerabilities are fixed and
hence removed from the reservoir. If vulnerabilities are added at unit rate during on
periods and removed at a rate greater than �on=.�on C �off/ during off periods,
then the number of vulnerabilities V will be heavy tailed with P.V > x/ �
cx�.˛�1/L.x/, where c and ˛ are constants and L a slowly varying function.7 If we
now also assume that at any day, a constant fraction of these available vulnerabilities
will be fixed, it follows that the number of days will also be heavy tailed. (The
idea for this model and the notation used is from a survey paper on heavy tail
modeling [19, p. 1807]).

We can also explain the different slopes in Fig. 4.5: they are associated with
project size. Mozilla is by far the biggest project, containing at the time of writing
95,617 files in a freshly checked out working directory, whereas httpd only has
21,136 (including tests; the pure source is just 9,300 files), and Tomcat 21,726.
Larger project size is thus associated with a shallower slope and this is intuitively
pleasing, since we would expect that larger projects are also more active, and hence
there are bigger chances that there are two or more vulnerability fixes on any given
day. But of course, three projects are too few to enable a meaningful statistical
analysis of this relationship.

4.4.3 Number of Checkins per Vulnerability

Figure 4.6 shows the number of checkins per vulnerability for Mozilla, whereas we
show the much smaller datasets for Httpd and Tomcat in Table 4.1.

7A real function L is slowly varying if for all real c > 0 we have limx!1

L.cx/=L.x/ D 1.
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Table 4.1 Number of
checkins per vulnerability
(httpd and Tomcat, with the
first four Mozilla values for
comparison)

Checkins

Product 1 2 3 4
Httpd 33 33
Tomcat 1 14 4 2
Mozilla 83 71 57 26

Some Mozilla vulnerabilities took a large number of commits to fix. To take
the most extreme example, MFSA 2006-64 (“Crashes with evidence of memory
corruption (rv:1.8.0.7)”) took a record 85 commits to fix. Looking at that MFSA,
we find that this vulnerability is host to 29 bug identifiers, and that this MFSA is in
fact a blanket vulnerability under which to file any bug report that is concerned with
crashing due to memory corruption: there are six bug identifiers associated with
“crashes involving tables”, one on “heap corruption using XSLTProcessor”, four
involving the “JavaScript engine”, fully 17 because of “crashes involving DHTML”,
and one more which seems to have been a regression. In other words, any memory
corruption issue at this time was seen as an instance of this vulnerability.

Other vulnerabilities with large numbers of checkins are a consequence of
Mozilla’s bug-fixing process. A developer first commits a fix to the trunk of the
respective product, and pushes a patch out to a try server. On the try servers, a large
test suite is run on the patched product. If a test fails and a patch is held responsible
for the failure, that patch is undone, and a new fix attempted. Due to the repository
organisation, this backout counts as a new commit, and will again carry the bug ID
in the commit message.

After having made it through the try server, the patched product is upgraded to
mozilla-central (recently renamed to mozilla-incoming), a large repository, where
all products are again subjected to tests. Again, if a product fails a test, and if a
patch is held responsible, the patch is again undone, and a new solution needs again
to be attempted.
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It is curious that almost all vulnerabilities in Tomcat need two commits to fix.
For example, CVE 2010-1157 is fixed in r936540, which was committed on April
22, 2010 at 00:12:05 +0200, and in r936541, which was committed about 90 s later.
Analysis reveals however that the both checkins are backports of a fix committed on
the trunk (for the then unreleased Tomcat 7). So the large number of vulnerabilities
needing two commits is simply because the fixes are committed separately for the
different versions.

4.4.4 Size of Security Team

Figure 4.7 shows the size of the security team in the last 365-day period (left) and
the number of vulnerability fixes per committer in that period (right). It is difficult
to tell visually how well the size of the security team (left graph in Fig. 4.7) tracks
the number of vulnerability fixes (Fig. 4.4), but the linear correlation coefficients
are clear: there is a strong association between the two quantities for Mozilla and
Tomcat (� D 0:77 and 0:92, respectively), and a very weak one for httpd (� D 0:22).
See also Fig. 4.4.

The findings for Mozilla and Tomcat mean either that there is a staffing process
in place that adapts the security team to apparent needs, that there are always enough
people there to fix vulnerabilities, or that the original authors of code are responsible
for any fixes in that code. The number of vulnerability fixes per committer (Fig. 4.7,
right), decreasing for Mozilla, almost constant since 2009 for Tomcat, support the
second hypothesis. This is also the reason why the declining rate of commits per
committer for Mozilla cannot be used to support increasing marginal cost of fixing
vulnerabilities.

The findings for httpd are striking. The lack of correlation between vulnerability
fixes and number of people committing such fixes means that there is no effort to
staff the security team proportionally to the needs, which in turn means that the
amount of work expected of each committer will be proportional to the amount of
vulnerabilities discovered. That is a potentially dangerous situation, since it can lead
to overload. On the other hand, the number of checkins per vulnerability is very low,
indicating a good quality of vulnerability fix checkins, since they generally do not
need to be revised.

The absence of a correlation between vulnerability fixes and fixers could indicate
that there are always enough people available to fix vulnerabilities. In that case,
it would not make sense to worry about staffing. It could also be that, from a
software development perspective, fixing vulnerabilities is no big deal. If fixing a
vulnerability is no more difficult than fixing any other bug, then the same people
who fix ordinary bugs can also fix vulnerabilities, and it would again make no sense
to worry about staffing. Or it could indicate that there is no planning in place to adapt
the security-conscious staff to needs. To be fair, httpd is an open-source project,
where staffing is likely not to be the result of a cental planning process.
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Fig. 4.7 Moving sum of unique vulnerability fix committers on log-linear scale (left), and moving
rate of commits per committer on linear scale (right)
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Fig. 4.8 Time between consecutive checkins for Mozilla (left), httpd (middle), and Tomcat (right),
on log-log scale with least-squares regression line

4.4.5 Red Queen/Blue King

As explained in Sect. 4.3.3, in a race between a constantly adapting Red Queen and
a defending Blue King, the time between consecutive events (vulnerability-fixing
checkins in our case) should obey a power law. When we actually plot the time
between consecutive checkins, we see in all cases a downward trend that is, however,
far removed from the uncannily precise fits in Johnson et al.’s paper [9]. The
p-values (0:37 for Mozilla, 0:38 for httpd, and 0:07 for Tomcat) are as disappointing
as the R2 values (2:8�10�4 for Mozilla, 2:4�10�3 for httpd, and 0:077 for Tomcat)
(Fig. 4.8).

With this data and this analysis, we cannot confirm a Red Queen race.

4.5 Related Work

As far as we know, we are the first to investigate vulnerability fix rates over time;
none of the papers below address this problem. The closest work is Ozment and
Schechter’s study of vulnerabilities in OpenBSD [16]. Their aim, like ours, is
to find out whether software security gets better as the software ages (wine) or
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worse (milk). In order to analyse this, Ozment and Schechter look at the number of
foundational vulnerabilities, that is, the vulnerabilities that have been in the software
from the first release. They conclude that software security in OpenBSD is indeed
getting better with age in the sense that fewer and fewer reported vulnerabilities
are foundational. Similarly, Massacci et al. presented a study on Firefox evolution,
and looked especially at the question of whether vulnerabilities were inherited or
foundational [13], but did not compare Firefox with other software.

In our study, we have a different viewpoint: we look at whether a constant effort
in fixing vulnerabilities is bringing diminishing returns. In doing this, we not only
consider foundational vulnerabilities (which by definition can only become fewer),
but also vulnerabilities that are introduced as the software evolves.
In the area of software engineering in general, one of the earliest attempts to show
bug fixes—not necessarily vulnerabilities—is in software visualisation work; see,
for example, work by Baker [1] or by Ball and Eick [2]. Such visualisations can
display the fix-on-fix rate (the rate at which fixes need to be fixed), but not the fix
rates themselves.

There is much research on bug introduction and fix rates, but that research in
general does not look at how these rates change over time. For example, Phipps
analysed bug and productivity rates for Java and C++ [17], and Kim et al. [10]
worked on bug introduction rates per author, based on earlier work by Słiwerski
et al. identifying bug-introducing changes [22].

Rescorla modeled the vulnerability lifecycle in order to determine if looking for
vulnerabilities was a good idea [18], whereas Massacci et al. looked at Firefox
vulnerabilities, but with the intent of determining which source of vulnerability
information would enable one to answer which type of research question [12].

Frei looked at the dynamics of insecurity by painstakingly analysing over
30,000 vulnerabilities and the paths they take through the security ecosystem [7],
and Frei e al. analysed vulnerabilities specifically to find whether “responsible
disclosure” works [8].

Neuhaus et al. studied Mozilla vulnerabilities in order to predict so far unknown
vulnerabilities [15] and Schryen studies many OSS projects in order to find out
whether open-source security is a myth [21].

Heavy tailed distributions have been extensively studied for network structures,
the earliest example being Price’s 1965 discovery that networks of scientific
citations obey a power law [6]. A more mathematical treatment of heavy tail
modeling is given in the survey article by Resnick [19].

A particularly interesting application of heavy-tailed distributions specifically
to the problem of human irrationality, with obvious applicability to problems of
security, is given by Maillart et al. [11]. Here the authors model the appearance of a
security vulnerability as an item entering a priority queue, and show that in various
plausible scenarios, the time to complete a given work item will be heavy-tailed, and
sometimes even obey a power law. The authors have confirmed this model using
anonymised data from Google about users with outdated web browsers, but it is
plausible that the same model will also hold for developers fixing vulnerabilities.
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4.6 Threats to Validity

4.6.1 Study Size

We are looking at only three software projects. It is possible that looking at more
(and more diverse) projects would give different results. However, all such studies
would be restricted to open source software, and in that area, the chosen projects are
representative in terms of market share and attack surface.

4.6.2 Biases in Data Selection

Bird et al. have described the bias that is present in bug-fix datasets, and the
consequent bias that results when these datasets are used for prediction [3]. It is
certainly true that we have not been able to map all vulnerabilities to their
fixing checkins. However, since we are here only concerned with an empirical
description, not with prediction, we argue that the data we have is for the most
part representative.

4.6.3 Unknown Noise in Data

From previous studies we know that vulnerability information can be noisy, and that
the noise is often not even quantifiable. This is because we lack information about
the exact process by which vulnerability information is acquired and published. In
our case, this information comes directly from the vendor, and since we are only
concerned with the time when a vulnerability has been fixed (as opposed to when
it has been discovered), and since we get this information directly from the source
code repository, we are confident that our results are robust.

4.6.4 Confusing Data

The picture emerging from analysing these three software systems is far from
unified; instead, each system has its own idiosyncrasies. This may create a confusing
data set where inter-system comparisons may be difficult. Still, we believe that the
phenomena we are investigating should be robust with respect to slight differences
in the precise meanings of words like ‘vulnerability’ or ‘fix’.
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4.7 Conclusion and Future Work

In this work, we gave evidence that vulnerability fixing is not an activity that can
be modeled by an increasing concave function, as we would have in a standard
cybersecurity economic model. Instead, the situation is different for each of the
three projects: for Mozilla, the vulnerability fix rate decreases as predicted (but there
has been a switchover to another repository, so this decrease is suspect, since the
decrease is abrupt and is concurrent with the switchover), for httpd it stays constant,
and for Tomcat it increases. Also, vulnerability fixing is not a Red Queen race since
we did not find any evidence of the resulting power laws. Whatever the reasons for
these findings, they are evidence that standard cybersecurity economic models are
not easily applied to software security.

We unexpectedly found evidence that the distribution of the number of fixes per
day is heavy tailed. While we can at this point only speculate about the causes for
this relationship, as far as we know we are the first to notice this.

Looking at the number of people fixing vulnerabilities, we found that the pool of
people available for fixing vulnerabilities changes proportionally with the demand
for Mozilla and Tomcat, but not for httpd. Generally, vulnerability fixes have good
quality, because they do not need to be revised.

In future work, we will:

• Investigate probable models for the heavy tailed distributions exhibited in
Fig. 4.5;

• Find models that predict fix rates for the three projects; and
• Explore the Red Queen races in order to see if perhaps the predicted relationship

holds in subsets of the data.
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Chapter 5
An Empirical Study on Information Security
Behaviors and Awareness

Toshihiko Takemura and Ayako Komatsu

Abstract In this chapter, we investigate some key factors which have effects on
employees’ behaviors in violating rules which are related to information leaks given
the condition that the behaviors are totally prohibited by their organization. By using
collected data from a survey that we conducted, and employing a stepwise logit
model, we analyze the relationships above. The primary results are as follows: First
of all, myopic cognition and hyperopic cognition measured by the CFC scale have
effects on the behaviors of violating organizational rules in almost all cases. Next,
in many cases, individuals whose information security awareness is higher tend not
to violate the rules. Third, the behavior of violating the rules is independent of the
size of the organization, and is not related to the degree of workplace satisfaction
and the evaluation toward the managers in some cases. Fourth, in an organization in
which permanent employment is implemented, individuals tend to violate the rules.
It is not easy to control psychological factors such as an individual’s attitude toward
risk. Conversely, the factors regarded as organizational attributes, such as the degree
of workplace satisfaction or the employment system utilized, may be controlled by
designing the appropriate organizational environment. Consequently, we consider
that it may be effective to improve information security awareness by information
security education and training.
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5.1 Introduction

The primary interests of empirical studies on information security are clarifying
the appropriate level of information security investment, and describing effective
technical and managerial measures. These studies are useful for managers who
introduce and implement organizational information security measures. So, the
targets for these research articles are organizations in which the managers introduce
and implement security measures. However, many of these articles have missed
the important point. They discussed and analyzed only one-sided measures from
the managers’ standpoints, excluding consideration of the employees (users) who
conform to these measures. This one-sided measure sometimes may not work well
unless the users understand the meaning of the measures. The reason is that some
users have grievances against the managers and the security measures. For instance,
as mentioned in previous literature [2,3,37], the users sometimes might not comply
with the measures or may tend to put their daily activities ahead of the measures
even if the policy is enforced in the organization.

To tackle these issues, in recent years some empirical studies on information
security take the approach from the users’ standpoints. In these types of research,
one can either discuss the ability of managers in the organization to implement
more effective measures by analyzing the users’ information security awareness,
or discuss the prevention of undesirable behaviors by analyzing computer abuse
problems and insider security contravention. This chapter belongs to the latter type
of research. Therefore, we briefly introduce some related literature and then show
the significance of this chapter. Much of the literature is supported by behavioral
sciences. For example, there is the Theory of Planned Behavior (TPB) and the
General Deterrence Theory (GDT).1 TPB is one of the most widely successful and
applied frameworks to explain human behavior and was suggested by Ajzen [1].
TPB shows that the best way to predict an individual’s behavior is by examining
how that individual intends to behave. In TPB, behavioral intentions (how much
effort one is willing to exert to perform a given action) influence a certain actual
behavior. The behavioral intentions are formed from three determinants: attitude
toward the behavior, subjective norms, and perceived behavioral control. TPB
has been explicitly applied to software piracy problems [9, 27], non-work-related
computing [28], Internet abuse [10, 16, 42], security policy compliance [5, 7, 15, 44]
and insider security contravention [43]. On the other hand, GDT has been widely
used in the study of criminal and antisocial behavior, and is a well-established theory
within the criminology field. GDT explains how security measures implemented by
organizations rely primarily on technology without considering other factors, such
as people and processes. Previous computer abuse and misuse studies have been
mainly based on GDT [14, 24, 35]. We need to note that in the studies based on
TPB or GDT, only a few researchers clarify the relationship between behavioral

1These studies provide good reviews about these theories regarding information security [23, 38].
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intentions with regard to information security and actual behaviors. Based on
the original TPB or GDT, researchers implicitly discuss the assumption that an
individual exactly behaves only as he intends to behave. However, Komatsu et al.
point out that the behavioral intent does not necessarily lead to the actual behavior,
from the analysis of behavior regarding bot measures [22].

In addition, studies with regard to insider threats have been actively conducted
with a focus in social psychology. Insider threats strongly get involved in crime.
For instance, Pfleeger et al. present a framework for describing insiders and their
actions based on four factors: the organization, the environment, the system, and the
individual [29–31]. Greitzer et al. build and analyze a predictive model for insider
threat mitigation [17,18]. Cappelli et al. model and analyze insider sabotage activity
by incorporating both cyber and psychosocial data within an anticipatory decision
framework called system dynamics [8].2

There are a few studies that approach from the viewpoint of behavioral eco-
nomics, too. In approaches from TPB and GDT, human behavior is assumed to be
rational, but rationality is not necessary in behavioral economics. We will discuss
whether or not a certain kind of human behavior, fraud, is rational or irrational
in the following section. Takemura models employees’ violations of organizational
rules related to information leaks in the organization by employing logit regression
equations [37]. This model provides straightforward results and possesses a strong
ability to predict.

It is needless to say that in many cases, users’ behaviors mentioned above are
inconsistent with the decisions of their organizations. If an individual commits
fraud, he might achieve his individual purpose, but his behavior would be disad-
vantageous for his organization. Therefore, managers in the organization must pay
attention to such individuals. In each study, it is found that the psychological factors,
such as attitude toward risk and the individual’s working environment, influence
their intention and/or behaviors directly or indirectly. The organization is able to
change the working environment, but it would still remain an issue that it is difficult
to control the individual’s psychological factors.

This chapter includes a new breed of behavioral modeling based on Takemura’s
model [37] incorporating some factors from TPB and other new factors. The purpose
of this chapter is to determine key factors which have effects on the violation of rules
by employees related to information leaks, given the condition that the behaviors
are prohibited totally through organizational measures. This condition enables us to
discuss the effectiveness of organizational measures.

This chapter consists of the following sections. In the next section, we explain our
behavioral modeling and the survey data. Section 5.3 shows the results of analysis
and the implications. Finally, in Sect. 5.4 we summarize our analysis and discuss
future work.

2System dynamics is a method for modeling and analyzing the holistic behavior of complex
problems as they evolve over time. System dynamics has been used to gain insight into some
of the most challenging strategy questions facing businesses and government for several decades.
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5.2 Framework

5.2.1 Behavioral Modeling

When information security policies or organizational rules are established, almost
all employees comply with these rules. However, some employees violate the
rules, unfortunately. In addition, it is pointed out that even if the rules have a
compelling force, an individual might occasionally regard violation of the rules
not as a serious problem for the purpose of completing daily activities [37]. This
misjudgment sometimes becomes a trigger for information security accidents such
as an information leak. Of course, to some degree, establishing the policy and
information security education/training are able to prevent information security
accidents [32]. For enhancing the effects of these measures more, we investigate
the factors effecting violation of the rule by the employees, including managers,
and the need to implement the measure to reduce violation of the rule. Therefore,
this chapter focuses on the employee’s behavior of violating or complying with the
organizational rules.

The primary research question of this chapter is what the determinants of
an employee violating organizational rules are. As mentioned in Sect. 5.1, TPB
suggests that the behavioral intentions, which influence a certain actual behavior,
are formed from three factors, labeled “attitude toward the behavior”, “subjective
norms”, and “perceived behavioral control”. The “attitude toward the behavior” is
the degree to which the person has a favorable or unfavorable evaluation of the
behavior in question, “subjective norm” is the influence of social pressure that
is perceived by the individual to perform or not perform a certain behavior, and
“perceived behavioral control” is the perceived ease or difficulty of performing the
behavior, respectively. In addition to TPB, the theory of fraud triangle suggested
by Cressey [13] is one famous theory related to such violation of the rules and
fraud in criminal psychology [41]. The theory of fraud triangle consists of three
conditions generally present when fraud occurs: incentive/pressure, (perceived)
opportunity, and attitude/rationalizations. This implies that anyone may commit
a fraud if the three conditions are satisfied at the same time. Each theory has
something in common, such as attitude toward the behavior, assessment from
persons involved, and individual circumambient environment. Furthermore, human
behavior is assumed to be rational in both theories.

Though we support the effect of the psychological factors above, we query the
assumption that the human behavior of violating the organizational rule is rational.
For example, suppose that an employee would be fired or punished if he violates
an organizational rule. Would he violate the rule for the purpose of completing his
daily activities at that time? If he is rational, he would not violate the rule because
of the risk of being fired. In this case, his behavior may be rational in the short term
but not in the long term. That is, the behavior of violating the organizational rule is
myopically rational, but the behavior may not be rational from the hyperopic view.
From the viewpoint of implementing information security measures, it seems to be
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important to make the assumption that human behavior is rational or not, or that
they have a myopic or hyperopic view. So, we check whether or not the behavior
results from myopic and hyperopic cognition in this chapter.

Based on the factors used in these theories, we incorporate key factors (attitude,
motivation toward the behavior information security awareness and workplace
environment) into our behavioral model.

Attitude Attitude represents the degree to which the individual has a favorable or
unfavorable evaluation of the behavior, e.g., risk attitudes [6,12], or consideration
of future consequences (CFC) [34].

Motivation toward the behavior Motivation toward the behavior is the
driving force by which an individual achieves his/her goal. As general
motivational strategies or specific motivational appeals, there are five factors:
monetary rewards, assessment from peers, self-actualization, morality, and
pleasantness [40].

Information security awareness Information security awareness represents the
measure of an individual’s evaluation and/or knowledge of information security.
The concept of awareness is an important factor, which enables exogenous
control through education or training of the members in the organization
effectively [4, 39].

Workplace environment Workplace environment consists of two elements of the
organization to which the individual belongs. One is the subjective element,
e.g., the degree of workplace satisfaction, or the individual’s evaluations of the
information security manager and the organizational measures [33]. The other
is the objective element, e.g., working pattern, the scale of organization, or the
incentive system for employees which is implemented in the organization [37].

To answer this research question, we employ the following logit regression
equation.3

logit.pj / D log
pj

1 � pj

D a C Xbb C Xcc C Xd d C Xee C Xf f (5.1)

where pj represents the probability that an individual violates the rule j . In addition,
Xb , Xc , Xd , Xe and Xf represent vectors of attitude, motivation toward the behavior,
awareness, workplace environment and the individual attributes, respectively.

By using the (binary) logit regression equation in (5.1), we can assess the effects
of the explanatory factors on the relative risk of outcome. In this case, the logistic
transformation can be interpreted as the logarithm of odds of violating the rule vs.
complying with the rule.

Here, we briefly explain the process to estimate the coefficients in (5.1) [19]. We
employ a stepwise procedure for deletion of variables from the model (backward

3Generally, a behavioral model using a logit regression equation is devoted to explaining and
predicting human behavior and has been used in the various fields for a long time.
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selection procedure). This procedure is based on a statistical algorithm that checks
the importance of the variables and excludes them on the basis of a fixed decision
rule. In other words, employing this stepwise selection procedure can provide a
fast and effective means to screen a large number of variables and to fit a number
of logit regression equations simultaneously. This selection fits the full model of
all explanatory variables at the first step and removes the least-significant term,
then re-estimates when it is insignificant in subsequent steps. In other words, the
variables deleted in the selection process are not significant and are not affecting
factors to the explained variable.

5.2.2 Methodology

To test the relationships implied by the model in (5.1), we conducted a Web-based
survey for data collection.

We conducted a Web-based survey entitled “Survey on Japanese workers’ aware-
ness and behavior to information security measures” in March 2011. This survey
focuses on exploring workers’ information security awareness and behaviors and
has been annually conducted since 2009. Subjects of this survey are Japanese people
who have been working for more than 2 years in the same company. The number
of survey items is more than 60, including individual attributes such as gender
and annual income. For instance, the survey contains questions on whether or not
organizational measures are implemented, and questions regarding their information
security awareness and behavior. This survey includes 1,800 respondents.

A Web-based survey method inescapably contains certain weakness of data
collection. A Web-based survey is well-used in the field of marketing, but has
Internet bias. In other words, the data may not guarantee representativeness of
the intended population because the survey is not necessarily based on a random
sampling. Unfortunately, this problem has not been solved yet [11].4 Therefore, we
interpret and analyze data from the population of Japanese people registered with
the Internet survey company. In addition, we presume that this collected data is
useful for reasonable analysis.5

5.2.2.1 The Behavior of Violating Organizational Rules

There are various organizational measures to prevent information leaks. In this
chapter, we pick a few of these behaviors (Behavior-1: Bringing out private

4We point out the following characteristics: (1) we can obtain the desired sample size for statistical
analysis; (2) imposing conditions on attributes of respondents beforehand has a predilection for a
Bayesian approach; and (3) because the Web-based survey is conducted agilely, it is easy to collect
data set for analysis.
5Of course, we do not intend to ignore this statistical problem. We expect that future studies on the
representativeness of data from Web-based surveys will be promoted.
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Table 5.1 Cross-tabulation between implementation status and individual experiences

Individual experiences

I have experience I have no experience
(I have experience in (I always comply

Behaviors Status violating the rule) with the rule) Total

Behavior-1 Totally prohibited 102 685 787
Unprohibited 103 160 263

Behavior-2 Totally prohibited 55 662 717
Unprohibited 93 202 295

Behavior-3 Totally prohibited 56 918 974
Unprohibited 165 181 346

Behavior-4 Totally prohibited 80 578 658
Unprohibited 278 237 515

Behavior-5 Totally prohibited 54 854 908
Unprohibited 120 180 300

Behavior-6 Totally prohibited 38 501 539
Unprohibited 126 162 288

customer data by using portable devices. Behavior-2: Attaching private customer
data to e-mail. Behavior-3: Accessing non-work-related websites such as 2channel
at the office. Behavior-4: Forwarding office e-mail to private addresses. Behavior-5:
Installing software used at home on office computers. Behavior-6: Bringing a
company laptop outside) [25,37]. According to the information security white paper
in Japan [20], many companies believe that the route of virus infection is through
portable devices such as USB memory. Additionally, installing software used at
home on office computers is relevant to software piracy. Erroneous sending of e-mail
or accessing non-work-related websites is also a trigger of information security
accidents. Because these measures enable the prevention of information security
accidents such as information leaks, many Japanese companies recently established
and implemented some the measures above. It is thought that information security
or system managers can forcibly have control over employees by implementing
these measures. The question is, though, would the employees comply with these
measures?

Table 5.1 shows cross tabulation between implementation status and individual
experiences.6 If the “Behavior” is totally prohibited within the organization by a
measure, the implementation status is “Totally prohibited.” If there are no rules in
the organization, the status is “Unprohibited.” Individual experience is whether or
not the “Behavior” is experienced. If the measures are implemented, the option
“I have experience (resp. I have no experience)” means “I have experience in
violating the rule (resp. I always comply with the rule).”

6Because some respondents select “I do not know whether or not the measures are prohibited
within the organization” or “the measures are prohibited with some conditions within the
organization” in the survey, these respondents are excluded.
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Irrespective of implementing the organizational measures, more than half of
respondents have no experience in violating or always comply with all rule except
for forwarding office e-mail to private addresses when implementation status is
unprohibited. On the other hand, about 6–13 % of respondents had experience
violating rules even if the behaviors are totally prohibited by the organization.

In this chapter, we focus on their behaviors given that the behaviors are totally
prohibited by organizational measures. Thus, descriptive statistics are calculated by
the subsample of the survey (the sample size is 1,564), not the full sample.

5.2.2.2 Attitude

Attitude relates mainly to the degree to which an individual has a favorable or
unfavorable evaluation of a behavior. A positive attitude toward the behavior of
violating a rule increases that behavior. Among various concepts of attitude, the
concept of risk has been successfully used in theories of decision making in
economics, financial engineering, and other sciences. So, we introduce the degree
of risk aversion and risk tolerance as risk attitude.

The survey has some questions asking the amount of “certainty equivalent”,
the cost to gamble for an uncertain profit such as pricing lotteries and/or desired
insurances for the damages from a robbery. From the amount of the certainty
equivalent that respondents reveal, we can calculate their degree of risk aversion
(on lottery and insurance) based on the BMD method. In this chapter, we assume
situations where there is a lottery with a 1 % chance of winning 100,000 JY and a
99 % chance of winning nothing, and where there is a 1 % chance of being robbed
of 100,000 JY. Figure 5.1 shows the distribution for the degree of risk aversion. The
distributions of Fig. 5.1 show that many of the respondents are risk-averse on the
lottery because the degree of risk aversion is positive, and that they are adversely
risk-loving on the insurance. This implies that their attitudes toward risk vary by
conditions, such as the probability and the situation. In some ways, this result is
consistent with the Prospect Theory suggested by Kahneman and Tversky [21].

In addition, the survey has one question asking the degree of risk tolerance. The
risk tolerance demonstrates the level of risk that the individual can perceive, or the
degree of loss that they can receive. Concretely, we ask the following hypothetical
question: Now let’s assume that your computer at home would be at high risk
of becoming infected with computer virus unless you install the latest anti-virus
software on the computer. You have the option to purchase and install the latest
anti-virus software on your computer or do nothing. Given the probability of virus
infection (0.1, 1, 2, 5, 20, 30, 50, 70, 80, 99 and 100 %), the respondents compare
option “A” (implementing the measure) with option “B” (do nothing). Then, we
can conjecture probability they would prefer to implement the measure.7 Figure 5.2
shows the distribution for the degree of risk tolerance.

7If the respondent selects option “B” when the probability is 99 %, we assume that he tolerates all
the risks.
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If the probability of getting a virus is lower than 1 %, about 44.7 % of respondents
answer to implement the measure. On the contrary, about 4.86 % of respondents
answer to not implement the measure even if the probability is 99 %. Figure 5.2
shows that most respondents cannot tolerate the risk of virus infection.

As the other concept of attitude, we introduce the CFC scale used in the field
of psychology. The CFC scale is scored so that a higher score indicates a greater
consideration of future consequences. To create the CFC scale, we include 12
statements in the survey, (for example, “I consider how things might be in the
future, and try to influence those things with my day to day behavior”) based on
the previous study [34], which are measured on a five-point Likert scale. Then, by
using factor analysis with promax rotation to the questions, two factors are assumed;
myopic and hyperopic cognition.8

5.2.2.3 Motivation Toward Behaviors

It is generally agreed that individual performance depends on motivation in addition
to ability and working conditions. In order to measure motivation, we introduce an
importance indicator on five factors (monetary rewards, assessment from peers, self-
actualization, morality, and pleasantness) with regard to activity, which was used in
the previous study [40]. Each factor is closely related to the conditions in the theory
of fraud triangle.

In the survey, we directly ask the following question: Now let’s assume that you
do something. How much importance of the following items (1: to gain money,
2: to be assessed by peers or neighbors, 3: to achieve self-actualization, 4: to do
right moralistically, and 5: to gain pleasure) do you regard as motivation behind
the behavior? Which way of thinking is closest to yours? On a scale of 1–5 with
“1” being not important at all, and “5” being very important, please rate your
consideration. Figure 5.3 shows the distribution for the importance indicator of five
factors.

Over half of respondents answered that any of the items are important motivation
behind their behaviors.

5.2.2.4 Information Security Awareness

Many previous studies make the appeal that it is important to improve information
security awareness and knowledge. This survey incorporates 11 questions regarding
information security awareness and the understanding of the measures used in the
previous study [36]. These questions are measured on a five-point Likert scale. By
using factor analysis to the questions, one factor is assumed. Cronbach’s alpha of

8Cronbach’s alpha of the scale was 0.691, which showed adequate internal consistency of the scale.
The alpha is above the recommended level of 0.6.
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the scale was 0.734. The factor is scored so that a higher score indicates higher
information security awareness.

5.2.2.5 Workplace Environment

The factors shown above have their roots in an individual’s characteristics. On the
other hand, workplace environment represents his or her environment. As mentioned
above, workplace environment is divided into a subjective evaluation regarding the
workplace and objective indicators such as organizational attributes.

The survey has some questions asking the degree of his or her workplace
satisfaction and organizational information security measure satisfaction. Each
question is scored in the range of 0–10 points. Figure 5.4 shows the distributions for
the degrees of workplace satisfaction and information security measure satisfaction.

The average degree of workplace satisfaction is about 6.378 points and the
average degree of organizational information security measure satisfaction is about
6.664 points.

According to Albrechtsen and Hovden [3], organizations have a digital divide
between employees and information security managers, which arises from employ-
ees’ dissatisfaction or criticism toward the managers and their measures. In this
survey, we directly ask a question regarding the evaluation toward managers in
addition to the evaluation of the security measures. Concretely, on a seven-point
Likert scale, we ask participants to select the appropriate response to two statements,
that the information security manager implements a measure with understanding of
the job site and that the information security manager implements a measure which
makes the employee’s job harder. The factors are scored so that higher numbers
indicate a higher evaluation toward the managers. Figure 5.5 shows the evaluations
toward the managers.
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On the other hand, as objective indicators, we use the following organizational
attributes; listed/non-listed stock, the number of employees, incentive systems for
employees, and the employment system which is implemented in the organization.
We pick up the same five incentive systems used in the previous study [37]. We use
working pattern as the other objective indicator. Table 5.2 shows this demographic
data regarding organizational attributes for the respondents of the survey.

5.2.2.6 The Other Individual Attributes

We use gender, age, education and annual income as individual attributes. In
addition, in this survey, we ask questions regarding experience in encountering
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Table 5.2 Demographic data regarding with the organizational attributes

Items #

Listed/non-listed option Listed company 768
Non-listed company 796

# of employees <100 (persons) 403
100–999 439
1,000–4,999 295
5,000–9,999 125
�10,000 302

Incentive system (1) Delegating the power from
ruling body to
lower organization

Yes: 290 / No: 1,274

(2) A stock option system Yes: 159 / No: 1,405
(3) An employee stock ownership

program
Yes: 582 / No: 982

(4) Flexible schedules Yes: 434 / No: 1,130
(5) Work reassignment for the

purpose of training
Yes: 203 / No: 1,361

Employment system Permanent employment Yes: 765 / No: 799
Working pattern Regular 978

Non-regular 586

Table 5.3 Demographic data regarding with the individual attributes

Items #

Gender Male 1,033
Female 531

Age Under 40 549
40’s 654
50’s 306
Older than 60 55

Education University degree or higher 968
Other 596

Annual income <2 (million JY) 293
2–6 708
6–10 400
�10 163

Experience in encountering Experienced 526
Accidents Not experienced 1,038

information security accidents, for example, “have you experienced virus infection
in the past two years?” According to the result of this survey, about 10.7 % of
respondents experienced some sort of information security accident. This demo-
graphic data regarding individual attributes for the respondents of the survey are
shown in Table 5.3.
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Table 5.4 Result of factor analysis (CFC scale)

Factor loadings

Questionnaire items Myopic cognition Hyperopic cognition Uniqueness

Q1 0.0053 0.6945 0.5174
Q2 �0.0604 0.6935 0.5183
Q3 0.7209 �0.0510 0.4802
Q4 0.6383 0.0676 0.5850
Q5 0.5785 0.2250 0.6058
Q6 0.0171 0.5457 0.7013
Q7 �0.1996 0.6450 0.5530
Q8 �0.0428 0.6160 0.6206
Q9 0.7199 �0.0883 0.4782
Q10 0.7414 �0.1473 0.4361
Q11 0.8184 �0.0755 0.3288
Q12 0.4083 0.3440 0.7054

LR test: independent vs. saturated: chi2(66) = 4,657.53; Prob>chi2 = 0.0000

Table 5.5 Result of factor analysis (information security awareness)

Factor loadings

Questionnaire items Information security awareness Uniqueness

Q1 0.2910 0.9153
Q2 0.3691 0.8638
Q3 0.7950 0.3679
Q4 0.7707 0.4061
Q5 0.8168 0.3329
Q6 0.7970 0.3648
Q7 0.0853 0.9927
Q8 0.2928 0.9143
Q9 0.0662 0.9956
Q10 0.6253 0.6090
Q11 0.4848 0.7650

LR test: independent vs. saturated: chi2(55) = 4,679.80; Prob>chi2 = 0.0000

5.3 Results of Analysis

5.3.1 Factor Analysis

First of all, we run a factor analysis using the questionnaire items regarding CFC
and information security awareness. Next, we calculate the (factor) score for the
CFC scale and the information security awareness. Tables 5.4 and 5.5 display the
results of the LR test of factor analysis, and the factor loadings and unique variances
of the CFC scale and information security factors. Refer to [34] and [36] for the
questionnaire items, respectively.



5 An Empirical Study on Information Security Behaviors and Awareness 109

Table 5.6 Results of logit regression analysis

Coef. S.E. z Coef. S.E. z

1. Myopic �0.200 0.112 �1.790 Hyperopic �0.256 0.112 �2.280
Awareness �0.330 0.126 �2.620 Satisfaction-WP �0.079 0.053 �1.510
Manager-2 �0.257 0.085 �3.030 Incentive-3 �0.466 0.253 �1.850
Employment Sys. 0.570 0.274 2.080 Working pattern 0.955 0.340 2.810
Gender 0.524 0.331 1.580 Exp. of accidents 1.122 0.238 4.720
# of obs = 787, LR chi2(10) = 103.43, Log likelihood = �251.784, Pseudo R2 = 0.1704

2. Myopic �0.361 0.155 �2.330 Hyperopic �0.301 0.144 �2.090
Awareness �0.599 0.155 �3.870 Manager-2 �0.243 0.119 �2.040
Listed 0.510 0.344 1.480 Incentive-3 �0.712 0.363 �1.960
Employment Sys. �0.554 0.353 �1.570 Working pattern 0.954 0.425 2.250
Income 0.345 0.204 1.700 Exp. of accidents 0.916 0.307 2.980
# of obs = 717, LR chi2(10) = 71.92, Log likelihood = �158.101, Pseudo R2 = 0.1853

3. Myopic �0.283 0.142 �1.990 Hyperopic �0.450 0.141 �3.200
Awareness �0.508 0.151 �3.370 Manager-1 �0.168 0.105 �1.590
Incentive-4 �0.579 0.348 �1.660 Working pattern 0.697 0.342 2.030
Exp. of accidents 0.754 0.295 2.550
# of obs = 974, LR chi2(7) = 65.61, Log likelihood = �181.491, Pseudo R2 = 0.1531

4. Risk Tolerance 0.065 0.044 1.460 Myopic �0.326 0.122 �2.680
Hyperopic �0.220 0.126 �1.750 Motivation-5 0.264 0.171 1.540
Manager-1 �0.296 0.092 �3.220 Incentive-2 �0.868 0.470 �1.850
Employment Sys. 0.430 0.297 1.450 Working pattern 0.705 0.363 1.940
Income 0.273 0.172 1.590 Exp. of accidents 0.863 0.261 3.300
# of obs = 658, LR chi2(10) = 69.41, Log likelihood = �208.798, Pseudo R2 = 0.1425

5. Myopic �0.533 0.147 �3.620 Hyperopic �0.410 0.147 �2.790
Motivation-2 �0.356 0.189 �1.890 Awareness �0.290 0.151 �1.920
Manager-2 �0.254 0.112 �2.270 Incentive-3 �0.639 0.319 �2.000
Gender 1.145 0.407 2.810 Exp. of accidents 0.806 0.307 2.620
# of obs = 908, LR chi2(8) = 72.25, Log likelihood = �168.637, Pseudo R2 = 0.1764

6. Hyperopic �0.583 0.162 �3.590 Motivation-2 �0.596 0.286 �2.090
Motivation-3 0.698 0.309 2.260 Awareness �0.502 0.172 �2.920
Incentive-1 0.697 0.434 1.610 Incentive-2 0.786 0.480 1.640
Working pattern 1.407 0.479 2.940 Income �0.477 0.275 �1.740
Exp. of accidents 0.678 0.380 1.780
# of obs = 539, LR chi2(9) = 59.86, Log likelihood = �107.480, Pseudo R2 = 0.2178

5.3.2 Logit Regression Analysis

We need to set a criterion (p-value) for removing insignificant variables in a stepwise
logit model [19]. In this study, we set p D 0:15 as the criterion. We enter 28
explanatory variables, and eventually 8 variables, such as “Education” and “Age”,
are removed in the selection process. In this chapter, Stata/MP 12.0 is used as the
statistical analysis software. Table 5.6 shows the estimated results.
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First of all, the estimated coefficients of the hyperopic cognition (Hyperopic)
and experience in information security accidents (Exp. of Accidents) factors are
statistically significant in all cases. The former sign is positive and the latter sign
is negative in all cases. That is, these factors commonly influence problematic
behaviors. Next, in almost all cases, the estimated coefficients of the myopic
cognition (Myopic), the information security awareness (Awareness) and working
pattern (Working Pattern) are statistically significant. The signs of the myopic and
the awareness’s coefficients are negative and the sign of the rest is positive. In some
cases, the estimated coefficients of at least one of the incentive systems (Incentive-1
to Incentive-4) are statistically significant. The coefficients of Incentive-1 and
Incentive-2 in Case (6) are positive whereas the coefficients of the others are
negative. In this analysis, the estimated coefficients of some motivations towards
behavior (Motivation-2, Motivation-3 and Motivation-5) are statistically significant.
The coefficient of Motivation-2 is negative whereas the coefficients of the rest are
positive. In addition, with regard to some organizational or individual attributes,
some estimated coefficients of the factors, such as evaluation toward the manager
(Manager-1 or Manager-2), employment system (Employment Sys.) and annual
income (Income) are statistically significant. Finally, with regard to risk attitude,
the estimated coefficient of risk tolerance (Risk Tolerance) is statistically significant
and the sign is positive only in Case 4.

From these estimated results, we can find out some features of the respondent’s
behavior in violating organizational rules, and compare with the previous study [37].
According to Takemura [37], the degrees of both risk aversion and risk tolerance
have an effect on the behavior of violating organizational rules. However, in this
analysis, the degree of risk tolerance has an effect on only the behavior of forwarding
office e-mails to private addresses. The risk attitudes do not have an effect on
the other behaviors. With regard to the behavior of forwarding e-mail, the more
an individual can tolerate the risk, the more he tends to violate the rule. This is
consistent with the assertion in the previous study.

With regard to CFC scale, both myopic cognition and hyperopic cognition have
an effect on the behaviors of violating organizational rules in almost all cases. The
more prevalent either of these cognitions is in the individual, the lesser the tendency
to violate the rules. This means that the behavior of violating the rule is related
to not only short-term cognition, but also long-term cognition. In addition, these
cognitions have the same effect and are important factors to behavior.

The behavior of violating the rules is related to the motivation of assessment
from peers, self-actualization, and pleasure, not the motivation of money or morals.
Intriguingly, the greater the value of “assessment from peers” the individual places,
the smaller the tendency to violate the rule is. On the contrary, an individual who
places greater value on self-actualization (or pleasure) tends not to comply with the
rule.

With regard to information security awareness, in many cases it is found that the
higher the awareness is, the lesser the tendency to violate the rule is.

The behavior of violating the rules is independent of the degree of the infor-
mation security measure satisfaction, and is not related to the degree of workplace
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satisfaction and the evaluation toward the managers in some cases. In addition, the
higher the evaluation toward the managers is, the lesser the tendency to violate the
rule is.

The number of employees, which represents the scale of the organization, is not
related to the behavior of violating the rules. Additionally, some incentive systems
shown in Table 5.2 are related to the behavior in some cases. Also, an individual
tends to violate the rules if the incentive system of delegating power (Incentive-1)
is implemented. On the other hand, by implementing the other incentive systems
(Incenive-2, Incentive-3 and Incentive-4), the individual tends not to violate the
rules. This result is consistent with the result of the previous study.

Intriguingly, in an organization with permanent employment implemented,
individuals tend to violate the rules. The individuals whose working patterns are
regular also tend to violate the rules. The fact that these individuals tend to violate
the rules is consistent with the result of the previous study. The message from this
result might be that individuals violate the organizational rules for the purpose of
completing their daily activities because they believe they will not get fired from
their job by the employment system.

With regard to the other individual attributes, encountering information security
accidents is related to the behavior similar to the previous study, but education is not
related to the behavior.

5.4 Summary and Future Work

In this chapter, we determine some key factors which have effects on employees’
behaviors in violating rules which are related to information leaks given that these
behaviors are totally prohibited by their organizations. As a result, we found out
some features of the respondent’s behaviors in violating the rules.

First of all, the individual’s attitude toward the risk or the cognition of risk (the
psychological factors such as risk aversion and risk tolerance) are not related to
the behavior of violating organizational rules in many cases. On the other hand,
both myopic cognition and hyperopic cognition, measured by the CFC scale, have
effects on the behaviors of violating organizational rules in almost all cases.

Next, the behavior of violating the rules is related to the motivations of
assessment from peers, self-actualization and pleasure, not the motivations of money
and morals.

Third, in many cases, individuals whose information security awareness is higher
tend not to violate the rules.

Fourth, the behavior of violating the rules is independent of the number of
employees which represents the scale of the organization, and is not related to the
degree of workplace satisfaction and the evaluation toward the managers in some
cases. Additionally, some of the incentive systems, shown in Table 5.2, are related
to their behavior in some cases. Intriguingly, in an organization where permanent
employment is implemented, individuals tend to violate the rules. Individuals whose
working pattern is regular also tend to violate the rules.
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With regard to the other individual attributes, encountering information security
accidents is related to the behavior of violating the rules, but education is not related
to the behavior.

It is not easy to control psychological factors such as the individual’s attitude
toward risk, motivations toward their behaviors or consideration of future conse-
quences. Conversely, the factors regarded as organizational attributes such as the
degree of workplace satisfaction or the employment system may be controlled by
designing the appropriate organizational environment. Consequently, we consider
that it may be effective to improve information security awareness by information
security education and training which is suggested in some of the previous
literature [4, 26]. Actually, as mentioned above, individuals whose information
security awareness is higher tend not to violate the rules.

Finally, let us briefly explain the limitation of our work and future work.
The evaluation of “attitude” is somehow difficult to control because the attitude

of each person can be changed according to his/her perception of issues regarding
risk. Therefore, there is a limitation to investigating the true attitude using Web-
based surveys. Of course, through time series comparisons of the relations between
attitude and the other factors, we check can robustness of our results.

Although the empirical studies on information security measures have meaning-
ful messages in social science and are essential in business practice, the number
of empirical studies is still small. So, there are many yet-to-be-defined information
security behaviors and mechanisms. Therefore, individuals’ information security
behaviors should be deeply analyzed from the perspectives of economics and
behavioral science. We will tackle these issues in future work. Though in this
chapter we build a behavioral model using the logit model, we will build models
based on TPB, GDT or the theory of fraud triangles by using statistical tools such
as SEM or PLS in future work.

Furthermore, we expect this chapter will become an academic contribution to
this field, and will give an incentive for companies to invest in and implement
information security measures.
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Chapter 6
Sectoral and Regional Interdependency
of Japanese Firms Under the Influence
of Information Security Risks

Bongkot Jenjarrussakul, Hideyuki Tanaka, and Kanta Matsuura

Abstract Although there are some studies on inter-sectoral information security
interdependency, the lack of regional interdependency analysis is one of their
limitations. In this empirical study, we used an inter-regional input–output table in
order to analyze both sectoral and regional interdependencies under the influence of
information technology and the information security of Japanese firms. Our analysis
showed that the economic scale of a region has a great influence on the characteris-
tics of the interdependency. Furthermore, we found that the demand-side sectors can
be classified into five classes based on the characteristics. Among them, the groups
with high self-dependency get more benefits from simultaneous understanding of
regional characteristics; for the sectors in these classes, investment advice obtained
from sectoral characteristics only is very limited, whereas they can obtain much
more from regional characteristics. Since these classes include a majority of the
sectors, we can recognize the importance of regional interdependency analysis. In
the above basic study, what we see is the situation before the Great East Japan
Earthquake on March 11, 2011.

As an extended study, we estimated the impact of the earthquake on the
interdependency. Our main finding from the regional perspective is that the inter-
dependency characteristics of the most damaged region (Tohoku) and of the
economically largest region (Kanto) are impacted most significantly. This feature
is not changed by the limitation of damage through prior security investment.

Both in the basic study and in the extended study, we can see that considering
not only sectoral but also regional characteristics is an effective approach to the task
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of empirically deriving implications related to the interdependency. There are many
possibilities of more extended studies based on our methodology.

6.1 Introduction

6.1.1 Interdependency

Interdependency of information security is one of the main concerns in security
economics. Empirical studies on interdependency of information security require
two main groups of knowledge: one is from the viewpoint of economic transactions,
and the other is from the viewpoint of security efforts or investments.

Regarding the interdependency of economic activities, information technology
(IT) becomes one of the role players in supply chains [24]. Many firms use IT
systems to interact with supply chain participants via applications such as supply
chain management (SCM) and electronic data interchange (EDI) systems. Thus,
IT brings interdependency into many industrial sectors such as automotive [17],
computer [7], financial services [4, 10, 15], and retail and logistics [2, 9, 18].

In the area of security economics, interdependency is very important particularly
in the context of externalities where the security of firms depends not only on their
own efforts but also the efforts by other firms [1]. Kunreuther and Heal applied
Nash equilibria to assess the interdependent security [19]. The impacts of network
security vulnerabilities and supply chain integration on firms’ incentives to their
investments in information security were studied by Bandyopadhyay et al. [3]. They
showed that the degree of network vulnerability or the degree of supply chain
integration has relations to security investments. Hausken provided a framework
in which two interdependent firms will be impacted both by security investment
and by attacks if their interdependency increases [16]. Ogut et al. showed that
the interdependency reduces firms’ incentives towards investments in security
technologies as well as towards insurance coverage [23]. Tanaka studied economic
interdependency between sectors under the influence of IT systems [28]; he assumed
that a malfunctioning IT system in a firm will affect not only the economic activities
of the firm but also those of its business partners. He then introduced the concept
of ISBL (information security backward linkage) and analyzed interdependencies
between firms in different sectors. Although he empirically assessed the influence of
business locations on information security efforts [27], he did not analyze regional
interdependencies in his ISBL study.

6.1.2 Our Contributions

In this chapter, we analyze the interdependency of information security from both
sectoral and regional perspectives by using Japanese official datasets. Showing
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how regional perspective is helpful in systematic analyses of interdependency is
our main contribution. In other words, this chapter broadens the concept of the
measurement methodology of interdependency by considering both sectoral and
regional interdependencies of information security.

After the above analysis, the Great East Japan Earthquake occurred on March
11, 2011. This unfortunately reduced the empirical significance of each particular
interdependency characteristic observed. However, rather than being disappointed
in the empirical analysis, we proceeded to extended analyses on the impact of the
earthquake. Thus we suggest a wide variety of possibilities regarding extended
studies based on the proposed methodology. This suggestion and some empirical
findings in the earthquake analysis is our second contribution.

In the rest of this chapter, we will first summarize more related works in Sect. 6.2.
Our basic analysis methodologies will be described in Sect. 6.3. Then our datasets
will be introduced in Sect. 6.4, and an extended study on the earthquake impact will
be explained in Sect. 6.5. After showing and discussing the results in Sect. 6.6, we
will give conclusions in Sect. 6.7.

6.2 Related Literature

Let us start from the Inoperability Input–output Model (IIM). IIM is a Leontief-
based infrastructure input–output model introduced by Haimes and Jiang [12] in
2001. In particular, IIM can be used to quantify and address the risks from the intra-
and inter-connectedness of infrastructures [29].

Inoperability in IIM is defined as “the inability of the system to perform its
intended natural or engineered functions” [14]. It can be referred to as the level of
the system’s dysfunction. The main objective of their model is to assess the impact
of interdependencies between infrastructures on the system. The use of IIM in [14]
focused on the industry-by-industry viewpoint, and interdependencies between loca-
tions were not considered. Haimes et al. also introduced “Dynamic IIM” in order to
test interdependency with temporal dynamic behaviors of industry recoveries after
damage. In another work [13], they used high-altitude electromagnetic pulse attack
scenarios to evaluate their model.

The IIM framework can be used to integrate analyses of systems from a
hierarchical viewpoint where economic interdependency and physical interdepen-
dency are considered [29]. Here a hierarchical pyramid is used to show how
economic and physical systems interact. Likewise, IIM can be used in the analysis
of interdependencies under the influence of information security where several
interactions may be considered. In fact, the framework for linking hierarchies of
cybersecurity metrics is used to show consequent risks in the case of a cyber attack
in an industrial sector such as Oil and Gas [22].

There are two main limitations of the existing works based on IIM. First, IIM
does not distinguish between the demand-driven perspective and the supply-driven
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perspective. Another limitation is the lack of data regarding the level of IT
dependency and information-security measures.

6.3 Methodology

Let us use a two-step approach to introduce our analysis methodology regarding
Information Security Backward Dependency (ISBD). The first step is about the
analysis of cross-sectoral/regional interdependency as a basic economic analysis;
we can conduct a sensitivity analysis by supposing complete damage in a particular
part of the input–output table. The second step is about the analysis of the
interdependency under the influences of IT and information security (IS); we can
conduct a similar but different analysis by supposing that the damage depends on
the level of IT dependency and the level of IS efforts. This view as a sensitivity
analysis helps an intuitive understanding of our methodology.

6.3.1 Structural Interdependency

From an economic viewpoint, structural interdependency can be assessed from two
perspectives: demand-driven perspective and supply-driven perspective. In the case
of demand-driven perspective, the assessment is done from the purchaser’s view-
point. On the other hand, in the case of supply-driven perspective, the assessment is
done from the producer’s viewpoint.

The assessment methodology from demand-driven and supply-driven perspec-
tives was initially proposed by Dietzenbacher and van der Linder in 1997 [8].
Their method was used to measure the inter-industry linkages in a multi-sectoral
framework. They analyzed the value of absolute Backward Linkage (BL) which
reflects sectors’ dependency on its inputs that they produced within the production
processes. Another analyzed value is the absolute Forward Linkage (FL), which, by
contrast, reflects a sector’s dependency on its outputs that were sold by a particular
industry to other production sectors as well as to itself.

In our work, we aim to find interdependency from the demand-driven perspective.
Hence, we focus on BL. As another important feature of our work, we extend the
basic definitions in the Dietzenbacher and van der Linder work so that we can handle
both sectoral and regional interdependencies.

6.3.1.1 Observed Values

In [8], the input–output table is used to show relationships between industrial
sectors. We extend their definitions by considering additional indices to indicate
different regions. In other words, we consider an inter-regional input–output table
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Z D �
zq;i;r;j

�
where each intersection zq;i;r;j is the economic transaction of

goods and services purchased by demand-side companies of sector j in region r

from supply-side companies of sector i in region q. Each transaction is valued at
producers’ prices. The combination of a region and a sector is called a group. When
we talk about firms in a particular sector in a particular region on the demand side,
we call the corresponding group a demand-side group. Likewise, we define a supply-
side group. In terms of the matrix structure, the four indices are used as follows:
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where we denote the number of regions by d and the number of sectors by n.
In addition to Z, the following values are directly observed from [20]:

Final demand: Final demand is denoted by matrix F D �
fq;i;r

�
. From F , we

obtain the following two vectors:

Regional final demand: f � D
�
f �

q;i

�
where f �

q;i D fq;i;q .

Accumulated final demand: Of D
� Ofq;i

�
where Ofq;i D

dP
rD1

fq;i;r .

Import: Import is denoted by vector m D �
mr;j

�
where each element represents

the absolute value of the import by each demand-side group. Normalization of
the import vector m by the regional final demand gives the import coefficient
matrix B D �

bq;i;r;j

�
where

bq;i;r;j D
(

mq;i=f
�

q;i if r D q and j D i

0 otherwise.
(6.1)

Export: Export is denoted by vector e D �
eq;i

�
where each element represents the

value of the export by each supply-side group.
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Value added: Value added is denoted by vector c D �
cr;j

�
where each element

represents the value or tax added to the purchase by each demand-side group.
From Z and c, we compute the gross output vector g D �

gr;j

�
where

gr;j D
dX

qD1

nX

iD1

zq;i;r;j C cr;j (6.2)

represents the gross output to each demand-side group. Normalization of Z by
the gross output gives the input coefficient which is denoted by matrix A D�
aq;i;r;j

�
where

aq;i;r;j D zq;i;r;j =gr;j : (6.3)

In order to extract the input coefficients inside each region, we define a matrix

A� D
�
a�

q;i;r;j

�
by

a�
q;i;r;j D

�
aq;i;r;j if q D r

0 otherwise.
(6.4)

6.3.1.2 Backward Dependency

If all the deliveries to a demand-side group .r; j / are reduced to be zero by a
disastrous event, the output from the group will be reduced. We compute such output
reductions in order to study absolute backward linkages. The output reductions are
given by h � h

�
r; j

�
where

h D ˚
I � �

A � BA��	�1
� Of � Bf � C e

�
; (6.5)

h
�
r; j

� D
n
I �

h
A

�
r; j

� � BA
� �

r; j
�io�1 � Of � Bf � C e

�
; (6.6)

and I is the identity matrix of the corresponding size. The matrices A
�
r; j

� D�
a

�
r; j

�
q;i;r;j

�
and A

� �
r; j

� D
�
a� �

r; j
�

q;i;r;j

�
are calculated from A and A� as

follows:

a.r; j /q;i;r;j D
�

0 if r D r and j D j

aq;i;r;j otherwise
(6.7)

and

a�.r; j /q;i;r;j D
(

0 if r D r and j D j

a�
q;i;r;j otherwise.

(6.8)
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Let vector u.r; j / D �
u.r; j /q;i

�
denote the backward dependency (BD) of a

demand-side group .r; j / on the supply-side groups. We can obtain u.r; j / in terms
of percentage by

u.r; j /q;i D 100
hq;i � h.r; j /q;i

gr;j

: (6.9)

6.3.2 Interdependency Under the Influence of Information
Security

In [28], the ISBD vector of a demand-side group .r; j / is defined as the BD vector
computed by replacing (6.7) and (6.8) with

a.r; j /q;i;r;j D
�

.1 � si sj /aq;i;r;j if r D r and j D j

aq;i;r;j otherwise
(6.10)

and

a�.r; j /q;i;r;j D
(

.1 � si sj /a�
q;i;r;j if r D r and j D j

a�
q;i;r;j otherwise

(6.11)

where si represents the security risk level of sector i . The values of security risk
levels are obtained from additional datasets [21, 25].

6.4 Data for Sectoral and Regional Interdependency

6.4.1 Inter-regional Input–Output Table for 2005

In this chapter, we mainly use the dataset of 12 sectors. The dataset of 53 sectors is
used for further analyses on some sectors.

In this dataset [20], Japan is divided into nine regions: Hokkaido, Tohoku, Kanto,
Chubu, Kinki, Chugoku, Shikoku, Kyushu, and Okinawa. These regions are indexed
by A, B, C, : : :, and I, respectively. Regarding the economic scale, Kanto (C),
Kinki (E), and Chubu (D) are the top three regions with high production values.
On the other hand, Okinawa (I), Shikoku (G), and Hokkaido (A) are the bottom
three regions with low production values.

From the sectoral perspective, the top three sectors with high production values
are Services (12), Commerce & logistics (09), and Manufacturing Machinery (05),
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Table 6.1 Regional production values in Japan

Output
Region name Region ID (billion US$a)

Kanto C 8,175.19
Kinki E 3,042.11
Chubu D 2,341.25
Kyushu H 1,576.64
Chugoku F 1,176.51
Tohoku B 1,136.39
Hokkaido A 684.96
Shikoku G 508.69
Okinawa I 116.78

Source: Inter-regional input–output table for 2005
a 1 US($) D 76.75 JYP(U). Rate on Oct 19, 2011

Table 6.2 Japanese sectoral production values for 12 industrial sectors

Output
Sector name Sector ID (billion US$a)

Services 12 3,090.26
Commerce & Logistics 09 1,916.02
Manufacturing-Machinery 05 1,696.06
Financial, Insurance, and Real Estate 10 1,404.47
Manufacturing-Other 06 1,229.48
Construction 07 823.94
ICT 11 598.51
Manufacturing-Metal 04 593.76
Manufacturing-Food & Beverage 03 468.23
Utilities 08 349.05
Agriculture 01 171.40
Mining 02 13.14

Source: Inter-regional input–output table for 2005
a 1 US($) D 76.75 JYP(U). Rate on Oct 19, 2011

whereas Mining (02), Agriculture (01), and Utilities (08) are the bottom three
sectors with low production values.

Tables 6.1 and 6.2 show Japanese production values from regional and sectoral
(12 sectors) perspectives, respectively.

6.4.2 The 2006 Survey of Information Technology

The Survey of Information Technology is a popular periodical in Japan. Its 2006
version contains reliable data of 3,647 firms from 27 industries [21]. We use the
average number of information security (IS) measures deployed by the firms in each
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Table 6.3 List of information security measures

Category Information security measures

Implementation of
organizational
measures

- Risk analysis
- Security policy
- Examination of specific measures based on security policy
- Creation of information security report
- Creation of Business Continuity Plan (BCP)
- Deployment of an corporate-wide security management
- Sectoral deployment of security management
- Information security training for employees
- Confirmation on information security measures of trading

partners (including outsourcing)

Implementation of
technical
solutions/defense
measures

- Access control of important computer rooms
- Access control of important systems
- Data encryption (including Public Key Infrastructure (PKI))
- Firewall installation against external connection
- Installation of ISO/IEC15408 certified product

System monitoring - Installation of security monitoring software
- Full-time monitoring by external professionals

Assessment - Use of information security benchmark
- Regular system auditing by external professionals
- Regular system auditing by internal experts
- Regular information security auditing by external professionals
- Regular information security auditing by internal experts
- Obtaining certification of information security management

system (ISO/IEC27001)

sector as a proxy of the level of IS in each sector. The IS measures are classified into
four categories shown in Table 6.3.

We compute IS multiplier (denoted by mi ) which represents the normalized level
of IS measures. This variable is defined by

mi D M�=Mi (6.12)

where M� is the average number of deployed IS measures across all the sectors and
Mi is the average number of deployed IS measures in sector i .

Although there are some similar surveys in other countries (e.g., 2005 CSI/FBI
Computer Crime and Security Survey [11]), our dataset is more reliable and usable
for empirical studies. First, let us recall the sample size and the coverage of
industries of our dataset (3,647 firms from 27 industries). In contrast, [11] has
approximately 700 samples, and its coverage of industries is questionable. Second,
our dataset is more usable since we can see more detailed statistics regarding the
deployment of IS measures. In particular, we can obtain not only the average number
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Fig. 6.1 Security risk levels of 12 industrial sectors

of deployed IS measures across all the sectors but also the average number of
deployed IS measures in each sector.

6.4.3 Japan Industrial Productivity Database 2008

We use the data of IT Capital Stock and non-IT Capital Stock reported in [25] in
order to estimate the level of IT dependency of each sector. Let ti denote the level of
IT dependency of sector i . We estimate the level of IT dependency by

ti D ITi =.ITi C nITi / (6.13)

where ITi denotes the IT capital stock of sector i and nITi denotes the non-IT capital
stock of sector i . We then use

si D ti mi (6.14)

as a proxy for the security risk level of sector i .
Figure 6.1 shows the security risk levels of 12 sectors. The levels of IT

dependency, the levels of IS measure, and the IS multipliers computed from our
dataset are shown in Figs. 6.2 and 6.3.
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Fig. 6.2 Levels of IT dependency of 12 industrial sectors

Fig. 6.3 Levels of IS measures and IS multipliers of 12 industrial sectors

6.5 Extended Analysis on the Impact of the Earthquake

At 14:46 p.m. on March 11, 2011, the Great East Japan Earthquake hit the Tohoku
region with magnitude 9.0. This massive earthquake also triggered tremendous
and powerful tsunami waves which left dreadful damage. The Cabinet Office of
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the Government of Japan defined seven prefectures as disaster areas regarding this
earthquake [6]. Among them, the three most significantly damaged prefectures are
in the Tohoku region. The Cabinet Office defined the following two types of damage.

Case 1: refers to the damage directly by the earthquake, and
Case 2: refers to the damage by the earthquake and the subsequent tsunami.

Shinozaki et al. estimated the impact on ICT-related private capital stock due to
the Great East Japan Earthquake [26]. Their result shows that the damage is around
2.5–4.4 trillion yen in total.

We study the impact of the Great East Japan Earthquake by using the method-
ology in Sect. 6.3 with a modification based on the following two additional
datasets:

1. Special cabinet meeting material on the monthly economic report due to the
earthquake [6]
This report was provided a few weeks after the earthquake by the government.
We obtain the overall damage on capital stock, Dal l , from this dataset.

2. Gross Capital Stock by Industry [5]
We use the values of the gross capital stock of year 2009, which was the newest
at the time we estimated the impact of the earthquake. We obtain the nationwide
capital stock, Cn, from this dataset.

Now let us describe the extended analysis. First, in the analysis regarding the
structural interdependency, we use

zq;i;r;j D
�

.1 � Rr/zq;i;r;j if r D Tohoku
zq;i;r;j otherwise

(6.15)

instead of zq;i;r;j . Rr is a “regional ratio of damage” of region r defined by

Rr D Dall=Cr (6.16)

where Cr represents the capital stock of region r estimated by

Cr D Pr

Ptotal
� Cn (6.17)

Pr is the production value of region r , and Ptotal is the total production value of all
regions. Pr and Ptotal are observed from the inter-regional input–output table [20].

Second, in the analysis regarding ISBD, we estimate the damage on IT systems,
DIT , by

DIT D Dallttotal (6.18)

where ttotal is the ratio of IT capital stock given by
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ttotal D ITtotal=(ITtotal C nITtotal) (6.19)

where ITtotal denotes the total amount of IT capital stock, and nITtotal denotes the
total amount of non-IT capital stock.

To further investigate the effects from investment in information security,
we assume that the investment will reduce the damage from disasters such as
earthquakes. In particular, we assume that a pre-disaster investment in information
security can damage avoid much of the disaster by a certain degree of improvement,
Deg. So we replace Rr in (6.15) with

QRr D .1 � Deg/DIT =Cr (6.20)

in our analysis. We set the degree of improvement as 10 % (therefore, Deg D 0.1) as
a first estimation, but the same methodology can be used for more detailed analysis
with different degrees.

6.6 Results and Discussions

6.6.1 Sectoral and Regional Interdependency

First, we analyze the sectoral and regional interdependencies before the earthquake.
The dataset with 53 industrial sectors is used to analyze more details for Agriculture
(01) and Financial, Insurance, and Real Estate (10) because these two sectors
showed very low values of ISBD in the analysis based on the 12-sector dataset.

Suppose that we want to see the BD between a pair of groups (a supply-side
group and a demand-side group). By using a heuristic threshold ISBD = 0.01 %,1 we
say “dependent” if ISBD is larger than or equals this threshold, and “not dependent”
otherwise. We count the number of dependent pairs to see regional and sectoral
interdependencies.

6.6.1.1 Sectoral Interdependency

The results regarding sectoral interdependency can be summarized by Table 6.4.
In Table 6.4, different symbols indicate different levels of interdependency as

follows. For example, let us look at the sixth row of Table 6.4. The i -th element
of this row shows the level of interdependency between the demand-side sector
Manufacturing-Other (06) and the supply-side sector i . When we evaluate the

1In our raw result, the average mean value of ISBD is 0.00754 %. By considering this mean value
and the standard deviation, we set the threshold.
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Table 6.4 Summary of sectoral interdependency of information security

Sector ID of supply-side sector (Sector ID)Demand-side sector
name (ID) 01 02 03 04 05 06 07 08 09 10 11 12

Agriculture (01) � � � � � � � � � � � �
Mining (02) � � � ı � ıı � ı ıı ı � ıı
Manufacturing-Food & ı � ıı ı � ıı � ı ıı ı ı ıı

Beverage (03)
Manufacturing-Metal

(04)
� � � ıı � ıı ı ı ıı ı ı ı

Manufacturing-
Machinery
(05)

� � � ıı ıı ıı � ı ıı ı ı ıı

Manufacturing-Other
(06)

� � � ı � ıı � ı ıı ı ı ı
Construction (07) � � � ıı ı ıı � ı ı ı ı ı
Utilities (08) � � � � � ıı ı ı ıı ı ı ıı
Commerce & Logistics

(09)
� � � � ı ıı � ı ıı ı ıı ıı

Financial, Insurance, � � � � � � � � � � � ıı
and Real Estate (10)

ICT (11) � � � � � ıı � ı ıı ı ıı ıı
Services (12) � � ı ı ıı ıı ı ı ıı ı ı ıı

interdependency level of this element, we compute the ISBD for each of the
9 � 9 D 81 pairs of the demand-side group in Sector 06, supply-side group in
Sector i , and count the number of “dependent” pairs. The result of this counting
is shown in the last row of Table 6.5. The largest element in this last row is
the sixth row, and its value is 56. Then we compute the ratio of “the value of
each element of this row” to this highest value. If the ratio is larger than or
equals 50 %, we use the sign “ıı” in the corresponding element in Table 6.4.
Likewise, we use “ı” if the ratio is between 10 and 50 %. We use “	” if the
ratio is non-zero but less than 10 %. Finally, we use “�” if the ratio is zero. Since
.0=56; 2=56; 0=56; 8=56; 0=56; 56=56; 2=56; 9=56; 28=56; 11=56; 10=56; 22=56/

D .0; 0:036; 0; 0:143; 0; 1; 0:036; 0:161; 0:500; 0:196; 0:179; 0:393/, the sixth row
of Table 6.4 is

.�; 	; �; ı; �; ıı; 	; ı; ıı; ı; ı; ı/:

Table 6.4 shows that supply-side sectors of Manufacturing-Other (06), Com-
merce & Logistics (09), and Services (12) are the sectors highly dependent on
demand-side sectors. We call these three sectors critical sectors or influential
sectors. Demand-side sectors have high likelihood to be affected by security
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Table 6.5 Number of dependent pairs for demand-side sector of Manufacturing-Other (06)

Number of dependent pairs for each supply-side sector (Sector ID)Demand-side region
name (ID) 01 02 03 04 05 06 07 08 09 10 11 12

Hokkaido (A) 0 1 0 0 0 6 0 1 2 1 1 2

Tohoku (B) 0 0 0 1 0 6 0 1 3 2 1 2

Kanto (C) 0 0 0 1 0 7 1 1 2 1 1 2

Chubu (D) 0 0 0 3 0 6 0 1 3 2 2 3

Kinki (E) 0 0 0 1 0 7 1 1 3 1 2 2

Chugoku (F) 0 0 0 1 0 6 0 1 4 1 1 3

Shikoku (G) 0 0 0 0 0 6 0 1 5 1 1 3

Kyushu (H) 0 0 0 1 0 6 0 1 4 1 1 3

Okinawa (I) 0 1 0 0 0 6 0 1 2 1 0 2

Total 0 2 0 8 0 56 2 9 28 11 10 22

incidents in the critical sectors. Likewise, Table 6.4 shows that the demand-side
sectors of Machinery (05) and Services (12) are the most influenced sectors.

By observing Table 6.4 in more detail, we can classify demand-side sectors into
the following five classes.

Class 1: Sectors which show high interdependency when and only when tested
with the critical sectors. Mining (02) and Utilities (08) belong to this group.

Class 2: Sectors which show high interdependency when tested with its own
sector and all of the critical sectors. Manufacturing-Food & Beverage (03),
Manufacturing-Machinery (05), Commerce & Logistic (09), ICT (11), and
Services (12) belong to this group.

Class 3: Sectors that show high interdependency when tested with their own
sectors and not all but some of the critical sectors. Manufacturing-Metal (04)
and Manufacturing-other (06) belong to this group.

Class 4: Sectors which shows little interdependency when tested with supply-side
sectors. Although Financial, Insurance, and real estate (10) belong to this group,
our detailed analysis by using the 53-sector dataset shows that the sub-sector
Financial and Insurance (0400) shows characteristics similar to those of Class 3.

Class 5: The other demand-side sectors. Agriculture (01) and Construction (07)
belong to this group. These two sectors show no interdependency when tested
with their own sectors.

We can see that the demand-side sectors with high self-dependency (i.e., the
sectors in Class 2 and Class 3) do not show high interdependency with non-critical
sectors. Since investment advice regarding self-dependency and critical sectors are
trivial, they need to learn from the analysis of regional interdependencies. Paying
attention to the fact that the majority of sectors belong to these two classes, we
notice the importance of regional interdependency analysis.
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Table 6.6 Summary of regional interdependency of information security

Region ID of supply-side region (Region ID)Demand-side region
name (ID) A B C D E F G H I

Hokkaido (A) ıı ı ıı ı ı ı � � �
Tohoku (B) � ıı ıı ı ı � � � �
Kanto (C) � � ıı ı ı � � � �
Chubu (D) � � ıı ıı ı ı � ı �
Kinki (E) � � ıı ı ıı ı � � �
Chugoku (F) � � ıı ı ı ıı � ı �
Shikoku (G) � � ıı ı ıı ı ıı ı �
Kyushu (H) � � ıı ı ı ı � ıı �
Okinawa (I) � � ıı ı ı ı � ı ıı

6.6.1.2 Regional Interdependency

The results regarding regional interdependency can be summarized in Table 6.6
where different symbols indicate the different levels of interdependency in the
same way as in the sectoral interdependency analysis. In Table 6.6, we can see
the economic scale of a region has a great influence on the characteristics of
the interdependency, and most of the results are intuitively easy to accept; for
example, on the supply-side, Kanto (the economically largest region) is the most
influential.

As a remarkable (somewhat counter–intuitive) point, on the demand-side,
Tohoku (economically middle-sized) has the same features (i.e., less influenced) as
Kanto. Also, the features regarding the highly influenced sectors are quite different
from those of the highly influenced regions. From the regional perspective, we found
that the highly influenced regions likely have small economic scales. By contrast,
from the sectoral perspective, the two highly influenced sectors, Machinery (05)
and Services (12), have large economic scales.

6.6.2 Impact of the Earthquake

Based on the government’s announcement about the damage mentioned in Sect. 6.5,
we set the following four testing scenarios:

Case 1a: Full damage from the earthquake. The full amount of 9 trillion yen is
used as the damage value.

Case 1b: Damage from the earthquake with some reduction by investment in
information security. The amount of 9 trillion yen with 10 %-reduction is used as
the damage value.
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Table 6.7 ISBD reduction (in terms of the number of missing dependent pairs) from the sectoral
perspective in the investigation of the impact of the Great East Japan Earthquake

Supply-side Sector ID

01 02 03 04 05 06 07 08 09 10 11 12 Total

Case 1a 0 0 1 0 1 5 0 1 3 9 2 0 22
Case 1b 0 0 1 0 1 5 0 1 3 9 2 0 22
Case 2a 0 0 1 2 2 6 1 4 7 10 5 0 38
Case 2b 0 0 1 2 2 6 1 4 7 10 5 0 38

Case 2a: Full damage from the earthquake and the consequent tsunami. The full
subsequent amount of 16 trillion yen is used as the damage value.

Case 2b: Damage from the earthquake and the subsequent tsunami with some
reduction by investment in information security. The amount of 16 trillion yen
with 10 %-reduction is used as the damage value.

In each of the four cases, we did the following:

1. Count the number of dependent pairs (demand-side group in Tohoku and supply-
side group in Sector i ) before the earthquake, Ni .

2. Count this number after the earthquake, N 0
i .

3. Compute the reduction of this number (i.e., Ni � N 0
i ). We refer to this reduction

as the number of missing dependent pairs.

We obtained Table 6.7 using the above procedure. The reduction of interdependency
is more likely with the following sectors: Financial, Insurance, and Real Estate
(10), Manufacturing-Other (06), and Commerce & Logistics (09). It should be noted
that Manufacturing-Other (06) and Commerce & Logistics (09) are critical sectors
identified by the basic analysis in Sect. 6.6.1.1 but Financial, Insurance, and Real
Estate (10) is not a critical sector. The above characteristics are not changed by the
reduction of damages through prior security investment.

Likewise, in each of the four cases, we did the following.

1. Count the number of dependent pairs (demand-side group in Tohoku and supply-
side group in Region q) before the earthquake.

2. Count this number after the earthquake.
3. Compute the reduction of this number. We refer to this reduction as the number

of missing dependent pairs.

We obtained Table 6.8 using the above procedure. The reduction of interdependency
is concentrated in two patterns: one is between sectors inside Tohoku (B), and the
other is between sectors in Tohoku (B) and those in Kanto (C). Thus the earthquake
impacted the most damaged region (Tohoku) and the economically largest region
(Kanto) most significantly. This feature is not changed by the reduction of damages
through prior security investment.
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Table 6.8 ISBD reduction (in terms of the number of missing dependent
pairs) from the regional perspective in the investigation of the impact of the
Great East Japan Earthquake

Supply-side Region ID

A B C D E F G H I Total

Case 1a 3 8 5 3 2 0 0 1 0 22
Case 1b 3 8 5 3 2 0 0 1 0 22
Case 2a 3 14 11 3 6 0 0 1 0 38
Case 2b 3 14 11 3 6 0 0 1 0 38

6.7 Conclusion

In this chapter, we have presented our empirical study on sectoral and regional
interdependencies under the influence of information security in Japan from the
demand-side perspective.

In our main study, first the economic scale of a region has a great influence
on the characteristics of the interdependency. For example, the security problems
of economically larger supply-side regions tend to affect demand-side firms more
significantly. Second, we observed that there are three supply-side sectors which
are critical in the sense that information security problems in the three sectors can
highly affect the demand-side sectors. Another common features of the three critical
sectors (Manufacturing-Other, Commerce & Logistics, and Services) is that they
have high self-dependencies.

As an extended study, we investigated the impact of the Great East Japan
Earthquake by evaluating interdependency reductions caused by the earthquake.
The results are consistent with the results of our main study; the role of the critical
sectors is very important in Japan. We also found that the earthquake impacted the
most damaged region (Tohoku) and the economically largest region (Kanto) most
significantly. These features are not changed through the reduction of damages by
prior security investment.

Both in the basic study and in the extended study, we can see that considering not
only sectoral perspective but also regional perspective is very helpful in empirical
analyses related to the interdependency under the influence of information security.
By analyzing the sensitivity of interdependency to changes in an inter-regional
input–output table in a wide variety of scenarios, there are many possibilities
of more extended studies based on our methodology. For instance, an analysis
regarding a large-scale earthquake in Kanto expected in the near future would bring
important implications and suggestions since there are many predictions about such
earthquakes. A limitation of our study so far is the use of some heuristic parameters.
Our future work would include additional analyses to overcome this limitation. For
instance, we could suggest time-series analysis for setting a proper estimated degree
of improvement of pre-disaster investment in information security.
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Chapter 7
Can We Afford Integrity by Proof-of-Work?
Scenarios Inspired by the Bitcoin Currency

Jörg Becker, Dominic Breuker, Tobias Heide, Justus Holler,
Hans Peter Rauer, and Rainer Böhme

Abstract Proof-of-Work (PoW), a well-known principle to ration resource access
in client-server relations, is about to experience a renaissance as a mechanism
to protect the integrity of a global state in distributed transaction systems under
decentralized control. Most prominently, the Bitcoin cryptographic currency proto-
col leverages PoW to (1) prevent double spending and (2) establish scarcity, two
essential properties of any electronic currency. This chapter asks the important
question whether this approach is generally viable. Citing actual data, it provides a
first cut of an answer by estimating the resource requirements, in terms of operating
cost and ecological footprint, of a suitably dimensioned PoW infrastructure and
comparing them to three attack scenarios. The analysis is inspired by Bitcoin, but
generalizes to potential successors, which fix Bitcoin’s technical and economic
teething troubles discussed in the literature.

7.1 Introduction

Proof-of-Work (PoW) is a principle to artificially impose transaction costs in the
absence of a payment system. The idea is to “charge” the requester of a service with
the effort to present a solution to a problem that is much harder to solve than to
verify. This way, PoW can help to ration access to services which would otherwise
be abused. Originally presented by Dwork and Naor [14] as a mechanism to combat
junk email, it has been proposed as a solution for numerous other situations in which
the goal is to prevent some sort of fraudulent use, e.g., when measuring the number
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of visitors a website has [20]. Whether PoW actually has any practical relevance has
been debated in the literature, mainly for the case of spam prevention (see [28] and
[30]).

A particularly innovative use of this principle has been proposed by Nakamoto
[34], who used it as a core component in designing a fully decentralized peer-to-
peer electronic currency system called Bitcoin. In this system, users constantly
participate in a lottery, and each user’s chance of winning is proportional to the
computing power he is willing to invest. The task is to modify a document until its
hash is of a particular structure. In parallel, users publicly announce transactions
of Bitcoins, thereby expressing their intention to transfer a certain amount of this
currency to another user. The lottery is designed in such a way that every win,
as a side-effect, returns a timestamp of all transactions in an atomic operation.
Furthermore, the user who won the lottery is rewarded for his effort by receiving
new Bitcoins as well as fees for timestamped transactions. Other users accept this
timestamp after validating that the PoW has been delivered. Then, the next round
of the lottery starts. The sequence of timestamps forms a history of transactions.
In case that competing histories emerge (which is easily possible in a peer-to-peer
network), users believe in the history for which the most PoW has been delivered.
This quickly resolves the conflict. Altering any transaction timestamped in the past
requires redoing all work that has been done afterwards. As this becomes more
unlikely the longer a transaction has been timestamped, manipulation is prevented
and users collectively agree on a single history of transactions, thereby determining
Bitcoin ownership.

As an advantage of such a decentralized currency, Nakamoto points out that
electronic payment nowadays heavily relies on central authorities processing them.
Widely trusted (but not necessarily trustworthy) financial institutions handle elec-
tronic payments and ensure the integrity of the system’s global state. In return, they
charge society for this service. The goal of Bitcoin is to replace trust in financial
institutions with trust in PoW, thereby eliminating the need for financial institutions
and with it the fees they charge. However, running the Bitcoin system is not for
free either. As computational power is required for the PoW, hardware has to be
acquired, powered, and maintained.

The Bitcoin system is secure as long as no single party controls more than 50 %
of the network’s computing power. If a party would, it could redo work of the past
and ultimately outperform the honest part of the network. While digital signatures
on transactions prevent arbitrary manipulations, the attackers would have the power
to double-spend their own Bitcoins, thereby generating profits for themselves, or to
prevent transactions from being timestamped, thereby undermining the trust in this
system. The viability of the system depends on the assumption that nobody will ever
gain this power.

These considerations suggest that the overall computational power required to
run a system like Bitcoin depends on security considerations. If computational
power was low enough to allow a single party to gain control over 50 % of it, no
one could trust in PoW anymore. Consequently, the cost of running the system
depends on security requirements, as computing power drives costs. The aim of this
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chapter is to propose an estimation of what the cost-saving potential of an electronic
currency relying on PoW could be. To accomplish this, we present three different
attack scenarios. In each of them, an individual or a group acquires control over
computing power with the purpose of compromising the integrity of the system.
Estimating their computational power delivers an idea of what we would need to
defend the system. As a point of reference, we also estimate the transaction costs that
a central electronic payment system would produce if used globally, and imagine a
distributed network for PoW generation of equal costs. Comparing this network with
the attackers allows us to estimate by how much the network could be downscaled
securely.

Another interesting aspect is the environmental impact of large-scale PoW
application. As electricity costs constitute a large part of the total costs of providing
computing power, running a PoW-based currency system would consume a consid-
erable amount of power. In turn, this means it could be responsible for a substantial
amount of carbon dioxide .CO2/ emissions and may contribute to global warming.
Therefore, we make an interesting detour in estimating the CO2 footprint of a global
PoW-based electronic currency.

The remainder of this chapter is structured as follows. Section 7.2 discusses
details of the Bitcoin system, in particular the role of PoW, and explains how an
attack on a currency relying on PoW can be accomplished. In Sect. 7.3, previous
research regarding Bitcoin is surveyed. Section 7.4 then presents our proposal for
estimating potential cost savings as well as the environmental impact of PoW-based
currencies. Results from this estimation as well as its limitations are discussed in
Sect. 7.5. Finally, Sect. 7.6 concludes and provides an outlook on future research.

7.2 The Bitcoin System

Possessing a certain amount of a currency means possessing the promise that one
can collect favors from others in the future whose value is equal to those one had
to give to others to acquire the amount. Thus, scarcity is a necessary property of
anything that is used as a currency. If it could be produced at low cost, devaluation
would destroy the trust in this promise. Building upon this property, it is also
necessary that the currency can be transferred from one person to another, ideally in
any quantity. The transaction mechanism must make sure the currency is correctly
transferred in the sense that the overall amount of currency is preserved and that the
transaction cannot be reversed later on. We will call this integrity.

For ordinary physical cash, both scarcity and integrity are enforced by the laws
of nature, i.e., usage of physical tokens (also, legislation imposes constraints on
counterfeit money, theft, : : :). With electronic currencies, however, the amount
of currency one possesses is nothing but an account balance. Thus, it requires a
financial institution to manage these accounts and enforce scarcity and integrity.
Bitcoin [34] has been proposed as a distributed peer-to-peer accounting system
accomplishing this without relying on trust in a central authority.
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A Bitcoin is represented by a chain of publicly announced transactions every
participant of the network is aware of. Each transaction contains a public key
signifying the owner of the Bitcoin. It further contains a hash of both the previous
transaction and this public key, thereby entangling the previous transaction with the
next one. The previous owner signs this hash using his private key. Any user can
now validate whether the signature of the transaction matches the public key of the
previous owner. He will only accept the transaction if it does. Thus, knowledge of
the private key enables a user to spend a Bitcoin.

As long as users keep their private keys secret, this mechanism prevents potential
attackers from spending Bitcoins they do not own. Nothing however stops them
from spending those they once received twice. What is required to prevent double
spending is a consensus on a temporal ordering of transactions among all users. This
way, the current owner of a Bitcoin can always be determined. Attempts of previous
owners to spend it again can be detected.

The temporal order is established by what is called a block chain. Blocks collect
transactions combined with a hash of the previous block, thereby creating a chain. A
block is valid only if it exhibits a special property which proves that a certain amount
of work has been put into its creation. In particular, blocks contain a nonce value. It
must be chosen by the creator in such a way that, when hashing the block, the hash
starts with a certain number of zeros. As for an ideal hash function, this can only be
achieved by randomly trying many different nonce values. The probability of finding
a block depends on the number of trials. It can be adjusted globally by changing the
number of leading zeros the hash must have. Regular adjustments ensure that new
blocks are found on average each 10 min.

Via the block chain users collectively agree on the temporal order of transactions
as defined by the order of the blocks containing them. Users always believe in the
longest valid block chain they are aware of. As long as the majority of users are
honest, no single attacker will be in the position to deliver the PoW necessary to
change the temporal order to his advantage. Removing a transaction one did an
hour ago (i.e., about 5–6 blocks in the past) from the block containing it would
not only require recreating this block but also all subsequent ones, since the hash
of the altered block is part of the next, and so forth. Thus, it quickly becomes
computationally intractable to alter blocks deep within the chain.

To motivate users to participate in creating blocks, optional transaction fees can
be paid by users creating transactions to users ironing these into a new block.
Furthermore, a special transaction rewards the creator with a certain amount of
newly created Bitcoins (in the form of a special initial transaction preceding every
valid Bitcoin). This rewarding mechanism – called Bitcoin mining – constantly
issues new currency. The amount is reduced at regular intervals and will eventually
stop by convention. Once stopped, all Bitcoins are in circulation and the system will
solely be in the transaction phase (as opposed to the mining phase in which new
Bitcoins are created). Consequently, the scarcity of Bitcoins is ensured by eventually
stopping the Bitcoin supply, and integrity is ensured by digitally signed transactions
timestamped in a publicly visible block chain receiving credibility through the work
invested in its creation.
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As pointed out before, the underlying assumption is that the majority of users
(in terms of computing power) are honest, which appears reasonable in a large
distributed peer-to-peer network. If however a single user gains control over the
majority of the (distributed) computing power, he is able to manipulate the temporal
order of transactions to his advantage. The attack is to spend a Bitcoin, which then
gets incorporated into the honest block chain. This makes the recipient believe
he now possesses the coin. The attacker secretly computes a second chain not
containing this transaction and outpaces the honest one. Once he publishes it, users
will believe in the attacker’s chain and he can spend the coin again, as it now appears
to be still his. Scròfina [37] discusses several possibilities of double-spending and
estimates their payoffs based on the Bitcoin system as it currently is.

It is important to notice that the motivation for attacking the system is not
necessarily to profit from the attack. It might also be to simply destroy the system,
e.g., as a form of terrorism. In case a destructive attack is launched, an attacker
could for instance prevent any transaction from being timestamped. Effectively, no
user could be sure anymore that he actually received a Bitcoin in a transaction,
which would quickly destroy trust in the currency and devalue it. Any of the attack
scenarios we analyze in this chapter is potentially destructive, i.e., we do not require
the attack to be profitable.

7.3 Related Work

Although the idea of cryptographic electronic currencies came up more than two
decades ago [29], it took until today for one of them to be widely discussed in
media and research. With Digicash [9], a digital currency was presented in 1990. A
cryptographic protocol allowed for anonymous payments and copying money was
impossible. In contrast to the Bitcoin system, it relied on a central authority. While
gaining quite some attention, it never had a significant breakthrough. Several other
attempts to establish electronic currencies, e.g., E-Gold [48],1 met a similar fate.

In 2008, the blueprint for the Bitcoin system, a decentralized cryptographic
currency, was published [34]. The system draws on the principles of b-money [12]
and enhances the security of previous electronic currencies with the PoW-based
timestamping mechanism. Apart from presumably low transaction costs, a heavily
advertised advantage of Bitcoin is that no financial institution has the power to
exercise control over money creation or transactions.

While Bitcoin is “hyped” by some, there are several downsides to it as well.
Most consumers in e-commerce prefer prices in their local currency [23]. With
the heavily fluctuating exchange rates currently observed, it is hard to price goods
[22]. Concerns regarding massive deflation have been expressed as well [27]. Yet

1Ultimately the E-Gold company pled guilty to money laundering and to operating an unlicensed
money-transmitting business [39] and was shut down immediately.
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this deflation also creates incentives for early adopters to promote the currency in
order to profit from changes in exchange rates later on. Hence, some critics describe
Bitcoin as a Ponzi scheme which over-rewards early adopters [4,22]. Bitcoin is also
a topic for legal scholars, who ask the question how law should deal with such a
currency (see e.g., [23]). Being a cryptographic currency using a public/private key
mechanism, anonymity is a feature often promised, but contested in the literature
[23,36]. In fact, unlike Digicash, Bitcoin has never been designed to be anonymous.

As for security, there are numerous threats to Bitcoin users other than double-
spending. For instance, losing one’s private keys due to computer malware means
losing one’s Bitcoins [10, 13, 23]. Also, denial-of-service attacks on the underlying
peer-to-peer communication infrastructure or the Bitcoin exchanges (websites
which allow users to exchange Bitcoins for other currencies) pose a threat [23, 34].

Not only is the current technical implementation of the system subject to critique,
but also the protocol itself. Babaioff et al. [1] claim that nodes in the Bitcoin network
have an incentive not to propagate transactions. They also propose a modification to
solve this problem. Several other problems have been identified [3].

However, any threats or problems discussed above are specific to the current
implementation of the Bitcoin protocol, not to the idea of using a PoW-based
timestamping mechanism to ensure the integrity of an electronic currency. To the
best of our knowledge, no scholar has yet analyzed the economic or ecologic
implications of a large-scale application of this mechanism. Therefore, we present
a hypothetical scenario of a PoW-based currency system in the next chapter. The
only threat we consider is the fundamental assumption that no single party can gain
control over 50 % of the total computation power.

7.4 Costs of a PoW-Based Currency

7.4.1 General Scenario

To compare the two systems, a PoW-based, Bitcoin-like currency and a centralized
solution, we now consider the following scenario. First, we conduct the analysis
as if the two systems were in use today. Thus, the scenario is based on technology
currently available. We do not worry about transition problems or speculate about
future states of the world, but compare steady states which are, albeit imaginary,
inspired by the world as it is. Consequently, we assume that the temporary mining
phase is over (or never existed, to counter the Ponzi critique), i.e., there is no fixed
reward for creating a new block of the chain. The only reward stems from fees paid
by those who carry out transactions.

Second, we assume that payments are handled using a single currency for
all transactions worldwide. As a PoW-based currency obviously benefits from
economies of scale, we chose to consider the largest conceivable network.
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Fig. 7.1 Outline of the analysis

The most important assumption in our analysis is the system to which we
compare the PoW network. The main goal of our analysis is to explore the effect of
the replacement of a centralized institution by a PoW network. For this reason, it is
necessary to compare the PoW network to a centralized system that is, apart from
being centralized, as similar as possible. We have chosen a card payment system as
it processes payments electronically, just as the PoW network does. Other costs, for
instance for printing and distributing cash money, are certainly incurred in today’s
financial system, yet they would distort the analysis as they are not the result of
using a centralized system but of demand for non-electronic payments. We also
do not assume that financial intermediation vanishes completely as Bitcoin is no
replacement for capital markets. It is just an instrument for payments.

In summary, we compare a rolled-out PoW network to a card payment system,
assume that both systems process all ordinary payment transactions of the entire
world, and we do not rely on forecasts but on financial estimates and the technology
of the present.

7.4.2 Analysis Procedure

The idea of our analysis is outlined in Fig. 7.1 and structured as follows. First, we
will estimate the volume of all transactions taking place anywhere in the world.
Second, we estimate the transaction costs incurred in a system using a centralized
currency as a fraction of the volume. Combining these two estimates, we end up
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Table 7.1 Total value of
transactions by payment
instrument in US dollars,
2010

Payment instrument Transaction volume (USD)

Credit transfers 3:74 � 1014

Direct debit 4:37 � 1013

Check 9:36 � 1013

E-Money 1:80 � 1010

Card payments (debit/credit) 9:45 � 1012

Source: Bank for International Settlements [2], comparative
Table 9

with the worldwide total transaction costs of a centralized currency. It will serve
as a reference budget for the remainder of the calculation. Third, we will design
a PoW network using this reference budget, thereby dimensioning a PoW network
that costs exactly as much as the centralized system. We will describe this network
in terms of the computing power it could achieve. To keep it running, electricity is
required. The generation of this electricity has an environmental impact, which is
what we will estimate in a fourth step. In step 5 the computing power of potential
attackers is estimated. We consider three different attack scenarios. In the sixth step,
given the computing power of both the PoW network and the attacker, we can see
if and to which extent the size of the PoW-network could be decreased such that
it can still fight off the attack. Finally, this allows us to estimate the potential for
decreasing transaction costs compared to a centralized solution. Additionally, the
environmental impact can be estimated.2

7.4.3 Estimate of Transaction Volume

The Bank for International Settlements (BIS), located in Switzerland, publishes
annual statistics on payment, clearing, and settlement systems. The reports provide
data for 23 countries, among them the United States, Germany, China, Japan,
France, the United Kingdom, Russia, Italy, Canada. We will use the transactions
taking place in these countries as a proxy for those of the entire world. This appears
justified as the economically strongest countries of the world are included. In the
latest report [2], the BIS reports the total yearly transaction volume for all 23
countries, categorized by method of payment. Figures for 2010 can be found in
Table 7.1.

Recall that the centralized system to which we compare the PoW network is
an electronic card payment system, whose transaction costs will be estimated in
step 2 as a certain fraction of the volume. Such systems are used to process

2All assumptions of the analysis are debatable. Therefore we provide the spreadsheet of our
estimation online and invite readers to come up with their refined scenarios. It can be accessed
via: http://dl.dropbox.com/u/1168860/DoesProofOfWorkPayOff.xlsx

http://dl.dropbox.com/u/1168860/DoesProofOfWorkPayOff.xlsx
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small, cash-like transactions. Therefore, large credit transfers between corporations,
professional investors, or nations should not be included in the estimate, for
applying transaction fees of an electronic card payment system to them would
be unreasonable. Consequently, we exclude the item credit transfers of Table 7.1
from our estimate. Direct debit on the other hand will usually represent cash-like
transactions and is therefore included.

The next important item in the list is check, which is also a famous payment
instrument. Looking at the data, one can see that more than 75 % of the check
transaction volume stems from China and the United States ([2], comparative
Table 9). To identify if these transactions are cash-like we have a look at the
average volume per transaction ([2], comparative Table 9c). For China, it amounts
to more than 52,000 USD per transaction, which indicates that the volume stems
in large parts from very huge transactions. Thus, we exclude China’s volume from
our estimate. For the United States however, the average value amounts to only
3,000 USD. This indicates that, while there will surely be large transactions, there
will also be a number of small, cash-like ones. Therefore, we include 50 % of the
check transaction volume of the United States.

All other check transactions are included. This also applies to all E-Money
transactions as well as card payments, delivering a transaction volume of 9:03 �
1013 USD in 2010. Transactions for which actual cash is being used are not included
yet. For these, we do not know any reliable data source. However, statistics from the
BIS report the total volume of ATM cash withdrawals for 2010, which amounts to
4:09 � 1012 USD ([2], comparative Table 13). Assuming that most of this cash is
spent only once and then deposited into a bank account before being withdrawn
again, we use this as an estimate for cash transactions. Adding it, we end up with a
total transaction volume of 9:44 � 1013 USD.

7.4.4 Estimation of the Total Transaction Costs of Centralized
Payment

Given an estimate of the transaction volume of all cash-like transactions taking
place anywhere on the world, we now proceed with estimating the cost of these
transactions charged by the financial system to the real economy. As a reference, we
will use an electronic payment system, as for such systems market prices are known.
In general, there are two different types of them, the first of which is a credit card
system. Typically, credit card fees paid by merchants in different countries can vary
around 1–3 % of the transaction volume ([40], Fig. 7.3). However, pricing of credit
cards is subject to considerable suspicion. Retailers have filed numerous lawsuits in
the past as they believe institutions issuing these cards exaggerate their costs [8].
Thus, a credit card system is not the ideal reference for comparison with a PoW
network. In addition, credit cards are not only used for ordinary payments, but also
offer a credit function, i.e., the card holder buys products on credit and pays for
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them later. This is an additional service not offered by a PoW network like Bitcoin.
Naturally, these services charge a credit risk premium. This further strengthens the
belief that costs of a credit card system are inadequately high for the purpose of this
analysis.

The second type of electronic payment system is a debit card system. In contrast
to credit cards, payments made with a debit card are transferred immediately (within
days) from the user’s bank account to the recipient. It does not provide a credit
function. Also, the transaction costs are considerably lower as compared to credit
cards. Therefore, a debit card system is used for comparison to the PoW network,
as it comes closest to a frictionless centralized payment system free of bells and
whistles that have no counterpart in the PoW network. The debit card system used in
Germany, called electronic cash, charges merchants 0.3 % of the transaction volume
as a fee [17]. Applying this to the transaction volume estimated in step 1, we end up
with total transaction costs of 2:83 � 1011 USD for an imaginary world in which all
transactions are processed with a centralized system comparable to debit cards.

7.4.5 Size of a PoW Network

In the following step, we use the transaction cost of a centralized system as a budget
to estimate the size of a corresponding PoW network. The first and most important
question is what the components of that network should be. Today’s Bitcoin network
is run to a large extent by individuals. They use their PCs and other equipment to
create new blocks. However, once block creation becomes a commercial activity,
it is unlikely that any kind of equipment owned by individuals could compete with
specialized hardware as it is found in data centers. Thus, creating blocks would
quickly become unprofitable for them, leaving the market to professional players.

On the other extreme, economies of scale could result in only a very few
data centers, owned by a small number of organizations that cover the entire
market of PoW delivery. Such a setting would clearly not be the decentralized
currency envisioned by the Bitcoin pioneers. However, given that the fate of the
global financial system rests on the security of this system, the risk that somebody
gained control over these data centers could under no circumstances be acceptable.
Moreover, as the organizations running the data centers might collude to exploit
the system, one would be forced to trust them. For these reasons, we assume for
our scenario a scale between these two extremes. More precisely, we assume a
large number of independent data centers distributed all over the world, each small
enough to implement a governance regime with effective checks and balances.

Having defined the main building block of the PoW network, we now analyze
the typical cost structure of a data center. According to Belady [5], there are three
main components.

• Acquisition cost: The cost of acquiring hardware. Typically amounts to about
25 % of the total cost.
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Table 7.2 Exemplar
electricity prices in various
countries

Country Electricity price (USD/kWh) Source

Germany 0.36 [18]
China 0.16 [47]
USA 0.11 [15]
Russia 0.10 [33]

• Energy cost: The cost of electricity required to run the data center. Typically
amounts to about 30 % of the total cost.

• Infrastructure cost: The cost of providing the environment in which the data
center is run (e.g., the rent for the building). Typically amounts to about 45 %
of the total cost.

Of particular importance for this analysis are the costs for electricity, as these will
be the main driver for pollution. We will therefore pursue the following course in
the construction of the PoW network. An estimate of computing power is achieved
with respect to consumed electricity, under the assumption that particularly energy
efficient hardware is used. At the same time, we disregard the fact that such
hardware might have higher acquisition cost. This means the data centers of the
network are energy efficient but still have the above-mentioned cost structure.

It is worth noticing that we do not take into account the costs of the communi-
cation infrastructure required to operate the system. For instance, Kaminsky [26]
expresses doubt that the decentralized architecture of the current Bitcoin network
could scale up to the size of our PoW network. Other authors already investigate the
aspect of scalability and provide suggestions for how a large-scale system could be
designed [3]. For our calculation, we assume that smart protocols could overcome
all problems. However, as we do not know how such a solution might look, we do
not estimate any communication costs for now and focus solemnly on effort for
delivering PoW.

With a total budget of 2:83 � 1011 USD, of which 30 % is being spent on
electricity, we obtain an electricity budget of 8:49 � 1010 USD. The next task is
to determine the amount of electricity that can be produced. Again, we use current
market prices. Typical prices for different countries can be found in Table 7.2, a
broad overview in the Wikipedia [44].

Several countries have very low electricity prices but are rather unimportant with
respect to global energy production. Considering only countries with a major output
of electricity, Russia has the lowest (0.10 USD/kWh). Consequently, this value is
used as a lower bound for the cost of electricity. Given the electricity budget of
8:49�1010 USD, a total of 8:49�1011 kWh is available for computation. This equals
3:06 � 1018 Ws (Watt-seconds) after a unit conversion. Note that this is the amount
of electricity available per year, since we have calculated it from annual transaction
costs.

We will now estimate the computing power that could be sustained over the
year. An important aspect is how computing power should be measured for this
purpose. Typically, high-performance computing power is measured in floating
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Fig. 7.2 Boxplot of the Green 500 November 2011 list

point operations per second (FLOPS). For instance, the Top 500 list, ranking the
500 most powerful supercomputers in the world, exclusively relies on this measure
[38]. Delivering PoW in the Bitcoin system however heavily relies on computing
hashes, for which integer operations are required.3 Technically, the FLOPS measure
should be replaced with a more appropriate metric such as megahash per second.
Unfortunately, due to the widespread adoption of FLOPS, data on other metrics is
not directly available. Even the Bitcoin community itself reports estimates of the
network’s computing power in terms of FLOPS [6]. Therefore, we adopt it for this
analysis and discuss this as one limitation in Sect. 7.5.

Similar to the Top 500 list, the Green 500 list reports the 500 most energy-
efficient supercomputers in the world [21] as measured in Mega-FLOPS per watt
(MFLOPS/W). In the most recent ranking (November 2011), the most efficient
one is an experimental computer from the IBM Blue Gene/Q project at IBM
Rochester, achieving 2,026.48 MFLOPS/W. The performance of an “average” green
supercomputer however is not even close to this value. In Fig. 7.2, a boxplot of
the performance distribution in MFLOPS/W is presented, with the upper (lower)
whisker being the 97.5 % (2.5 %) quantile.

This distribution indicates that most of the computers achieve a performance
between 100 and 300 MFLOPS/W. For the “average” energy-efficient computer
that we use to construct our hypothetical PoW network, we believe that a value
of 181.77 MFLOPS/W is appropriate. It equals the median of the Green 500
supercomputers. Note that MFLOPS/W means million floating point operations per
second per watt, i.e., million floating point operations per watt-second. To keep the
notation clear, we will express the efficiency from now on in terms of (floating point)
operations per watt-second (Ops/Ws).

Multiplying our estimate for energy-efficiency (1:82 � 108 Ops/Ws) with the
available electricity delivers a total of 5:56 � 1026 Ops that can be achieved per year.
Divided by the 3:15 � 107 s of a year, the computing power of the PoW network is
1:76 � 1019 Ops/s.

3This is specific to the Bitcoin system as it currently is. It is also conceivable to design PoW
functions that are better aligned with the optimization criteria of microprocessor architectures.
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7.4.6 Estimate of Environmental Impact

Given the annual power consumption of 3:06 � 1018 Ws, it is now straightforward
to estimate the environmental impact of the PoW network. We will measure
environmental impact in terms of CO2 emissions. To start with this, information
on how energy is being produced is required. Such data can be obtained from the
International Energy Agency, which provides statistics on the worldwide production
of electricity in 2009 with respect to the energy carrier [25]. The fraction of the total
energy production each energy carrier is responsible for can be seen in the upper
part of Fig. 7.3.4

Knowing the relative importance of each energy carrier, we can combine
this information with corresponding average CO2 emissions. Figures for that are
provided by Lübbert [31] and can be seen in the lower part of Fig. 7.3.5 Computing
an average of the CO2 emissions, weighted by the relative importance of each
carrier, delivers an average CO2 emission of about 718 g/kWh or, after a unit
conversion, of 1:99 � 10�7 kg/Ws.

Multiplying this estimate with the power consumption of 3:06�1018 Ws, the PoW
network is responsible for a total of 6:10�1011 kg of CO2 per year. Compared to the
total man-made CO2 emissions due to fuel combustion in 2009, which have been
2:90 � 1013 kg [24], the PoW network at this scale would increase CO2 emissions
by more than 2.1 %. This is about the share of global commercial air traffic. We

4The list provided by the IEA (2012) includes an item “hydro” which consists to a large extent of
energy produced by pumped storage plants. As electricity stored in these plants has been generated
by other means, we exclude this item. We further exclude the items “waste” and “other sources” as
their impact on the result is negligible.
5For some carriers, Lübbert [31] provides minimum and maximum estimates for CO2 emissions.
We use their averages in Fig. 7.3.
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assume the CO2 emissions of the centralized system to be negligible compared to
global emissions, making the effect of the PoW network a net increase.

7.4.7 Attack by Supercomputer

Whether the size of the constructed PoW network is adequate, too large, or too small
can only be judged with respect to the computing power of potential attackers. Once
known, the PoW network can be rescaled to the smallest size (with some headroom)
such that it is still safe.

As a first naïve attack, we compare the network to a large supercomputer. In an
extreme scenario, today’s largest supercomputer on earth, namely the K computer at
Riken in Japan, may attack the system. According to the Top 500 list of November
2011, it has a computing power of 1:05 � 1016 Ops/s [38]. Compared to the 1:76 �
1019 Ops/s of the PoW network, the attacker would only control about 0.06 % of the
total computing power. Consequently, there is much potential to reduce the size of
the network. More precisely, if it would be reduced to 0.12 % of its original size, the
attacker was on par with the network. Figure 7.4 illustrates the computing powers
of the PoW network and attacker.

7.4.8 Attack by Botnet

As a next idea, consider an attack in which a large botnet is leveraged to compete
with the PoW network. There are mainly two variables that need to be estimated:
the size of the botnet and the computing power of an average bot.

Measuring the size of botnets is a topic of active research. In [49], several
different methods are being reviewed. Rajab et al. [35] point out the difficulties in
generating reliable estimates. For instance, the botnet Storm, which was infiltrated
by a security analyst of University of California, San Diego in 2007, has been
estimated to consist of up to 50 million bots [32], yet the analysis of the security
analyst revealed about 200,000 bots being online at a given time and a total of
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1.5 million bots per day, thus indicating a considerably smaller size [16]. The article
Botnet on Wikipedia contains a list of the largest botnets currently known, together
with estimates of their size [43]. As we want to create a worst-case attack scenario,
we assume the size of the attacking botnet equals the largest currently known botnet
(called BredoLab), regardless of the fact that it might be an overestimation. In
numbers, we assume the botnet controls 30 million bots.

Regarding the computing power of an individual bot, we draw an analogy.
The Berkeley Open Infrastructure for Network Computing (BOINC) is a software
platform designed to enable distributed scientific computing. It is used by numerous
projects, among them the famous SETI@home initiative, and publishes statistics
on the number of active users as well as total computing power [7]. At the time of
writing, a total of 456,876 machines generate about 5:64 � 1015 Ops/s, which is an
average of 1:23 � 1010 Ops/s per machine.

Assuming the same average computation power for any of the 30 million bots,
the botnet can achieve a total of 3:70 � 1017 Ops/s. Compared to the PoW network,
the botnet controls approximately 2.06 % of the total computing power. Figure 7.5
illustrates this ratio. The PoW network had to be shrunk to 4 % of its original size
to allow the botnet to reach 50 % of the total power.

7.4.9 Attack by Virtual Protest (“Occupy Bitcoin”)

In the original Bitcoin article, Nakamoto [34] uses the expression “one-CPU-one-
vote” to describe the philosophy of PoW (p. 3). In a world in which all financial
transactions – and with them all the world’s economies – depend on a PoW network,
we want to raise the question: What if a large number of CPU-owners vote against
the system?

In particular, consider an attack scenario in which Internet activists acquire a
large number of participants via social networks for a virtual protest. In the recent
past, the Occupy Wall Street movement found millions of followers. Still, numerous
protests are regularly being held all over the world [46]. October 15, on 2011, global
protests, partly inspired by this movement, were held in more than 950 cities with
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an estimated number of participants between 1 and 2 million people (for the 112
locations for which Wikipedia [42] provides data). In the protests against the Iraq
war in 2003, the total number of participants is estimated to be around 36 million
(between January 3 and April 12, [45]), with estimates for the peak value ranging
between 6 and 30 million (on February 15, 2003 [41]).

Such figures demonstrate that a popular cause can easily unite several million
people all over the world and make them cooperate to demonstrate and emphasize
their collective opinion. We believe the existence of a PoW network would
provide an opportunity for a new form of online virtual protest. If a group of
activists provides easy-to-use software and enough participants willing to use it
are found, protesters could try to collaboratively launch a destructive attack against
the network. Effectively, this could undermine the trust to an extent such that
no transactions are accepted anymore. Unlike ordinary protests, the economic
consequences of a successful virtual protest could be devastating. This may be a
reason for them being particularly attractive.

Apart from this, virtual protests also lower the effort a protester has to invest
for participation. While ordinary protests require traveling to particular locations
and spending a considerable amount of time there, virtual protests require only
downloading and running software. With social networks such as Facebook, the
infrastructure to coordinate protesters and distribute software is already in place.
For these reasons, we believe that virtual protests could be much bigger than today’s
ordinary protests ever have been.

To construct a simple scenario, we assume that of the 845 million monthly active
Facebook users [19], 10 % are motivated to participate in a virtual protest, e.g.,
against a war. They all agree to run a suitable piece of software at a particular
day. Let the software be designed such that it prevents any transaction from being
validated. Further assuming that each participant is the owner of a computer running
at the same speed as the bots of our botnet (1:23 � 1010 Ops/s), the attackers’
computational power would be 1:04 � 1018 Ops/s. This is approximately 5.59 % of
the total computing power when compared to the PoW network, which is visualized
in Fig. 7.6. In this scenario, attackers and the network would be on par if the network
was reduced to 12 % of its original size.
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7.5 Discussion and Limitations

7.5.1 Results

Citing actual data and abstracting from frictions specific to the Bitcoin protocol,
our analysis sheds light on the true cost of running a decentralized cryptographic
currency secured by PoW. Our approach in this chapter is to estimate the size of the
largest PoW network that could be constructed subject to a cost constraint given
by a comparable centralized system, such as one that can process all electronic
payments of the developed world today. In addition, we sketch three worst-case
attack scenarios, each bounding the potential computing power of attackers from
above. This is reasonable because an economy relying on the PoW-based currency
as a primary means to process payments could not afford to be vulnerable to attack.
As a side-effect, our analysis allows us to estimate the ecological footprint of such
a PoW-based system.

The results of this estimation exercise suggest that the cost-saving potential might
be smaller than claimed by Nakamoto [34] and hoped for by the Bitcoin proponents.
Even with the large PoW network we considered in our estimation, cutting cost by
only one order of (decimal) magnitude would already allow the attackers of the
third scenario to overpower the network. Given that one would probably require
a decent safety margin over what an attacker might achieve, costs may be cut
at best to a fifth of the original amount; notwithstanding that a safety margin of
factor two is by no means comparable to typical safety margins in cryptographic
security, where the attacker’s effort to break a system is calibrated to be at least
1:2 � 1024 times the defender’s effort to use it. Furthermore, a range of political
and social obstacles to implementing a PoW-based currency globally further limits
the cost-saving potential. In particular, a realistic adoption scenario for a PoW
network would unlikely be a “big bang” (think of a digital Bretton Woods). Thus, the
transition is either very expensive, because the large-scale PoW network must run
in parallel to conventional systems, or very risky, as smaller-scale networks remain
vulnerable.

In addition, the cost savings would be bought dearly through a substantial
increase in global CO2 emissions. Even if the 2.1 % increase of the baseline network
was reduced to a fifth, it would still be an increase of about 0.4 % only for direct
power consumption. Not yet considered is the environmental impact of producing
the required hardware as well as the impact of the communication infrastructure
(which is assumed at zero cost and zero emissions in this analysis). In times of
growing interest to reduce global emissions, it is questionable if the merits of a
PoW-based system justify its environmental cost.
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Table 7.3 Discussion of assumptions

Calculation step Assumption Comment

Transaction
volume

Upper bound The largest possible size for the system is that all transac-
tions of the world are processed

Transaction cost Upper bound Using current market prices of centralized electronic pay-
ment systems bounds the costs from above as there is
no incentive to pay more

Cost of
electricity

Lower bound Electricity is assumed to be produced at the lowest market
price among all countries with major electricity output

Available
electricity

Upper bound Producing electricity at a lower-bounded price with an
upper-bounded budget delivers an upper bound for the
available amount

Cost of
computing
power

Lower bound We calculate the cost of computing power in terms of power
consumption and assume particularly energy-efficient
hardware

Available
computing
power

Upper bound Producing computing power at a lower-bounded price with
an upper-bounded budget delivers an upper bound for
the available amount

Environmental
impact

Realistic With respect to the network’s power consumption, we
believe that CO2 emissions are fairly realistic given the
data that has been used

Attackers’
computing
power

Upper bound We consider worst-case attack scenarios with attackers that
do not necessarily act economically rationally

7.5.2 Robustness

We see our calculation as a first step to understand the longer-term implications
of PoW deployment. Of course our results depend on the validity of a number of
assumptions. We are the first to admit that some of them are debatable. However,
great care has been taken to ensure that our approximations are conservative. To
back this up, we list all relevant assumptions in Table 7.3, state whether they
represent upper or lower bounds, and argue why we chose so.

7.5.3 Limitations

Despite the care we have taken in the estimation, some limitations remain. First
of all, the measure we use for computing power is FLOPS, while Bitcoin’s PoW
function is based on hashes. Integer operations or hashes per second would be
more appropriate measures. Given that attack and defense are only one magnitude
apart, even a small scaling factor could change our conclusions quite a bit. However,
alternatives to Bitcoin’s hash-based PoW function exist. And once PoW is going to
be rolled out in a large infrastructure, demand for hardware optimized to calculate
hashes will stimulate R&D and reduce its cost.



7 Can We Afford Integrity by Proof-of-Work? Scenarios Inspired by Bitcoin 153

To curb the amount of speculation in the analysis, our scenarios are built as
counterfactuals assuming that the PoW network is in use today. However, it actually
may (or may not) be in use at some time in the future, when technological innovation
might have changed the parameters of the scenario. Specifically in the last two
of our attack scenarios, a specialized PoW network is compared to attackers who
compose their networks largely out of desktop computing hardware. With growing
interest in green high-performance computing, more energy-efficient specialized
hardware might be developed. This would shift the relation between specialized and
desktop hardware to the advantage of the PoW network. Moreover, current trends
in end-user computing indicate that future consumer devices will be tablets and
smartphones instead of desktop computers. Also, functionality is more and more
provided through Web-based services. Thus, computational power will not be that
important for these devices in the future, making it harder to assemble a competing
network from them.

Lastly, our analysis ignores the cost of communication because this is more
associated with achieving availability rather than integrity. Depending on the design
of the underlying peer-to-peer communication network, this cost can be substantial
or even prohibitive. Whether it is an advantage or disadvantage for the PoW network
is hard to tell, because the two most threatening attack scenarios need extensive
communications as well. Therefore we deem it tenable to ignore the costs of
communication on both sides for a first and crude analysis.

A string of other limitations stands to reason. We have commented on most of
them in the description of the analysis.

7.6 Conclusions and Future Research

The main goal of this research is to scrutinize the claim of Bitcoin proponents that
a decentralized PoW-based currency charges society fewer transaction costs than
a centralized electronic payment systems. This is connected to the more general
question whether society can afford to use PoW to enforce the integrity of the global
state in a distributed system. The answer to this question has implications on the
design and governance of future information infrastructures.

We calculated a conservative cost estimate, accounting for both economic and
ecological costs. If we take our results at face value, they indicate that a PoW
network as costly as today’s electronic payment systems could easily withstand
attacks by a single supercomputer, and most likely defend against a very successful
botnet or a social disobedience attack. However, its ecological footprint would be
about the share of global commercial air traffic.

The system would still be secure if scaled down somewhat, but it is striking to
see that attack and defense are only one (decimal) magnitude apart, although both
estimates draw on completely independent inputs and involve many factors. We
conclude that although our analysis does not discard PoW networks right away, the
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question we asked is valid and, given the error margins, it is by no means certain
that PoW networks are worth their price.

But this is not the end of the game. Future technological innovations could
change the cost-benefit ratio of a PoW network completely, also in favor of PoW. For
example, it is conceivable to reuse byproducts of PoW functions. More specifically,
it could be of interest to develop PoW mechanisms that compute something useful.
Right now, the activity of finding a nonce value such that the resulting hash satisfies
a particular structure is in itself a waste of resources. It is an open research question
to formulate relevant problems (e.g., complicated scientific computations, genome
sequencing, protein folding) in a form such that a distributed network could solve
them and the solution would be easily verifiable. Then anyone who wants a problem
solved could formulate it as a PoW function and post a reward on it, thereby
financing the PoW network. This could significantly reduce or even nullify the cost
of the network and thus contest our result.

Another idea is to reuse the energy instead of (or in addition to) the computation
result. Every computation converts electricity into heat pretty efficiently. Therefore,
PoW could very well be used to help heat buildings. As decentralization is a
key security principle behind PoW networks, a new kind of local compute-heat
cogeneration appears much more feasible than transporting the waste heat of large
datacenters to the places where it is needed. However, since the overall efficiency of
electricity-based heating as compared to direct fuel combustion (such as natural gas
heating) is rather low, heating with PoW cannot be expected to make up for all the
cost.

Yet another aspect is that the timestamping service provided by the PoW network
could serve purposes other than ensuring the integrity of a currency system. For
instance, Clark and Essex [11] suggest using it to timestamp commitments in
a cryptographic commitment scheme. If enough application scenarios are being
found, it might be justified to finance a very large POW-based timestamping service
as an infrastructure for all these services. Further research in the above-mentioned
areas might eventually allow for a PoW network of an even larger scale than that
considered in this chapter.

To conclude, we provided a first and very rough proposal to investigate the
economic potential of PoW applied to ensure the integrity of electronic currency
systems. While our results indicate potential for a moderate reduction of economic
transaction costs, the ecological impact is substantial and would surely arouse public
resistance if a PoW network were to be established. However, numerous possibilities
have been discussed that could turn this result around and make a decentralized PoW
timestamping service a valuable infrastructure for the future IT landscape. We hope
that this chapter stimulates both discussions about and further research on these
aspects.
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Chapter 8
Online Promiscuity: Prophylactic Patching
and the Spread of Computer Transmitted
Infections

Timothy Kelley and L. Jean Camp

Abstract There is a long history of studying the epidemiology of computer
malware. Much of this work has focused on the behaviors of specific viruses, worms,
or botnets. In contrast, we seek to utilize an extension of the simple SIS model
to examine the efficacy of various aggregate patching and recovery behaviors. We
use the SIS model because we are interested in the global prevalence of malware,
rather than the dynamics, such as recovery, covered in previous work. We consider
four populations: vigilant and non-vigilant with infected or not for both sets. Using
our model we show that small increases in patch rates and recovery speed are the
most effective approaches to reduce system-wide vulnerabilities due to unprotected
computers. Our results illustrate that a public health approach may be feasible,
requiring a subpopulation adopt prophylactic actions rather than near-universal
immunization.

8.1 Introduction

Studying the spread of computer malware through the use of epidemiological
models is a useful tool in understanding the dynamics of individual outbreaks of
malware, and provides some insight into possible mitigation policies. Kephart and
White’s early work on system-wide prevalence examined effects of topology on
virus spread as well as the possibility of a social response to infection [18, 19].
Other work has focused on describing the dynamics of individual types of viruses,
worms, or botnets.

In Kephart and White’s examination of the social response, even a small social
response was able to reduce significantly the total level of infection in the system.
However, this result depends on a system where the recovered population could not
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become infected. For this simulation we wanted to examine the effects of social
response when it led to recovery, but did not fully protect the user.

We use the results from these individual models, as well as larger data on
websites hosting phishing sites to model system-wide properties of malware spread.
We use these system-wide properties to draw analogies from public health research
regarding the spread of sexually transmitted infections (STIs) to examine organi-
zational patching policies. From these results, we argue that thinking of security
problems in terms of public health policy is a good addition to more traditional
mental models of security.

8.2 Background and Related Work

In early work adapting epidemiological models to computer viruses, the local nature
of data transfer had to be taken into account. Computer viruses, in general, were
spread very locally, and certain assumptions such as homogeneous population and
the probability that an infected individual could infect any other individual in the
susceptible population did not hold [18]. In this environment Kephart and White
(KW) adapted the Susceptible-Infected-Susceptible (SIS) model to account for
the non-homogeneous behavior of program sharing.

In their model, each computer is a vertex in a graph and an arc connects
another computer in a program-exchange relationship. The arcs are associated with
individual rates of infection and represent the set of vertices that can be infected
by a given vertex, while each vertex is given an individual rate of recovery. Once
a vertex has recovered, it is immediately capable of being reinfected. This, as the
authors state, represents a very simple assumption that users will not become more
vigilant after being infected. While this is a simple assumption, it seems to be a
fairly good approximation for real world data [26].

Their deterministic calculations correspond to early results in prevalence driven
epidemiological models [20], but failed to capture the social or organizational
aspects of dealing with virus spreads. They modified their model to include a social
response, or, as they call it, a kill switch model. That is, each computer, upon
discovery and cleaning, alerts all other computers it is connected to alert them of
possible infection [19].

This extension (Fig. 8.1) assumes that recovery corresponds to a temporary
immunization from the virus [19]. Based on these model extensions, KW showed
that central reporting and response to an incident is important to containing the
incident. With central reporting and response, even if an organization is above the
epidemic threshold, an incident can be limited in size and duration [19].

Other early work in modeling computer viruses overcame the limitations of
the well-mixed assumption by incorporating specific characteristics of individual
malware, such as scanning behavior or interesting topological structures. Knight,
Elder, and Wang analyzed networks in hierarchical and cluster topologies to
study the effects of immunization from viruses in theoretical email networks [41].
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Fig. 8.1 SIS model with
recovery and social response.
ˇ represents the effect contact
rate, � represents recovery
rate, and � represents social
response rate. ı represents the
return from risk-averse to
susceptible population

Newman, Forrest, and Balthrop expanded Knight et al.’s work by incorporating
actual email network data and studies of network structure from the realm of
statistical physics [30].

Both Knight et al. and Newman et al. demonstrated that targeted immunization
could have a drastic effect on the spreading of viruses spread by emails by drawing
heavily on studies in graph theory and network science found in Albert, Jeong, and
Barabási’s work on describing the network topology of the Internet [7, 42] and the
effects of that topology on disease spread found in Pastor-Satorras and Vespignani’s
work [31, 32].

Zou et al.’s work on modeling the Code-Red worm using the description and
data provided by Moore et al. modified the standard SIS model by incorporating
a variation of Kephart and White’s social response model, incorporating scanning
rate, and allowing for infection rates to fluctuate in time [27,44]. Including the social
response in their model allowed them to take into account human responses to the
onset of an infection [44].

Zou, Gong, and Towsley also included a model that allowed systems to become
quarantined, removing them from the susceptible and infectious populations [45].
They demonstrated that removing computers from both populations for some
amount time was an effective mitigating factor [45]. However, as Serazzi and
Zanero pointed out in their later work on Sapphire, quarantines would be difficult to
implement, as infected hosts cannot be trusted to quarantine themselves [36]. Zou
and Towsley revisited their earlier work to demonstrate that the increased range of
addresses in IPv6 would effectively reduce the total prevalence of routing worms
such as Sapphire. They showed this reduction is due to scanning worms’ inability
to access significant parts of the IPv6 address space in a reasonable amount of time
[43].

Moore et al.’s data collection and description of the explosive growth of the
Sapphire worm required further modifications to earlier models [28]. While Code-
Red generally followed standard models, Sapphire spread fast enough to become
bandwidth-limited, which, in turn, limited its total ability to spread [28]. Serazzi
and Zanero designed a model that encoded network resources. Utilizing incoming
and outgoing traffic rates into their model, they were able to capture Sapphire’s
aggressive scanning. This scanning choked the Internet and greatly impeded
Sapphire’s rate of growth [36]. Serazzi and Zanero also pointed out the difficulty in
implementing global security policies such as quarantines and hub immunizations.
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Staniford, Paxson, and Weaver contributed an excellent summary of many of
the modeling attempts and call for a CDC for computer malware [39]. We agree
with this model of thinking, and the data collected via their suggested sensors
and analysis would be useful for further mitigation of online pathogens. However,
this chapter focuses more substantially upon the effects of risk takers on the total
prevalence of contagion. Thus, we hope to show that a small group of users engaged
in risky behavior creates a threat to the risk-averse population.

To this end we look primarily at August and Tunca’s work on allowing users with
illegal copies of software to patch [4] and Choi, Fershtman, and Gandal’s work on
cost of patching [13]. While August and Tunca focus primarily on whether or not
firms should allow users of illegal copies to patch, Choi, Fershtman, and Gandal
look at the costs associated with different users and their willingness to patch.
We combine both the pirates in August and Tunca’s work with the non-patching
populations of Choi, Fershtman, and Gandal to show that limitations on user ability
to maintain a secure system is dangerous to the risk-averse population.

Models of sexually transmitted diseases have become very complicated to deal
with multiple population interactions [11, 17]. However, most multiple population
models do not couple the behavioral changes that occur to individuals’ perceptions
of disease spread [33]. We build on Perra et al.’s work to create a two-population
model with a social response that represents the ability of users to change behav-
ior, and, thus, their population group. This differentiates our model from more
complicated models of STIs that use different characteristics of infection for
individual population groups, but do not include behavioral responses to infection
[5, 10, 34, 37].

8.3 Methodology

We first develop a simple model based on Kephart and White’s initial social response
model and Wang et al.’s user vigilance model. We then use our model to examine the
long-term global prevalence of malware. Then we analyze the various parameters
within this model to identify which parameters are most effective at controlling
systemic infection. We also attempt to answer questions about feasible responses to
malware diffusion that could result in reduction of botnet prevalence.

8.3.1 Model Creation

Kephart and White’s social response model (KW) demonstrates the effectiveness
of social responses to computer infection. We extend their model to allow the
possibility of infection in the inoculated population. This extension includes aspects
of Wang et al.’s vigilance model [40]. Similar to their approach, we view user
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Fig. 8.2 Allowable
transitions in our
two-population SIS model
with recovery and social
response

vigilance as a prevalence-based response to the infectious population, with vigilant
users returning to the more susceptible population at a constant rate.

Since we are modeling the global diffusion of all malware, individual behaviors
are of limited use. We are more interested in equilibrium states. Thus, the more
common Susceptible-Infectious-Recovered (SIR) type models previously used for
models of specific malware infection are not useful for our purposes. Moreover, we
find that not assuming total recovery better captures the long-term behavior seen in
malware such as the Blaster worm [6] as well as the persistent insecurities found in
Web servers that allow them to be reinfected [26].

dSr

dt
D � ˇr.Ir C Ia/Sr � �.Ir C Ia/Sr C ıSa C �rrIr

dIr

dt
Dˇr.Ir C Ia/Sr � �rrIr � �raIr � �raIrSa

dSa

dt
D � ˇa.Ir C Ia/Sa � ıSa C �raIr C �aaIaC

�raIrSa C �aaIaSa C �.Ir C Ia/Sr

dIa

dt
Dˇa.Ir C Ia/Sa � �aaIa � �aaIaSa

(8.1)

The model we propose (Fig. 8.2 and Eq. 8.1) is a modified version of an SIS
model with two interacting subpopulations. Our model does not assume immunity in
the Sa population. This represents the fact that no security system is 100 % effective
at stopping all vulnerabilities. We do not find, in the course of our analysis, that the
rates of infection in the resistant population are so low that they may be ignored.

Our model also assumes a well-mixed, homogeneous population. This is, in many
ways, an unrealistic assumption, given the patterns of connection displayed by social
networks and browsing behavior [25]. Moreover, it distracts from our metaphor of
STIs, in that it assumes that all users are equally likely to interact with one another,
rather than rely on contact patterns [15]. However, the dissemination of many online
attacks is based on random scanning, which creates a scaled version of a well-mixed,
homogeneous population [18]. Thus, this is a useful simplifying assumption, but it
can be expanded upon in future work.
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Table 8.1 Table defining
included symbols

Notation Definition

Sr Susceptible non-vigilant population
Sa Susceptible vigilant population
Ir Infected non-vigilant population
Ia Infected vigilant population
� Non-vigilant response to infection
ı Rate to return to non-vigilant population
ˇr Infection rate in non-vigilant population
ˇa Infection rate in vigilant population
�rr Non-vigilant to non-vigilant recovery rate
�ra Non-vigilant to vigilant recovery rate
�aa Vigilant recovery rate
�ra Non-vigilant to vigilant social response rate
�aa Vigilant social response rate
R

1

Equilibrium infected population
R

1a Equilibrium infected vigilant population
R

1r Equilibrium infected non-vigilant population

8.3.1.1 Parameter Definitions

Table 8.1 briefly summarizes the various symbols we use in our model and analysis,
which we describe here. Sr represents the susceptible population of non-vigilant
(risk taking) users. These are systems that do not have a form of malware and can
be infected. Sa represents susceptible systems within vigilant (risk-averse) users.
When an Sr or Sa system is infected, it transitions to the infected populations Ir or
Ia, respectively.

� and ı govern the transitions between the two population groups. � represents
the response of non-vigilant users to a given level of global infection. The higher �

is, the faster non-vigilant users secure their systems. ı governs the response to the
cost of maintaining a secure system. This is a constant rate, and the higher ı is, the
less accepting users become of the cost, driving them to become insecure at a faster
rate.

ˇr , �rr, ˇa, and �aa are the infection spread parameters for the non-vigilant and
vigilant populations respectively. ˇr and ˇa govern how fast an infection spreads,
while �rr and �aa dictate how quickly a user recovers. Recovery could be a simple
as deleting an infected file, or as complex as reinstalling an OS. We assume that
ˇr > ˇa and �rr < �aa to represent the fact that users that are maintaining a secure
system will be less likely to become infected and more likely to recover.

�ra and �aa embed the response to social pressure to recover in the non-vigilant
and vigilant populations, respectively. Users responding to these parameters, but not
to �rr or �aa, do not scan their systems for potential threats, but respond when an
entity they know alerts them to a possible threat. For example, a user may respond to
a Firefox reminder to update their browser or the exhortation of a friend. A specific
instance of this situation was Google’s effort to alert users to possible infections
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in 2011 [21]. This method of updating is less than ideal for maintaining a secure
system, as, with limited occasions for reminders, infections can persist.

�ra defines the non-vigilant user’s ability to clean or recover their system to a
more secure state. This requires that non-vigilant users have access to the necessary
patches and other up-to-date software to maintain a secure computer, at least until
the cost of maintainence, ı, drives them back to the non-vigilant population.

8.3.2 Parameter Analysis

This model can be made equivalent to Kephart and White’s kill switch model
(Fig. 8.1) by setting ı D 0:01, ˇ D 0:5, �ra D 0:1, and �1 D 0:05 and all other
parameters to 0. We use both the Kephart and White (KW) model and a standard
SIS model to compare our model under different parameter conditions. This allows
us to evaluate which parameters may be realistic and useful.

8.3.2.1 Parameter Analysis in Risk-Averse Population Only

We first analyze the various effects of adjusting the parameters on the vigilant
population to identify the most important parameters in controlling infection in
that population. From there we move to analyzing the whole system, individually
adjusting certain parameters to identify the key components of the system as a
whole. For these simulations we vary one parameter and keep others constant.
For each of the parameters we hold constant: ˇa, �aa, and �aa, we set them to
0:5; 0:1; 0:01 respectively.

These parameters are taken directly from KW and varied in later simulations.
This sets a fixed social response at 1/10 the level of the recovery or cleaning
response. This allows us to maintain consistency with our system-wide analysis
below. We then vary the parameters of interest for each simulation from 0 to 1
by 0.01. Because we are only working with Sa, we initialize the populations to:
Sr D 0; Sa D 0:99; I D 0; Ia D 0:01. Without an infected population Ir or Ia, no
infections are possible in this model.

8.3.2.2 Parameter Analysis with Both Populations

The system parameter analysis keeps the infection rate and cleaning rate in the non-
security-aware population at the same level as the standard SIS model used by KW
(ˇ D 0:5 and �ra D 0:1). Fixing these parameters reduces the number of variables
we must examine and provides us with a reasonable worst-case scenario of 80 % of
non-vigilant computers infected. However, we adjust the security-aware population
to reflect a greater vigilance.
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We set the infection rate of Sa to half of the non-vigilant population’s rate.
Similarly, the cleaning rate of Sa is twice that found in the non-vigilant populations.
In the vigilant population, there is a social response, but this is 1/10th the cleaning
rate. This leads to the following parameter values: (ˇa D 0:25; �aa D 0:2; and
�aa D 0:02). We normalize the initial populations to Sr D 0:99; Sa D 0; I D
0:01; Ia D 0.

Additionally, these parameter values are a reasonable estimation of actual global
prevalence. Our initial parameter values in isolated populations lead to roughly 80 %
of the population falling into the non-vigilant population, and roughly 80 % of that
population infected. Within the vigilant population, the initial parameter values
lead to roughly 13 % of that population infected. With no interactions between
the populations, this leads to a global prevalence of roughly 77 %. These results
correspond to the estimates of global prevalence below.

In their report to the House of Lords in 2007, the Science and Technology
Committee reported on results from an earlier study that showed that roughly
80 % computers lacked neccesary security measures, and roughly 72 % of sampled
systems had some type of malware [35]. However, the committee noted that this
study only sampled 354 computers, so it probably was not an accurate portrayal
of the actual prevalence of malware. For example, for 2010 and the 1st half of
2011, The Anti-phishing Working Group (APWG) found that an average of 48 %
(sd = 6.53) of their observed computers were infected with some sort of malware
[1–3]. Thus, our initial parameter values align very closely with the earlier study,
and represent approximately a 60 % increase over the APWG’s results.

8.3.2.3 Sensitivity Analysis

The first two sets of analysis represent a very crude sensitivity analysis given the
number of parameters. We analyze each parameter in light of a fixed system. This
analysis reduces the problem from a nine-dimensional problem to a one-dimensional
one, but it is not informative in terms of how the parameters interact with one
another. To address this, we performed sensitivity analysis under two different sets
of conditions.

We performed a sensitivity analysis by using Latin Hypercube Sampling (LHS)
on the set of all parameters against the measured value of total infectious computers
[9]. LHS first samples from prior distributions of parameter values and generates
sampled output for the number of samples. In our case, we used 1,000 samples.
From there LHS uses a rank-transform correlation coefficient to measure the
sensitivity of each parameter as it pertains to the measured output [9].

We used uniform priors for all parameter values, given our own uncertainty of
acceptable distributions. Our initial test was performed over all parameters and used
to identify the key bifurcation parameters [24]. These bifurcation parameters are key
to differentiating the major equilibrium behavior in the system; mainly, whether a
contagion is maintained or dies out. After we identified the key bifurcation parame-
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ters, we set them to ensure continued prevalence and performed the analysis again.
This allowed us to identify key parameters associated with reducing prevalence.

8.4 Results

We examined the effects of parameter variation in different phases. We first wanted
to see if there was a way to reduce total infection prevalence by adjusting only
the parameters associated with the vigilant population. After considering only
the vigilant population, we investigated the effects of making the non-vigilant
population respondent to the vigilant population.

We conducted this investigation by adjusting the �ra and �ra parameters to
investigate the effect of a user’s ability to recover to more secure behavior. We
then adjusted the parameters that determined the speed of transition to and from the
vigilant population (� and ı) in uninfected users. When the infection is less potent
in vigilant users, we can reduce the total infected population by having more users
become vigilant and having vigilant users stay vigilant longer. For these simulations
we do not adjust the infection or clean rates, but keep the non-vigilant and vigilant
population parameters at their fixed rates discussed above.

8.4.1 Effects of Adjusting Parameters in Risk-Averse
Population Only

In KW’s model of social response, they add a prevalence-driven recovery effect
on top of the standard, constant-rate recovery. In order to investigate the effects
of this recovery in the population we varied the social response in the vigilant
population only, to see if it would lead to significant reduction in the equilibrium
of total infected. Since we split the model into two subpopulations, we could also
examine the source of the infections.

8.4.1.1 Simulations 1–3

In Kephart and White’s examination of the social response, even a small social
response was able to reduce the total level of infection in the system. However,
this relied on a system where the recovered population could not become infected.
For these simulations we wanted to examine the effects of social response when it
led to recovery, but the recovery did not protect the user from reinfection. We set
the infection characteristics in the vigilant population to correspond to KW’s model
(ˇa D 0:5 and �2 D 0:1) and varied �aa.
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Fig. 8.3 Comparison between SIS, KW, and our model, �aa variable. Only when �aa reaches high
rates relative to ˇa does R

1a fall

Looking at the results (Fig. 8.3) we find that only when the combination of social
response and cleaning rate is greater than the infection rate does the infection die
off. That is, �aa=ˇa��aa D 1 is the bifurcation point in this single population. When
�aa=ˇa��aa < 1 then R1 D 1 � �aa=ˇa��aa, and when �aa=ˇa��aa > 1, the infection
disappears. Moreover, with this mathematical analysis of the single population, we
quickly identify the effects of each parameter. ˇa and �aa have a multiplicative
effect on R1, whereas �aa has only an additive effect.

These results mean that the total social response and the cleaning rate must affect
the network at the same rate as the malware to be effective at eliminating its spread.
For a single population then, social response is a useful measure in reducing the
total infection rate, but is unlikely to be able to reduce the infection from a pandemic
unless it is unreasonably high.

8.4.2 Effects of Adjusting a Single Parameter in Both
Populations

For this set of analyses, the populations become coupled in multiple ways making
analytical analysis difficult. Thus, we examine the effects of parameters by adjusting
a single parameter in both vigilant and non-vigilant populations and investigate how
it affects the R1 for the entire population. The first three simulations examine the
effects of behavior changes in the vigilant population. The final simulations study
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Fig. 8.4 Comparison between SIS, KW, and our model, �aa variable. Increasing the social
response rate does reduce R

1

, but even at extreme values, �aa is unable to significantly reduce
R

1

due to the effects of the large infected non-vigilant population

the interactions between the two uninfected populations governed by � and ı. We
find that the principal way to reduce R1 is to allow infected individuals to recover
to the vigilant population.

8.4.2.1 Simulation 4

In this simulation we adjust the social response parameter in the vigilant population.
This allows us to see what effect increasing the parameters in the vigilant population
has on the system-wide R1 (Fig. 8.4). We notice, as in the following two simula-
tions, increasing the responses in the vigilant population does little to reduce the
total R1.

The dynamic relationship between �aa and R1 is a bit more complicated in this
simulation, as this simulation contains an Ir value that is non-zero and transitions
between the populations. We are holding �ra D 0 and �1 D 0, so we know that the
relationship between � D 0:05 and ı D 0:04 gives us an approximate 80–20 split
between security-conscious users and those that are unable or unwilling to engage
in more secure behaviors. We also know that when �aa C �aa > ˇa, R1a D 0 in an
isolated situation.

However, even when �aa D 1, we still end up with an infected vigilant
population. In this case, R1a 
 0:072, while R1r 
 0:6. R1a D 0:072 represents
approximately 31 % of the vigilant population, while R1r 
 0:6 is approximately
77 % of the non-vigilant population. Recall Fig. 8.3 that illustrated that with only
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, as the global prevalence tends towards the behavior of the least secure population.
Increases in �aa are capable in reducing R

1

, but the reductions in R
1

are mitigated by the
behavior in the non-vigilant population

a vigilant population �aa D 1 should remove all contagion within the vigilant
population. Thus, the infections within the vigilant population are being driven by
the non-vigilant population.

8.4.2.2 Simulation 5

In this simulation we adjusted the cleaning rate within the vigilant population. The
key result here is if R1a > R1r , R1a drives the total R1 (Fig. 8.5). However,
this is unlikely, as it is improbable that vigilant users will become infected at a
greater rate than non-vigilant users. While, if R1a < R1r , but �aa C �aa < ˇa, the
infection is driven by both vigilant and non-vigilant populations. In the case where
R1a < R1r , and �aa C �aa > ˇa, the infections in the security-aware population
are due to the prevalence of infectious non-vigilant systems.

For example, when �aa D 0, there is no cleaning and the social response cannot
reduce the spread of the infection within the vigilant population. Thus, R1a D
1. At the end of the 1,700 time steps in our simulation, R1 D 1, with most of
it (99.998 %) being made up of the “vigilant” population. This suggests that the
vigilant population cannot rely merely on protective measures to avoid infection,
but must also be diligent in actively monitoring and maintaining their systems.



8 Prophylactic Patching and Computer Transmitted Infections 169

0 500 1000 1500

0.0

0.2

0.4

0.6

0.8

1.0

Model Comparison of R∞ In Total Population Based on βa

Time

To
ta

l I
nf

ec
tio

n 
P

re
va

le
nc

e
Model Type

KW
SIS
βa = 0
βa =0.01
βa =0.04
βa =0.1
βa =0.4
βa =0.5
βa =0.8
βa = 1
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performs as R
1r . If �aa or �aa are reduced, R

1

would
also increase, as the vigilant population would be the least secure population

8.4.2.3 Simulation 6

This simulation adjusted the ˇa parameter to investigate how allowing the vigilant
population to reduce, or increase its infection rate would affect the system-wide R1.
Given the parameter values for �aa, as ˇa increases to 1, the vigilant populations
dynamics approach those of the non-vigilant population. Hence the convergence to
R1 D 0:8, as ˇa goes to 1 (Fig. 8.6).

This simulation suggests that if our recovery and social response parameters were
such that the reproduction rate of the vigilant population were greater than the non-
security aware population, it would pull the system to a total R1a , as users would
flee the infectious environment of the non-vigilant group, to the even more infectious
vigilant group.

8.4.2.4 Simulation 7

For this simulation, we varied � to see how increases in the response rate of non-
security users in the face of infection impacted R1. Recall that � represents a
user’s ability to transition from non-vigilant to vigilant in the face of an impending
infection in order to reduce the likelihood of infection. Obviously, when � D 0,
there is no transition to the security-aware population, and the model behaves as a
standard SIS model as shown in Fig. 8.7.
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However, when � > 0, the model behaves in an interesting manner, where it
is possible to see that increasing � reduces the system-wide R1 (Fig. 8.7), but at
the same time highlighting a complex relationship between � and R1a . As seen in
Table 8.2 and Fig. 8.7, while the total R1 is decreasing, the R1a increases until
0:6 < � < 0:7, when it begins to decrease. It is also possible to see that R1a , while
increasing in those intervals, is always decreasing as a percentage of the vigilant
population.

The transition speed � pulls more of the total population into the vigilant
population, but, until it is able to overcome the increasingly small non-vigilant
population, that population still exerts a growing cost on the vigilant population.
This result is important, since it indicates that even a small population engaged in
risk behavior, with limited opportunity to reduce their risk, threatens a larger, risk-
averse population.

When � � ı, it is unable to pull R1 to R1a in the isolated system case. Yet even
an � as low as 0.1, is capable of reducing R1 more than any of the test values of ˇa,
�aa, or �aa. This suggests that if modifying � is feasible, it would have a significant
impact on global malware presence.

8.4.2.5 Simulation 8

In this simulation we varied the other part of the transitions from non-vigilant
to vigilant. ı represents the constant rate of relapse where users view the costs



8 Prophylactic Patching and Computer Transmitted Infections 171

Table 8.2 Interaction between � and R
1a

� % Populationa % Populationainfected R
1a

0 0 – 0
0.1 40.1 43.4 0.174
0.2 54.9 39.9 0.219
0.3 63.1 37.5 0.237
0.4 68.5 35.7 0.245
0.5 72.3 34.3 0.248
0.6 75.2 33.1 0.249
0.7 77.4 32.1 0.249
0.8 79.2 31.3 0.248
0.9 80.8 30.5 0.246
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Fig. 8.8 Comparison between SIS, KW, and our model, ı variable. Reducing users’ willingness
to become non-vigilant reduces R

1

of maintaining security as impractical or too expensive. Reducing ı represents
increasing a users willingness to engage in more secure behavior, while increasing
ı represents users that are only willing to be vigilant in the face of large outbreaks.

What becomes immediately apparent is that when ı D 0, R1 approaches R1a

(Fig. 8.8). However, ı D 0, while ideal, is unlikely. It represents a population that
is fully vigilant, irrespective of cost. We can see that reducing ı from 0.04 to 0.01,
results in R1 
 0:549, which is lower than the R1 achievable by extreme values in
ˇa, �aa, or �aa. It is unlikely that such lack of sensitivity is realistically achievable,
though it is probably reasonable to assume that � and ı are of the same order of
magnitude.
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Reducing the costs of risk-averse behavior requires many aspects outside of
mere security and patching. For example, while use of automated patching may
be effective in reducing the cost of maintaining an up-to-date system, a user’s
behavior on the Internet is also important. For example, sites that offer illegal
copies of software or music are known vectors of malware [14]. In the instance of
downloading illegal copies there are cultural and economic factors, such as the price
of legitimate goods, which affect the level of participation and thus level of exposure
of these vectors [29]. Thus, in order to reduce the cost of risk-averse behavior in
terms of accessing black market digital goods, economic and social strategies must
be used, rather than purely technical security solutions.

8.4.2.6 Simulation 9

In this simulation we investigate the ability of users to recover to a vigilant
population through social response, rather than merely recovering to the standard
susceptible population. �ra represents non-vigilant users’ ability to respond to social
pressure applied by non-infected vigilant users, not just to clean their machines, but
to also, at least for some time, to become vigilant users.

In KW’s social response model, �ra is kept to 1/10 of standard cleaning rate,
but is effective at reducing R1 due to the lack of infection rate in the recovered
population, and the inability to recover directly back to the susceptible population
[19]. We concur with their assumption, in terms of limiting the social response rate.
However, it is important to note how effective increases in �ra are at controlling
width of the infection peak curve, and mitigating R1. Arguably, �ra should be
limited in regards to ˇ and �, but it may be, that given certain network topologies,
even a relatively low �ra will still be effective at reducing R1 (Fig. 8.9).

8.4.2.7 Simulation 10

In our final simulation, we vary �ra, the parameter representing cleaning a computer
and adapting vigilant behavior. For example, a user reinstalling an OS and applying
patches and installing AV software, rather than just removing malware and hoping
to avoid infection in the future. When �ra D 0, users are unable to become vigilant
users until they clean their computers and respond to the infection through �.
�ra > 0 means that users have some method to recover directly to vigilant behavior
(Fig. 8.10).

�ra is not as effective as �ra at limiting the duration of the infection peak, but it
does limit the peak’s height, limiting the total infections. Moreover, �ra is effective
at low parameter values. When �ra D 0:05, and no other parameters are changed,
R1 D 0:451, a roughly 44 % reduction of R1 in the standard SIS model. This
suggests that providing users with the ability to recover to updated and secured
software/machines, should be a key component in any campaign to limit global
prevalence of malware.
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Fig. 8.11 Partial ranked correlation coefficients for all parameters calculated for total infections
at time = t

8.4.3 Sensitivity Analysis

We used Latin Hypercube Sampling to examine both the epistemic uncertainty
of the model, as well as the sensitivity of output variation to parameter variation
[24]. The first step in LHS is to sample the parameter space to create a collection
of measured outputs based on those samples. We did this sampling twice: first
with all parameters sampled, followed by fixed values for the identified bifurcation
parameters. In both cases we sampled the parameter space 1,000 times. Our output
of interest was total infection prevalence.

Figure 8.11 shows the changing sensitivity of each parameter as time progresses.
In the initial stages of the infection, social response and recovery from risk takers
to the risk-averse population is more important than recovery within the risk-averse
population. However, it rapidly loses its importance on overall prevalence, while
risk-averse recovery increases its importance as time progresses.

All three of the standard recovery parameters (�x) are of approximately the same
importance in the long-term reduction of prevalence. However, the infection rate in
the risk averse group (ˇa) loses its sensitivity gradually. The transmissions between
susceptible risk takers and susceptible risk-averse (� and ı) are not significant in
terms of affecting the global prevalence of a contagion, just as social response
within the risk-averse community (�aa).
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Fig. 8.12 Partial ranked correlation coefficients for non-bifurcation parameters calculated for total
infections at time = t

However, when we fix the main bifurcation parameters (ˇr D 0:5, ˇa D 0:25,
�rr D 0:1, �ra D 0:01, and �aa D 0:02), we get a better view of the effects of the
social parameters. When all parameters are varied, �ra is significant parameter for
reducing prevalence in the initial stages of a contagion, while �aa is never significant.
However, when a contagion exists, we find that both of the social response recovery
rates are important at least until the later stages of a contagion, moreso than the
transfer from susceptible risk takers to susceptible risk-averse (Fig. 8.12). However,
allowing users to recover to the risk-averse population is still effective in the early
stages (first 10 days in our simulations) of an outbreak. The effectiveness fades as
the number of users able to become risk-averse is overtaken by the much faster
infection rates.

8.5 Discussion

In Sect. 8.6 we reify the conclusions of the ten simulations described in this work.
In this section we discuss the possible implications of our findings. That extreme
changes in ˇa have little effect in the equilibrium state of an infection is an
encouraging result. The rate of spread of an infection is one variable completely
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subject to the control of the attacker. Therefore great efficacy in changes in ˇ would
imply that defense could be ultimately futile.

Increasing the roughly equivalent variable, �a, is found to be as ineffective as
ˇa in decreasing the global prevalence of infection. However, there are significant
caveats. The outcome assumes that the malware will remain endemic with a roughly
constant ˇ and that recovery does not result in immunity to a particular malware
component. Yet given the existence of multiple malware attacks, the use of multiple
vectors for a single malware variant, the lack of broad immunity upon recovery, and
the potential for malware to evolve, these are not unreasonable assumptions.

Individuals choosing the recover due to social pressure (which includes auto-
mated pressure, such as Firefox exhortations to upgrade) must be faster than the
rate at which the virus is spreading. This is an extremely unlikely case. Yet the social
recovery rate, �ra, is one of the most effective measures in altering the equilibrium
when there are two populations (vigilant and otherwise). However, increasing the
response rate in the vigilant population has little effect on the global equilibrium.
This is a mixed result given that it is arguably easier to alter a response rate in an
aware population, but even modest gains in response of the unaware population can
significantly reduce the global prevalence.

Transfer rates between the two populations is the most efficacious strategy for
reducing long-term equilibrium. This argues that small increases in vigilance can
result in significant increases in outcomes. Thus, increased use of healthy behaviors
(e.g., contraception use or smoking cessation) can greatly reduce unintended
consequences over the population as a whole. Compare this to situations where
the entire population must engage in healthy behaviors (e.g., immunization) to
result in significant outcomes. This argues for an approach that is closer to risk
communication than mandates. Luckily, risk communication is feasible while global
mandates are not.

Users must be able to act upon available information, e.g., ı should be quite
low. The requires an ease of access to the resources necessary to engage in more
secure behavior. Within the public health sector, barriers to treatment and preventive
measures have been shown to greatly increase overall costs. For example, Franzini
et al. estimated a likely additional cost of $43.6 million in a 1-year period in Texas if
adolescents were required to notify parents when they received reproductive health
care [16]. This suggests that allowing access to security patches, even in the case
of illegal copies, would be effective in lowering system-wide costs, though offering
those patches may not be profit-maximizing for a given firm [22].

Moreover, risk communication, when combined with access to treatment
resources, has been effective in reducing prevalence in the public health sector.
Spain et al. demonstrated the effectiveness of at-risk communication at recruiting at
risk groups to utilize reproductive and preventative health care [38]. Several studies
demonstrate the effectiveness of Youth Peer Education services at referring at-risk
populations to appropriate clinics [12, 23]. When coupled with a voucher system
for care, use of clinics increases dramatically [8]. Thus, there are extant systems of
response and information that we can take advantage of in regards to encouraging
more secure behavior.
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The difference between the two populations are rate of recovery (�), responsive
to social pressure (� ), and decreased rate of infection (ˇ). Therefore the findings
above, of lack of efficacy of contact rate in the risk-averse population (ˇa), social
recovery rate (�aa), and recovery rate (�aa), are due primarily to the infectious
interaction that the risk-averse population exerts as well as the interactions between
these variables and the ability to become risk-averse before infection (ı) and the
difficulty to remain risk-averse (�). In future work we will extend the model to
include this feedback.

This model represents a theoretical model in the same vein as Kephart and
White’s initial model. However, there are ways to validate the model, but they
require better data than we currently have available. A series of cohort studies using
different Internet behavior and patch update strategies should be able to discover
whether or not risk-averse behavior leads to fewer infections. Watching secondary
infections from infected, monitored computers can reveal the effect of the infected
population, risk-taking and risk-averse included. As future work, we plan to use a
meta-analysis of available data to better estimate parameter distributions for a more
accurate picture of malware prevalence in terms of R1.

8.6 Conclusions

In this chapter we created and examined the parameters of a two-population
SIS epidemiological model in regards to global prevalence of malware. The two
populations, vigilant and non-vigilant, interact in many different ways (Fig. 8.2),
which affects R1, the equilibrium infected population. We examined single-
parameter variations within the vigilant population and the system as a whole to
identify key components to addressing the spread of malware.

In our first set of simulations, we examined the vigilant population in isolation,
seeking to identify the most effective parameter for reducing or removing malware
in that population. We found that within the single population it was possible to
completely eliminate malware spread by setting �aa C �aa > ˇa. We also showed
that adjusting the recovery rate �aa is the most effective way to reduce R1 in the
vigilant population.

In our second set of simulations, we looked at the entire system and tried to
find which parameters were effective at reducing global R1, while keeping the
infection and recovery rates (ˇ and �) in the non-vigilant population constant. Here
we find that, while we could eliminate the spread of infection within the vigilant
population by overcoming the infection rate, adjusting the vigilant parameters
had little effect on R1 and infections in the non-vigilant population drove the
infections. However, when we examined the parameters governing transitions from
non-vigilant to vigilant, we discovered several possibilities for infection control.

When we evaluated the transitions between uninfected non-vigilant and unin-
fected vigilant populations, we found that, while � was effective at making
more users vigilant, even a small population of infected non-vigilant users could
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negatively impact the vigilant population. Similarly, when we prevented users from
returning to the non-vigilant population, we could limit the infection spread to R1a .
However, this represents an unrealistic expectation of inelasticity (i.e., all users
demanding secure behavior, regardless of cost).

Examining the parameters governing the recovery of infected non-vigilant users
to uninfected vigilant users, we find that allowing users to clean and repair their
systems with updated and secure software is the most effective way to manage the
global prevalence of malware infection. Even at low levels, the ability to recover
to the risk-averse population (�ra) greatly reduces the global infection prevalence.
Additionally, while not as effective as the risk-averse recovery rate (�ra), the social
response recovery to the risk-averse population (�ra) is the next most effective
parameter. This suggests that coupling social response, along with access to updates
for all users, would be an effective measure for reducing the prevalence of global
malware.
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Chapter 9
The Privacy Economics of Voluntary
Over-disclosure in Web Forms
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Abstract The Web form is the primary method of collecting personal data from
individuals on the Web. Privacy concerns, time spent, and typing effort act as a
major deterrent to completing Web forms. Yet consumers regularly provide more
data than required. In a field experiment, we recruited 1,500 Web users to complete
a form asking for ten items of identity and profile information of varying levels
of sensitivity. We manipulated the number of mandatory fields (none vs. two) and
the compensation for participation ($0.25 vs. $0.50) to quantify the extent of over-
disclosure, the motives behind it, and the resulting costs and privacy invasion. We
benchmarked the efficiency of compulsion and incentives in soliciting data against
voluntary disclosure alone.

We observed a high prevalence of deliberate and unpaid over-disclosure of
data. Participants regularly completed more form fields than required, or provided
more details than requested. Through careful experimental design, we verified that
participants understood that additional data disclosure was voluntary, and the infor-
mation provided was considered sensitive. In our experiment, we found that making
some fields mandatory jeopardised voluntary disclosure for the remaining optional
fields. Conversely, monetary incentives for disclosing those same fields yielded
positive spillover by increasing revelation ratios for other optional fields. We discuss
the implications for commercial website operators, regulators, privacy-enhancing
browser standards, and further experimental research in privacy economics.
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9.1 Forms on the Web

Web users have been typing data into Web forms since they were added to the
HTML standard [4] in 1995. Web forms allow interactive search and retrieval
requests to servers, and to submit data to the Web server for further processing
and storage. The HTML5 working draft proposes richer semantics for Web forms,
including typed input fields which will only accept data of a specific kind or format,
such as valid telephone numbers or email addresses. The new draft standard also
recognises that Web forms may be used “for purposes other than submitting data to
a server” [38]. Indeed, the use of form elements to collect data and process it locally
inside the Web browser itself—typically using JavaScript—is already common on
the Web today. In a few cases, data processed in this way remains within the
browser; in most cases however, processed data is uploaded to a remote server at
a later point in time.

Consequently, the Web form is the primary mechanism by which companies
and governments collect personal data from individuals on the Internet today. Yet,
relatively little is known about the behaviour and privacy attitudes of individuals
when completing Web forms as part of completing a purchase or other commercial
transaction on the Internet. Previous work has shown that consumers do show some
reactance to data collection via forms: 25 % of Web users state that they have entered
false data into forms [6], and the most frequently entered incorrect data item is their
name [5].

Privacy aspects of Web forms have been studied more extensively in survey
research. For example, research into answer behaviour to sensitive questions has
shown that completion rates and data quality do not differ between on-line and
paper forms [21]; however, open-ended questions have higher response rates when
delivered on-line rather than via paper forms [9]. There remains disagreement
on where to place sensitive questions in a questionnaire [36]. Both practice and
academia variously advise placement at the beginning [1,14], in the middle [13], or
at the end [27].

Web surveys are typically implemented as forms. By analogy, research into
user behaviour and recommendations concerning online questionnaires would also
apply to transactional Web forms. However, Web forms and online surveys exhibit
a number of systematic differences: first is the motivation for completing them.
Whereas soliciting participation in surveys largely relies on social exchange theory,
the Web form is often a means to an end (e.g., getting a Web order shipped, setting
up an account), which should be motivation enough. Consequently, incentives such
as money, sweets, or a lottery—common for completing questionnaires—are rarely
found for transactional Web forms. Second, the visual appeal is different: the
stand-alone Web form typically spans a single screen page and is as condensed as
possible; a survey often continues over multiple pages and features elements such
as instructions, and a progress indicator. A questionnaire is the Web page, whereas a
standalone Web form is embedded into a Web page. Third, transactional Web forms
often feature text input fields which prompt users for data through field labels; a
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questionnaire asks questions, often closed. For many psychometric instruments, a
battery of items measured on a Likert-scale results in the visual appeal of a matrix
of tick boxes. Different activities are required from the user (ticking vs. typing;
making a judgement vs. mentally looking up some data). The data items requested
are also normally quite different, with the possible exception that surveys ask for
contact details for a follow-up or a prize draw.

Completing Web forms is a time-consuming business, and therefore anything
which can be done to ease the completion of a form has traditionally been considered
sensible. Consequently, user experience practitioners and browser vendors have
developed techniques to ease the completion of Web forms. This strand of research
focuses on lowering the cognitive and mechanical effort of completing forms:
label positioning (above the text field, on the left, below) and formatting (with
or without trailing colon), the mechanism for indicating mandatory fields (it is
rare [30], but commendable, namely with a red asterisk), and unified text field to
reduce tabbing and mouse-keyboard switching [2]. Although some practitioners
have strong opinions—for instance on label formatting—it does not seem to matter
as long as the user experience is consistent [20].

Autocompletion of Web forms debuted in IE4 in 1997 and was initially called
‘Form AutoFill’ [23, 24]. The browser uses a combination of cues, including
commonly used field names and names of previously completed fields, to match
them across websites. The browser can then suggest values for form fields it has
seen before, reducing the need to type the same information again. Today, autocom-
pletion is limited to values typed into text fields. For one-time or sensitive entries,
such as payment authorisation codes, Web form authors can prevent automatic form
filling for an entire form (or parts of it), thereby mandating interactive completion of
fields. Web users can configure their browsers not to store and suggest form values
and delete individual values from their autocomplete suggestions.

Website authors could also attach semantics to form fields regardless of naming:
each field may have a ‘VCARD_NAME’ attribute to draw information from the
‘Profile Assistant’, a local repository of identities [25]. For example, if a field is
marked as ‘vCard.Email’, Internet Explorer suggests email addresses previously
entered or stored in the Profile Assistant. Whilst the 29 names in the vCard
schema cover all practically relevant contact details, the ECML ‘Field Names
for E-Commerce’ defined in RFC 2706 and its successors expands on the idea
of semantic annotation by introducing further field names for billing addresses
and payment details [11]. Thirteen years later, in 2012, the Chrome browser
was criticised for proposing yet another naming scheme to mark up semantically
equivalent fields [8].

In the early 2000s, despite built-in browser support for the autocomplete feature,
there was also demand for third-party tools, such as FormWhiz [29] and Gator
eWallet. Gator eWallet called itself “the smart online companion” [15] and was
marketed to “fill in FORMS with no typing”. In addition to helping users complete
forms, it also transmitted first name, zip code and country to the GAIN Publishing
advertising network and served adverts back to the user [15] until it was shut down
in July 2006 [16].
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The emergence of the autocomplete feature led consumers to question whether
their privacy might be violated. For example, PC Magazine in 1999 asked “What’s
to stop a hacker from stealing your personal data [that] is popping up in the
AutoComplete window”? [31, p. 108]. Despite previously entered form data
being stored locally in an encrypted file, researchers were able to read out the
AutoComplete suggestions in all major browsers [37]. In summary, Web developers
were encouraged to use autocomplete because it can “collect demographic data
more easily” and faster [22], the common assumption being that the form itself is a
nuisance or a “pain” [39, p. 19]. Yet, we are unable to find any thorough study or
analysis which demonstrates the extent to which the use of autocomplete encourages
data entry on Web forms.

Seemingly obvious assumptions regarding Web form completion have shown
surprising results before. In the economics of privacy, it is regularly assumed that
monetary or other incentives would encourage Web users to ignore their privacy
concerns when filling out Web forms [34]. Yet, recent research has found that
consumers show no preference for merchants with less privacy-invasive Web order
forms even when all other parameters (such as product and price) are equal [3].

Contribution. In summary, the behaviour of individuals, and their motivations,
when providing personal data via a Web form has not been studied rigorously
before. Practitioners’ literature and blogs abound with design guidelines for online
forms on how to ease completion, but the advice is given without reference to any
study or data. Evidence from survey research is related but not readily applicable.
In this chapter, we deliver what we believe is the first experimental study into Web
users’ behaviour when providing personal information via a form. We quantify the
amount of data provided, the costs of revealing it, and the motives for voluntary
over-disclosure of data. Finally, we also benchmark the efficiency of incentivised
data collection against voluntary and mandatory data disclosure.

Outline. We briefly revisit motives for voluntary data disclosure (Sect. 9.2) before
outlining our research hypotheses (Sect. 9.3) and study methodology and design
(Sect. 9.4). We give some descriptive statistics on the sample and their observed
form-filling behaviour (Sect. 9.5) before turning to the analysis (Sect. 9.6). Man-
agerial implications and pathways for regulation are discussed before concluding
(Sect. 9.7).

9.2 Potential Motives for Over-disclosure of Personal
Information

Based on the existing literature and common sense, we briefly review potential
explanations for why Web users provide more information on forms than necessary.
We focus on the initial act of over-disclosure and not subsequent failure to limit
access to the information after it has been disclosed, for instance because of
unusable privacy controls.
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Over-disclosure by accident. The Web user may reveal more information than
requested by accident or out of negligence. The user may ignore the optional status
of some of the form fields, perhaps due to the lack of visual cues, deliberately
misleading cues, or because she did not read the instructions carefully. This also
includes the case of not reading the field labels and typing in more data or more
detailed data than is strictly required.

Over-disclosure by proxy. A technical mechanism, such as the autocomplete
feature described earlier, or a third-party filling out a form on someone else’s behalf,
may result in more completed form fields than the data subject intended.

Limit disclosure is costly. In analogy to ‘limit pricing’, we use the term ‘limit
disclosure’ for disclosing on the edge of mandatoriness. This is difficult: the user
may know that some form fields are optional, but is unable to identify them without
incurring search cost. For example, if optional fields are not explicitly marked on the
page, the user may need to submit the form multiple times with increasing amounts
of personal data to determine which subset of the data is truly mandatory before the
form is submitted successfully. A risk-averse user may be afraid of losing her entire
form submission if she omitted a field. Reading instructions may also be viewed as
prohibitively costly in terms of time or cognitive effort, and users may believe it is
easier to complete all the fields.

Building social capital. Additional data may be provided in order to “look good”
or otherwise stimulate a desired effect. It is a major driver for data disclosure on
social networks while seeking mates [12] or job hunting. The analogy to the job
market is particularly pertinent in our case, as our experiment is deployed on a
crowd-sourcing platform. There could also be a social norm to over-disclose, the
violation of which may hurt one’s social capital.

Expecting a monetary return. The Web user may expect (to qualify for) a
monetary return now or in the future, whether directly in the form of a discounted
price, or by receiving promotional offers. To some extent, this explains voluntary
data disclosure on online social lending platforms [7].

Expecting a non-monetary return. In the context of online shopping, disclosing
(behavioural, preference and profile) information unlocks personalisation, this in
turn makes it easier to find products of interest [28]. Further, in the context of online
surveys, the respondent may anticipate that answering questions—despite them not
being mandatory—will shape public opinion in a manner favourable to her.

Expecting infrastructure improvements. “Voluntary information spillovers” [17]
promise economic profits if the information is picked up by companies to innovate
products that meet a yet unsatisfied demand; this might be particularly pertinent, if
exploiting the information oneself is infeasible or would yield inferior results. The
theory of free revealing was originally developed for intellectual property, but we
see it could apply to personal information, such as health information, as well.
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Acting reciprocally. Reciprocity is a personality trait that facilitates voluntary
disclosure of personal information in the context of social exchange. In surveys,
social exchange is a strong driver towards participation [18], and incentives
significantly increase response rates [19], until saturation is reached [32]. The user
communicates gratitude, and returns a favour by revealing non-mandatory data
items.

Acting benevolently or altruistically. Data might be provided out of kindness for
the person, or organisation behind the Web form. In this scenario, the user fills out
optional fields of the form even in the absence of personal benefit. There may also
be the desire to help altruistically, and this leads to the assumption that filling out
the form will help.

Personality. Some people like talking about themselves. The Web user’s person-
ality may be such that she enjoys disclosing information about herself. Filling out
forms is subjectively rewarding.

9.3 Research Hypotheses

Our analysis is guided by eight research hypotheses which are designed to tease
apart the motivations for over-disclosure as discussed in Sect. 9.2. Our hypotheses
also quantify the conditions when over-disclosure will (not) occur. The eight
hypotheses are:

H1: Web users provide more personal information than requested by a form, even
though they realise there is no prospect of monetary reward for doing so.

H2: The base utility the Web user reaches by submitting the form does not
determine the extent of over-disclosure.

H3: Over-disclosure of personal data is not an accident.
H4: Over-disclosure is costly to the user.
H5: Over-disclosure is not seen negatively.
H6: Users have good reasons to over-disclose personal information.
H7: Making some form fields mandatory reduces disclosure for the remaining

optional fields.
H8: A reward for some form fields reduces disclosure for the remaining optional

fields.

We motivate H2 as follows. For example, if a website pays users $2 for the
form, they will not disclose any more optional information on the form than if
they were paid $1. Analogously, volunteering information to a Web shop during
checkout will be independent of the value of the product purchased. Experiments
have also shown that the expected non-monetary benefits (e.g., personalisation) do
not determine the extent of over-disclosure [33]. With regard to the exact differences
in monetary incentives, we feature two different base rewards in our study ($0.25
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vs. $0.50, Sect. 9.4.5); previous survey research found no effect on response rate
between those two [19].

9.4 Experiment Methodology

9.4.1 Not a Survey

In privacy economics, surveys are known to yield results with low predictive value
for real-world encounters (e.g., [33]). Laboratory and field experiments produce
observations with better ecological (external) validity, although there may be
trust biases from the ‘secure’ environment of a university laboratory. The single
most important problem with survey-style methodologies is the lack of incentive
compatibility when actions or preferences are stated rather than performed or
expressed.

Although our design may look like a survey to the casual observer, we stress
it is actually a field experiment: instead of asking whether respondents would
reveal some personal information, we actually asked for those very data items.
Participants did not state a willingness to disclose, but provided personal details
at their discretion.

9.4.2 Form Design and Instructions

Figure 9.1 shows a screenshot of the form we asked participants to complete.
We did not provide a cover story for data collection nor did we offer any
explicit indication of the purpose for data collection. The form was headed “About
yourself”. The instructions written above the form, detailing which questions
were mandatory, differed slightly depending on the treatment administered to the
participant (Table 9.2). We deliberately ensured that all the data collection took
place on a single page and ensured that it was clear that submitting the form also
finished the task for the participant. The form itself did not mention the University
of Cambridge, in words or pictures.

All information was collected using text fields. We did not use drop-down lists,
radio buttons or tick boxes, even for questions soliciting a yes or no answer. All text
fields had the same visual dimensions and we did not perform any input validation.
Participants could enter data in any format they wished. For instance the field asking
for date of birth did not require the participant to enter data in a specific way. Also
partial input of day, month and year was possible. All field labels were phrased
as questions, numbered, and were edited by a native English speaker. Due to the
location of the participants, American English spelling (e.g., “favorite color”) and
currency (e.g., “$100”) were used throughout. We took care to keep questions short,
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Fig. 9.1 Web form used for the experiment; shown are the instructions used in treatment T50.
‘HIT’ denotes a task on the crowdsourcing platform we used. This form was embedded in a frame
on the crowdsourcing platform, but no other elements were shown. The right-hand side gives the
proportion of participants who completed each field in T50 (for all treatments, please see Fig. 9.2).
The check questions 5 and 6 were completed by all participants by design

and make sure they were of comparable length. In particular, we made sure that the
check questions (5 and 6, Fig. 9.1) did not stand out visually. There was no visual
mark for those questions, such as an asterisk, to indicate they were mandatory.

9.4.3 Question Selection

We asked participants 12 questions as shown in Fig. 9.1. There was no randomisa-
tion in the order of the questions. Questions covered a variety of phrasings, including
Wh-questions (When, Which, What: : :), inversions (Are you, Is it: : :), and with an
auxiliary (Do you: : :).
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The questions include identity-related and profile information, previously identi-
fied as sensitive personal information in another study [33]. We did not ask for data
items that could directly identify an individual, such as email address or full name.

Some questions were worded to encourage a yes or no answer (e.g., 4 and 7) or
a more elaborate response (e.g., 1 and 9). Every question could be answered with a
single word or date. However, we deliberately gave respondents the opportunity to
be more talkative: we expected at least some of the participants to elaborate on their
yes/no answers. The questions selected fall in multiple, overlapping categories:

• Identity/family: Questions 1, 2, 4, and 11 ask for information typically found on
an identity card (name, city, date of birth) or relate to the family (siblings and
again name, date of birth).

• Profile: Questions 3, 7, 8, 9, 10, and 12 ask for profile information in a
broad sense, including the user’s current spatio-temporal context. Some of
these questions require a judgement (3, 10, 12), others are factual (7, 8, 9).
Orthogonally, some questions relate to the respondent’s personality (namely,
3, 12), whilst others explore the technological context (9).

• Check questions: Questions 5 and 6 were the only questions that were always
mandatory. These were included to check whether respondents had read and
understood the instructions. Depending on the treatment, different answers were
correct. Note that for the bonus check question, we intentionally asked about
the participant’s expectation (“Do you expect: : :” rather than “Is there: : :”): the
belief in a payment determines behaviour.

• Easily verifiable: Answers to questions 2, 5, 6, and 9 are easily verifiable as they
are factually right or wrong (5, 6) or can be checked by referring to meta-data
(IP geo-location, HTTP request header).

• Potentially verifiable: Some answers could be verified by requesting the partici-
pant submit a photo of an ID card (1, 4, 11). This is not feasible however, as such
verification is against the terms and conditions of the crowd-sourcing platform
we used.

• Non-verifiable: Even with offline contact, some data items remain unverifiable
(3, 7, 8, 10) by lack of omniscience.

• Sensitive information: Health information (10) is considered particularly sen-
sitive (for example, it is listed amongst the “special categories of data” in the
EU Data Protection directive); Web users themselves are regularly reluctant to
share financial information (8), although there could be reputation gains from
disclosing spending. Besides special data, date of birth (11) is one of the data
items that consumers are least willing to provide online [3].

9.4.4 Sampling and Deployment

We used Amazon’s Mechanical Turk (mTurk), a crowd-sourcing platform, to
conduct our field experiment. On mTurk, requesters like us create and publish
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tasks, called HITs (originally an acronym for ‘Human Intelligence Tasks’). HITs
are typically short and pay a few US cents. Workers (participants) choose the tasks
they want to work on and submit their work, which is then accepted or rejected by
the requester. Requesters can require qualifications for their tasks, such as location,
experience or past performance of the worker.

Our choice of deployment had some implications for question selection: To
comply with the terms and conditions of the mTurk platform, we did not ask for
data items that could directly identify an individual, such as address details, full
name, phone number or email address. This is particularly important as workers on
the mTurk platform avoid tasks which contravene the terms and conditions. Workers
fear they might not get paid for completing these tasks. We received no complaints
for the data items requested in the final design.

The mTurk platform allows participants to preview the form before deciding
to work on it. Consequently, we expected a few cases of non-response from
participants. The ability to abandon the form after previewing it and not entering
any data is important: it mirrors Web users’ ability to navigate to an alternative
Website if they are dissatisfied with the data collection practices of an operator [30].

On mTurk, the experiment was advertised as “Short survey—fast approval”
with the description “Five-minute survey with fast approval”. We decided the
description should not reveal any more detail than the title of the task. By default, the
advertisement included our requester name, “University of Cambridge”. Amongst
the mTurk worker population, “survey” is the term commonly used to describe all
tasks that are published by research organisations. We decided that pretending not
to be a research organisation would have been deception and harmed the internal
validity of our study. Potential trust biases are discussed in Sect. 9.7.

By default, mTurk lists available tasks in the order in which they are advertised.
Accordingly, our task moved down the list of available tasks as time progressed and
therefore became less prominent. We chose not to re-advertise the task since this
would allow a worker to participate in our experiment a second time. Consequently,
we cannot use participation frequency as a sensible metric for unit non-response.

Before beginning any data collection, we obtained approval for our study from
the Ethics Committee at the University of Cambridge Computer Laboratory.

9.4.5 Treatments

We piloted the form on 40 participants. No changes were necessary to the form
itself, but we did learn that our initial estimate of the payment required to encourage
participation ($0.65) was overly generous, and we decreased the payments for the
main study to $0.50 and $0.25 depending on treatment type. Note that this payment
acts as a show-up fee and is unaffected by actual data disclosure.

We varied treatments by task compensation and the amount of mandatory data.
The low data requirement means that only the two check questions were mandatory.
In the high data requirement, weather and favourite colour were mandatory answers
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Table 9.1 Treatments with number of valid observations. ‘p’ indicates
the pilot session

Data requirement Compensation

Minimum Extra $0.25 $0.50 $0.65

High — T25: 209 T50: 445
Low — T25: 202 T50: 216 Tp65: 38
Low Bonus for high TB25: 181

Table 9.2 Instructions by treatment

Treatment Instructions

All Please provide some information about yourself
T50, T25 Questions 3, 5, 6 and 7 are mandatory. All other fields

are optional. There is no bonus for this HIT
T50, T25, Tp65 Questions 5 and 6 are mandatory. All other fields are

optional. There is no bonus for this HIT
TB25 Questions 5 and 6 are mandatory. All other fields are

optional. You will receive a $0.25 bonus when
completing fields 3 and 7

in addition. A 2 � 2 full experimental design was used (Table 9.1). The instructions
given on the form were amended to reflect the number of mandatory answers
(Table 9.2). In a fifth treatment, TB25, we only mandated the two check questions, but
awarded an extra payment (‘bonus’) of $0.25 to those participants who voluntarily
answered the questions regarding weather and favourite colour. Each treatment was
administered to 250 participants, with the exception of T50, which was administered
to 500 participants.

The treatments were deployed as batches on Thursdays and Saturdays in January
and February 2012. A two-tailed Mann-Whitney U test on the two batches forming
treatment T50 indicates that the weekday of deployment does not affect response
behaviour for sensitive data items (first name, date of birth: p D 0:94), or
non-sensitive data items (weather, favourite colour: p D 1:00). We did not advertise
or promote our experiment other than list it as a possible task or HIT on the mTurk
platform. Consequently, participants self-selected to take part. We required workers
to be based in the United States but placed no further restrictions on participation.
Repeated participation was prevented.

9.4.6 Follow-up Questionnaire

We actively followed up with participants after they had submitted the form. At least
1 day later, they received an invitation to complete a feedback questionnaire for an
additional payment of $0.65. Response rate on the follow-up was 74 %.

We reminded the participant of the original form they completed with a small
screenshot, and then asked a series of 12 questions regarding their motives for
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participating, time spent, enjoyment, and willingness to participate in a similar
study; finally, we asked them whether they had revealed any personal or sensitive
information, and, if so, which data items they considered as such.

Depending on their original submission, we also asked the participants for their
motives for (not) telling us their date of birth. We asked for expected data use,
and whether they had any objections against us sharing their data with an online
shop. Reciprocity as a personality trait was measured with six-item battery of
pre-established reliability [35, Question 126].

9.4.7 Data Processing and Coding

All responses were manually coded by a single skilled analyst prior to analysis.
We excluded all participants without correct answers to both check questions. The
proportion of correct answers was 72 % for TB25 and varied between 81 and 89 % for
the other, non-incentivised treatments. Whilst a Kruskal-Wallis test indicates these
differences across all treatments are significant (p < 0:0001), pairwise two-tailed
Mann-Whitney U tests over all treatment combinations do not find systematic
variations between the treatments. If it is true that the most diligent workers choose
to undertake tasks more quickly than average workers, then this might explain the
decline in submission ratios, since the tasks were scheduled sequentially (with TB25

administered last).
We checked the respondents’ answers for plausibility. Because of the limitations

associated with the mTurk platform, we could not fully verify their submissions.
The percentage of obvious fake answers was very low, probably because response
to most fields on the form was optional.

Taking the example of first name for illustration purposes, we have 1,110 correct
submissions across all treatments except for TB25, whose 181 correct submissions
we considered separately. Amongst all respondents, 824 (74 %) provided their full
first name, 1 % initials only, and 25 % did not provide an answer. A single one
respondent submitted a first name which is very likely to be fake (“Gaius Julius”).

For analysis purposes, we group T50 and T50 as the high-paying (hereafter
denoted collectively as T50) and T25 and T25 as the low-paying treatments (denoted
T25) respectively. T50 and T25 are grouped as the treatments with low data
requirements (denoted T?) and T50 and T25 as those with the high data requirements
(denoted T?).

9.5 Descriptive Statistics

Figure 9.2 shows the proportion of respondents who provided each data item, broken
down by treatment. Across our sample, full date of birth was the data item omitted
most often. Of all submissions, 57 % included full details, that is day, month and
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Fig. 9.2 Proportion of
respondents who provided
each data item, broken down
by treatment. The data items
are ordered by their order of
appearance in the form. Solid
lines represent treatments
with a high data requirement
(T?) for which favourite
colour and current weather
were mandatory. Black lines
correspond to treatments with
a low base reward (T25)

year; 68 % provided parts of their date of birth. Details about the date of birth were
submitted significantly less often than the second- and third-most-often omitted data
items, which were spending and first name (two-tailed paired t-test: p D 0:005 and
p < 0:0001 respectively). We will thus consider date of birth the sensitive item.
Spending is a profile-related data item; the low response rate for this question may
also originate in respondents’ inability to recall their last major purchase. Answers
concerning weather and favourite colour were included most frequently.

Neither in the form, nor in the follow-up did we ask for demographics. All the
same, age and gender may be inferred for those who gave us their date of birth and
first name. These details may be fabricated, just like answers to direct demographic
questions. The reported year of birth ranged from 1941 to 1996 with a median of
1981, corresponding to an age of about 30 years at the time of the experiment, after
outlier correction. The cohort of the 1980s accounts for 41 % alone. When dividing
the entire participant population at the median age, there is a significant (p < 0001,
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Table 9.3 Prevalence of the eight most common browsers used by our
participants (IE: Internet Explorer). 50 of the 67 participants using a Firefox
older than version 6 were users of version 3.6.

Count by version lag

Browser total Current version �0 �1 �2 �3 older

Firefox 422 9 242 27 11 6 67

Chrome 365 16 321 2 3 1 7

IE 221 9 80 105 35 1 0

Safari 68 5 63 4 1 0 0

iPad 11

Opera 9

Android 5

Chromium 2

two-tailed t-test) trend that older participants answered fewer questions. However,
age only explains 2 % of the variance in completion rates and the effect size is
minute. On average, the older half provided 0.18 items less than the younger half of
participants.

We guess participants’ gender by matching their first names against the list of
common first names from the 1990 US census. For ambiguous names, the dominant
gender is chosen. According to this inference, 34 % of participants were male and
33 % female. For the remainder, the first name was not given or could not be found in
the census name files. There is no significant difference in completion rates between
the males and females (p D 0:22, two-tailed t-test).

Of all respondents, 99 % had JavaScript enabled in their browser; 2 % were
participating through a mobile device. Of all respondents, 66 % (78 %) were running
the most (or second-most) recent version of their browser, as far as we could tell
from the HTTP request headers (Table 9.3). Our sample was using more recent
browsers than the general online population [26]. The four most prevalent browsers,
Firefox, Chrome, Internet Explorer and Safari, accounted for 97 % of all observed
browsers.

As part of the form, we asked participants for the browser they were using.
Nineteen per cent left this field blank. Amongst those who provided an answer,
96 % correctly named their browser identified from the HTTP request headers.
Less than 2 % provided an incorrect answer, such as “Google?”, “Windows 7”
or “Word”. The remaining 2 % indicated a browser that did not match the HTTP
headers; from mTurk Web forums, we know that some workers use several browsers
simultaneously.

Such high awareness of browser type, and the use of such modern browsers,
suggests that our sample may have a higher-than-usual level of computer literacy.
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9.6 Analysis

9.6.1 Multivariate Analysis into Disclosure Behaviour

In addition to analysing systematic associations between the participants psycho-
metrics, attitudes and their disclosing behaviour (Sect. 9.6.2 and following), we
performed multivariate ordinal logistic regressions into the number of data items
disclosed and the disclosure of date of birth in particular. The �2-Log-Likelihood
model fitting criterion exhibited a very good significance in both cases (p < 0:0001,
Chi-square test). Treatment parameters (base reward T50 vs. T25, data requirement
T? vs. T?, presence of a bonus), response to the check questions, the browser used
by the respondent, enjoyment, motives for participating, and perceiving data as
sensitive or personal were used as categorical factors, plus reciprocity (negative and
positive) as a metric covariate. We report the relevant factors here; the full parameter
estimates are available from the authors.

If the correct completion of the check questions are taken as an indicator
of having read and understood the instructions, then date of birth is disclosed
significantly more often when the instructions are not understood (p < 0:0001).
Disclosure decreases when the data provided is perceived as personal (p D
0:003). Enjoying the form significantly increases disclosure (p D 0:002). Neither
reciprocity, nor any of the different motivations for participating and submitting the
form are systematically associated with disclosing behaviour for date of birth.

The total number of data items provided above and beyond the check questions is
also not systematically influenced by reciprocity as a personality trait. Amongst all
coded motivations, only enjoyment increases disclosure weakly significantly (p D
0:09). Again, not passing the check questions results in more data items provided
(p D 0:02). Differences between the treatments are without systematic influence.
As an aside, users of Internet Explorer are more likely to fill in more data fields (p D
0:004). Anecdotally, using an old version of a browser instead of a current one is
associated with fewer data items being provided (not significant). Higher computer
literacy decreases privacy concerns [10], which could facilitate over-disclosure.

Results from regression analysis suggest that differences in payment, as the
independent variable manipulated across treatments, does not impact on disclosing
behaviour. There is however strong evidence for over-disclosure by accident due to
not reading the instructions.

9.6.2 Hypothesis 1

Web users provide more personal information than requested by a form, even though they
realise there is no prospect of monetary reward for doing so.
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In all but two treatments in our experiment, questions 5 and 6 were mandatory
and all other questions were optional. In T?, questions 3, 5, 6 and 7 were mandatory
and all other questions were optional. A data item is revealed significantly less often
when it is optional instead of mandatory (Fisher’s exact test on favourite colour
and sunny weather in treatments T? vs. T?: p < 0:0001). Across all treatments,
optional questions were answered by a significant proportion of the participants
(Fisher’s exact test on full date of birth in T25 as the limit case of lowest disclosure:
p < 0:0001).

Hypothesis 1 is therefore supported. We also found strong and significant
evidence for overly detailed disclosure, as discussed below (Sect. 9.6.5).

9.6.3 Hypothesis 2

The base utility the Web user reaches by submitting the form does not determine the extent
of over-disclosure.

For analysis, we combine all treatments with low base reward, T25, and all with
high base reward, T50, respectively. For low-sensitivity data items, the disclosure
ratio1 increases significantly with the base reward (weather: p D 0:001, favourite
colour: p D 0:001; G-test); it also increases in the base reward for medium-
sensitivity data items (good person: p D 0:003). For date of birth and first name,
however, the high-sensitivity data items, there is no significant association of the
reward level and the disclosure behaviour.

Hypothesis 2 is therefore partially supported for high-sensitivity data items,
but otherwise rejected. The results do not differ by high or low reciprocity as a
participant’s personality trait. Note that in this experiment, with the exception of
the bonus treatment TB25, the base reward was independent of participants’ actual
disclosure.

9.6.4 Hypothesis 3

Over-disclosure of personal data is not an accident.

Two check questions were built into the form, the answers to which revealed
whether or not the participants had read and understood the instructions. Of
all participants, 93 % correctly identified that none of the answers (except the
check questions themselves) were mandatory. We observe that over-disclosure is

1Revelation ratio or disclosure ratio is the proportion of times that a given input field on a form
was completed versus the total number of times this form was submitted.
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significantly more prevalent amongst those who did not read the instructions (date
of birth: p < 0:0001, 67 % vs. 87 %; good person: p D 0:0001, 81 % vs. 90 %;
Fisher’s exact test). Nevertheless, the majority of participants who understood the
instructions over-disclosed (Sect. 9.6.2).

The participants knew they had disclosed personal information. In the follow-up
questionnaire, 62 % of all participants indicated their submission contained personal
data, and 8 % felt this personal data was sensitive. In an open-ended questions
without any prompts, respondents to the follow-up named data items considered
sensitive. Date of birth was listed as sensitive by 2 % of all respondents, or 43 % of
those who gave some data item in their free-text responses.

There is a significant positive association between completing a field in the
form and indicating, in the follow-up questionnaire, that the participant felt they
had revealed ‘personal’ information (date of birth: p < 0:0001, good person:
p < 0:0001, weather: p D 0:003, favourite colour: p D 0:001; G-test). Only the
provision of date of birth made participants describe their submission as containing
‘sensitive’ information (p < 0:05).

We conclude that information was, first, provided knowingly voluntarily, and,
second, perceived as personal. Hypothesis 3 is therefore supported.

9.6.5 Hypothesis 4

Over-disclosure is costly to the user.

The user has to spend more effort completing optional fields. This effort includes
both the time taken and the physical typing activity. We observe that participants
who complete all instead of none of the optional fields take significantly longer
(p < 0:0001, t-test). A regression analysis reveals that participants spent around 57 s
reading the form plus additional 3.5 s per field completed (p < 0:0001, t-test on the
regression coefficients; outlier detection based on inter-quartile range). Completion
times are depicted graphically in Fig. 9.3. Interestingly, most participants largely
over-estimate the time spent on the form. In the follow-up questionnaire, 86 % of
respondents had an estimate of the time spent that exceeded the actual time. For
13 % of the participants, their estimate was more than 10 times larger than the actual
time.

Participants who over-disclose also have to type more. The minimum number of
characters typed in total increases linearly in the number of fields completed at a
rate of 4:0 characters per field (p < 0:0001, t-test on the regression coefficients;
outlier detection based on inter-quartile range; 98 % variance explained). However,
the median number of characters typed in total increases quadratically (!) in the
number of fields completed (99 % variance explained).

As a special case of over-disclosure, we consider overly verbose answers to
simple questions, taking the example of weather and spending. For this analysis,
we distinguish between three levels of disclosure, again, only considering correct
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Fig. 9.3 Time spent on completing the form and number of participants, by number of fields
completed on top of the check questions

submissions: field left blank, simple answer provided, simple answer given with
details that were not asked for. Examples for responses of the latter type include:
“No. It’s currently cloudy and rainy” or “no, its cloudy and snowing” when asked
for sunny weather, and “last week on textbooks” or “4 days ago getting groceries”
when asked when they last spent over $100. 6 % of all participants answering the
weather questions provided details that were not asked for; 14 % of those indicating
the time of their $100+ purchase also indicated the purpose of spending. In both
cases, the prevalence of overly detailed answers is significant (p < 0:0001, Fisher’s
exact test).

From the consistent evidence, we conclude: Hypothesis 4 is supported.

9.6.6 Hypothesis 5

Over-disclosure is not seen negatively.

We were concerned that participants might have over-disclosed personal infor-
mation involuntarily. Norms and perceived expectations could compel users to
over-disclose. The evidence from the follow-up questionnaire indicates otherwise:
From the follow-up questionnaire, we know that 98 % of all participants enjoyed
completing the form. Acknowledging that taking the follow-up may have introduced
a sampling bias, we observe that this share corresponds to 74 % of all of the original
participants. Of all respondents to the follow-up, 99 % (or 74 % of the original
sample) said they wanted more of these form-filling tasks in the future.
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Given the high prevalence of enjoyment, more fine-grained analysis is limited
by the low number of those who did not enjoy the task. We combine treatments
by their data requirement and take the example of date of birth. Regardless of the
data requirements, there is no significant association between enjoying the form and
disclosing (T?: p D 0:22, T?: p D 0:57, Fisher’s exact test). Also, enjoyment as a
motivation to participate is not systematically associated with over-disclosure (T?:
p D 0:17, T?: p D 0:90, Fisher’s exact test). The non-significant trend shows that
enjoyment was more prevalent amongst those who provided their date of birth.

Hypothesis 5 is therefore supported.

9.6.7 Hypothesis 6

Users have good reasons to over-disclose personal information.

Using an open-ended question, we asked participants in the follow-up question-
naire why they had completed the form in the first place. The free-text answers were
coded into up to three reasons for each respondent. Money had motivated 54 %
to participate. This comes as no surprise since we recruited our participants on a
crowd-sourcing platform. The form looked easy to 30 %, so they completed it.

Of all respondents, 15 % indicated they had participated out of joy; 25 % because
it was interesting. Original responses include: “I enjoy filling out surveys”, “I enjoy
doing surveys as a way to destress [sic]” or “It looked interesting, fun and easy
to do”. This is opposed to the received wisdom that form-filling is a nuisance.
To have their opinion heard or to help research was named by 3 and 8 % of the
follow-up respondents respectively. Exemplary answers include: “I think it’s really
cool to be part of a statistic analysis, to contribute my thoughts and experiences
to a collective body of information”, “my information goes towards creating a
change in something”, “the opportunity to present an underrepresented demographic
(conservatives, mothers) in surveys” or “I like taking surveys to get my opinions
heard”. This is in line with the motives for over-disclosure identified in Sect. 9.2.
Those being motivated by helping research named both the researcher and research
per se, such as: “I enjoy helping researchers”, “Any help I can be for research, I am
glad to do” or “I appreciate helping (even if only a little) with research”.

These motives work towards completing specific fields in the form (e.g., for
opinion shaping) and completing more fields on the form (e.g., when wanting to help
research). They can be understood as antecedents for over-disclosure. There is a high
proportion of participants motivated by the base reward or the form itself, combined
with the low proportion of those who used the form to express opinions (2 %), or
were motivated by trust in the university (4 %). This is promising as it hints that our
results might have more general validity. A G-test for each treatment individually
and for all treatments together indicates that over-disclosing date of birth, being a
good person and favourite colour, does not depend on whether participants were
motivated by money or not.
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Respondents who provided more data items (nine or ten versus eight and below
completed fields) also enjoyed the form more, although the direction of a causal
relationship, if any, remains to be determined (approaching significance: p D 0:06,
G-test).

We also saw evidence that participants were motivated by other reasons named
under Sect. 9.2, to disclose more personal data than required. We report anecdotally
some of the reasons given for disclosing date of birth. Respondents abided by
social or self-imposed norms to submit a full form: “I feel a certain obligation
to completely fill out surveys”, “A completionist [sic] instinct”, “because it was
asked”, “Completeness”, “i felt that i should complete all aspets [sic]”, “I like to
fully comply with requests”. The last example in particular indicates that the socially
desirable behaviour for an optional field may be to complete it rather than skip it.
The desire to be helpful (in an altruistic or reciprocal sense) was also frequently
reported.

Entering the data also happened habitually (“Force of habit”, “Habbit [sic]”,
“habit”, “I probably automatically put it down without thinking”). Many respon-
dents reported they did not know why they had provided their date of birth, which
indicates the lack of a conscious decision (or deliberation)—a strong sign of a habit.
We even observed cases of extroversion (“I have a unique birthday, it being on
christmas [sic], so i just wanted to share”).

Some participants anticipated future payoffs and intended to improve their social
capital on the platform (“to boost my mturk hit approval rate”, “Even though it was
optional, I thought that if I did not disclose the information, you would be unable to
classify me for future HITs and I would miss out on the opportunities”).

From the combined evidence, we conclude: Hypothesis 6 is supported.

9.6.8 Hypothesis 7

Making some form fields mandatory reduces disclosure for the remaining optional fields.

We compare data disclosure in treatments T? and T? to see if the mandatory
revelation level makes a difference for the disclosure of the remaining, optional
fields. In T?, weather and favourite colour were mandatory; they are two data items
revealed voluntarily most often in T?.

Making two low-sensitivity fields mandatory decreases the revelation ratio for
the high-sensitivity item date of birth (p < 0:02, G-test) as well as for the medium-
sensitivity item of being a good person (p < 0:04, G-test).

We now only consider participants who provided answers to questions 3 and 7,
regardless of whether they were in a treatment where these questions were manda-
tory or optional. Amongst this cohort, disclosure behaviour for the remaining fields
depended on whether questions 3 and 7 were marked as mandatory or optional.
The average number of fields completed when questions 3 and 7 were marked as
mandatory is reduced by about 1.3 fields in T? compared to T? (p < 0:0001,
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two-tailed t-test). The data therefore suggests that as the number of mandatory fields
in a form is increased, the total number of completed fields reduces. Also negatively
affected is the revelation ratio for date of birth: fewer participants are willing to
disclose it in T? than in T? (p < 0:0001, G-test).

Hypothesis 7 is therefore supported.

9.6.9 Hypothesis 8

A reward for some form fields reduces disclosure for the remaining optional fields.

We benchmark incentivised disclosure against voluntary and mandatory disclosure
by comparing TB25 with treatments T25 and T50. T25 is the limit case for TB25

respondents who do not accept the incentive; T50 is the limit case for those who
choose to collect the incentive through extra disclosure.

Incentives yield a similar disclosure ratio as mandatoriness (TB25 vs. T?: p D
0:55, Fisher’s exact test). They improve disclosure for fields that are optional (TB25

vs. T?: p < 0:0001, Fisher’s exact test).
To our surprise, we do not see evidence for crowding-out of incentives, whereby

a monetary incentive would replace the intrinsic motivation and yield an overall
lower inclination to cooperate. On the contrary, there is strong evidence for
crowding-in. When comparing TB25 and T50, we find that incentives for disclosing
low-sensitivity data also increase disclosure for the remaining, optional, medium-
and high-sensitivity fields on the same form (good person: p D 0:002, date of birth:
p < 0:001; Fisher’s exact test).

Hypothesis 8 is therefore rejected and we find significant evidence for the
opposite relationship.

9.7 Summary and Discussion

Forms are ubiquitous on the Web. They are the primary mechanism used to collect
personal information relating to one’s identity or profile. They are the metaphor for
the explicit invasion of privacy.

The received wisdom is that completing Web forms is a nuisance. User experi-
ence practitioners have argued for various styles to make the form filling exercise
more comfortable. However, their design recommendations do not appear to have
been backed by empirical evidence. At the same time, browser vendors and add-on
programmers have eased the mechanics of form filling, in particular through the
autocomplete feature.

In privacy economics, we are interested in two aspects of filling in forms: the
time spent (including mechanical effort) and the invasion of privacy. The traditional
assumption is that Web users complete as few fields as possible on a Web form to



204 S. Preibusch et al.

Table 9.4 Summary of findings from the field experiment: overview of supported and rejected
hypotheses and operationalisations used. The worst significance level is reported if the same
operationalisation applied to several data items of different sensitivity (sensit.); no significance
levels are reported for operationalisations based on pure occurrence

Hyp. Support Operationalisations Signif./prop.

H1 Supp. Optional revealed less often than mandatory p < 0:0001

Optional revealed more often than necessary p < 0:0001

H2 Partial Discl. ratio increases in base reward (low sensit.) p D 0:001

Discl. ratio increases in base reward (medium sensit.) p D 0:003

Discl. ratio increases in base reward (high sensit.) n.s.
H3 Supp. Not reading instructions and over-disclosure p D 0:002

Over-disclosed subjectively personal information p D 0:003

H4 Supp. Over-disclosure is time-consuming p < 0:0001

Overly detailed disclosure is prevalent p < 0:0001

H5 Supp. Enjoying the form n/a: 98 %
Wanting more of such forms n/a: 99 %
Over-disclosure and enjoying less p D 0:19

Over-disclosure and less motivated by joy p D 0:32

H6 Supp. Motivated by joy n/a: 15 %
Motivated by interest n/a: 25 %
Motivated by ease n/a: 30 %
Motivated by opinion shaping opportunity n/a: 2 %
Motivated by contributing to science n/a: 8 %
Motivated by monetary prospects n/a: 54 %
Motivated by trust in university n/a: 4 %

H7 Supp. Medium sensit. revelation ratio p < 0:04

High sensit. revelation ratio p < 0:02

Average number of fields completed p < 0:0001

High sensit. revelation ratio given compliance p < 0:0001

H8 Rej./opp. Incentives increases disclosure for trigger fields p < 0:0001

Incentives increases disclosure for remaining fields p D 0:002

reduce their privacy exposure and save on typing. We challenge this assumption with
the first field experiment into the prevalence and extent of voluntary over-disclosure
on Web forms. The empirical evidence (Table 9.4) gives a consistent picture.

Firstly, over-disclosure occurs commonly and this is no accident. Across all
levels of sensitivity, Web users provide data items for which they know disclosure
is optional and not rewarded. In doing so, they reveal information subjectively
considered as personal and they incur significant costs in terms of typing effort and
time spent on the form.

Secondly, Web users have good reasons for disclosing personal data despite the
negative side-effects. These motives include well-being by abiding to social norms
and one’s personality, reciprocity, shaping public opinion, and also the build-up of
social capital. A base reward, independent of and not systematically associated with
disclosure, remains the strongest driver for submitting the form at all.
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Thirdly, for website operators, optional fields deliver a good data return, even
for sensitive data items, which may explain why we still find them on the Web.
Operators should be cautious, however, that increasing revelation ratios by making
fields mandatory can backfire, because it jeopardises voluntary disclosure for the
remaining fields on the form. A better approach is incentives for voluntarily
provided optional data. Rewards for extra disclosure have the added benefit of
crowding-in, stimulating further disclosure on the form beyond the incentive.

9.7.1 Recommendations and Managerial Implications

The implications for industry are quite profound. The single most important
message is to mandate fewer fields. More mandatory fields mean less voluntary
data disclosure whatever the sensitivity of a data item. Optional fields yield a
good data return—in particular when users are unaware of their optionality. If
indistinguishable from mandatory fields, voluntary fields are rather filled in than
skipped.

Next, websites should capitalise on Web users’ motives for voluntary disclosure.
It can be helpful to frame data collection as a social exchange rather than an
economic exchange. Our results (Hypothesis 2) also suggest that the privacy-
friendly opt-in to personalisation features is viable. The increased base reward
from a personalised service can stimulate further disclosure on low and medium
sensitivity data items. We also recommend the use of free text input fields even
for yes/no answers: they allow fine-tuned hiding and over-disclosure alike, thereby
appealing to both privacy concerned and unconcerned users. Free text fields give
opportunity to talk so that customer service can learn issues and needs.

We add to the policy debate with the following ideas for regulation and for
browser behaviour as de facto standards. In line with current data protection
legislation, website operators should make the purpose of data collection explicit.
Otherwise, Web users come up with their own good reasons for providing personal
information, typically resulting in over-disclosure. Regulators assessing the privacy
invasion of a Web form should be aware that an optional field is often as privacy-
invasive as a mandatory field.

Browsers can help users to limit their flow of personal information. With
HTML5, there is now an attribute to distinguish optional fields from mandatory
fields. The browser could blur optional fields, delay or disable autocomplete for
optional fields, and warn the user if a form submission contains optional fields.

In the meantime, educating Web users to identify form fields as optional is crucial
so they can spot opportunities for data hiding. One of our participants reported in the
follow-up: “I will be much more careful in the future about giving out my personal
information. Thank you for this very important lesson that I have learned.”

To academics across disciplines using Web forms, for instance in a survey or exit-
questionnaires, we also recommend re-assessing the privacy invasion of optional
fields. Further, privacy was salient in our setup: two third of our respondents were
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aware they had submitted personal information. We also take the opportunity to
reiterate good practice in field experimentation: test thoroughly, pilot, monitor and
be open to receive feedback from your participants.

We also caution researchers in privacy economics to prepare their control
treatments carefully. The voluntary over-disclosure of personal information warrants
further research into privacy-friendliness as a desirable property! Web users’ pref-
erence to reveal personal data could be so strong that they prefer privacy-invasive
alternatives over privacy-friendly alternatives—a serious threat to the validity of
control treatments. Given the ambiguous role of optional fields, we also recommend
experimenters to consider making all fields mandatory.

9.7.2 Limitations and Future Work

We are aware of the limitations of our findings. They are of three kinds.
Firstly, our results may exhibit a trust bias that originates from our university

status rather than as an unknown commercial entity; having said this, only a minority
of respondents (4 %) named trust in the university as a driver for participation. Our
results may not generalise to other transactional Web forms found in electronic
commerce or online social networking. We knowingly incurred this limitation in
external validity for the sake of internal validity. We also emphasise that well-known
retailers or social networks may benefit from similar trust biases resulting from
brand effects. Indeed, a trust bias in favour of our experiment may have originated
in good ratings on relevant mTurk forums rather than in our status as a university.

Secondly, owing to the deployment specifics of our field experiment, we were
limited in our ability to perform data verification. We checked users’ responses
regarding their Web browsers and found truthful reporting for the overwhelming
majority of participants. We planned to verify participants’ answers for their current
city with the location returned by geo-IP. However, in the end we did not do so,
as we were unable to obtain detailed knowledge of nested geographical areas. We
inspected all other data items for syntax correctness and plausibility. We note that
a commercial website is similarly handicapped in its ability to test the accuracy
of users’ personal information, but the motives for voluntary over-disclosure
work against lying. Also, misreporting only partially affects the economics of
over-disclosure: the typing effort for an answer is independent of its truthfulness.
Still, as future work, we are currently considering mechanisms to enforce truthful
reporting or at least assess the prevalence of misreporting.

We performed analyses only on participants who had successfully passed both
check questions that tested for understanding the instructions and the optionality of
the data items explained therein. We acknowledge that this results in underestimat-
ing the extent of over-disclosure: the 14 % of participants who did not answer the
check questions correctly, and supposedly ignored the voluntariness of disclosure,
were strongly significantly more likely to over-disclose.
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Thirdly, we acknowledge a potential sampling bias. By deploying on mTurk,
it is possible that we only recruited form-lovers: the skills and the mindset of
mTurk workers may be such, and they are trained to complete forms quickly.
When optimising for speed, uniformity and thereby over-disclosure may be more
desirable than time-consuming, selective disclosure. However, we carefully checked
compliance with instructions and removed participants from our analysis who had
not passed the check questions. The mTurk platform does not provide access to
participant statistics, such as the number of previously completed tasks for each
worker, which could have been moderating variables. We considered requesting
those details in the follow-up questionnaire, however, in the end, we decided other
questions were more important given our budget constraints and the need for a high
response rate (and therefore short follow-up questionnaire).

Workers on the mTurk platform may deliberately over-disclose to increase their
chance of future working opportunities. In our case, the participant might have
believed the Web form was the first one in a series. In the exit questionnaire,
we did ask participants for their motivation and found only limited evidence for
signalling behaviour. We further notice that the quest for future tasks cannot explain
over-disclosure at the level of detail, and that most mTurk workers are trained for
compliance rather than volunteering personal data. Reputation building on mTurk
works mainly for and against the requester whose tasks are chosen (or ignored) by
the worker population.

Our participants’ submissions indicated privacy concerns. We also consider our
sample more representative of the Western online population than a convenience
sample of computer science or psychology undergraduates. All in all, we are there-
fore confident that our findings generalise beyond the sample at hand. In particular,
the following findings should hold beyond the mTurk environment: the relative
magnitudes of revelation ratios; the moderating factors (or their lack of influence)
for base reward, personality and signals such as the browser used; the effects from
incentives and mandatory fields; and our estimates of typing effort and time spent.

Exploring the effects of aforementioned limitations are one possible strand
for future research. Other promising avenues for future work include: How is
over-disclosure affected by the number of fields on the form? Will over-disclosure
persist when the penalties are increased beyond time, effort and sensitivity? As a
priming/salience effect, does the explicit mention of data collection purposes impact
disclosure ratios? Is form filling affected by the number of pages over which form
fields are spread out? How do past experiences with forms, including misuse of data
entered into them, affect disclosing behaviour in the long run? Privacy economics
meet usability research in the ultimate conundrum for privacy advocates: why is it
so easy to collect Web users’ personal information?
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Chapter 10
Choice Architecture and Smartphone Privacy:
There’s a Price for That

Serge Egelman, Adrienne Porter Felt, and David Wagner

Abstract Under certain circumstances, consumers are willing to pay a premium
for privacy. We explore how choice architecture affects smartphone users’ stated
willingness to install applications that request varying permissions. We performed
two experiments to gauge smartphone users’ stated willingness to pay premiums to
limit their personal information exposure when installing applications. When par-
ticipants were comparison shopping between multiple applications that performed
similar functionality, a quarter of our sample indicated a willingness to pay a $1.50
premium for the application that requested the fewest permissions—though only
when viewing the requested permissions of each application side-by-side. In a
second experiment, we more closely simulated the user experience by asking them
to valuate a single application that featured multiple sets of permissions based
on five between-subjects conditions. In this scenario, the requested permissions
had a much smaller impact. Our results suggest that many smartphone users are
concerned with their privacy and are willing to pay premiums for applications
that are less likely to request access to personal information, but that the current
choice architectures do not support this. We propose improvements for smartphone
application markets that could result in decreased satisficing and increased rational
behavior.
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10.1 Introduction

Architecture starts when you carefully put two bricks together. There it begins.

–Ludwig Mies van der Rohe

Nearly 90 % of U.S. adults own cellular phones [38], and over 40 % of these are
smartphones [31]. Smartphones pose a challenging information security problem:
users need to regulate how applications access their private information. Smart-
phones often store sensitive personal data, such as contacts, financial information,
location information (e.g., GPS), and sensor data (e.g., cameras, microphones, and
accelerometers). Smartphones need to simultaneously protect this data and support
the installation of a variety of third-party applications.

Google’s Android addresses this problem with user-granted permissions. Permis-
sions govern an application’s ability to make use of either personal data or sensor
hardware. For example, an application can only read the user’s list of contacts
if it has the READ_CONTACTS permission. When a user installs an application
from the Android Market, the central application repository, he or she is shown a
warning screen that displays the set of permissions that the respective application
requires. In order to complete the installation, the user must consent to granting all
of the requested permissions to the application. Currently, this notice-and-consent
process is all-or-nothing; the user cannot selectively grant or decline a subset
of the permissions (i.e., the user must decline installation to deny the requested
permissions).

We evaluate how the Android Market choice architecture1 influences users’
abilities and desires to protect their privacy, as evidenced by their stated willingness
to pay premiums for applications that request fewer permissions. To explore this
topic, we performed two online experiments: one to examine the extent to which
users will consider permissions when comparison shopping, and another to examine
the role of permissions when users are valuating a specific application. We designed
our experiments to study the two primary shopping behaviors supported by the
Android Market: function-specific searches and application-specific searches. While
we performed our experiments using the Android platform, we believe our results
are generalizable to other smartphone platforms.

During a function-specific search, users seek applications to perform specific
tasks. When performing function-specific searches, users do not have a particular
application in mind and are therefore willing to consider several different applica-
tions to fulfill the desired function (e.g., choosing one flashlight application amongst
many). During an application-specific search, users seek a particular application that
is known to them, such as through word of mouth, “popular” application lists, or
advertisements. When performing application-specific searches, users are unlikely

1The term “choice architecture” refers to the way in which options are presented to people, as these
design decisions can have a profound impact on decision-making [34].
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to compare alternatives. For example, the decision of whether or not to install Angry
Birds is an example of an application-specific search.

In our first experiment, users selected one application from a set of similar
applications that requested different permissions. This experiment tested whether
participants were willing to pay a privacy premium for an application that requested
fewer permissions than the cheaper alternatives, when those alternatives were
presented side-by-side. We found that 25 % of our participants stated a willingness
to pay a $1.50 premium on a $0.49 application in order to grant the fewest
permissions.

In our second experiment, we focused on application-specific searches. We
told participants that we were a software company seeking beta testers for a new
application. Participants submitted bids for the amount of compensation required to
regularly use our application. These bids were proxies for participants’ willingness
to install the application. We constructed several between-subjects conditions by
varying the permissions that participants saw. We also asked participants whether
they would rather use a $0.99 version of the application or a free version supported
by behavioral advertising. We made it clear that the advertisements would be
targeted based on data collected as a result of the requested permissions.

Unlike our first experiment, wherein privacy-conscious participants opted to pay
the highest premium for the fewest permissions, we observed that participants
were satisficing under the more realistic conditions of the second experiment.
We observed that only the request for a user’s list of contacts had a significant
effect on their bids; requests for location data or access to the user’s photos had
no observable difference over the control condition. Additionally, around 80 % of
participants expressed a willingness to receive advertisements, regardless of the
permissions used for the targeting, if it would save them $0.99. Our contributions
are as follows:

• Prior work has focused on smartphone users’ preferences for sharing location
data. We found that users are less concerned about location data than other
types of data commonly accessed by smartphone applications; participants were
significantly more concerned over the use of address book data.

• We contribute to the literature on willingness to pay for privacy by examining
decisions holistically: we measure privacy behaviors as part of a larger value
proposition. We show that 25 % of participants in our first experiment were
willing to pay the highest premium in order to grant permission to the least
amount of personal data, when the options were presented side-by-side for
easy comparison. However, current smartphone application markets make such
comparisons very difficult. Our second experiment better approximated these
current choice architectures. We found that when users are considering a
particular application, they satisfice by downplaying their privacy concerns in
favor of other considerations until those concerns reach a threshold.

• Our results lead to two suggestions. First, privacy-conscious users may be willing
to spend more money for an application if the choice architecture supported
comparison shopping for privacy. Second, users may be less likely to satisfice if
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the decision to install a particular application were decoupled from the decision
to grant it a set of permissions. Specifically, our results indicate that users may be
better served by presenting permission requests when the data is actually needed,
rather than requiring all permissions to be granted at install-time.

10.2 Background

In this section we provide an overview of application permissions on the Android
platform, previous research on smartphone privacy that has focused on location
sharing, and previous research on willingness to pay for privacy.

10.2.1 Android Permissions

Users find applications in the Android Market by searching by name, keyword, or
by browsing lists of popular applications. When they select an application from a
search result or list, they arrive at the application’s description page. The description
page includes developer information, screenshots, user reviews, the price, and a
“Download” button. When they press “Download,” the Market displays a warning
screen that lists the application’s permissions (Fig. 10.1).

Permissions govern access to privacy- and security-relevant actions on the phone,
such as reading contacts or call history, connecting to the Internet, or sending text
messages. Developers specify which permissions their applications require, and the
user must agree to grant all of the application’s requested permissions in order to
install it. If the user does not consent to all of the permissions, the only option is to
cancel the installation.

Smartphone applications often request access to private information for
advertising, analytics, and other secondary uses [4, 16, 17]. These practices have
generated public outrage; for example, consumer complaints forced Apple to
promise to restrict how iOS applications can access contacts [32]. Free applications
often request more permissions than paid applications because they are subsidized
by sales of user data to advertising networks [10, 30]. Consequently, users who
compare free and paid applications can choose to withhold personal information by
paying a premium. This motivates our exploration into whether users are willing to
pay to protect the personal information that is on their smartphones.

Researchers have built several tools to help users control how applications
use their private information. Appfence [24] helps users protect their private data
from exfiltration; it substitutes shadow data in place of private data and blocks
network communication that contains user data. Kirin [15] operates under the
assumption that users do not understand permissions and provides security rules to
automatically accept or reject sets of permissions. Apex [29] lets users selectively
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Fig. 10.1 Example of a permission request screen in the Android Market

grant or reject applications’ permission requests. Rather than building tools that
may never be adopted, we focus on evaluating users’ willingness to share personal
information.

We previously evaluated whether Android users pay attention to, comprehend, or
act on permissions [20]. However, that study was limited to observing attention and
comprehension rates, rather than the factors that go into installation decisions. We
extend that work by empirically testing the influence of permissions on application
selections. We also designed this study’s experiments to be robust to the low
attention and comprehension rates that we previously reported. In our experiments,
we showed participants screenshots so that they did not ignore the permissions
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by rapidly clicking through them, and in our second experiment we modified the
permission warnings to avoid the comprehension problems that our previous study
described. As such, our current results represent the decisions of fully-informed
users.

10.2.2 Location Privacy

Previous research on smartphone privacy has focused on users’ willingness to share
location data with their social contacts [7,26]. Three independent studies [11,27,37]
found that the identity of the data recipient was the most important factor that
influenced users’ sharing decisions, whereas Barkhuus [6] found that the user’s
current location matters more.

We explore users’ willingness to share smartphone data beyond just location
information. We examined several data types, such as contacts, audio, and photos.
Also, we did not prime participants to think about sharing with social contacts
or advertisers. As in current smartphone application markets, study participants
determined on their own how they thought the requested permissions would be
used by applications. Different users might be concerned about social contacts,
employers, advertisers, law enforcement, governments, insurance companies, etc.

10.2.3 Willingness to Pay for Privacy

Users do not always act in accordance with their professed privacy concerns [2,33].
People are sometimes willing to trade privacy for convenience, functionality, or
financial gain, even when the gains are very small [23]. Good et al. asked people
to install applications after viewing privacy statements; regardless of privacy, they
found that people will install applications if they think the utility is high enough [22].
Other studies have attempted to quantify the price that researchers and corporations
would need to pay to buy users’ location information [12, 13]. Thus, privacy
decisions are not always consistent, and vary based on how the choices are framed.
Two studies reported that users valuate their privacy differently when asked to pay
to protect it rather than when asked to accept payment for disclosure (though in both
cases, most placed a small financial value on their privacy) [3, 23].

Acquisti hypothesized that privacy-concerned people are willing to trade privacy
for small gains because they are not economically rational agents with respect
to privacy [1]. He attributed users’ actions to three factors that reduce economic
rationality: incomplete information (i.e., unawareness of the risks associated with
disclosure), bounded rationality (i.e., an inability to calculate all of the payoffs
associated with privacy preservation), and psychological distortions (e.g., hyper-
bolic discounting, self-control problems, and immediate gratification). A survey
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of 119 people supported this hypothesis: many respondents greatly overestimated
or underestimated the likelihood and magnitude of privacy abuses, were unable to
remember all of the parties involved in standard financial transactions, and were less
likely to use privacy-enhancing technologies if the perceived risk was in the distant
future [2].

A corollary to Acquisti’s hypothesis is that people will act more like econom-
ically rational agents if they operate within a system that mitigates the effects of
incomplete information, bounded rationality, and psychological distortions. Several
studies have explored this. Gideon et al. [21] and Tsai et al. [35] asked users to
purchase items using Privacy Finder, a search engine that included privacy ratings
in search results. The search results provided users with additional information
and made the tradeoffs easier to compute. Both studies found that participants
were willing to pay premiums to purchase privacy-sensitive goods from merchants
with better privacy policies when privacy ratings were displayed. Good et al. [22]
similarly found that privacy and security are important factors when choosing
between two applications with similar features, but not when considering an
application on its own. This indicates that the timing and placement of privacy
information is crucial. Egelman et al. [14] validated this by testing the timing and
placement of privacy indicators when shopping online and found that even non-
privacy-conscious shoppers will pay more for privacy when indicators are presented
before visiting websites rather than after the user has already selected a website to
visit.

Like past research on the economics of privacy, we aim to measure users’
willingness to trade privacy for financial gain. However, we focus specifically on
Android applications and smartphone data. We performed two experiments: the
first showed participants side-by-side privacy information similar to that of Privacy
Finder, and the second showed participants an individual application similar to
the choice architecture of the Android Market and other smartphone application
repositories. In the second experiment, we asked users to bid in a reverse auction
for a chance to participate in a beta test of a particular smartphone application. We
used these bids as proxies for willingness to pay and modeled our reverse auction
on past studies that have used reverse auctions to gauge users’ willingness to share
information [12, 13, 25].

10.3 Privacy and Comparison Shopping

In October 2011, we deployed a survey to test whether smartphone users would be
willing to pay more for an application if it requested fewer permissions than less-
expensive alternatives. We asked participants to view screenshots from the Android
Market of four fictitious applications. We counterbalanced the names, descriptions,
and imagery, while controlling for price and requested permissions.
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10.3.1 Methodology

For our survey, we created screenshots of four fictitious news aggregation
applications as they might appear in the Android Market, but with one important
difference: current smartphone application markets only allow application
permissions to be viewed serially; we showed the four applications side-by-
side to aid participants in contrasting their differences. We asked participants to
choose which of the four they would be most willing to purchase. The purpose
of this experiment was to examine whether participants would be willing to
pay a privacy premium, when that option was apparent to them. The amount of
personal information collected by each application was signaled by a permission
request screen. Each fictitious application featured one of four possible prices:
$0.49, $0.99, $1.49, and $1.99. These prices corresponded to four sets of requested
permissions:

1. $1.99—INTERNET
2. $1.49—INTERNET and ACCESS_FINE_LOCATION
3. $0.99—INTERNET and RECORD_AUDIO
4. $0.49—INTERNET, RECORD_AUDIO, and ACCESS_FINE_LOCATION

We chose to focus on these three permissions for the following reasons:

• Access to the Internet (INTERNET) is the most frequently requested
permission [18]. It also would be needed by a news reader to serve its intended
purpose.

• GPS location data (ACCESS_FINE_LOCATION) has been heretofore the focus
of most smartphone privacy research (see Sect. 10.2).

• Other research has found that the ability to record audio (RECORD_AUDIO) may
be one of the most concerning permissions to users [19, 20].

We paired permissions to prices such that the least privacy-invasive application,
which only requested INTERNET, had the highest price. The most privacy-invasive
application, which requested all three permissions, had the lowest price. Participants
with privacy concerns would need to pay a premium of $1.50 over the base price of
$0.49 for the least privacy-invasive application. Since a previous study suggested
that users are less concerned with location privacy than with an application’s
ability to make audio recordings [19], we set the price of the application with the
INTERNET and RECORD_AUDIO permissions to be the second least expensive.
Finally, the application with the INTERNET and ACCESS_FINE_LOCATION
permissions cost $1.49, the penultimate price.

If participants had viewed four identical applications that only differed based
on price and permissions, the purpose of the study would be obvious, which
might have an impact on participants’ responses. To minimize the potential for the
Hawthorne effect, we created four applications with different names, manufacturers,
screenshots, descriptions, and icons (Fig. 10.2). We counterbalanced these features
such that each of the four price and privacy combinations was equally likely to be
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Fig. 10.2 We asked participants to choose the application they would be most willing to purchase.
Privacy and price were inversely proportional, such that the most expensive application requested
the fewest permissions. The other distinguishing features were counterbalanced

assigned to each application. A second concern was that users would anchor on the
first price. To compensate for anchoring effects, we also counterbalanced the order
in which the price and privacy conditions were presented; the conditions were either
ordered from the lowest to the highest price, or from the highest to the lowest.

We were initially concerned that participants’ responses would differ based on
their general interest level in applications of this type. In particular, participants
who did not have any interest in news readers might not put much thought into
their selections. To test whether this occurred, we used the first page of the survey
to randomly display one of the four applications and asked participants to indicate
their willingness to purchase it using a five-point Likert scale (i.e., “extremely
unlikely,” “unlikely,” “indifferent,” “likely,” or “extremely likely”). In order to
equally distribute anchoring effects, we also randomized the price that was
shown alongside the application. (For this preliminary question, we showed the
application’s description page but not the requested permissions, since those
were irrelevant to this question.) Using Pearson’s correlation, we observed no
statistically significant correlations between participants’ stated willingness to
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Table 10.1 The four
price/privacy variants and the
number of participants who
chose each variant

Price Permissions requested Total

$1.99 INTERNET 120 (24.84 %)
$1.49 INTERNET 74 (15.32 %)

ACCESS_FINE_LOCATION
$0.99 INTERNET 77 (15.94 %)

RECORD_AUDIO
$0.49 INTERNET 212 (43.89 %)

ACCESS_FINE_LOCATION
RECORD_AUDIO

install an application and their selection in the subsequent experiment. As such, we
concluded that we did not need to remove any participants due to lack of interest.

We recruited Mechanical Turk users who were U.S. residents over the age of 18.
We did not limit participation to smartphone users, but we did ask about smartphone
usage. We received a total of 483 valid survey responses, after screening out ten
incomplete and questionable responses.2

10.3.2 Results

We considered three hypotheses:

H0 D Each price/privacy variant will be chosen with equal probability
H1 D Cost-sensitive participants will choose the least-expensive option
H2 D Privacy-sensitive participants will choose the high-privacy option

We tested the null hypothesis to see if participants chose at random because they
did not have any financial stake and found that this was not the case. A chi-square
test showed that we can reject H0 (	3 D 102:9, p < 0:0005). A plurality (43.9 % of
483) selected the cheapest variant, whereas the second most popular variant was the
most expensive one (24.8 % of 483), which afforded the most privacy (Table 10.1).
We applied the Bonferroni correction to account for multiple tests (˛ D 0:01) and
found significant differences between the high-privacy variant and each of the others
($0.49: 	1 D 25:49, p < 0:0005; $0.99: 	1 D 9:39, p < 0:002; $1.49: 	1 D 10:91,
p < 0:001). Thus, while more participants chose the cheapest variant than any
others, more participants chose the high-privacy variant than the other two.

2We identified invalid results based on two factors. First, we included several questions that
required free text responses, such as, “why or why not would you purchase this application.” Using
these questions, we deleted surveys that contained nonsensical responses. Second, in addition to
asking participants to select the application that they were most willing to purchase, we also asked
them to select the application that they were least willing to purchase. We removed participants
who gave the same answer to both questions.
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Table 10.2 Participants reported the factor that most influenced their decision to select a particular
price/privacy variant. Each column lists the top three factors listed for each variant

$1.99 $1.49 $0.99 $0.49

1. Permissions (46 %) Description (41 %) Cost (33 %) Cost (62 %)
2. Description (23 %) Permissions (18 %) Description (15 %) Description (15 %)
3. Icon (9 %) Cost (16 %) Icon (14 %) Rating/reviews (6 %)
n 120 74 77 212

10.3.2.1 Influencing Factors

Participants used a five-point Likert scale to rate the influence of the following
factors:

• Number of Downloads
• Icon
• Size of App
• Permissions Requested
• Description
• Name of App
• Rating/Reviews
• Familiarity with App
• Cost
• Manufacturer of App

After applying the Bonferroni correction (˛ D 0:005), we observed significant
Pearson correlations between the extent to which participants reported being influ-
enced by price and the price of the variant they selected (r D �0:39, p < 0:0005).
We also observed a significant correlation between the degree to which participants
reported being influenced by permissions and the price of the variant they selected
(r D 0:33, p < 0:0005). These correlations support H1 and H2: participants who
chose lower-price variants were more concerned about price, whereas participants
who chose higher-price variants were more concerned about the permissions.

Despite counterbalancing most features to make each variant unique, participants
who chose pricier variants were more likely to say that they were influenced by the
icon (r D 0:13, p < 0:004). This was not because one icon was more appealing;
each of the four icons appeared next to each variant with equal probability. Instead,
we believe that the attention participants gave to each of these factors can be
modeled as a zero-sum game: participants who were less concerned with price were
more willing to base their selections on other factors (e.g., privacy and icons).

Finally, we asked participants to select the primary factor that influenced their
selections. The majority of those who chose the $0.49 low-privacy variant claimed
that cost was the primary factor (62.3 % of 212), whereas a plurality of the
participants who chose the $1.99 high-privacy variant claimed that the permissions
were the primary factor (45.8 % of 120). Table 10.2 lists the top three primary
factors.
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10.3.2.2 Permission Necessity

Participants may have believed that the permission requests reflected differences
in application functionality not listed in the descriptions (e.g., they may have
viewed the less-expensive alternatives as more functional rather than more privacy-
invasive). To test this, we provided participants with a list of permissions and a
picture of one of the applications’ description screens,3 and asked them to select
all of the permissions that they believed would be required for the application to
function as described. The description read:

Read all your favorite blogs and news websites on the go with Headlines, an app that
syncs new posts. New features allow you to share specific posts with friends and bookmark
specific items to read later.

The permissions from which they could choose were as follows:

• Modify and/or delete your accounts
• Determine your physical location
• Read incoming or outgoing text messages (SMS)
• Read incoming or outgoing email messages
• Access the Internet
• Read your list of contacts
• Read your web browsing history
• Determine your phone number
• Determine which other apps are running
• Record audio
• Record video
• Send email messages
• Send text messages (SMS)
• Prevent device from sleeping
• Modify your storage card contents
• None of the above

We performed Phi correlations, corrected for multiple testing (˛ D 0:0125),
between whether participants thought a particular permission was required and
whether they previously selected an application that requested that permission. We
observed no significant correlations with regard to RECORD_AUDIO, since very
few participants believed that the application needed this ability to function (7.9 %
of 483). However, we did observe a statistically significant correlation with regard
to ACCESS_FINE_LOCATION (
 D 0:21, p < 0:0005). This indicates that some
participants may have chosen the $0.49 and $1.49 variants because they believed
that the ACCESS_FINE_LOCATION permission signaled desirable location-based

3We did not show the permission request screen. To negate priming, all participants viewed the
$1.99 version, which was associated with only the INTERNET permission in the previous tasks.
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features. Of all 483 participants, 91.3 % correctly understood that Internet access
would be required for all four applications to function as desired.

We conclude that nearly all participants understood that the RECORD_AUDIO
permission was unnecessary (92.1 % of 483). However, 59.3 % of these 445 partici-
pants were unwilling to pay a premium to deny the application this extraneous data.
Although more people thought that the ACCESS_FINE_LOCATION permission
was required, 51.9 % of the 316 participants who thought that it was unnecessary
were unwilling to pay a $0.50 premium to deny the application this data.

10.3.2.3 Demographics

We collected participants’ ages, genders, types of phones, and general privacy sen-
sitivities. Our sample was 52.6 % female with an average age of 31.58 (� D 10:25).
Upon performing a Mann-Whitney U test, we found no observable differences
between gender and the price selected. Based on our sample, there was no evidence
that age or gender were correlated with willingness to pay for privacy.

A total of 372 respondents (77.0 % of 483) reported owning a smartphone, of
which 42.7 % were Android-based. One potential confound is that existing Android
users may understand the significance of permissions better than others. While
Android users were significantly more likely to report that permissions influenced
their decisions (U D 19; 848:5, p < 0:0005), we observed no statistically
significant differences with regard to which price/privacy variant they ultimately
selected. Thus, while Android users may have been more familiar with the UI or the
word “permissions,” they were no more likely to factor them into their decisions.

To gauge general privacy sensitivity, we asked participants to rate three state-
ments using a five-point Likert scale (from “I strongly disagree” to “I strongly
agree”) so that we could categorize them along the Westin privacy index [36]:

1. Consumers have lost all control over how personal information is collected and
used by companies.

2. Most businesses handle the personal information they collect about consumers in
a proper and confidential way.

3. Existing laws and organizational practices provide a reasonable level of protec-
tion for consumer privacy today.

We classified participants according to Westin’s metric [36]. Those who agreed
with the first statement and disagreed with the second and third statements were
classified as Privacy Fundamentalists (26.1 % of 483). Those who disagreed with
the first statement while agreeing with the second and third statements were
classified as Privacy Unconcerned (5.6 % of 483), while the remaining participants
were classified as Privacy Pragmatists (68.3 % of 483). While 30.2 % of Privacy
Fundamentalists were willing to purchase the high-privacy variant, compared to
23.3 and 18.5 % of Privacy Pragmatists and Privacy Unconcerned, respectively,
these differences were not statistically significant. Thus, we did not find a correlation
between the Westin privacy index and participants’ behaviors.
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10.4 Privacy in Context

The side-by-side comparison scenario that we tested in our first experiment is an
idealized choice architecture that is not representative of any current smartphone
application market. We performed a second experiment to examine how permission
requests impacted behavior during application-specific searching: we asked partic-
ipants to provide a bid for the amount of compensation that they would need to
install a given application and to recommend a price at which we should sell our
application in the Android Market. We varied the permissions that the application
requested so that these bids were proxies for willingness to pay for privacy.

10.4.1 Methodology

The goal of our second experiment was to quantify the effect of permission requests
on participants’ valuations of a single application. We posed as a company named
“AirZoom” and recruited participants from Amazon’s Mechanical Turk who were
18 years old, based in the U.S., and current Android users to participate in a “private
beta test” of an application. We performed a reverse Vickrey auction, modeled after
Danezis et al.’s study on willingness to pay for location privacy [13]. In their study,
participants bid on the amount they would need to be compensated in order to be
tracked. However, in practice, a request for information is almost exclusively part
of a larger value proposition (e.g., desirable location-based features). We wanted to
examine the permission requests within the context of a larger value proposition: the
amount of compensation participants would demand to install a given application.
We asked participants how much they would need to be compensated to install and
use a fictitious application for a month, as well as to suggest a reasonable price
for us to charge for this application in the Android Market. We constructed several
between-subjects treatments that differed only based on the permissions requested.

We displayed screenshots of our application, shown in Fig. 10.3, and asked
participants to provide a bid for how much they would need to be compensated
to participate. We also asked them to provide a suggested price for us to charge in
the Android Market. We used language similar to Danezis et al.’s study [13]:

We are recruiting current Android users to participate in a private beta test of this app. If you
are selected to participate, you must purchase this app from the Android Market for $0.99
and install it onto your smartphone. You will be expected to use the app for at least one hour
per week over the course of a month.

Each person who is selected to participate in the beta will receive monetary
compensation. We are running an auction to select those who will take part. We invite
you to submit a bid for the amount of money you require to take part in the beta. Successful
bidders will be those who bid the lowest amounts, and each will be paid the amount of
compensation demanded by the lowest unsuccessful bidder. (We have yet to decide how
many participants we will require.)
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Fig. 10.3 Screenshot of our fictitious application that participants were asked to valuate. The
permissions requested were randomly assigned from a set of five conditions

The fictitious application screenshots contained a request for up to four possible
permissions: Internet access (INTERNET), location (ACCESS_FINE_LOCATION),
address book contacts (READ_CONTACTS), and photos from the photo library
(PHOTOS).4 We chose the latter two because they were unrelated to the application’s
core functionality, as it was described to participants. We also chose them because
our previous research indicated that they would be likely to raise concerns [20].
As before, we included a request for the ACCESS_FINE_LOCATION permission
because location data has been the subject of extensive privacy research, and we
wanted to compare participants’ concerns about location to their concerns about
other permissions. We also included the INTERNET permission because it would
have been required for the application to function as described.

Each user saw one of five sets of permission requests: the INTERNET permission
paired with one of the three other permissions, all four permissions together,
or the INTERNET permission alone. We selected these sets of permissions to
isolate the effects of individual permissions and observe the synergistic effect
of the combination. (We did not test every combination to limit the number of
experimental conditions.) We conducted a pilot experiment on a separate sample
of 320 participants to determine whether participants differentiated between the
INTERNET permission and the absence of any permission requests. We did not

4This Android permission does not actually exist; no permission is needed to access stored photos.
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observe any significant differences and therefore used the INTERNET permission
by itself as our control.

Android users often misunderstand permission requests because they only read
the permission category rather than the full description [20]. To counter this,
we removed the category text and increased the font size of each permission
descriptions. We also altered the text of the permissions to remove other ambiguities
that we previously observed [20]. Since we expect that participants better under-
stood our modified permission warnings, our results are likely an upper bound.

We told participants that if selected, they would need to purchase the application
from the Android Market for $0.99. Consequently, they needed to account for this
in their bids. We added this caveat to minimize cheating and to limit variance by
anchoring participants to an initial price. In our pilot, we included a condition
that featured no price, which resulted in extremely divergent suggested prices.5

Therefore, we decided to intentionally anchor participants to a default price of
$0.99. We also hoped to make participants feel more invested in the application,
and therefore more willing to pay attention to its details.

Our survey was short to maximize participation. We asked a total of seven
questions on four pages. The first two questions solicited participants’ bid amounts
and price suggestions. On the second page of the survey, we asked participants
to sort several factors that may have influenced their perceptions of the appli-
cation (“description,” “icon,” “manufacturer,” “permissions requested,” “name of
application,” “cost,” and “size of application”) from “most influential” to “least
influential.”

The purpose of the survey was to examine how participants would change their
valuations of the application based on whether it was collecting information for
secondary purposes. The bids were our primary experimental measure, but we also
asked an explicit question about advertising. We told participants:

We’re also considering making a free version of the app. It will have targeted advertisements
that will be relevant to you, based on how you use the app and your mobile device. For
instance, ads may be selected based on:

• How you use the app (e.g., the specific deals you view)
• Your address book contacts (e.g., the ads viewed by friends who also use the app)
• Your location (e.g., the businesses you visit while carrying your smartphone)
• Your photo library (e.g., activities depicted in your photos)

Each participant saw a subset of the bullets, based on his or her assigned
experimental condition. The first bullet was present for every participant because
all participants saw the INTERNET permission. The second bullet was displayed
for participants who saw the READ_CONTACTS permission, the third bullet was

5When we made the price “free,” skewness and kurtosis were 8.36 and 71.03, respectively
(n D 159). Whereas when we set the price to “$0.99,” skewness and kurtosis were 1.72 and
5.74 (n D 163). This anchoring effect was statistically significant: U D 10078:5, p < 0:0005,
�f ree D $2:94 (� D 11:09), �$0:99 D $1:11 (� D 0:57).
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displayed for participants who saw the ACCESS_FINE_LOCATION permission,
and the fourth bullet was displayed for participants who saw the PHOTOS
permission. Participants who saw all four permission requests also saw all four
bullets. We then asked participants to select the version they would be more likely
to install: the “$0.99 version with no advertisements” or the “free version with
targeted advertisements.”

We collected survey responses during February 2012. After screening out 26
responses due to obvious cheating, non-Android users, and incomplete responses,
we were left with 368 responses. These responses corresponded to 139 females
(37.8 % of 368) and 227 males (61.7 %), while two respondents omitted their
genders. We observed no statistically significant differences with regard to gender,
nor age (� D 29:3, � D 8:57), and therefore did not further analyze demographic
factors.

10.4.2 Results

We considered five hypotheses:

H0a D Bids will not change based on the permissions
H1a D Bids will positively correlate with permission requests
H0b D Suggested prices will not change based on the permissions
H1b D Suggested prices will negatively correlate with number of permissions
H0c D Popularity of the ad-supported version will not change with permissions

We noticed several clear outliers for the open-ended bids and suggested prices
(e.g., one participant bid $10,000). We compensated for these outliers by excluding
every data point above the 95th percentile.6 Thus, we analyzed 353 responses.

10.4.2.1 Bids as a Proxy for Privacy Concerns

We performed a linear regression between participants’ bids and which of the
three permissions they were shown (i.e., PHOTOS, ACCESS_FINE_LOCATION,
or READ_CONTACTS). Our results were statistically significant, though not to the
degree we had expected: READ_CONTACTS was the only permission that had a
statistically significant impact on participants’ bid amounts (see Table 10.3). The
139 participants who were exposed to this permission demanded significantly more
compensation than the remaining 214 (�0 D $15:11, �1 D $23:32, U D 12900:0,
p < 0:034). In summary, we reject H0a, and H1a is supported for contact data.

6This corresponded to bids over $100 and suggested prices over $2.99. Prior to removing outliers,
the skewness and kurtosis for the bids were 18.65 and 353.15, respectively. After removing outliers,
they became 2.15 and 4.10. Regarding the suggested prices, the original skewness and kurtosis
were 5.87 and 50.27, but were reduced to 0.63 and 1.79, after removing outliers.
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Table 10.3 Regression of participants’ bids as a function of which
permissions they were shown

ˇ t Sig.

(Constant) 7.435 p < 0:001

READ_CONTACTS 0.168 3.104 p < 0:002

ACCESS_FINE_LOCATION 0.011 0.215 p < 0:830

PHOTOS �0.027 �0.494 p < 0:622

F3 D 3:294, p < 0:021

Table 10.4 The rows depict the five between-subjects permission
requests, the average bid amounts, the standard deviations, and the
number of participants assigned to each condition

Permission � (� ) n

INTERNET $13.03 (13.85) 69
INTERNET $16.84 (25.14) 81
ACCESS_FINE_LOCATION
INTERNET $24.82 (29.70) 71
READ_CONTACTS
INTERNET $15.17 (17.17) 64
PHOTOS
INTERNET $21.77 (30.32) 68
ACCESS_FINE_LOCATION
READ_CONTACTS
PHOTOS

We did not observe a significant correlation between the suggested prices and
participants’ bids. This suggests that the anchoring effect of including a price in
the screenshot overshadowed any effects from the permission requests; participants
reported an average suggested price of $0.98 (� D 0:56), which was similar to the
$0.99 anchor. Thus, we conclude that the suggested prices were an inadequate proxy
for participants’ willingness to pay (i.e., H0b cannot be rejected and H1b cannot be
accepted). Thus, our focus remains on participants’ bids for compensation.

We performed a Pearson correlation between the number of permissions each
condition requested and participants’ bids and found this to be statistically signifi-
cant (r D 0:10, p < 0:031, one-tailed); participants requested more compensation
as the application requested more permissions. Table 10.4 lists participants’ average
bids.

10.4.2.2 Influential Factors

Participants ranked seven factors that influenced their bids:

1. Cost (� D 2:39, � D 1:54)
2. Description (� D 2:64, � D 1:58)
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3. Name (� D 3:36, � D 1:73)
4. Icon (� D 4:41, � D 1:85)
5. Permissions Requested (� D 4:64, � D 1:81)
6. Size of Application (� D 4:83, � D 1:76)
7. Manufacturer (� D 5:37, � D 1:59)

We observed that participants in the control condition ranked the requested
permissions as the 5th largest factor that influenced their bids, whereas the other
participants ranked it as 4th. While a statistically significant difference (U D
6227:0, p < 0:015), permissions were not a primary decision factor.

10.4.2.3 Willingness to See Targeted Ads

We asked participants whether they would prefer a free, advertising-supported
version of the application instead of the $0.99 version that they previously saw.
We indicated that the advertisements would be targeted using data from the granted
permissions (e.g., we told participants who saw the ACCESS_FINE_LOCATION
permission that the advertisements would be location-based). Overall, we found
that 22.3 % of our 368 participants indicated a preference for paying $0.99 to avoid
advertisements. However, chi-square tests with regard to the specific permissions to
which participants were exposed yielded no statistically significant results: we fail
to reject H0c . Thus, an aversion to advertising does not appear to be based on what
data is collected to support targeted advertising. The corollary to this is that 77.7 %
of our participants would prefer advertisements if it meant saving $0.99, regardless
of the personal data that is collected and used to target those advertisements.

10.5 Implications

The choice architecture of the smartphone application marketplace can have a
profound impact on users’ privacy decisions: users weigh privacy more heavily
when they can easily compare applications’ permission requests. In this section,
we explore the various factors that compete for users’ attention during application
selection and installation. We conclude with suggestions for future work to help
improve the Android Market and other smartphone application repositories to better
support users’ privacy concerns.

10.5.1 Decision Factors

In our first experiment (Sect. 10.3), we observed that there were three factors that
influenced participants’ application choices: the amount of consideration given
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Table 10.5 Regression of participants’ price selections
based on three factors: whether they believed the
ACCESS_FINE_LOCATION permission was appropriate,
their perceived importance of permission requests in general, and
their perceived importance of price

ˇ t Sig.

(Constant) 16.488 p < 0:0005

ACCESS_FINE_LOCATION �0.140 �3.581 p < 0:0005

Permissions 0.315 8.071 p < 0:0005

Cost �0.367 �9.373 p < 0:0005

F3 D 59:843, p < 0:0005

to permissions in general, the amount of attention paid to application cost, and
whether they believed the ACCESS_FINE_LOCATION permission was relevant to
the application’s functionality We performed a linear regression with these factors,
which we observed to be highly statistically significant (Table 10.5).

The coefficients in Table 10.5 indicate that when participants were able to
compare similar applications side-by-side, cost was the primary factor behind their
decisions, but the requested permissions were a near second. As a result of these
factors, we observed that when the choice architecture allowed them to compare
multiple applications of similar functionality, a quarter of participants indicated a
willingness to pay a 300 % premium for an application that collected the least data.
This effect was pronounced when it was clear that the data was extraneous to an
application’s core functionality. In this choice architecture, in which participants
were able to directly compare permissions between applications, participants who
selected the high-privacy variant indicated that the permissions were the primary
factor behind their decisions.

The choice architecture that participants encountered in our second experiment
(Sect. 10.4) did not allow them to view the permissions of multiple applications.
Instead, we displayed varying permission requests and asked participants to indi-
cate their willingness to install the application. We observed that their stated
willingness was only correlated with the request for one particular permission,
READ_CONTACTS. Participants were not observably less willing to install the
application when it requested access to a user’s photo library (PHOTOS) or the
location reported by onboard GPS hardware (ACCESS_FINE_LOCATION). More
importantly, even though only one particular permission triggered privacy concerns,
its presence did not force privacy concerns to the forefront of the decision process.
Privacy-concerned participants indicated that permissions ranked a meager fourth in
terms of the factors they considered, as compared to fifth for participants who were
not exposed to extraneous permission requests. Our results suggest that because this
choice architecture does not allow participants to contextualize the appropriateness
of applications’ permission requests, they give less weight to their privacy concerns.

We hypothesize that participants’ devaluation of privacy in the second experi-
ment was a result of bounded rationality. In the first experiment, the side-by-side
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display of varying permission requests made it obvious to participants that they
can directly choose between multiple applications that afford varying levels of
privacy, as well as the fact that some applications may not actually need some of the
requested permissions. Therefore, for the privacy-concerned, they had the option
to simply avoid applications that they believed posed a conflict to their privacy
preferences. Our data indicate that 25 % of our participants exercised this option. In
the second experiment, participants were not exposed to multiple sets of permission
requests and therefore even if they believed some permissions may be extraneous
to an application’s functionality, they may have felt they had no choice but to grant
them, because a choice was not apparent to them—though they could have reflected
this apprehension in their bids. It was only when the permission requests crossed
a particular “privacy threshold” that participants demanded additional financial
incentives (i.e., when the READ_CONTACTS permission was requested). Thus, they
satisficed by accepting extraneous permissions that did not rise to this threshold.

10.5.1.1 Location, Location, Location?

Previous smartphone privacy research has focused on location disclosure. However,
our results suggest that the value proposition offered by sharing location data with
applications is generally seen as a net positive: participants in our first experiment
were more likely to see location requests as a signal for desirable location-aware
features than an inappropriate intrusion upon their personal privacy. In our second
experiment, participants did not significantly alter their bids in the presence of the
ACCESS_FINE_LOCATION permission, nor did it prompt an observable change
in participants’ decisions in the context of behavioral advertising. This speaks to the
acceptance of ubiquitous location-aware applications in the marketplace.

We observed that the RECORD_AUDIO permission signaled privacy concerns
across our first experiment’s participants. Examining the Likert data used to
report concern levels, we found that the mean concern level over the ability to
record audio was significantly higher than concerns over determining location
(RECORD_AUDIO: � D 4:91, � D 2:23; ACCESS_FINE_LOCATION: � D 4:62,
� D 2:05; Z D �2:69, p < 0:007).

Previous research has suggested that user attention is a finite resource [8, 9].
Therefore, prompting users to approve requests for access to data that does not
concern them is likely to increase habituation, which could result in a failure to
notice more-concerning requests. Our results suggest that a more effective choice
architecture needs to account for the relative levels of concern for the varying
permissions.

10.5.1.2 Users and Behavioral Advertising

McDonald and Cranor reported that only 20 % of survey respondents would be
interested in targeted advertising and that 11 % would pay to avoid advertisements
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altogether [28]. However, in our second experiment, we observed that 77.7 % of our
368 participants (95 % CI: 73.1–81.9 %) stated that they were unwilling to pay $0.99
for an application in order to avoid targeted advertising. This divergence may be
due to their study being performed 3 years prior to ours; privacy attitudes may have
changed during the interim as users become accustomed to location-based services.
Another possibility is that users are more accepting of behavioral advertising when
it is part of a much larger value proposition. In their survey, participants were simply
asked whether they would prefer it, whereas we specified an exact cost ($0.99).

We were surprised that participants’ support for behavioral advertising did not
change as a function of the data used to target the advertisements. This may indicate
that users take an all-or-nothing approach to behavioral advertising: if forced to look
at advertisements, they may want those advertisements to be as relevant as possible.
We did not gather data to explicitly test this.

10.5.2 Open Problems and Future Work

Our findings suggest that it may be possible to improve the Android choice
architecture to better address users’ privacy and security concerns. Our study also
suffered from several limitations, which future studies should address.

10.5.2.1 Privacy Annotations

Our results suggest that a choice architecture that allows users to make side-by-side
comparisons between similar applications encourages privacy-preserving behavior.
Currently, the Android Market does not support this. We believe that such an
architecture is in the best interest of all stakeholders. Many users desire greater
privacy features and are willing to pay premiums for them. Such premiums are in
the interest of the platform owner, as they increase total marketplace revenue.

We expect to empirically test this in the near future in the laboratory and field by
modifying participants’ smartphones to support similar search result annotations.
Given the limited screen real estate, and that many of the current permissions are
unconcerning to users, users are likely to comparison shop based on only a small
subset of permissions. We are currently designing icons to represent the permissions
that users find most concerning. We expect that if these icons appear alongside
search results, users will be more likely to install applications that are aligned with
their privacy and security preferences, even if this means paying a premium.

10.5.2.2 Runtime Permissioning

In our second experiment, we observed that participants’ privacy-preserving
behaviors were much more nuanced than in our first experiment: when participants
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viewed a single application, their willingness to install it only changed significantly
when it requested one particular permission, READ_CONTACTS, which previous
participants ranked as one of the most concerning. Other extraneous permission
requests did not concern participants enough for them to significantly alter their
valuations of the application; similar extraneous requests in the first experiment
resulted in privacy-concerned participants choosing alternate applications with
fewer permission requests. This result suggests that smartphone users are
likely to install desirable applications regardless of whether or not they request
extraneous permissions, even when these requests conflict with their stated
privacy preferences—the desire to install the applications outweighs users’ privacy
concerns. This may be due in part to hyperbolic discounting, where the immediate
desire for the application results in devaluation of future privacy concerns.
Regardless of the exact cause, we believe this result points to another limitation
of the choice architecture: when participants are evaluating an application’s entire
value proposition, privacy concerns are but one aspect; many other factors may
overshadow even a privacy-conscious user’s apprehension to disclose personal data.

The current choice architecture under-values privacy because it frames the choice
as one between accepting the privacy risks or not installing the application—without
providing alternatives. These shortcomings could be addressed by decoupling the
decision of whether or not to install an application from the decision of whether or
not to grant it a particular permission. Studies are needed to validate this hypothesis.
We expect to perform a field study using a modified version of the Android OS to
examine whether or not users make the same decisions regarding whether or not
to grant applications permissions when those permissions are requested at runtime,
when the data is actually needed by the application. Such a choice architecture will
need to consider many factors: for example, how often to prompt the user for partic-
ular types of data, why the data is being requested, and how to phrase the requests.

10.5.2.3 Limitations

Both of our studies were based on users’ stated preferences, rather than observing
their actions in the Market. That is, unlike real interactions with the Market, where
users are paying actual money and disclosing their actual personal data, our study
did not expose them to these costs. At the same time, in our second experiment, we
led users to believe that they would be paying for and installing an actual application,
and they had no reason to disbelieve us. In fact, our statistically significant results
suggest that they weighed these costs in their decisions.

Furthermore, our first experiment displayed four applications side-by-side, which
allowed participants to directly compare the full set of permissions requested
between all four applications. Due to screen size limitations on most mobile devices,
this scenario is a best case for the ability to do side-by-side comparisons. Therefore
our survey results likely represent upper bounds.

In both of our experiments, we exposed participants to varying permission
requests. However, we only collected data on their hypothetical behaviors for five
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different permissions. These permissions represent just 4 % of the 124 permissions
available in the most recent release of Android [5]. It is likely that there are many
permissions that users find even more concerning than the ones we examined in this
study, as well as many more that users universally find unconcerning. An improved
choice architecture would need to account for the full spectrum of permissions.
Likewise, because of this and the aforementioned limitations stemming from the
realism of the tasks, we cannot make generalizations about how much users may be
willing to pay to avoid granting particular permissions.

Finally, another limitation of our study was that the results from our first
experiment cannot be quantitatively compared with the results from our second
experiment, since they used different metrics and were performed over different
periods of time (not to mention that they involved completely different methodolo-
gies). Instead, we qualitatively compare the results of the two studies to show how
changes to the choice architecture can have profound impacts on users’ decisions. In
future work, we expect to directly address these limitations by conducting laboratory
and field experiments wherein participants face real financial and privacy risks.
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Chapter 11
Would You Sell Your Mother’s Data? Personal
Data Disclosure in a Simulated Credit Card
Application

Miguel Malheiros, Sacha Brostoff, Charlene Jennett, and M. Angela Sasse

Abstract To assess the risk of a loan applicant defaulting, lenders feed applicants’
data into credit scoring algorithms. They are always looking to improve the
effectiveness of their predictions, which means improving the algorithms and/or
collecting different data. Research on financial behavior found that elements of
a person’s family history and social ties can be good predictors of financial
responsibility and control. Our study investigated how loan applicants applying
for a credit card would respond to questions such as “Did any of your loved
ones die while you were growing up?” 48 participants were asked to complete
a new type of credit card application form containing such requests as part of a
“Consumer Acceptance Test” of a credit card with lower interest rates, but only
available to “financially responsible customers.” This was a double-blind study—
the experimenters processing participants were told exactly the same. We found that:
(1) more sensitive items are disclosed less often—e.g., friends’ names and contact
had only a 69 % answer rate; (2) privacy fundamentalists are 5.6 times less likely
to disclose data; and (3) providing a justification for a question has no effect on its
answer rate. Discrepancies between acceptability and disclosure were observed—
e.g., 43 % provided names and contact of friends, having said they found the
question unacceptable. We conclude that collecting data items not traditionally seen
as relevant could be made acceptable if lenders can credibly establish relevance,
and assure applicants they will be assessed fairly. More research needs to be done
on how to best communicate these qualities.
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11.1 Introduction

To lend money responsibly, as well as protect their own business, lenders assess
the risk of applicants not repaying their loans. For the assessment process, lenders
collect personal data items directly from applicants, and from organizations such
as credit reference agencies, and feed the data collected into their credit scoring
algorithms. The lenders will reject loan requests from applicants who fall above
a certain risk threshold. The goal is to ensure that the lending business remains
profitable, but it also prevents applicants who would not be able to afford the loan
from getting into financial hardship.

Lenders are continuously looking to improve the accuracy of their risk assess-
ments, either by improving the algorithms used, or by collecting new types of data.
Based on the literature on credit scoring and interviews with experts in personal
finance and credit risk, we identified factors that seem to be associated with financial
behavior, but are not widely used (and if they are used, the general public is not
aware of it). These include a person’s relationship with parents while growing
up [22, 42], social links [13], and bill payment history [5, 43] among others. Such
data is clearly sensitive, but using it in this way is no different from how health
data is used by insurance companies, and psychometric and drug tests data by
some companies to assess job applicants. But such data could also be beneficial for
some loan applicants: new types of data with predictive value could help those with
“thin” credit histories, who currently find themselves excluded from many financial
services because they cannot prove their creditworthiness.

We first review the literature on credit scoring, and present results from inter-
views with experts in personal finance and credit risk; we then discuss factors known
to influence privacy perceptions of individuals. We then present a study in which
participants were asked to complete a credit card application in which they had
to disclose data commonly requested in this process, and some alternative data.
The results from the experiment and the post-experiment questionnaire show that
providing justifications for questions has no effect on disclosure rates. Surprisingly,
participants did disclose some data they rated as “unacceptable for lenders to
request”, but were less likely to disclose such information about people other than
themselves. We conclude that lenders should avoid collecting indices of social
capital for the time being, and should keep in mind the potential mismatch between
the perceived relevance of a data request and its actual relevance in an empirically
based credit scoring algorithm.

11.2 Background

11.2.1 Credit Scoring

Credit can be a force for good: it can be an investment—for example, buying a car
might enable someone to obtain a job which they otherwise might not be able to
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get to, or it can help to manage unexpected expenses, such as emergency repairs.
However, individuals obtaining loans they cannot repay has serious consequences
on their lives, as well as the lenders’ balance sheets: in the UK, for instance, 331
people are declared insolvent or bankrupt every day [11].

To minimize the number of loan defaults and maximize profit (not giving a loan
to applicants who could repay it equals lost profit), lenders assess the likelihood that
an applicant will repay a loan. This process is known as credit scoring, first used in
the 1940s, when it relied on human judgement: credit analysts read an application
form and made a decision based on the 5 C’s [46]: “the character of the person (do
you know the person or their family?); the capital (how much is being asked for?);
the collateral (what is the applicant willing to put up from their own resources?); the
capacity (what is their repaying ability. How much free income do they have?); the
condition (what are the conditions in the market?)”.

Today, credit scoring is based on automatic statistical algorithms which are
fed data from the applicant’s application form, data related to past dealings
with the lender, and their credit report—obtained from a credit bureau (see, for
example, [44]). The risk of an applicant defaulting is inferred from the performance
of borrowers whose data profile is similar [10, 25]. Credit scoring algorithms are
faster, more consistent and less prejudiced than human decision makers, and there
is evidence that these algorithms are better predictors of which applicants would be
“good” or “bad” customers [46].

But credit scoring algorithms are not perfect. Mistakes occur in the classification
of some applicants (good risks classified as bad risks and vice-versa), because
of limitations in the building of the algorithms themselves (data used to develop
predictive models sometimes has poor quality and is based only on samples of
accepted borrowers [15]), interactions between variables that become outdated
(people’s behavior changes over time), and because some factors that are the
cause of bankruptcy are difficult to predict—e.g., divorce, health problems or
unemployment (Expert 1, 2010, Discussion on consumer finance statistics, personal
communication with university professor with background in consumer finance
statistics research) [25]. To improve the accuracy of their credit scoring, lenders
can improve the way their algorithms are built—by adjusting how variables are
transformed—or by collecting more data. The latter is seen as a more promising
approach because the statistical methods underlying credit scoring are well under-
stood, and no imminent breakthroughs in improving their performance are expected
(Expert 1, 2010, Discussion on consumer finance statistics, personal communication
with university professor with background in consumer finance statistics research).

11.2.2 Alternative Indicators

Based on our review of literature on personal credit (Brostoff et al., Privacy value
networks project: financial services case study. Technical report, unpublished), and
interviews with experts on credit risk and financial behavior, we identified several
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types of data that are potential indicators of financial behavior, but which are not
currently requested in loan applications. These types of data include: bill payments
(other than utilities), tax payments, employer recommendations, health condition,
stability in life, and social relationships.

Utility payments, for example, are considered to be a measure of willingness to
pay debts. There have been initiatives in the US for applicants with no traditional
credit history to use their history of utility payments as a measure of their
willingness to pay, and these data have been incorporated into credit report products
offered by mainstream credit reference agencies—for example the “PRBC credit
report with FICO expansion score” from Fair Isaac. Some utility payments are now
part of the UK credit bureau data, but it is not clear whether applicants realize this,
or how they would perceive an explicit request for this data. Data such as TV license
payments are not yet collected, and it is not clear to what extent applicants consider
them to be utilities (as opposed to less socially acceptable categories of expenditure),
and how this personal classification might be reflected in perceptions of requests for
the data.

The same applies to accommodation-related payments. Rent [43] and Council
Tax payments indicate that the applicant makes regular payments and demonstrates
responsible behavior. A larger number of insurance claims might also indicate that
they are a riskier person (resulting in higher insurance premiums); too many may
indicate a propensity for fraud.

Sometimes employers vouch for new employees, so that they can get bank
accounts (Expert 2, 2010, Discussion on financial behavior of immigrant pop-
ulations in London, personal communication with an academic specializing in
migration and immigration). A recommendation from the employer could therefore
function as signal for creditworthiness.

Health condition may also be linked to ability to repay. Body-mass index (BMI),
for example, has been linked to some aspects of self-control [27], which can be
perceived as being related to ability to pay. Also, some lenders purchase insurance
to recover the loan in the case of the borrower’s death, and these policies require
declarations of health and pre-existing conditions. Health checks can reveal lifestyle
choices that correlate with responsibility and self-control, and ability to pay back
loans. Moreover, mental illness, disability, and physical illness are large risk factors
for borrowers not paying back debts (Expert 3, 2009, Discussion on peer-to-
peer lending, personal communication with executive from a peer-to-peer lending
company).

Stability in applicants’ lives is a key predictor for creditworthiness. One way
to assess stability is by asking whether the applicant lives with a partner or
spouse (Expert 4, 2009, Discussion on risk management in lending, personal
communication with a risk management consultant for a financial services
authority). Kirchler et al. [29] suggest that relationship dynamics can have an
impact on credit decisions, with mutual social influence of the partners potentially
changing their behavior.

Stability and attitudes to money are also corrected with experiences while
growing up. Analysis of case studies of over-spenders found that these often have
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a family background where money was used as a method of control, where the
relationships with fathers were problematic, distant and mediated by money [42],
and where the patient had experienced major and unresolved loss [22].

In a study that examined the performance of listings in a peer-to-peer lending
service (Prosper1), the structural component “degree centrality” of the applicant’s
social network was related to their probability of being granted a loan: applicants
who had more friends and were more central in their social networks were more
likely to receive loans. Lin et al. [33] found that the number and type of friends an
applicant had was related to how likely they were to receive a loan—with likelihood
increasing with the number of friends who were lenders on Prosper. Friend lists may
therefore be used as a way of estimating social capital—if an applicant has friends
who are rich, powerful and trustworthy, then s/he is seen as trustworthy and less
risky to lend to. It is also seen to assist fraud prevention because such connections
facilitate tracing of a defaulting borrower who has changed address. Similarly, the
names, addresses and phone numbers of people that know the applicant well could
be obtained. This is already done by some sub-prime lenders [26]. Although Lin
et al. [33] did not study it, it is plausible that some measure of message flow between
an applicant and their social network is an indication of the strength of ties between
that applicant and their network, and so could be used as an index of social capital,
and therefore trustworthiness to receive loans.

11.2.3 Privacy Factors

Even though the data items discussed above could potentially improve the assess-
ment, their use by lenders raises the number of questions. The key one—which we
address in this study—is whether requesting them would raise privacy concerns.
Past research has identified three criteria that are like to impact applicants’ privacy
perceptions: sensitivity, transparency, and privacy values.

11.2.3.1 Sensitivity

Adams and Sasse [2] investigated privacy perceptions from a user-centric perspec-
tive, and found that users’ assessment of privacy risks depends on three main factors:
(1) information receiver; (2) information usage; and (3) information sensitivity.
The first factor refers to how much the user trusts the person or people who
will have access to their data. The second factor addresses the way users think
receivers use their data in the present, and are going to use it in the future. When
individuals perceive that they have some degree of control over future usage of
their personal data, they react in a more positive manner to its collection [12].

1www.prosper.com

www.prosper.com
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The third factor consists of the users’ perceptions of the data being disclosed
and how others (e.g., the receivers) will interpret it. Believing that data portrays
individuals in a fair and accurate manner is an important acceptance factor—
from a privacy perspective—of technologies and processes that collect personal
data [12, 34]. Metzger [36] investigated the effect of sensitivity on disclosure and
found individuals were more likely to withhold items they found more sensitive.

We believe that the different data sensitivities of the various items requested will
have an impact on disclosure rates. Consequently, we propose that:

H1: The proportion of participants disclosing each data item will be correlated
with the sensitivity of the data items.

11.2.3.2 Transparency

Relevance or legitimacy of the data request in the context of the interaction has also
been identified as an important privacy factor [12, 19]. Annacker et al. [3] identify
legitimacy of a data request as a significant driver for privacy costs, i.e., the lower
the perceived legitimacy of the data request the more privacy individuals felt they
were giving away. Drawing from the concept of “contextual integrity” (see [38])
O’Hara and Shadbolt [39] describe examples in which there is a negative reaction
to a type of data request in one context, but not another: e.g., collecting data about
one’s marital status may be appropriate during a date, but is inappropriate in the
context of a job interview. In a previous study, Jennett et al. [24] suggested that
transparency of purpose of data requests, in the context of credit applications, could
make individuals feel more comfortable with answering questions. Thus, in the
current study we advance the following hypothesis:

H2: Participants will disclose more data when a reason for the data request is
given, compared to when no reason is given.

11.2.3.3 Privacy Values

Individual differences may also contribute to different privacy perceptions of
specific data requests: some individuals are more sensitive to privacy issues than
others. There have been several attempts to develop ways to measure privacy
concern (see [8] for a review). One of the most widely used privacy scales is Westin
Privacy segmentation [48], which requires participants to rate three statements on
a 4-level scale. Based on their answers participants are assigned to one of three
groups: (1) privacy fundamentalists, who have strong feelings about privacy and
are very defensive of their personal data; (2) privacy unconcerned, who do not
have many concerns about privacy or disclosing personal data; and (3) privacy
pragmatists, the majority of people, who are willing to disclose personal data when
they see a legitimate use for it and see the benefits of doing so [45]. In our study,
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we expect participants categorized as privacy fundamentalists to be more protective
of their personal data, therefore, our third hypothesis states that:

H3: Privacy fundamentalists will disclose less data than privacy unconcerned or
privacy pragmatists.

11.2.4 Privacy Attitudes vs. Privacy Behavior

Privacy research has identified a discrepancy between stated privacy attitudes and
concern and actual disclosure behavior (see [1] and [6]). Most privacy research has
relied on data collection techniques such as questionnaires and interviews to capture
privacy perceptions and attitudes. In the past two decades, several surveys have
identified privacy as a serious concern for consumers and citizens in general [9, 28,
32, 40]; yet there are many documented examples of individuals surrendering their
personal data for seemingly small rewards [23, 30]. Thus, it is important to observe
how people act in situations where they are confronted with real trade-offs involving
their personal data, rather than just ask them about hypothetical scenarios. Our study
explores the difference between the stated acceptability of some questions, and the
actual disclosure behavior of the same participants on those questions.

Actual privacy behavior is guided by cost-benefit considerations. When organi-
zations providing a service request personal data from individuals, these assess the
potential economic or social benefits that will result from the exchange, and weigh
them against the costs of providing the data [37, 41]. If the benefits are perceived to
outweigh the costs, individuals will agree to the exchange; if they do not, they will
withhold or falsify data to reduce the privacy costs, while still obtaining the benefits
of the exchange [20, 36].

Some studies have investigated disclosure behavior when economic rewards
(such as money, future convenience or time savings) are offered in exchange for
personal data [14, 17, 18, 21]. Results indicate that there is a point—albeit variable
from context to context—at which individuals will trade their data for material
benefits. When individuals apply for credit there is also a potential economic reward
that can be obtained through the disclosure of personal data. However, to our
knowledge, no empirical research has been conducted on privacy perceptions and
decision-making in the context of credit application forms. It is not clear whether
privacy decision-making when individuals apply for credit follows the same rules
as in other contexts. The research described here tries to address this gap in the
literature by simulating an application process for a credit card that requires different
types of personal data to be disclosed.

In the following section we describe our experimental design. We start by
describing a preliminary survey aimed at collecting sensitivity ratings for several
data items which are not currently used in risk assessment but which experts believe
may be associated with financial behavior. We then describe our main experimental
study which investigated participants’ disclosure behavior in the context of a
simulated credit card application.
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11.3 Preliminary Survey

11.3.1 Demographics

A UK nationally representative sample of 285 participants answered the survey.
One hundred eighty-one (63.5 %) were female and 104 male (36.5 %). Forty-five
(15.8 %) were between 18 and 24 years old, 36 (12.6 %) between 25 and 39 years
old, 100 (35.1 %) between 40 and 59, 104 were 60 years old or over.

11.3.2 Survey

We generated 53 hypothetical questions which are thought to have relevance for
assessing creditworthiness, but which are not normally collected in loan application
processes. These include “internet payment history”, “any insurance claims”, “list
of friends from your social networking sites”. For each item, participants were asked
to rate on a 5-point scale to what extent they were comfortable with giving a lender
this data.

After an initial principal components analysis (PCA) with Cattell’s scree plot
method, we identified 5 main factors that the 53 questions varied on. These 5
factors accounted for 57 % of the total variance. The varimax rotation provided
a far more interpretable solution than the direct oblimin rotation. Therefore the
varimax rotation was interpreted. The five factors produced were seen to have
common themes in the items they contained and as such were given the tags:
(1) personal/sensitive, (2) bills, (3) attitudes, (4) social network, and (5) partners
and children. We selected 14 items for use in the experimental study (see Table 11.2
below) that were representative of these factors—but that could also be changed into
a question that could be “responded to” by a participant.

11.4 Experimental Study

11.4.1 Demographics

There were 48 participants in the study. Ages ranged from 19 to 31 years, average
age 20 years old (s = 1.97). Thirty five (72.9 %) participants were female and 13
(27.1 %) were male. Thirty six (75 %) participants were UCL psychology students;
8 (16.7 %) were students in other degrees at UCL; 2 (4.2 %) were students at other
universities; and 1 (2.1 %) was not a student.
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11.4.2 Procedure

Participants were told that they would be helping to test “the acceptability of the
application process for a new Super Credit Card that beats all other cards on the
market. Because the deal is so good it can only be offered to people who are very
reliable at repaying. The bank (we cannot reveal which one because of commercial
sensitivity) thinks it has discovered a better way of assessing financial responsibility,
but it requires more and also different information than is used in the standard credit
reference reports.”

The application process consisted of an online application form with 24
questions. Participants were asked to complete and submit the form. They could
submit once they had answered at least 20 out of the 24 questions, and were paid
£5 (approx. $8) regardless of whether they were able to submit the form or not.
Participants were told that no actual credit card would be awarded, but that the
person who was found to be most creditworthy would receive a £50 (approx. $80)
prize. One factor that could potentially affect the way personal data disclosure
decisions are made in the context of credit applications is the large value of the
credit service being offered compared to the privacy cost of disclosing sensitive
data. Thus, this reward was meant to create a real trade-off between disclosing
personal data and obtaining an economic benefit similar to what happens in real life
credit applications.

To disincentivize submission of false data, participants were told that “the card
can only be offered to people that are completely honest during the application
procedure, if you lie on a single item you are not eligible. [. . . ] all application data
is being sent to a credit reference agency for validation. . . [using a] . . . sophisticated
combination of cross-comparisons between data in the application form, the
individual’s current credit record, and also comparison to the Agency’s most
advance customer profiling system.” Again, the goal was to simulate as realistically
as possible a real application process for obtaining credit.

After filling in the application form, participants answered Westin’s privacy
segmentation questions, and were interviewed about the acceptability of the form’s
questions and whether they had engaged in any privacy protection behaviors (such
as lying). Participants were told that this questionnaire and interview were not part
of the evaluation of the bank’s application form, but instead part of the research
group’s own investigation into the acceptability of the data requests. They were
further reassured that the experimenters would not share the interview data with the
bank.

To prevent bias, the study was conducted “double-blind”. The experimenters who
processed the participants—three psychology students—were told the same story as
participants. The experimenters were told that the research group was conducting a
consumer acceptance trial of the new application process for the bank, and also
wanted to determine if people would be inclined to lie on those forms.

The study design was submitted to the university’s ethics approval process, and
received approval before the study commenced. After the study participants had
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Table 11.1 List of Basic
items Items

1. Full name
2. Gender
3. Date of birth
4. Current home address
5. Mobile phone number
6. Home phone number
7. Nationality
8. Employment status
9. Have you had a credit card before?
10. What is the name of your bank?

been processed, experimenters and participants were informed (face-to-face and by
email respectively) that the bank did not really exist. The £50 reward was given to a
participant selected at random out of those who did submit.

11.4.2.1 Application Form

The application form in the current study began with 10 Basic questionnaire items
that are present on existing credit application forms (see Table 11.1). These were
included to make participants believe that the data was really going to be checked
against credit reference agency data, and be used by the bank to identify them.
We also assumed that—given how the study was advertised—participants would
expect that they had to provide these items—giving a baseline to compare the more
sensitive items with.

These were followed by the 14 Novel items (see Table 11.2). Responses were
either textual data, or required the participant to tick a box to state that he/she
consented to his/her data being looked up by the bank.

A progress bar was set up so that participants had to give a certain amount of
data before they could submit their application to the bank. We deliberately set
the threshold high (20/24) to increase the likelihood of participants providing some
Novel data items: even if participants gave all Basic data (10 items), they needed to
provide 10 of the 14 Novel items. If participants tried to submit their answers before
the progress bar reached 100 %, they received an error message (see Fig. 11.1). If
participants chose “not applicable” (N/A), this did not contribute towards the tally,
since in a real credit application, an applicant would have to submit alternative data
items if s/he was unable to answer a question.

This was part of the deception: when a participant clicked “submit”, their
data was not sent anywhere, but deleted instead, i.e., no record of the content
of participants’ responses was kept. Instead, experimenters’ kept notes on which
questions participants answered in the form. Experimenters did record audio of the
post-scenario interviews for later analysis.
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Table 11.2 List of Novel items

Items

1. Did any of your loved ones die while you were growing up? Please give their relation to
you (e.g., mother, brother, friend, etc.)

2. Do you suffer from any medical conditions? Please list. . .
3. Did you live with both your mother and father while you were growing up?
4. Could you list the names and either phone numbers or email addresses of three of your

closest friends?
5. Do you give us permission to contact your local council to get a copy of your council

tax payment history?
6. Do you give us permission to obtain a copy of your TV licence payment history?
7. Do you give us permission to obtain a copy of your gas or electricity payment history?
8. Please provide the name and address (or other contact details) of a previous employer so

that we can request a copy of the last recommendation from him/her about you. . .
9. What is the job of your partner/spouse? Please describe. . .
10. What are the names of three people that you are friends with on a social networking site

(Facebook, Twitter) whose profiles you would be happy to share with us? Please
list. . .

11. What are the names of three people that you are friends with on a professional
networking site (LinkedIn, Orkut) whose profiles you would be happy to share with
us? Please list. . .

12. Will you allow us to measure the typical number and length of messages between you
and your friends on social networking sites?

13. What is the length of the longest relationship you have had with a partner/spouse?
(years/months/weeks)

14. May we obtain a copy of your insurance claims (e.g., car, house)?

Fig. 11.1 Insufficient information error message

11.4.2.2 Different Versions of the Application Form

Past research suggests that individuals are more comfortable with disclosing
personal data when they understand and agree with the purpose of its collection
and usage (e.g., [12,19], or [2]). To test this, we set up two versions of the form:

• Explanation condition: Participants were given a brief explanation of why each
item was needed by the bank (small text that was presented below the item)

• No Explanation condition: Participants were not given an explanation of why
each item was needed by the bank.
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For example, for half of the participants the question “Did any of your loved ones
die while you were growing up?” was accompanied by the following explanation:
“We need this information to help judge how your early experiences might shape
your behavior as an adult—early loss has been related to later financial behavior.”

For each of these conditions, we created a Normal Order version and a Reverse
Order version to control for item order. In both versions the 10 Basic items were
always presented first. In the normal order the Novel items were presented as above
in Table 11.2—and in the reverse order the Novel items were presented in reverse.

11.4.2.3 Privacy Values Questionnaire and Follow-up Interview

As noted in Sect. 11.2, there is evidence that some people are more privacy-sensitive
than others. Thus, as well as controlling for age and gender, we also collected
level of privacy concern as assessed by the Westin privacy segmentation [48]. In
the Westin scale participants are asked to rate three statements on a 4-point Likert
type scale, where 1 = strongly disagree and 4 = strongly agree. The three statements
are:

• Consumers have lost all control over how personal information is collected and
used by companies.

• Most businesses handle the personal information they collect about consumers in
a proper and confidential way.

• Existing laws and organizational practices provide a reasonable level of protec-
tion for consumer privacy today.

Privacy fundamentalists are respondents who agreed (strongly or somewhat)
with the first statement and disagreed (strongly or somewhat) with the second and
third statements. Privacy unconcerned are respondents who disagreed with the first
statement and agreed with the second and third statements. All other respondents
are categorized as privacy pragmatists.

A short interview followed, where participants were invited to discuss the
acceptability of each of the 24 questions in the application form. If they had decided
not to submit the form they were asked about their reasons. They were also asked
about whether they had lied on or exaggerated any of their answers.

11.5 Results

11.5.1 Submission and Answer Rates

Twenty eight (58.3 %) participants submitted the application form, which means
they answered at least 20 questions out of the 24 asked. All participants answered at
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Table 11.3 Answer rates

No %answer
Item N Answer answer N/A %answer (excl. N/A)

Grew up with both mother and
father

48 48 0 0 100 100

Current home address 48 48 0 0 100 100
Employment status 48 48 0 0 100 100
Gender 48 48 0 0 100 100
Mobile phone number 48 48 0 0 100 100
Nationality 48 48 0 0 100 100
Full name 48 48 0 0 100 100
Date of birth 48 47 1 0 97.9 97.9
Ever had a credit card 48 47 1 0 97.9 97.9
Loved ones passed away while

growing up
48 45 3 0 93.8 93.8

Name of your bank 48 45 1 2 93.8 97.8
Copy of TV licence payment

history
48 28 1 19 58.3 96.6

Medical conditions 48 45 3 0 93.8 93.8
Copy of gas/electricity payment

history
48 38 3 7 79.2 92.7

Home phone number 48 24 2 22 50.0 92.3
Length of longest relationship 48 34 3 11 70.8 91.9
Copy of council tax payment

history
48 24 3 21 50.0 88.9

Previous employer contact details 48 26 4 18 54.2 86.7
Social networking profiles of three

friends
48 37 6 5 77.1 86.0

Copy of insurance claims 48 23 4 21 47.9 85.2
Job of partner/spouse 48 17 3 28 35.4 85.0
Number and length of mobile text

messages
48 33 13 2 68.8 71.7

Name and phone number/email of
three friends

48 33 15 0 68.8 68.8

Professional networking profiles of
three friends

48 4 5 39 8.3 44.4

least one question, however, even participants who did not submit the form, and the
answer rate across all participants for each question is shown below in Table 11.3.

Of the 10 Basic information items, 6 were answered by all participants for whom
they were applicable (100 %), 3 were not answered by one participant each for
whom they were applicable (98 %), 1 was not answered by two participants for
whom it was applicable (92 %), giving an average answer rate of 99 %.

The answer rate for Novel items was lower, averaging 85 % and ranging from
100 to 44 % of participants answering data items that applied to them. Only one of
the Novel data items was answered by all respondents—“Grew up with both mother
and father”.
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11.5.2 Testing the Hypotheses

Hypothesis 1 predicted that the answer rate for each data item request would be
correlated with the sensitivity of the item as measured in the preliminary survey
(see Sect. 11.3). This hypothesis was supported: the percentage of participants who
answered an item (excluding N/A answers) was significantly correlated with the
sensitivity of that item (measured on a 5-point comfort scale) � D 0:624, p < 0:01:

Hypothesis 2 stated that participants would be more willing to disclose personal
data in the version of the form where a justification was given for each question. The
data did not support this hypothesis. There was no association between the presence
of explanations for the questions and whether participants submitted the form or not:
	2.1/ D 0:34, which is below the critical value of 3.84 (p D 0:05). There was also
no association between the presence of explanations and the number of questions
participants answered: t value was not significant (p D 0:05). Finally, there was
no association between the presence of explanations and whether participants had
answered a particular question: Pearson’s Chi Square or Fisher’s Exact Tests were
conducted for each item and none were significant (p D 0:05).

Hypothesis 3 stated that participants categorized as privacy fundamentalists
according to Westin’s privacy scale would be less willing to disclose data. This
hypothesis was supported by the data, but only when privacy unconcerned and
privacy pragmatists were blocked. When comparing the behavior of privacy
fundamentalists against that of privacy pragmatists and unconcerned separately no
statistically significant relationship was found. We believed that we did not have
enough participants for the test to have enough power to detect the difference. In
order to increase the power of the test, we attempted to sharpen the differences
in predicted behavior between the segmentations by contrasting fundamentalists
with the other two Westin segmentation groups, using the statistical technique of
blocking. There was a significant association between whether participants were
privacy fundamentalists and whether they submitted the form 	2.1/ D 4:39,
p < 0:05. Based on the odds ratio, the odds of a person submitting the form were
5.6 times higher if they were non-fundamentalists.

11.5.3 Acceptability of Data Requests

We transcribed the recordings of the post-session interviews and analyzed partic-
ipants’ comments2 using thematic analysis [7]. We identified several factors that
influence the acceptability of a data request (see Fig. 11.2). These factors help clarify
why some data requests are considered acceptable while others are not.

2Participants are identified by the letter P and a number when quoted to maintain their anonymity.
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Fig. 11.2 Acceptability
themes and frequencies of
participants that mentioned
each one

The acceptability of a data request is related to its perceived relevance. A relevant
data request is one where the data item is perceived to be related to financial
behavior, personality of the applicant, or probability of debt repayment. Relevant
data requests were perceived more positively than irrelevant ones:

I don’t think it’s acceptable, it’s got nothing to do with my credit status. (P6)

Yeah it’s good, because the bank needs to know how much income you’ve got. (P13)

Some participants questioned the fairness of using certain items to assess an
applicant. Fairness perceptions are associated with relevance perceptions; however,
while perceived relevance seems to be related to how acceptable it is to use an item
to draw conclusions from a statistical point of view, perceived fairness is related to
how acceptable it is to use the item from an ethical perspective.

Perceptions of the consequences of disclosing a data item had an influence on
acceptability as well. When participants thought that a data disclosure would result
in a positive or neutral outcome, they saw it as more acceptable. On the other hand,
participants perceived data disclosures they thought could harm them in future as
less acceptable:

I did reply, I answered, but only because I don’t suffer from a medical condition. Probably
if I did I might have reacted differently. (P17)

I did disclose it on the answers because again I had nothing to hide, it would all go in my
favor. (P29)

I know that because I have medical conditions it could be used to discriminate against me.
(P40)

The sensitivity of a data request has an influence on how acceptable it is
perceived to be. When participants considered a request too personal, sensitive, or
invasive, they perceived it as less acceptable.

I found that very intrusive. I don’t think that’s acceptable. (P48)
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Requests for data related to third parties, such as colleagues or friends of the
participants, were perceived as less acceptable:

Sharing other people’s details is always something I find like quite hard to do. (P48)

Participants said they feared their friends might be hassled by the bank, that
disclosing their data would be a privacy invasion, that it was not their data to give,
and that their friends had not consented for their data to be disclosed:

I wouldn’t really want them to impose on my friends’ personal space without them giving
consent to that. (P25)

The effort required to answer a data request may also impact how it is perceived
with request that are involve more work being seen more negatively:

It would be difficult to get hold of the information, so again I was less inclined to provide
it. (P30)

Depending on how long the form is, I wouldn’t mind doing it. (P36)

Asking for data that was already publicly available from other sources was
perceived by some participants as more acceptable. In fact, a couple of participants
even disclosed items they thought were unacceptable because they believed the data
was already public:

Yes I thought this was acceptable, insofar that social networking sites are sort of publicly
accessible, and so giving the details of people with whom I have connections on these sort
of sites is a reasonable thing to ask. (P23)

11.5.4 Acceptability and Disclosure

As expected, the acceptability ratings of items correlated significantly with their
previously measured sensitivity ratings, � D 0:607, p < 0:01. However, the
association between participants finding an item acceptable and disclosing it was
only significant for three questions: insurance claims 	2.2/ D 10:44, p < 0:05,
council tax 	2.2/ D 10:10, p < 0:05, and emails and phone numbers of friends
	2.2/ D 8:42, p < 0:05.

For some items there was no association between acceptability and disclo-
sure rate because every participant (or almost every participant) found the item
acceptable and disclosed it. There were several items which a large proportion of
participants found unacceptable, but still disclosed (see Table 11.4).

Participants who answered data requests they considered unacceptable were
asked why they did. Fourteen participants said that, on reflection, they did not
mind disclosing the data:

I did, though I felt I shouldn’t. . . they don’t need to know that [. . . ] although I did answer
the question, because then I thought it might not be that bad. (P17)
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Table 11.4 Acceptability vs. disclosure

Unacceptable & % unacceptable & % unacceptable &
Item Na disclosed disclosed disclosed (excl. N/A)

Loved ones passed away while
growing up

46 26 56:5 56:5

Social networking profiles of
three friends

47 25 53:2 61:0

Name and phone number/email
of three friends

47 20 42:6 42:6

Number and length of mobile
text messages

46 19 41:3 43:2

Length of longest relationship 47 18 38:3 50:0

Grew up with both mother and
father

44 18 40:9 40:9

Medical conditions 46 11 23:9 23:9

Professional networking
profiles of three friends

45 3 6:7 33:3

Job of partner/spouse 46 3 6:5 15:8

Copy of insurance claims 41 2 4:9 7:1

Previous employer contact
details

46 2 4:3 6:7

Copy of TV license payment
history

45 2 4:4 7:1

Copy of gas/electricity
payment history

45 1 2:2 2:8

Copy of council tax payment
history

46 1 2:2 3:8

a Participants who, in the interview, did not answer clearly whether they found an item acceptable
or not were deleted pairwise

Ten participants answered that even though they considered a question generally
unacceptable, they personally had no problem with answering it:

Again I did disclose it, but I don’t think the general public would be happy [. . . ] because I
see myself as quite an open person, so I would be happy. (P28)

Five participants said they did disclose because they wanted to complete the
form:

I did disclose some things mainly just to complete the questionnaire. But it didn’t seem a
great question. (P27)

Other reasons for answering unacceptable data requests included:

1. Answering is not harmful to me (four participants);
2. The data is publicly available anyway (two participants);
3. The bank will not actually look at the data (two participants);
4. Was not thinking about it when I answered (one participant);
5. I felt safe answering because I was part of a study (one participant).
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11.5.5 Privacy Protection Behaviors

All participants were asked during the post-experiment interview if they had lied or
exaggerated on some items when completing the form: 22.9 % of participants said
that they had. Examples include saying that the bank could check on their electricity
bills when they actually do not pay any, and writing friends’ initials instead of their
names. One reason mentioned to do this was to increase the amount of data disclosed
to the minimum required to be able to submit the form. Another reason given was
to protect the privacy of friends.

11.6 Discussion

Our study investigated the role of sensitivity, transparency, and privacy values in
decision-making about disclosure in the context of a simulated credit card applica-
tion form. We also wanted to explore the interaction between stated acceptability of
a data request, and disclosure behavior regarding the same data request.

11.6.1 Sensitivity, Transparency, and Privacy Values

Hypothesis 1 stated that the number of participants sharing each data item would be
inversely correlated with the sensitivity of the data items. In fact, the answer rates
for each question showed a significant negative correlation with the sensitivity rating
of the question (as measured in a previous study), thus supporting the hypothesis.
Past research found that more sensitive items were more likely to be withheld [36].
The importance of our finding is that it can be used to estimate a priori how an
application or registration form will fare, before actually deploying it. Knowing
how sensitive certain data items are perceived to be in general makes it possible to
predict the likelihood of applicants withholding such items, and weigh the impact of
missing data on the lender’s business processes to determine whether it is actually
worth requesting it.

H3 stated that privacy fundamentalists would disclose less data than privacy
unconcerned or privacy pragmatists. As expected, participants who were catego-
rized as privacy fundamentalists on Westin’s scale were significantly less likely to
submit the form than non-fundamentalists. Privacy fundamentalists are generally
more concerned about the risks of their personal data falling into the wrong hands
and of the harmful effects that disclosing personal data can have on their lives [49].
This would explain their reluctance in submitting their personal data to an unknown
party for an uncertain reward, i.e., the reward would have to be larger to offset the
perceived cost of answering and submitting the form.
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H2 predicted that participants would disclose more data when a reason for the
data request was given than when no reason was given. However, even though
previous studies identified lack of transparency and legitimacy as promoters of
negative reactions [3,24], in our study the presence of explanations for the questions
being asked had no significant effect on participant behavior. Thus, this hypothesis
was not supported. One possible explanation is that participants did not notice the
explanations positioned below each question. Another possibility is that they saw
the explanations, but did not read them. Past research on privacy policies found
that people rarely read them, or other terms online, because of the time cost, which
has been estimated as an average of 10 min per policy [35]—so our participants
may not have wanted to spend time reading the explanation. If participants read
the explanations they may not have understood, or believed them—we did not ask
our participants about this. In future studies, user behavior, such as mouse and
eye movements, should be tracked to check whether participants are noticing and
reading the explanations.

11.6.2 Disclosure and Acceptability of Novel Items

Overall, the disclosure rates for the Novel items (excluding N/A answers) can be
considered high: 85 % or more for all but three items. Items related to family history
had surprisingly high disclosure rates (100 and 93.8 % respectively for “Grew up
with both mother and father” and “Loved ones passed away while growing up”), as
did “Medical conditions” and “Length of longest relationship”. These are all items
generally considered to be very sensitive.

One possible explanation for the high disclosure rates is that no relationship
was found between acceptability of a question and its disclosure rate. Even though
acceptability and sensitivity ratings were significantly correlated, the acceptability
and disclosure rates for individual questions were not with many participants
both rating questions as unacceptable and answering them. For example, 56.5 %
of participants considered the question about “Loved ones passed away while
growing up” unacceptable, but still answered it. The only exceptions were “Copy
of insurance claims”, “Copy of council tax payment history”, and “Name and phone
number/email of 3 friends”

The thematic analysis provides some insights into why this happens. Several
participants said that—even though they found a particular question generally
unacceptable—they personally did not mind answering it. This suggests that the
assessment of the acceptability of a data request precedes the actual individual cost-
benefit evaluation of the disclosure. Participants may believe that it is wrong for
a lender to ask for particular data items, but feel that in their personal case it is
beneficial (or not costly) to answer. This is further supported by some participants
saying they answered “unacceptable” questions so they could submit the application
form. They weighed the effort already invested plus the benefit of entering the prize
draw against the costs of disclosure, and decided for disclosure. This suggests that
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when individuals answer surveys about privacy, they may be answering according to
the perceived abstract acceptability of certain data practices which may differ from
their personal cost-benefit assessment in a real situation. This would help explain
why a difference between privacy attitudes and behaviors has been observed in the
literature [1, 6].

Items relating to social networks had among the lowest disclosure rates. These
items included:

• Number and length of mobile text messages;
• Name and phone number/email of three friends;
• Professional networking profiles of three friends;
• Social networking profiles of three friends.

All of these can be taken as indexes of participants’ social capital. We have
already noted that social capital is related to trustworthiness [33]. However, these
data items are about individuals other than the participant and with whom the
participant is friends. The thematic analysis revealed that participants were not
comfortable revealing data about their friends without their permission. Similarly,
“Partner’s job” was among the least disclosed items.

Items related to bill payment history, such as utility, TV license, and council
tax payment history had high disclosure rates, and a low proportion of participants
found them unacceptable. This gives support to the current trend for lenders to
use some types of bill payment history as indicators of creditworthiness, especially
when applicants have “thin” credit histories, to make credit scoring more accurate.

Several factors identified in the thematic analysis confirm previous results.
In a previous study on applicants’ perceptions of loan application forms [24],
participants similarly raised issues with: perceived lack of relevance of data
requests; level of detail needed to reply to some requests; potential negative outcome
of a disclosure; and perceived unfairness of application process. Relevance of a
data request, sensitivity of data, and disclosure outcome are all also identified by
Culnan [12] when reviewing factors which impact perceptions of secondary use
of information. Culnan [12] argues that individuals are less likely to perceive that
their privacy was invaded when the collected personal data is considered to be
relevant for the interaction taking place and will be used to draw reliable conclusions
about them. Sensitivity of data is generally considered to be related to privacy
perceptions (see [2] for a privacy model in multimedia communications, or [36]
for findings in e-commerce). In a study focused on privacy perceptions in serious
games, Malheiros et al. [34] also identified perceived outcome of sharing data as an
important factor. The emergence of factors in our thematic analysis which have been
identified in studies focused on different types of contexts suggest that the process
through which individuals assess data requests may be context-independent, which
does not mean the assessments themselves are.
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11.6.3 Privacy Protection Behaviors

Twenty-three percentage of participants admitted to falsifying some of the data they
submitted as a way to obtain the benefits of submitting the form (and the chance
to get a £50 prize) while minimizing the data actually disclosed. Metzger’s [36]
study found an almost identical correlation between item sensitivity and disclosure
(0.61) as this study (0.62), but a higher proportion of participants that falsified (40 %
of participants that falsified at least one data item). Metzger’s participants were
asked about falsification in a self-administered questionnaire, whereas ours were
asked face-to-face by the experimenter. Survey work to estimate the prevalence of
socially undesirable behavior (for example sexual infidelity in marriage) has found
that more people admit to these behaviors to self-administered questionnaires than
to experimenters. The difference can be large—six times as many admitted infidelity
when asked by a form than by interview [50]. We hypothesize that social desirability
effects due to the presence of experimenters may have led to under reporting of
falsification in our study, and encourage other researchers to address this source
of bias more effectively when designing their studies, by employing methods that
are more resistant to this bias, for example: self-report questionnaires, or random
response techniques (such as participants flipping a coin to answer truthfully or
answer yes [4]) that make it impossible to tell if each individual respondent’s answer
is truthful, but allow an accurate assessment of the true proportion in the sample as
a whole.

No data was collected in this study on the rate of falsification per item (we made
sure participants’ data was not saved to comply with ethics guidelines), but if a
relationship could be found between sensitivity of an item and its falsification rate
(as in [36]), then the data quality impact for lenders of asking for certain items could
be bounded.

11.6.4 Limitations

Our participants were university students with an average age of 20. We acknowl-
edge that this limits the generalizability of our results, and plan to repeat the
study with a larger, more representative sample. We would, however, argue that the
findings of our study have face validity when considered in the context of previous
results. Westin’s Privacy segmentation has been repeatedly given across many
different samples in different years. A consistent finding is that approximately 25 %
of respondents fall into the privacy fundamentalist category [31]. Our participants
had a smaller proportion, with 16.7 % being privacy fundamentalists. This agrees
with Tsarenko and Tojib’s [47] finding that young people were more pragmatic
in their privacy concerns viz financial institutions than other segments of the
population. We argue that by being more pragmatic and unconcerned than the
general population, the disinclination shown by our participants for disclosing
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certain data items can be expected in the general population, and that our results
would form an upper bound for disclosure of these items in the general population.
Also, the preliminary survey was conducted with a larger (N = 285), nationally
representative sample, and the sensitivity ratings correlated significantly with the
experimental study’s disclosure rates; thus, contributing to the external validity of
our findings.

11.7 Conclusions

From a methodological point of view, this study breaks with common practice by
deceiving participants into thinking the data they submitted was actually going to
be used to assess financial reliability. A monetary reward for the most creditworthy
participant was also offered to nudge participants into submitting their form and
answering questions in a truthful manner. Furthermore, experimenters were under
the same deception as the participants, to minimize bias. Since privacy decision-
making and disclosure behavior are highly contextual it is important to capture and
observe them in conditions as realistic as possible.

A goal of this study was to discover which novel data items could potentially
be used as alternatives for evidence of credit worthiness for applicants who do not
have conventional credit histories, and so could not otherwise participate in and
receive the benefits of low cost credit. Among the most sensitive of the novel data
items studied in this research (as measured by sensitivity score and disclosure rates)
were those relating to people other than the participant. Although the results need to
be validated with a wider socio-demographic (where we estimate individuals to be
less pragmatic), we consider this study to be a warning that use of indices of social
capital as signs of creditworthiness may currently not be acceptable. The explicit
collection of items associated with bill payment history, on the other hand, seem to
be less sensitive. Items such as TV license and council tax payment history, which
are not currently collected, could be used for credit scoring in situations where
applicants have “thin” credit histories.

In the context of applying for credit, we found a direct relationship between an
item’s sensitivity, and its likelihood of being disclosed, and that this relationship
might be employed in a cost/benefit analysis during the design phase for credit
application procedures. However, care must be taken in the choice of language when
assessing sensitivity using survey methods: we found that similar language can tap
quite distinct constructs that relate very differently to observed behavior. We found
no relationship between items’ “acceptability” and their disclosure; many people
disclosed information whilst reporting that the antecedent information requests
were unacceptable. We hypothesize that there are two separate but related tests
employed by credit applicants for assessing information requests—one for testing
the requests’ general acceptability (that has little impact on disclosure behaviors),
and one with respect to the individual’s costs and benefits (with much greater impact
on disclosure).



11 Would You Sell Your Mother’s Data? Personal Data Disclosure 259

A growing body of privacy research is starting to look at privacy decision-making
as outcome-oriented: individuals assess the costs and benefits of trading their
personal data for some kind of reward. Our research provides some insights into
the factors that guide this decision-making process.

The impact of perceived relevance and fairness in particular should be of note
to any organization that collects personal data and uses it for profiling purposes.
Empirical score-carding [16], for example, may find a relationship between a
data item and likelihood of default which, while statistically sound, may not
be understood by applicants. In fact, these relationships are usually kept hidden
from applicants to prevent gaming of the application process, which makes it
more difficult for applicants to perceive the relevance of certain data requests.
Furthermore, even if the collection of certain types of data is seen as statistically
relevant, applicants may still consider the practice unfair or unethical.

We detected no effect of request transparency on disclosure—participants were
just as likely to disclose data whether or not an explanation was given for the request.
This suggests that, in contexts where there is a low perceived relevance of data
requests, organizations should explore new ways to assure individuals that their data
collection and data use practices are actually relevant and fair.

We also found that 23 % of our participants admitted to falsifying, exaggerating
or omitting information when completing our simulated application form. We have
no data with which to compare an item’s sensitivity to its falsification rate in
the context of applying for credit—a topic that requires further studies in which
participants’ responses are retained and verified through more robust processes.
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Measuring the Cost of Cybercrime
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Abstract This chapter documents what we believe to be the first systematic study
of the costs of cybercrime. The initial workshop paper was prepared in response to a
request from the UK Ministry of Defence following scepticism that previous studies
had hyped the problem. For each of the main categories of cybercrime we set out
what is and is not known of the direct costs, indirect costs and defence costs –
both to the UK and to the world as a whole. We distinguish carefully between
traditional crimes that are now “cyber” because they are conducted online (such
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as tax and welfare fraud); transitional crimes whose modus operandi has changed
substantially as a result of the move online (such as credit card fraud); new crimes
that owe their existence to the Internet; and what we might call platform crimes
such as the provision of botnets which facilitate other crimes rather than being used
to extract money from victims directly. As far as direct costs are concerned, we
find that traditional offences such as tax and welfare fraud cost the typical citizen
in the low hundreds of pounds/euros/dollars a year; transitional frauds cost a few
pounds/euros/dollars; while the new computer crimes cost in the tens of pence/cents.
However, the indirect costs and defence costs are much higher for transitional and
new crimes. For the former they may be roughly comparable to what the criminals
earn, while for the latter they may be an order of magnitude more. As a striking
example, the botnet behind a third of the spam sent in 2010 earned its owners
around $2.7 million, while worldwide expenditures on spam prevention probably
exceeded a billion dollars. We are extremely inefficient at fighting cybercrime; or
to put it another way, cyber-crooks are like terrorists or metal thieves in that their
activities impose disproportionate costs on society. Some of the reasons for this are
well-known: cybercrimes are global and have strong externalities, while traditional
crimes such as burglary and car theft are local, and the associated equilibria have
emerged after many years of optimisation. As for the more direct question of what
should be done, our figures suggest that we should spend less in anticipation of
cybercrime (on antivirus, firewalls, etc.) and more in response – that is, on the
prosaic business of hunting down cyber-criminals and throwing them in jail.

12.1 Introduction

As countries scramble to invest in information security, governments want to know
how large that investment should be, and what the money should be spent on.
This creates a demand among rational policy-makers for accurate statistics of
online/electronic crime and abuse. However, many of the existing surveys are carried
out by organisations (such as antivirus software vendors or police agencies) with a
particular view of the world and often a specific agenda. This chapter therefore sets
out to collate what is known, and what is not, as of the beginning of 2012.

It builds on a report written by four of us in 2008 for the European Network
and Information Security Agency, ‘Security Economics and the Single Market’ [2].
There we analysed the statistics available at the time, their shortcomings, and the
ways in which they could lead to incorrect policy decisions.

For example, the number of phishing websites, of distinct attackers and of
different types of malware is persistently over-reported, leading some police forces
to believe that the problem is too large and diffuse for them to tackle, when in fact
a small number of gangs lie behind many incidents and a police response against
them could be far more effective than telling the public to fit anti-phishing toolbars
or purchase antivirus software. This is part of a much wider problem of attributing
risks to patterns of offending.
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There are over 100 different sources of data on cybercrime, yet the available
statistics are still insufficient and fragmented; they suffer from under- and over-
reporting, depending on who collected them, and the errors may be both intentional
(e.g., vendors and security agencies playing up threats) and unintentional (e.g.,
response effects or sampling bias). The more prominent sources include surveys
(from Eurostat, CSI and consultancies); security breach disclosure reports; direct
observations of attack trends (e.g., from Symantec, McAfee and Microsoft); and
reports by trade bodies (from banking trade associations, or the Anti-Phishing
Working Group). We compared and analysed the CSI, Eurostat and Symantec
statistics in the aforementioned ENISA report [2].

The proximate motivation for this chapter was a request from the Chief Scientist
at the UK Ministry of Defence, Sir Mark Welland, for an update on the analysis we
produced in the 2008 report. This was driven in turn by the publication in February
2011 of a report [9] commissioned by the UK Cabinet Office from Detica (part of
BAE plc) which estimated cybercrime’s annual cost to the UK to be £27 billion
(about 1.8 % of GDP). That report was greeted with widespread scepticism and
seen as an attempt to talk up the threat; it estimated Britain’s cybercrime losses as
£3 billion by citizens, £3 billion by the government and a whopping £21 billion by
companies. These corporate losses were claimed to come from IP theft (business
secrets, not copied music and films) and espionage, but were widely disbelieved
both by experts and in the press. The Ministry of Defence asked us to set out what
figures are known, what can reasonably be estimated and what can only be guessed.

We begin by setting out a framework for analysing the costs of cybercrime
in Sect. 12.2, differentiating cybercrimes from physical ones and decomposing
cost categories. Next, in Sect. 12.3 we review available information on costs for
all substantial categories of cybercrime. We discuss the costs of the common
infrastructure facilitating many types of cybercrime in Sect. 12.4, and we present
the costs together in summary form in Sect. 12.5 before concluding in Sect. 12.6.

12.2 A Framework for Analysing the Costs of Cybercrime

Even before computers started to make things more complicated, it was already
hard to define and measure white-collar crimes. While it is clearly a crime to set up
a fly-by-night mail-order firm, collect payments and ship no goods, the situation is
less clear when goods are mis-described or defective. Periodic scandals (McKesson
& Robbins in 1938, IOS and Equity Funding in 1973, Enron in 2001, the banking
crisis in 2008) raise questions about the boundary between business and crime,
leading to changes in definitions as well as regulations. These shifts are associated
with changes in social attitudes and political discourse; for a discussion see [36,37].

While tying down fraud was hard enough a decade ago, globalisation and
technology are making the problem harder still today. Many corporations are
transnational, as are many cybercrimes. If a Chinese gang steals secrets from BAE,
is this a UK crime as BAE has its primary stock-market listing in London, or a
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US one as it does more business there? Furthermore, while there are some online
and electronic crimes for which we have UK figures (such as card fraud) there are
others for which we have only global figures (such as the incomes of gangs selling
fake pharmaceuticals or operating botnets). In these circumstances, the sensible
way forward is to estimate global figures. We will work from the fact that the UK
accounts for about 5 % of world GDP to scale our national estimates up or down as
appropriate. Where there is reason to believe that the UK figures are out of line with
other countries, we will say so and make an appropriate allowance.

12.2.1 Differentiating Cybercrime from Other Crime

In May 2007 the European Commission issued a Communication “towards a general
policy on the fight against cyber crime”, noting that there was not even an agreed
definition of cybercrime [11]. It proposed a threefold definition:

1. Traditional forms of crime such as fraud or forgery, though committed over
electronic communication networks and information systems;

2. The publication of illegal content over electronic media (e.g., child sexual abuse
material or incitement to racial hatred);

3. Crimes unique to electronic networks, e.g., attacks against information systems,
denial of service and hacking.

We propose to follow this definition here, despite the fact that the boundary
between traditional crime and cybercrime remains fluid. Advances in information
technology are moving many social and economic interactions from the physi-
cal world to cyberspace, so a moving boundary between cyber and physical is
inescapable. For example, the UK will move all claims for welfare payments online
in 2013, and most claims are made that way already; welfare fraud is 0.8 % of the
£152 billion expenditure of the Department of Work and Pensions, or a tad over
£1.2 billion. Income tax fraud (evasion as opposed to avoidance) adds about a further
£3 billion. These sums dwarf the amounts stolen by 419 fraudsters or even carders.
What is important is to have a yardstick with which to measure changes. For that
reason, we have to decompose fraud figures into different categories.

We must also not lose sight of the big picture. The reduced transaction costs and
economies of scale brought by the Internet have unleashed substantial productivity
gains [3]. We may hope that the overall costs of crime will go down, in the sense
that the value of the electronic versions of old-fashioned crimes will decrease by
more than the value of new crimes made possible by new technology. Nevertheless,
we should bear in mind that even if the costs of crime go up, there may still be a
substantial net gain for society.
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12.2.2 Decomposing the Cost

As for measuring costs, the Detica report considered four categories:

1. Costs in anticipation of cybercrime, such as antivirus software, insurance and
compliance;

2. Costs as a consequence of cybercrime, such as direct losses and indirect
costs such as weakened competitiveness as a result of intellectual property
compromise;

3. Costs in response to cybercrime, such as compensation payments to victims and
fines paid to regulatory bodies;

4. Indirect costs such as reputational damage to firms, loss of confidence in cyber
transactions by individuals and businesses, reduced public-sector revenues and
the growth of the underground economy.

We will not use this methodology as it stands, as the second heading includes
both direct and indirect costs of which the former might at least in principle be
measured accurately while the latter are harder to assess. The third item we view
as being composed entirely of direct costs: if a bank designs an insecure website
and has to pay compensation to customers whose accounts are debited without their
mandate, these are clearly direct costs. We therefore use a more straightforward
approach, in which we simply split direct costs from indirect costs. We will also
have some things to say about the costs of security (though these cannot always be
allocated to specific types of crime) and about the social and opportunity costs of
reduced trust in online transactions.

Where possible we will decompose the costs of crime still further. Just as a thief
who steals the lead from a church roof, or copper wire from a railway signalling
system, may earn a handful of cash while doing damage that costs tens of thousands
to repair (and disrupts the lives of thousands), so there can also be large asymmetries
in costs and revenues.

Figure 12.1 visualizes our framework. We define and discuss its cost categories
in the following paragraphs.

12.2.2.1 Criminal Revenue

Criminal revenue is the monetary equivalent of the gross receipts from a crime.
We do not include any lawful business expenses of the criminal.1 For example, an
illicit online pharmacy may purchase hosting services from a legitimate provider
and pay the market price. This reduces the criminal’s profits, but contributes to the
gross product of the economy in which the provider is located.

1The UK Proceeds of Crime Act does not allow an offender’s costs to be deducted from the amount
he is deemed to owe the state.



270 R. Anderson et al.

Indirect losses

Defence costs

Direct losses

Cost to society

Criminal revenue

Cybercrimes Supporting infrastructure

Fig. 12.1 Framework for analysing the costs of cybercrime

But consider phishing advertised by email spam. The phisherman’s criminal
revenue is the sum of the money withdrawn from victim accounts. If spamming
is also a crime, and is carried out using a botnet (a network of subverted PCs, see
Sect. 12.4.1), then the revenue of the spammer, possibly split with the owner of the
botnet, must also be accounted as part of the criminal-revenue contribution to GDP.

12.2.2.2 Direct Losses

Direct loss is the monetary equivalent of losses, damage, or other suffering felt by
the victim as a consequence of a cybercrime.

Example – Direct losses include:

• Money withdrawn from victim accounts;
• Time and effort to reset account credentials (for banks and consumers);
• Distress suffered by victims;
• Secondary costs of overdrawn accounts: deferred purchases, inconvenience

of not having access to money when needed;
• Lost attention and bandwidth caused by spam messages, even if they are

not reacted to.

As a practical matter we will generally disregard distress; victims are not
generally entitled to sue for it, it is hard to measure, and it is generally worst when
exacerbated by secondary victimisation (such as banks disbelieving complaints from



12 Measuring the Cost of Cybercrime 271

victims). Even if we chose to include distress (as has been done in Home Office
studies of the costs of violent crime) there is limited data available about the costs
of the time spent repairing stolen2 identities.3

12.2.2.3 Indirect Losses

Indirect loss is the monetary equivalent of the losses and opportunity costs imposed
on society by the fact that a certain cybercrime is carried out, no matter whether
successful or not and independent of a specific instance of that cybercrime. Indirect
costs generally cannot be attributed to individual victims.

Example – Indirect losses include:

• Loss of trust in online banking, leading to reduced revenues from electronic
transaction fees, and higher costs for maintaining branch staff and cheque
clearing facilities;

• Missed business opportunity for banks to communicate with their cus-
tomers by email;

• Reduced uptake by citizens of electronic services as a result of lessened
trust in online transactions;

• Efforts to clean-up PCs infected with malware for a spam sending botnet.

Observe in Fig. 12.1 that indirect losses is the first category to span both
cybercrimes and its supporting infrastructure. The whole idea of distinguishing
criminals’ profit centres from the common infrastructure being employed in the
crimes is to avoid allocating the collateral damage caused by the infrastructure to
the actual types of cybercrimes, where they would show up as indirect losses. Since
the means (e.g., botnets) would not be around if there were not ends (e.g., phishing
victims), we consider losses caused by the cybercriminal infrastructure as indirect

2Banks may like to describe impersonation as “identity theft” as it carries with it an implied
liability shift – that it wasn’t the bank’s money that was stolen but the customer’s identity. This
is controversial; as well as dumping liability it increases the fear of crime. Victimisation studies,
such as the BCS and GetSafeOnline, show considerable public anxiety about card fraud and
impersonation.
3The US Identity Theft Resource Center studies the time taken by victims to repair damage caused
by identity theft. In 2004, it was more than 300 h; in 2008, 76 h; and in 2009, 68 h [16]. This survey,
although interesting, is rather limited in that there were just 203 victims reporting their experiences
and they were all assisted by the ITRC, and so might have been reasonably efficient at dealing with
their problems.
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by nature; irrespective of whether or not the legal framework formally criminalizes
the means.

12.2.2.4 Defence Costs

Defence costs are the monetary equivalent of prevention efforts. They include
direct defence costs, i.e., the cost of development, deployment, and maintenance
of prevention measures, as well as indirect defence costs, such as inconvenience
and opportunity costs caused by the prevention measures.

Example – Defence costs include:

• Security products such as spam filters, antivirus, and browser extensions to
protect users;

• Security services provided to individuals, such as training and awareness
measures;

• Security services provided to industry, such as website take-down services;
• Fraud detection, tracking, and recuperation efforts;
• Law enforcement;
• The inconvenience of missing messages falsely classified as spam.

Defence costs, like indirect losses, are largely independent of individual victims.
Often it is even difficult to allocate them to individual types of cybercrime. Defences
can target the actual crimes or their supporting infrastructure, and the costs can be
incurred in anticipation of or reaction to crimes, the latter being to deter copycats.

12.2.2.5 Cost to Society

The cost to society is the sum of direct losses, indirect losses, and defence costs.

12.2.3 Discussion of the Framework

As we shall see, criminal revenue is in practice significantly lower than direct losses
and much lower than direct plus indirect losses. In a classical analysis, policy may be
guided by looking at direct or indirect losses; a company may invest in protection
to the extent that this reduces its direct costs, while a government might consider
indirect losses and invest in collective defence efforts (such as policing) so long as
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every extra unit of defence spending reduces the sum or direct and indirect losses
by at least as much.

It is possible to spend too much on defence. The 9/11 Commission estimated
that the September 2001 attacks cost no more than $500,000 to carry out [46],
but in 2008 it was estimated that the USA had already spent over $3 trillion on
defence costs and on the wars in Afghanistan and Iraq [51]. Criminologists examine
the widely different expenditure on preventing deaths from terrorism, road traffic
accidents, and domestic violence in terms of signal crimes [24] where the symbolic
dimensions reach into the general psyche and demand action. One can put a price
on this – using willingness-to-pay models – but there is not a simple cost equation.

Such behavioural theories may not be sufficient to explain all irrational expen-
ditures in the case of cybercrime. For example, it has been reported that the botnet
behind a third of all the spam sent in 2010 earned its operators a mere $2.7 million
in profit from sales of knockoff pharmaceuticals, while the cost of spam to ISPs and
users worldwide is in the billions [32]. Thanks to spam filtering, spam is no longer
salient to most citizens in the way that terrorism is.

The misallocation of resources associated with cybercrime results mostly from
economic and political factors rather than from behavioural ones. Globalisation
means that for much online crime, the perpetrators and victims are in different
jurisdictions. This reduces both the motivation and the opportunity for police action.
In the case of spam, for example, it is not socially optimal for ISPs to be spending
hundreds of millions of dollars on coping with floods of spam; a more rational
policy would be to arrest the criminals. Yet the Russian state has not co-operated
sufficiently for this to happen. The long-term winners may be firms like Google and
Microsoft as people are driven to webmail services with good spam protection.

We will return to this complexity in the conclusions. In the next two sections
we collect what is known about the actual costs, and add our own estimates
where appropriate. Section 12.3 iterates through all relevant types of cybercrimes,
the cybercriminals’ profit centres. Many of these activities rely on a universal
infrastructure, based on botnets. These are set up and operated for criminal purposes,
and specialized to support cybercrimes, launch attacks, and cover up traces. This
infrastructure is a cost centre for cybercriminals, yet the criminals do not pay the
full price as the subverted PCs are paid for by their owners. Negative externalities
are borne by society in the form of indirect and defence costs. These costs cannot
for the most part be attributed to individual crimes and are discussed separately in
Sect. 12.4.

12.3 What We Know

Few of the existing measures of cybercrime try to unbundle the different types of
crime and categories of cost described above. In the following two sections, we
summarize what is known. We also comment on the strength of evidence, and then
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pull together the numbers below in Sect. 12.5. In our summary table we will only
record crimes that impose costs in excess of $10 million per annum worldwide.

12.3.1 Online Payment Card Fraud

Bad things that happen on the Internet most commonly have a direct effect on
real citizens when a charge they don’t agree with appears on their credit card
statement or bank statement. The UK Payments Administration, a payment industry
trade association, publishes annual reports. Their most recent figure for 2010 puts
card-not-present fraud in Internet transactions at £135 million for UK-issued credit
and debit cards. The £135 million is a lower bound for the direct costs because even
if these are accurate accounts of all the banks’ costs and losses, the banks are not the
only victims. There is unnoticed and unreported fraud, and there are wrongly denied
claims (a hotly contested area). In these cases, the losses stay with the cardholder.
Disputed transactions where a PIN was not used are routinely charged back to the
merchant, and merchants may wrongly claim that a PIN was used to pass liability
back to the bank (and ultimately the cardholder). Moreover, some fraud attempts
get recouped; as well as cutting the banks’ losses, this may add to the defence costs,
while leaving the direct losses with middlemen (who are potentially victims, as
in the case of money mules4). Overall, there are some grounds for suspicion that
some of the drop in reported bank losses since 2008 is not due solely to better
fraud prevention but also to more vigorous dumping of liability on merchants and
cardholders.

Indirect losses are very difficult to quantify. They will have two major compo-
nents: losses due to lack of confidence by consumers, and business foregone by
merchants out of the fear of fraud. A rough proxy for the former is Eurostat’s ICT
survey, according to which 14 % of the UK consumers stated in 2010 that they
refrained from buying goods or services online because of security concerns.Yet
we must not scale the £27 billion online retail sales (9.5 % of total) in the UK5

to the 8.7 million of lost online customers, because lost online sales are largely
retained as offline sales. The benefits of online over offline sales include reduced
consumer search costs and reduced distribution costs, both leading to lower prices
as elasticity of demand increases and competition intensifies [39]. Only reduced
search costs have a net effect on the economy and may guide estimates of indirect
losses – disregarding other possible effects such as wider product differentiation
leading to higher prices in the long run [33]. Considering that online merchants
or distributors may more often be sited abroad than their offline counterparts,
the domestic loss caused by forgone online sales is even lower. This would lead

4Money mule is a term for people hired by criminals to cash out stolen assets or engage in money
laundering, often without knowing that their activity is illegal.
5Source: Office for National Statistics, 2011, total excluding automotive fuel
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us to estimate the indirect costs of loss of confidence by consumers at perhaps
$700 million.

As for caution on the part of merchants, there is a regular survey of online
merchants carried out by Cybersource, a Visa company that does credit card
processing [30]. Merchants reported lost revenues of 1.8 % of turnover, mostly to
chargebacks, of which 32 % were ascribed to fraud; at the same time, merchants
rejected 4.3 % of orders out of fear of fraud. This is double the figure of 30
basis points that capable online service firms expect to lose to fraud. Then again,
Cybersource is trying to sell credit-card fraud prevention services, so perhaps it is
not surprising their numbers are at the high end of the plausible range. Suppose that
a capable firm might turn down valid orders amounting to 2 % of online turnover.
A 2009 BCG report assessed the UK’s digital economy at £100 billion or 7.2 % of
GDP [27] but of this only half was actual online shopping. So we might rate the
indirect losses at 1 % of the ‘digital economy’, or $1.6 billion, or a bit more than
double what we might infer from Eurostat for the consumers. (We will gross up the
two figures by somewhat less than the usual GDP multiplier of 20 to account for the
fact that the UK has relatively weak protection for bank customers compared, for
example, with the USA.)

As for defence costs, we will estimate the total for card and bank fraud at the end
of Sect. 3.3, as the terminals used to accept cardholder-present transactions account
for the largest single slice of the investment, and perhaps a third of the whole.

12.3.2 Online Banking Fraud

Online banking fraud is often conflated with payment card fraud, since both target
the financial system and affect banks. However, we distinguish them for several
reasons. First, the fraud is perpetrated differently. In online banking fraud, a
customer’s credentials (e.g., username and password) are obtained by a criminal,
who then logs in to the account and initiates transfers to an intermediary who is
cooperating with the criminal. Second, the fraud figures are collected separately
although, unfortunately, the figures on online banking fraud are less reliable than
for card fraud. Third, the parties affected are different: banks and their customers
(both consumer and business) suffer online banking fraud, whereas with card fraud
consumers, merchants and banks are impacted, and suffer significant administrative
costs dealing with disputed transactions.

Online banking fraud is primarily carried out in two ways. In a phishing attack,
criminals impersonate bank websites in order to get unsuspecting users to provide
their login credentials. Several reports have investigated the revenues available to
criminals for phishing. In one study, Moore and Clayton estimated that between
280,000 and 560,000 people gave away their credentials to phishing websites each
year [44]. To arrive at a rough estimate of criminal revenue, the authors multiplied
this figure by an estimate from Gartner that identity theft costs an average of $572
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per victim.6 Thus, their 2007 estimate was that criminals could earn $320 million
per year from phishing. In a separate study, Florêncio and Herley studied when
passwords were entered at unexpected websites and estimated that 0.4 % of the
Internet population is phished annually [14].

The other modus operandi of online banking frauds is to install keystroke-logging
malware. In October 2010, the FBI arrested a crime ring alleged to be using the
prolific Zeus malware, which harvests credentials from many banks. The FBI claims
that the criminals attempted to steal $220 million, and successfully stole $70 million,
though it is not clear what the time frame was for the thefts [13].

In addition to large botnet-based malware such as Zeus, some criminals have
started using spear-phishing to install targeted malware on machines used by small
to medium sized businesses, typically targeting the CFO, the payroll department
or the accounts payable department. According to the FBI, as of September 2011,
they were investigating around 400 such cases of what might be called a corporate
account takeover where criminals stole $85 million [50]. As these figures relate
specifically to the USA rather than global losses (as was the case with Zeus) and as
spear-phishing seems to be more developed against US targets than in Europe, we
will estimate global losses at $300 million.

Many defence costs also apply to other forms of online crime – antivirus,
malware remediation programs, and so forth. There are some online-banking
specific efforts, though, most notably the take-down industry whose firms contract
with banks to remove phishing websites that impersonate the real thing. There are
also vendors of chip authentication programme calculators, systems for generating
one-time passwords via mobile phones, and so on, which might account for two
dozen booths at a trade fair like RSA. Their collective turnover might be estimated
at $500 million globally. Adding in a similar amount for the banks’ internal security
development costs gives us an estimate of $1,000 million globally, or $50 million
for the UK, for securing online banking.

Regarding indirect costs, Eurostat’s survey suggest that security concerns keep
16 % of all individuals in the UK from carrying out online banking activities.
An unofficial but plausible estimate puts the annual reduction of support cost at
$70 per new online banking customer.7 Combining both figures in a back-of-the-
envelope calculation gives us a point estimate of £450 million in indirect cost for
2010, or $700 million, shared between UK consumers and banks. This estimate
is highly uncertain. It might be an upper bound because we cannot rule out that
a fraction of the 16 % stays away from online banking for more than one reason,
and therefore might not adopt online banking even if security concerns were not
an issue. Conversely, the cost savings seem to account for marginal costs only,
i.e., assuming the bank maintains a network of branches anyway. If online banking

6This number is now considered extremely suspect. Florêncio and Herley have shown that this
type of estimate has been regularly over-estimated by using small sample sizes and failing to deal
appropriately with outliers [15].
7http://snarketing2dot0.com/2007/03/27/the-economics-of-online-banking/, 2007.

http://snarketing2dot0.com/2007/03/27/the-economics-of-online-banking/
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became pervasive, the savings from closing branches could be much higher than the
losses, especially if some of the losses can be socialised.

Indeed, an important research question here is whether countries with stronger
consumer protection laws actually have more profitable banks, because of higher
trust leading to more online banking leading to reduced costs of branches, staff
and cheque handling, as well as increased transaction fees. From this year, the
17 countries of the Eurozone are expected to publish uniform fraud statistics, and
perhaps it will become feasible to get even bank CEOs to support stronger consumer
protection. As UK consumer protection is lower than in the USA and the better
Eurozone countries, we will scale up this notional economic loss from diminished
confidence from $700 million in the UK to $10 billion globally rather than to
$14 billion.

12.3.3 In-Person Payment Card Fraud

The cost of physical payment card fraud can be estimated by subtracting Internet
fraud from Financial Fraud Action UK’s total fraud figure for 2010, that is,
£230 million for UK-issued credit and debit cards. However some doubt remains
about certain categories over whether they should be considered – at least partly –
to be online crimes or not. Some frauds are clearly physical, for example the
£67.4 million ($106 million) due to face-to-face retail fraud; but this is still
electronic (at least in the UK) as the great majority of card transactions are
authorised online and use EMV. What is more, the common fraud mechanisms
are technical in nature; villains use tampered PED terminals or ATM skimmers to
capture card data and make forged cards that operate in fall-back mag-stripe mode.
That accounts for the growth of counterfeit fraud in 2005–2008; the deployment of
EMV led to many more terminals accepting PINs which increased the opportunity
for rogue devices to steal card and PIN data. The industry’s response was that
fewer and fewer UK ATMs accept mag-stripe fall-back transactions. This in turn led
crooks to cash out overseas; the fall in counterfeit UK transactions since 2008 has
been matched by a growth in fraudulent overseas transactions, which amounted to
£93.9 million ($147 million) by 2010. In most cases, these frauds are facilitated by
online communications between colluding fraudsters across the UK and abroad. So
it seems sensible to account for online and electronic fraud, a category that includes
card fraud perpetrated in person.

The defence costs of EMV deployment are much harder to estimate. Retailers
incurred significant expenditures in upgrading their terminal fleets; we have public
figures from market leader Ingenico, which with 38 % of the retail terminal market
booked $907 million of sales in 2010. This gives $2.4 billion for the total market,
and from experience we would hazard a guess that the total cost of the systems are
about three times that (when one adds the cost of integration, back-end systems
and everything else). On the other hand, much of the cost of such systems can
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be ascribed to providing functionality rather than security. We will estimate the
defence cost of preventing card fraud as about equal to the cost of the terminals
alone, namely $2.4 billion.

12.3.4 Fake Antivirus

Some cyber criminals altered the page contents of large numbers of web servers
in such a way as to cause a visiting user to be presented with a pop-up window
warning that their computer has been infected with malware, and that they should
click OK to run antivirus software. When a user does click on the warning, fake
antivirus software is installed that first disables any installed antivirus software and
then issues repeated requests for payment. The only way to make these warnings go
away is to pay up.

One group of researchers managed to get access to several internal databases run
by three different criminal gangs perpetrating these crimes in 2008–2010 [52]. They
found that the criminal groups had kept detailed records of conversion rates from
installations to sales, along with the prices paid. The authors estimate that these
three groups collectively earned $97 million per year. While there are probably
more groups than the ones they studied, it is quite possible that these groups
received the vast majority of the revenue attained from fake antivirus sales since
the revenues from online crime are often concentrated among the most successful
criminal groups.

12.3.5 Infringing Pharmaceuticals

Advertising is one of the key avenues for monetizing online criminal platforms
such as botnets. Criminals use a range of advertising vectors, including sending
unsolicited bulk email (i.e., spam), manipulating search engine results (e.g., so-
called black-hat search engine optimization), and abusing social communications
platforms (e.g., Twitter spam, blog spam, etc.) to attract users to sites selling a range
of goods and services. Typically, these criminal advertisers are loosely organized
independent contractors who are paid on a commission basis for any customers they
bring in, by sponsoring so-called affiliate programs [49].

Unlicensed pharmaceuticals are perhaps the goods most widely promoted using
criminal advertising.8 Pfizer sells a genuine Viagra pill for several dollars while
factories in India will provide a generic version to merchants for under a dime; this

8In one recent report Symantec’s MessageLabs division reported that pharmaceutical advertising
represented roughly 80 % of all spam email in June of 2010 [53] which is matched by similar data
published by M86 Security from the same time period [40].
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large margin for arbitrage has made “counterfeit” (more accurately, brand and/or
patent-infringing) pharmaceuticals one of the best organized among underground
businesses. Internet mail-order vendors support several thousand advertising affili-
ates and several dozen sponsoring affiliate programs.

Such activity incurs a range of indirect costs, many of them challenging to reason
about in isolation. For example, pharmaceutical advertising dominates unsolicited
bulk email and thus is a driver for the considerable expenses for anti-spam and
content filtering products and services (a 2005 Frost and Sullivan report placed
“World Content Filtering Revenues” at $1.31 billion [18]). But these are not the
only threats prevented by these technologies; even if counterfeit pharmaceuticals
were removed from the market (say by better IP enforcement in China and India)
it is not clear that the advertising channel would not be repurposed, and hence still
drive the anti-spam industry. Similarly, estimates of lost time and productivity due
to unwanted email or poor search quality vary widely; they are both challenging to
validate and to assign to a particular product category.

Looking at the direct risks to consumers, unregulated Internet pharmaceutical
sales pose two potential liabilities: first, there is a risk of fraud – that a customer
might order a drug and either not receive it or suffer subsequent charges to their
credit card – and second there could be health risks due to poor quality and adul-
terated drugs. To the first point, there is very little empirical evidence to support the
fraud hypothesis. Indeed, one of the authors’ research groups has placed hundreds
of pharmaceutical orders and has received products in all but a handful of cases and
no unexplained fraud against the credit cards used [29, 35]. On the issue of health
risks, while there are certainly concrete documented cases of individual harms [58],
we are unaware of any systematic study of these risks or their overall costs to
consumers. Moreover, recent studies of large-scale underground pharmaceutical
programs documents that as much as a third of revenue is derived from returning
customers — which seems unlikely if these customers were experiencing significant
adverse reactions [41]. Of course, pervasive online availability of drugs such as
opiates without prescription might exacerbate devastating addictions that impose
substantial social costs.

Ironically, we possess better data about the criminal revenue brought in to
the infringing vendors than about their direct or indirect costs to society. In one
2008 study, researchers manipulated the command and control channel of the
Storm botnet to drive estimates of the underlying consumer conversion rate [28].
Extrapolating from this data, they suggested that this one botnet could drive
revenues of $3.5 million per year for the pharmaceutical programs it advertised.

A recent 2011 study provides a broader scope and a tighter bound on such sales
using a technique to infer order volume based on the allocation of customer service
identifiers over time [29]. Whilst placing a series of undercover purchases from each
affiliate program, the researchers discovered that each customer was given a unique
order number and that this number was incremented for each new order, across
all orders from all advertisers for the affiliate program. They inferred a monthly
order volume exceeding 82,000 across 7 pharmaceutical affiliate programs. Using a
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mostly conservative approximation for order size, they further extrapolated that
monthly revenue from these programs is roughly $6 million.

However, a number of biases may affect this result. First, these seven programs
clearly do not represent all organizations sponsoring infringing pharmaceutical
sales online. For instance, researchers have found that other advertising vectors
besides email spam, notably the manipulation of web search results, are also widely
used to promote unauthorized pharmacies [34]. Nonetheless, the study estimating
revenue does include the four largest affiliate programs, which represented over
two-thirds of all email-advertised pharmaceutical URLs in a large-three month
study of spam-based advertising [35]. Second, it does not account for differences
in drug formulary. For example, sites selling restricted drugs such as steroids,
opiates and stimulants can command a far larger revenue per order (one recent study
demonstrated that carrying such drugs can double the revenue of a pharmaceutical
program [41]). Finally, the methodology does not account for shopping cart
abandonment just before the credit card is entered nor does it account for credit
card declines (e.g., for fraud or insufficient funds).

Recently, a series of conflicts between major actors in the pharmaceutical
affiliate program space has led to broad leakage of underlying financial records and
transaction databases [31]. A recent 2012 study analyzing this data shows that, at its
peak (2009), one of the largest pharmaceutical affiliate programs had annual gross
revenues of $67 million (of which 6.4 % could be attributed to sales inside Great
Britain) [41]. Moreover, by the contemporaneous order-number analysis mentioned
earlier with this ground truth data for the same program, the authors were able
to calibrate for biases due to declines and abandonment and establish an average
revenue-per-order of $125. If we assume that these factors are consistent across the
industry, then we estimate that the monthly revenue of counterfeit pharmaceutical
sales from these top programs in 2010 was $8 million per month. Moreover,
based on activity in both email and web advertising channels we believe that these
programs represent at very least a third of organized counterfeit pharmaceutical
activity online at the time. Thus, we believe that 2010 revenues from sales of online
pharmaceutical was likely bounded by $24 million per month; $288 million for the
year.

These same two studies, include geo-located customer order data, placing the
fraction of such orders originating in the UK at between 3 % [29] and 6 % [41].
Thus, despite the unique characteristics of the large US market, it seems robust to
continue using our estimate that the UK share is 5 %, reflecting the UK’s share of
world GDP.

Putting these measures together, we can estimate that UK consumers provided
roughly $400,000 to the top counterfeit pharmaceutical programs in 2010 and
perhaps as much as $1.2 million per-month overall.9 To summarize, we will estimate

9Note, this revenue is split among a number of actors. Roughly 35–40 % is typically paid to
advertisers (driving investments in botnets and other cybercrime support infrastructure), 20 %
goes to suppliers and shipping, and 10–15 % goes to bank discount and agent fees for payment
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UK-originated criminal revenue at no more than $14 million a year, and global
revenue at $288 million.

12.3.6 Copyright-Infringing Software

The for-profit sale of counterfeit software, as with pharmaceuticals, is an
advertising-based enterprise. The costs of distribution are negligible (particularly for
online distribution) so the direct costs to criminals are primarily in sales acquisition
(i.e., email spam, search engine optimisation, etc.) The societal costs are borne in
the form of lost licensing revenues to copyright and brand holders (with the same
confounding effects that we find in valuing losses due to counterfeit drug sales)
while there are social benefits from people gaining value by using software that
they would not have purchased at all at the full list price.

In 2004, the Business Software Alliance engaged Forrester Research to poll
1,000 Internet users in each of the US, UK, France, Germany, Canada and Brazil
concerning their attitudes towards email spam advertising [17]. Over 20 % of UK
respondents (versus 27 % for the entire group) responded affirmatively that they had
purchased software advertised in this manner. If we took all such advertisements to
represent counterfeit software organizations and the survey to be representative and
accurate, then the online UK market for counterfeit software in 2004 would have
been close to 12 million users.

A more recent 2011 study, using the empirical order number technique described
earlier, estimated that three of the top five leading counterfeit software organizations
together produced over 37,000 sales per month [29]. This metric is imperfect,
since undoubtedly some of those orders did not complete and others were declined
or refunded. Moreover, we do not know the monetary value of each such sale.
However, if we assume the order rate estimate is correct and that the average
software sale was $50, then this reflects an annual turnover of $22 million worldwide
for these organizations. Given that software prices have fallen in the past 7 years
(Microsoft’s Office now costs tens of dollars rather than hundreds) and that ever
more software is available free through cloud services, this fall should not be
surprising.

12.3.7 Copyright-Infringing Music and Video

Disputes over the value of copyright-infringing music and video have been many
and vociferous, with the music industry blaming the Internet for declining CD sales.

card processing. After a range of indirect costs, net revenue for operators is typically 10–20 % of
gross [41].
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We have to treat such claims with caution. First, copyright infringement performed
by individuals (as opposed to for profit) is a civil matter in the UK and most other
countries, so does not fall under the definition of cybercrime. Second, there has
long been debate about whether illicit online copying actually depresses CD sales;
an early study by Felix Oberholzer-Gee and Koleman Strumpf concluded that the
people who did most file-sharing also bought the most CDs [47], while a thorough
study by the Dutch government [23] concluded that copyright infringement through
downloading pirated entertainment products gives a net social gain (for each dollar
lost by the music industry, consumers gained two dollars’ worth of value). On
a broader scale, the transformation brought about by technology has meant that
instead of people buying music an album at a time from a record company for £15
they now buy it a track at a time from Apple for 79p. Consumers get more music for
their money and more musicians make a living. Job losses among music company
middle managers are just the creative destruction inherent in technological progress.

As a result we do not think it is prudent to count the multibillion dollar claims of
indirect losses made by music company advocates, but only the criminal gains made
directly by gangs that operate downloading hubs. These are only in the hundreds
of millions; for example, the recent raids on the Megaupload gang in Auckland
who were claimed to be the world’s largest led to asset seizures of the order of
$50 million [10]. That site had 150 million users and 50 million daily visits; if we
believe reports saying they had roughly a third of the market and that the $50 million
represented a year’s profits, then we get a global figure for proceeds of crime of
$150 million.

12.3.8 Stranded Traveller Scams

Compromised webmail accounts are often used to send spam to the account owner’s
friends, a list of whom will be to hand in the address book. Spam blocking is
often less stringently applied when there is regular communication, and the spam
may leverage the social link, perhaps by providing a personal recommendation of a
product. That aside, one of the most common uses of these compromised accounts
is to operate the stranded traveller scam.

In this scam, an email is sent along the lines of:

I write this with tears in my eyes. I had to travel to London at short notice and last night
I was mugged at gun point. They have stolen all my cash, credit cards and mobile phone.
Fortunately my passport and airline ticket was in my hotel room, but the manager will not
let me check out until I settle my bill. Please will you spare me $1,900 to pay the hotel, I
will reimburse you as soon as I get back.

If the recipient of the email is taken in, they will be instructed to send the money
by Western Union. The sender may be reassured because they believe the money can
only be picked up in London by the holder of an appropriate passport, but in practice
the dollar amount will be below the limit for which government identity documents
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are needed, and the money can be picked up anywhere in the UK. A detailed account
of the scam, from a victim’s viewpoint, is given by Fallows [12].

The scammers exploit all the main webmail platforms, AOL, Gmail, Hotmail and
Yahoo! along with Facebook. One of this chapter’s authors has unpublished 2010
data obtained by examining customer support reports to one of these companies. On
average, the criminals were receiving one or two payments a day. Scaling up across
the five platforms, and assuming (fairly arbitrarily) that only one in two losses was
mentioned to the webmail company, means the annual turnover for this scam is
approximately $10 million.

Assigned a loss to the UK is complex. Most of the victims were from the US and
in 2010 most of the money was flowing towards the UK – although there are clear
reasons to suppose its final destination was West Africa. So although this scam is
relatively high profile, and makes for a good anecdote, the loss to the UK is most
unlikely to exceed $1 million per annum.

12.3.9 Fake Escrow Scams

Another widely discussed but relatively uncommon scam is ‘fake escrow’. Here the
victim believes that they have won an online auction for a car or motorbike. The
seller proposes that to safeguard both their interests they should use a third party
escrow agent, which conveniently for the purchaser will also deliver the vehicle to
their door. The seller will give the vehicle to the escrow/delivery company and pay
the fees. The purchaser will pay money to the escrow company who will pay the
seller and deliver the vehicle. However, despite having a convincing website with
an online delivery tracking system, the escrow company is a sham and the putative
purchaser will be perhaps $10,000 out of pocket.

There are around 100 active fake escrow websites at any given time [26], and
the more competent fraudsters are believed to be faking the sale of one car a
week (“Sodano”: Personal communication 2007). This puts the overall turnover in
the region of $200 million per annum. The scam operates to some extent in North
America, but rather more in Europe. UK losses may be of the order of $10 million
a year.

12.3.10 Advanced Fee Fraud

Advanced Fee Fraud (AFF) is sometimes called 419 fraud after the relevant article
of the Nigerian criminal code. It comes in a large number of formats, from the
deceased dictator’s family who want to smuggle millions of dollars, to scams where
people win millions in lotteries they have never entered. The common feature of all
of these frauds is that the victim must pay out a small amount of money (a tax, a
bribe or just a bank account opening fee) in the expectation that this will release



284 R. Anderson et al.

the large sum to them. If they pay out once then some other obstacle will arise
and they will need to provide another advance fee – in extreme cases until they are
personally bankrupt, or if they are repurposing their employer’s funds, until their
own fraud becomes apparent.

There are very strong links historically between AFF and West Africa, particu-
larly Nigeria, going back to the days when it was conducted by letter and then fax.
Email has made communications simpler, although the higher-value scams often
involve face to face meetings, and occasionally even kidnapping – so at the top end,
this is not purely a cybercrime.

As usual, figures are hard to come by, but in a 2006 Chatham House report [48],
Peel set out a detailed account of Nigerian financial crime, which extends far beyond
what happens in cyberspace. He quotes a 2004 CIFAS web page setting the cost to
the UK economy at £150 million, but consulting the original (at archive.org) shows
that the data on average loss (£31,000) came from a 2001 NCIS press release and –
according to CIFAS – the same 2001 release gave the £150 million figure as the
losses for 2003 (which is presumably a typo).

Although it is possible to identify from press reports many individual cases of
large losses, these are mainly in the US and they are scattered over many different
years. There does not appear to be any reliable data at all on the overall loss to the
UK in any particular year, with what figures there are being a summation of all cases
worked by a particular police force, and perhaps then multiplied up to speculatively
account for under-reporting.

In practice we suspect that the majority of losses in purely cyber frauds are
relatively small, having ourselves seen initial demands in lottery frauds of only
£800. The prevalence and diversity of AFF emails in spam does however suggest
that many criminals consider this a worthwhile line of activity. The higher profile
of this fraud generally also makes it seem likely that it is more lucrative than the
stranded traveller and fake escrow scams just discussed. So to avoid a gap in our
tables we will pick a number of $50 million for UK losses, but we would be the first
to admit that this figure is merely indicative and we have no real evidence to support
it. We suspect it is rather on the high side.

12.3.11 PABX Fraud

The Communications Fraud Control Association (CFCA) publishes data on fraud
losses associated with telephony, both fixed and mobile. Their methodology is to
survey experts from within the industry as to what proportion of turnover is lost to
fraud, and – with some statistical adjustments to account for company size – thereby
estimate the size of the problem. Their headline figure for 2011 is $40 billion [7].
Their methodology leads to some bizarre results – the overall loss is down by a third
from their previous 2008 report, but 98 % of the people they surveyed believed that
fraud was static or increasing. However, their members do report real losses, and
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just 34 members stated that their companies had collectively lost $2 billion in the
previous year.

The CFCA data distinguishes a range of crimes, from manipulation of the SS7
signalling system to hide the identity of a caller, through clip-on fraud (physically
connecting to someone else’s phone line), to straightforward subscription fraud –
failing to pay the bill. Of particular interest is PABX fraud. The criminals reconfig-
ure a company’s telephone system (Private Automatic Branch Exchange) to accept
incoming calls and relay them onward. They then sell phone cards (which can be
little more than instructions on how to dial) to expat workers, who then call home at
the company’s expense. This crime is decades old, and was once done by accessing
a modem within the PABX that was used for remote maintenance, but PABXs are
now placed on the Internet – and are often left with weak or default passwords.

The CFCA estimate for PABX fraud is $4.96 billion worldwide, $1.28 billion
of which they believe occurs in Western Europe (so the UK share would be in the
region of $185 million). The CFCA does not set out whether this is the wholesale
or retail cost of the calls – defrauded companies can often renegotiate the actual
payment they make to settle their unexpected bill.

12.3.12 Industrial Cyber-espionage and Extortion

Following the Detica report, UK government spokespersons have talked up the risk
of espionage. One of them warned at a conference in Cambridge that the university
had better invest more in cybersecurity or see its priceless intellectual property
stolen. But Cambridge does not own priceless intellectual property; academics own
the copyright in their own publications and software, and while the university does
have the right of first refusal on patents that staff members choose to file, such
patents cannot be stolen once filed.

Similar comments can be made of other companies with valuable IP: drug
firms’ new products may be vulnerable prior to filing, yet we are unaware of any
case where a filing has been spoilt by unauthorised prior exposure. As for firms
with valuable software, it is common for source code to be very widely available.
Microsoft has tens of thousands of engineering staff with access while large numbers
of outside organisations (from the Chinese government to some researchers at
the University of Cambridge) have access to source code for Windows under a
non-disclosure agreement. The Detica claim of £9.6 billion of annual losses by
“companies that create significant quantities of IP or whose IP is relatively easy
to exploit” has no obvious foundation.

The second part of Detica’s claim is £7.6 billion involving the theft and
exploitation of non-IP related data such as companies involved in open tendering
competititons or which can be affected by large share price movements. Again, there
is no obvious foundation for this; however stock markets do have mechanisms to
detect suspicious trades in advance of price-sensitive announcements, and if a leak
from one company to another causes a tender for a public-sector IT project to be
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priced more keenly than would have otherwise been the case, then it is entirely
unclear that the public is thereby harmed. Indeed there are frequent complaints
about the oligopoly of large firms that win most public-sector business and there
are officials at the Cabinet Office – the co-author of the Detica report – whose job it
is to promote SME competition for public-sector supply and service contracts.

A third part is the claim that £2.2 billion per annum is lost to extortion, with the
comment that “we believe this type of cybercrime goes largely unreported.” This is
a very old and persistent claim made by security salesmen. One of us (Anderson)
recalls working for a bank a quarter century ago and hearing it; even when it
was truthfully denied, the salesmen persisted “we know it happens but you’re not
allowed to tell anyone” until escorted to the door for impertinence.

Extortion does occasionally happen – there was a widely reported case in 2004
when DDoS was used against online casinos and $4 million was paid before the
gang was arrested [38] – but like kidnapping, extortion is a hard crime to get away
with, as money-laundering is not trivial when the sender of the funds wishes to track
down the recipient and is supported by the police.

In sum, because there is no reliable evidence of the extent or cost of industrial
cyber-espionage and extortion, we do not include any figures for these crimes in our
estimates.

12.3.13 Fiscal Fraud

The Detica report also includes “fiscal fraud committed against the Government” in
its assessment of cybercrime. Certainly much tax and welfare fraud is committed
by citizens who misrepresent their circumstances, and the UK (like other countries)
is moving both tax filing and welfare claims online. Detica claims £2.2 billion of
fraud across tax, welfare, pensions, the NHS, other central government functions,
and local government. They ascribed all such fraud to the cyber category given that
so many claims are now made online. That figure may well be justified but such
fraud is nothing new.

In the USA, the IRS has made a determined effort to crack down on phishing
gangs that impersonate it in order to trick people out of tax refunds, while in the
UK, Her Majesty’s Revenue and Customs (HMRC) appears to have made rather
limited efforts. Following a news report that tax refund fraud was costing HMRC
£600 million a year [54], which was largely stolen online by foreign cyber criminals,
we persuaded the MP for Cambridge, Dr. Julian Huppert, to ask the following
Parliamentary Question:

Dr. Huppert: To ask the Chancellor of the Exchequer what estimate he has made of the cost
to the public purse of payments for tax refunds being fraudulently redirected as a result of
websites that impersonate Government websites in the last three financial years. [86764]

The response, on behalf of the Chancellor of the Exchequer, was unhelpful:
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Mr. Gauke: HM Revenue and Customs do not have an estimate of the cost of tax refund
payments being fraudulently redirected as a result of websites that impersonate Government
websites.

Rather than impersonate the tax office, criminals in the USA have been imper-
sonating citizens by electronically filing fraudulent tax returns using stolen lists of
names and Social Security numbers. The IRS claims the problem is widespread
and growing. By their own estimation, in 2010 around 1.5 million tax returns
were fraudulently filed, garnering refunds totalling $5.2 billion [1]. By contrast,
British tax authorities have taken steps to authenticate citizens who file returns
electronically, physically mailing out passwords to the address on record that must
be produced in order to file online.

In an off-the-record conversation with a senior civil servant, we learned that wel-
fare cheating in Britain is 0.8 % of the total expenditure, which is over £160 billion.
This figure is robust; they have done frequent drill-downs. It is overwhelmingly
about misrepresentation of circumstances (undeclared partner/income/capital) and
some of it is not even malicious (particularly elderly people who had put away a
nest egg for a specific purpose and did not think it part of their capital). But most is
fraud, and the rates vary widely from the state pension (under 0.1 %) to means-tested
benefits (over 4 %). All of it will be computer crime from 2013 when all claims will
be done online; most of it already is. But it is almost unchanged from a few years
ago when claims were in person. So welfare fraud adds £1.2 billion to Britain’s
fraud figures.

Tax evasion is more slippery. Her Majesty’s Revenue and Customs believe it is
2 % but the figure is not robust and has been the subject of much internal debate
in the civil service: different departments try to play it up, or down. As a result
the numbers keep getting referred to the Office of National Statistics, who keep
quibbling. This too is all rapidly “becoming computer crime.” That will add a
further £8 billion. In passing, to put some of the numbers into context, we will
note that so-called Missing Trader VAT fraud or Carousel VAT fraud10 is estimated
to have cost the UK £3 billion in 2005/2006 [22]. At that time, this fraud had no
substantial cyber component at all. Yet almost all VAT returns are online from
this year (2012). Similarly, most income tax fraud is about misrepresentation of
circumstances, income or capital, just like welfare fraud; the cyber component about
which Mr. Gauke has no information might amount to a few hundred million. For
consistency we will put down the cost of tax fraud as £8 billion or $12 billion, which
includes income tax, VAT and corporate taxes too – but we will put both welfare
fraud and tax fraud separately at the bottom of the table to remind the reader that

10In a VAT fraud goods such as mobile phones are imported into the UK. They are sold on within
the UK, VAT paid on this sale (15 to 20 % at various times) which should be paid to the taxman is
pocketed by criminals who shut down the company and disappear. The recipient can now re-export
the phones and claim back the VAT (doubling the criminal’s take) – and the same batch of goods
can then be cycled round again and again, hence the carousel term.
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these are the figures for largely traditional frauds that now, because of electronic
filing, fall within the EU definition.

12.3.14 Other Commercial Fraud

There are other types of commercial fraud from insider trading to embezzlement
which will eventually, like fiscal fraud, be undeniably cyber. Perhaps the largest
category is control fraud, where the executives in charge of a company (or the
ministers in charge of an economy) abuse their authority to loot it. There have been
cases of control fraud with a cyber element, such as the Equity Funding affair, but we
have decided to exclude such frauds from this report for brevity as they are mostly
concerned with the exercise of power in interpersonal and institutional relationships
rather than by means of claims made relatively formally and mechanically through
automated systems. What is more, in the case of control fraud (at least) the known
countermeasures are not technical but concerned with institutional mechanism
design – such as awarding company executives sufficient stock options to align
their incentives with shareholders, and encouraging less developed countries to
hold formal second-price auctions for access to their natural resources rather than
permitting ministers to strike deals privately with foreign companies.

12.4 The Infrastructure Supporting Cybercrime

We now review the infrastructure supporting cybercrime. While these activities are
often referred to directly as cybercrime, in fact they are used to enable lots of
different crimes. Consequently, we estimate the infrastructure’s costs separately so
as to avoid double counting.

12.4.1 Botnets

Botnets are a key part of the infrastructure for cybercrime. A botnet is a network
of thousands, sometimes even millions, of machines that have been infected with
malware, putting them under the remote control of criminals. The botnet herders
who assemble these collections of machines may either use them for crime directly
or rent them out to others to operate. The operator will typically send instructions to
his infected machines to download further malware to implement specific attacks.
Botnets provide a versatile platform for a variety of criminal business models,
including sending spam, committing click fraud, harvesting account credentials,
launching denial-of-service attacks, installing scareware and phishing.
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It is the criminal business models that generate the revenue, but because the
botnets provide a platform for them, they have value within the criminal economy,
as we can see in underground markets where botnets are sold and rented. The cost
of the criminal business models that use botnets are discussed elsewhere in this
chapter; as for the botmasters’ turnover, Herley and Florêncio estimated in 2009 an
upper bound to botnet herders’ income of 50c per machine per annum, so that a
20,000-machine botnet earned its herder some $190 a week [20]. That was an upper
bound, and botnets seem to have become bigger since then; if we assume 50 million
bots worldwide, we will estimate annual herder income in the single millions per
year, and that is too low a figure for us to include it in our summary table.

There are also the costs the botnets themselves inflict on society. These losses
occur first and foremost in the cost of dealing with the infected machines. The
costs are distributed across different actors, most notably the owners of those
machines, ISPs (in the sense of access providers) and hosting providers. Recent
empirical analysis showed that around 80 % of all infected machines are located
in the networks of ISPs [56]. Of the remaining 20 %, the largest share could be
attributed to infected servers at hosting providers. This picture is evolving, however,
and may increasingly include mobile devices.

12.4.2 Botnet Mitigation by Consumers

There are only snippets of evidence about the costs associated with botnet miti-
gation. Currently, there is no single authoritative data source to identify the total
population of infected machines around the world, and each source has its own
strengths and weaknesses.11 Two robust and independent estimates both suggest
that a little over one million British households have had a machine in a botnet
at least once per year. The first estimate comes from Microsoft, which they say
is based on telemetry from over 600 million machines worldwide. In the first half
of 2010, their Malicious Software Removal Tool cleaned up around 500,000 bots
in the UK [43]. They did not produce a similar number for the second half, but
overall malware infections in the UK did rise slightly compared to the first half,
so it is likely that the total for the year lies just over one million [42]. Following a
completely different measurement approach, a study of the Dutch market, done in
close collaboration with the ISPs, compared Dutch infection levels to those in the
UK and other countries [57]. In those metrics, the UK is in the same ball park as the
Netherlands: in 2010, around 6 % of the 19 million UK broadband subscribers had

11Many estimates of the total number of machines that are affected have relied on counting the
number of unique IP addresses that show up in botnet activity. We now know that this overestimates
the size of the problem, often by an order of magnitude. Dynamic IP address allocation can cause
the same infected machine to show up under many different IP addresses. When the Dutch police
took down Bredolab, it was claimed that the botnet had infected 30 million machines in about
2 years. In reality, the evidence suggests that it was around three million machines.
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a machine in a botnet at some point during the year. That translates to 1.1 million
subscribers.

It is much less clear, however, what cleaning up these one million infected
machines costs. Many infections are cleaned up by the generic countermeasures of
automatic security updates and anti-virus software, without much user involvement.
Those would fall under indirect costs. We do not really know how often users clean
up machines themselves and at what cost. In a 2007 survey by Consumers Union, a
US consumer protection organization, residential users reported to their total repair
cost from malware were around US $5 billion in the past year – or around $100 per
household/broadband subscriber [8]. In addition to clean-up, this includes the cost
of replacing a poorly functioning, malware-ridden computer with a new one, even
though it seems incorrect to fully attribute the price of a new machine to the problem
of malware. Furthermore, the reliability of these surveys is highly questionable, a
problem which is exacerbated by the fact that underlying data and methodology are
not made public. Furthermore, the cost of PCs has fallen sharply in the last 5 years,
from almost a thousand pounds to a few hundred. We will therefore be ultra-cautious
and estimate a rough current equivalent for the UK of $500 million. To put this in
perspective, it sets the average clean-up cost per household per year at less than the
cost of 1 h of end-user time valued against the UK GDP per capita.

12.4.3 Botnet Mitigation by Industry

Another loss is borne by ISPs and hosting providers, who may have to act against
infected machines in their networks.12 The scale at which such mitigation efforts
take place is highly variable. Finnish ISPs, for example, act on most infected
machines that are detected, whereas in UK, as in most other Western countries,
ISPs only tackle a small fraction of the infected population. We have no data on how
much these efforts cost. To some extent they can be automated, but the largest cost
is customer support. A recent German initiative set up a national call centre to deal
with botnet mitigation. In the first year of its operation, it notified 315,518 end users
that they owned an infected machine [19] – a fraction of the infected population.
Most notified users ran an automatic clean-up tool; less than 1 % of them needed
customer support over the phone, with the average call lasting for about 15 min.
Operating the centre cost about 2 million euro in funding for its setup and first year
of operations. Note that this cost does not cover the whole problem, as comparative
infection measurements suggest the centre notified around a quarter of the infected
population. If all infected customers were to be notified, the cost would rise, but still
remain well under 10 million, as we expect that the marginal costs of notifying and

12Some of these costs are directly related, and proportional, to the infection of machines. ISPs also
bear indirect losses and more general defence costs, which do not vary with the outbreak of botnet
infections.
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helping additional users to diminish. While there are no comparable figures for the
UK, it seems reasonable to assume that the costs there are similar or lower, in other
words: in the single millions per year. A more fully developed mitigation strategy,
like the one in Finland, is probably in the same ballpark. It may cost more at first, but
automation can take over part of the process and, once the infection rate diminishes,
so do the support costs of customers.

A further cost is that of botnet mitigation by commercial firms other than service
providers (and banks and retailers, whose $7 billion anti-fraud measures we account
for above). Figures for the total information security industry are difficult, with some
reports suggesting of the order of $20 billion [6] or even more. Symantec alone has
turnover of $6 billion, but that is everything, not just their antivirus business; we
will estimate antivirus expenditure worldwide at $3.4 billion. It is a bit harder to
reckon how much of industry’s infosec costs to ascribe to generic defences (over
and above the specific payment-system defences deployed by banks and merchants);
sysadmins mostly do other things than security, and internal controls have other
purposes than limiting the damage an infected machine can do. In order to be
ultra-cautious, we will ascribe a global figure of $10 billion to generic cybercrime
defences by companies worldwide. This sets the corporate costs of mitigating
botnets to be equal to the costs borne by individuals. We don’t know whether this
is right; corporates are more concerned about security, but also more efficient at
providing it. So we will hazard a figure of $10 billion, bearing in mind that only the
order of magnitude is probably right.

12.4.4 Other Botnet Mitigation Costs

The indirect losses due to botnets are much more dispersed; many losses mentioned
elsewhere in the chapter are relevant here as well. A more specific effect is that
malware may motivate end users, platform owners and service providers to move
away from general purpose computers towards more controlled platforms, such as
Apple’s model of iOS and the App Store. This may help innovation in the short run,
but in the end it might reduce innovative capacity via locked-down devices, new
concentrations of market power and less user autonomy [60]. The economic effects
of this are unpredictable, though; if Apple wins at the expense of Microsoft, it is
best to see this as the normal operation of capitalism rather than trying to interpret it
as a security issue. After all, Android in turn is eating some of Apple’s market. That
said, if the security issues support an overall trend towards more restrictions on end
users devices, this may reduce the potential for innovation and generate substantial
societal opportunity costs.

Defence costs are more straightforward; many actors in the ecosystem bear them.
End users, ISPs and software vendors all invest in technical measures to protect
against infection. While numerous problems remain, end-user adoption of antivirus
software is actually very high. The cost of this software may be borne by end users,
by access providers (who bundle it with the subscription) or by platform vendors like
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Microsoft, who incorporate it in the platform. There are also vendors of antivirus
solutions that provide them for free to home users, and cross-subsidise this from
corporate licenses. The total cost of antivirus defence mechanisms is unknown, but
we could assume from the Eurostat 2010 ICT survey that 88 % of all households
with a broadband subscription use at least one of these products. A conservative
estimate would put the worth of a single license at $10, ignoring for a moment
which actor actually bears this cost. For the UK, these assumptions estimate the
total cost of antivirus countermeasures at around $170 million.

Other general defence costs are more difficult to estimate. Software vendors
constantly patch their products against vulnerabilities that can be exploited by
malware. Anecdotal evidence suggests that for mission-critical software, such as
enterprise databases, the cost of a single patch development cycle can run up to
a million dollars [55]. Similarly, the deployment of the patch within companies is
also costly. By way of illustration: every time Google patches the kernel on the
workstations of its employees, the subsequent reboot of the machines costs them
over $1 million in lost productivity [4]. Further deployment costs include testing
and assuring the patches before rolling them out. All of this suggests that for the
whole software market, the cost of patching will be in the hundreds of millions,
probably more. However, the part of this cost that can be attributed to the UK will
probably be at most its share in global GDP, as its software industry is proportionally
smaller than that in the USA. If we assume, for illustrative purposes, that the global
cost of patching is $1 billion per year, this would mean the UK bears $50 million
of this. This does not include the costs of deployment, which are borne by the end
users.

Finally, we should also mention the cost of law enforcement as a general defence
cost. Investigations aimed at taking down botnets and prosecuting the criminals
behind them are very time-consuming and require costly specialists. That being
said, few cases are investigated in depth. In the last 2 years, there have been only
a handful of botnet takedowns: Kelihos, DNS Changer, Rustock, Pushdo/Cutwail,
Bredolab, Coreflood and Waledec. None of these seem to have had a substantial
involvement from UK law enforcement agencies. We understand that the UK police
have received an extra £30 million for the next 4 years which will let them open
three regional centres to support cybercrime and forensic investigations: say another
$10 million raising UK police cyberbudgets to $15 million a year. Meanwhile the
US spends about $100 million at the federal level (FBI, Secret Service, FTC and
NCFTA) and we may assume the same again at state level. The US is by far the
major player in cyber enforcement, and seems to do about half the work; so we will
estimate global law-enforcement expenditures at $400 million.

12.4.5 Pay-per-Install

Wondracek and colleagues studied links between the pay-per-install business and
the porn industry [59]. A pay-per-install operator is a criminal who infects PCs to
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order; for example, they charge $130 to install malware on 1,000 PCs in the USA
(the prices for Asia are much lower – as low as $3 for China). This study unearthed
a whole ecosystem of shady services, with business links between adult pay sites,
free sites, link collections, traffic brokers, search engines and redirector services.
As another example, $160 bought 49,000 visitors, of whom more than 20,000 were
vulnerable to at least one known vulnerability. They concluded that although not all
porn sites are crooked, many are; the underground economy is a major financier of
the adult business. A further study by Caballero, Grier, Kreibich and Paxson found
that 12 of the world’s top 20 malware families used PPI services for distribution [5].

If 50 million machines are in botnets, with an average infection duration of
6 months, then 100 million machines are infected every year. If half of these are done
by PPI firms at an average cost of $50 per thousand, that is a turnover of $2.5 million
which lies below our reporting threshold. In fact, Caballero and colleagues caution
that there’s little point in cleaning up a botnet if the herder can rebuild his asset by
very modest payments to PPI services.

12.5 Fitting the Estimates into the Framework

Previous studies of cybercrime have tended to study quite different things and were
often written by organisations (such as vendors, police agencies or music industry
lawyers) with an obvious agenda. The subject is difficult because definitions are
hard; much fraud that used to be conducted on paper or face-to-face (such as tax
and welfare fraud) is now online and these traditional frauds are much larger in
volume and value terms than the new purely computer frauds. Also, there is a
significant amount of fraud in between the traditional and the new, such as payment
card fraud. This type of fraud began to change 20 years ago, but the move online
and the transition from magnetic-stripe to EMV technology have quite changed the
modus operandi. We have called this transitional fraud for want of a better name.

In this report we have gone through the main types of fraud, whether traditional,
transitional or modern. For each modus operandi we have collected the best figures
from current research, and where none were available we have done what we could
to provide neutral estimates. We collate our estimates here in Table 12.1. The
numbers in bold are the ones we observed or estimated directly, whether UK figures
or global ones; where we have only one of the two, the other is scaled on the basis
that the UK is 5 % of the world by share of GDP. In some cases, the scale is different
for specific reasons that are mentioned in the text.

While we are relatively happy to scale down global fraud figures to obtain
UK-specific estimates, we urge caution in interpreting the global estimates where we
could only extrapolate from UK figures. Extrapolating from a sample representing
5 % of world GDP can exaggerate the impact of local variation in fraud. The media
claim, for example, that tax fraud is higher in Greece, and medical benefits fraud
higher in the USA; we do not try to investigate such variance here. Ideally, global
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Table 12.1 Judgement on coverage of cost categories by known estimates
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Type of UK Global Ref.
cybercrime estimate estimate period

Cost of genuine cybercrime
Online banking fraud
– Phishing $16 million $320 million 2007 �‹ �‹

– Malware (consumer) $4 million $70 million 2010 �# �#

– Malware (businesses) $6 million $300 million �# �#

– Bank tech. countermeasures $50 million $1,000 million 2010 �‹

Fake antivirus $5 million $97 million 2008–2010 � �
Copyright-infringing software $1 million $22 million 2010 � �
Copyright-infringing music etc. $7 million $150 million 2011 �#

Patent-infringing pharma $14 million $288 million 2010 �
Stranded traveller scam $1 million $10 million 2011 �#

Fake escrow scam $10 million $200 million 2011 �#

Advance-fee fraud $50 million $1,000 million 2011 �#

: : :

Cost of transitional cybercrime
Online payment card fraud $210 million $4,200 million 2010 .�/

Offline payment card fraud
– Domestic $106 million $2,100 million 2010 �#

– International $147 million $2,940 million 2010 �#

– Bank/merchant defence costs $120 million $2,400 million 2010 �#

Indirect costs of payment fraud
– Loss of confidence (consumers) $700 million $10,000 million 2010 �‹

– Loss of confidence (merchants) $1,600 million $20,000 million 2009 �‹

PABX fraud $185 million $4,960 million 2011 � �#

: : :

Cost of cybercriminal infrastructure
Expenditure on antivirus $170 million $3,400 million 2012 �
Cost to industry of patching $50 million $1,000 million 2010 �‹

ISP clean-up expenditures $2 million $40 million 2010 �‹

Cost to users of clean-up $500 million $10,000 million 2012 �‹

Defence costs of firms generally $500 million $10,000 million 2010 �‹

Expenditure on law enforcement $15 million $400 million 2010 �
: : :

(continued)
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Table 12.1 (continued)
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Type of UK Global Ref.
cybercrime estimate estimate period

Cost of traditional crimes becoming ‘cyber’
Welfare fraud $1,900 million $20,000 million 2011 � .�/

Tax fraud $12,000 million $125,000 million 2011 �‹ .�/

Tax filing fraud – $5,200 million 2010 � .�/

: : :

Estimating costs and scaling: Figures in boldface are estimates based on data or assumption for
the reference area. Unless both figures in a row are bold, the non-boldface figure has been scaled
using the UK’s share of world GDP unless otherwise stated in the main text. Extrapolations from
UK numbers to the global scale should be interpreted with utmost caution. A threshold to enter
this table is defined at $10 million for the global estimate
Legend: �: included, .�/: partly covered; with qualifiers �" for likely over-estimated, �# for
likely underestimated, and �‹ for very high uncertainty

surveys could be undertaken for the categories where we lack global estimates.
Nonetheless, we include the extrapolated figures in the table when necessary to aid
policymakers while such data is not available.

Readers may be wondering why the table does not include any totals. It is after
all a simple matter to add up the “Cost of genuine cybercrime” section to give a
$170 million figure. But since this value is less than the reported cost of card fraud
in the very next row of the table, and that in turn is dwarfed by many other figures
in later rows – and many of these are extremely rough estimates – we believe it is
entirely misleading to provide totals lest they be quoted out of context, without all
the caveats and cautions that we have provided.

Our work has its limitations. Inter alia, it gives a static view of the economics
of cybercrime while the dynamics also matter. The development of the dark market
in carding data, crimeware, botnet rental and other illegal services has, as we have
just noted, made only a small contribution to the total figure we have presented.
Nevertheless, it has enabled significant growth in other crime categories in the
period since such markets got organised in the mid-2000s. However we believe
that our work is a principled start to being able to measure the cost of cybercrime.
We propose to continue updating our estimates, and to produce new versions of this
chapter every few years.
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12.6 Conclusion

The data we have collected indicates that, in terms of the measurable costs:

• Traditional frauds such as tax and welfare fraud cost each of us as citizens a few
hundred pounds/euros/dollars a year.13 With such crimes, the costs of defences,
and of enforcement, are much less than the amounts stolen.

• Transitional frauds such as payment card fraud cost each of us as citizens a few
tens of pounds/euros/dollars a year. Online payment card fraud, for example,
typically runs at 30 basis points, or 0.3 % of the turnover of e-commerce firms.
Defence costs are broadly comparable with actual losses, but the indirect costs
of business foregone because of the fear of fraud, both by consumers and by
merchants, are several times higher.

• The new cyber-frauds such as fake antivirus net their perpetrators relatively small
sums, with common scams pulling in tens of cents/pence per year per head of
population. In total, cyber-crooks’ earnings might amount to a couple of dollars
per citizen per year. But the indirect costs and defence costs are very substantial –
at least ten times that. The clean-up costs faced by users (whether personal or
corporate) are the largest single component; owners of infected PCs may have to
spend hundreds of dollars, while the average cost to each of us as citizens runs
in the low tens of dollars per year. The costs of antivirus (to both individuals and
businesses) and the cost of patching (mostly to businesses) are also significant at
a few dollars a year each.

This brings us to an interesting question. Traditional acquisitive crimes, such as
burglary and car theft, tend to have two properties. The first is that the impact on
the victim is greater in financial terms than either the costs borne in anticipation
of crime, or the response costs afterwards such as the police and the prisons. For
example, Canada estimated victim costs of $47 billion, criminal justice system costs
of $13 billion and defence costs of $10 billion across its economy as a whole in
2003 [25]. Other countries use different measures but the broad picture is similar.

Drilling down into the victim costs, we find that for nonviolent crimes the value
of the property stolen or damaged is much greater than the cost of lost output, victim
services or emotional impact. With the new cybercrimes, the pattern is much more
like robbery, where (according to UK Home Office 2005 figures) only £109 is stolen
but the additional costs include £483 for health services, £1,011 for lost output, and
a whopping £3,048 for distress [21].

It is worth noting that the criminal justice system recognises the quite dispro-
portionate social costs of robbery as opposed to burglary; the typical robbery incurs
£2,601 of criminal justice system costs compared with a typical burglary, where a
much larger amount (£846) is stolen and yet less than half as much (£1,137) is spent

13The precise choice of currency isn’t important given the accuracy of the figures available to us;
we can be reasonably sure we have got the orders of magnitude right, and often the binary order of
magnitude, but not much beyond that.
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on justice. Yet while robbers get longer sentences than burglars do, cyber-crooks get
shorter ones. This is probably because cyber-crimes, being impersonal, evoke less
resentment and vindictiveness. Indeed, the crooks are simply being rational: while
terrorists try to be as annoying as possible, fraudsters are quite the opposite and try
to minimise the probability that they will be the targets of effective enforcement
action.

Why does cyber-crime carry such high indirect and defence costs? Many of
the reasons have been explored in the security-economics literature: there are
externalities, asymmetric information, and agency effects galore. Globalisation
undermines the incentives facing local police forces, while banks, merchants and
service providers engage in liability shell games. We are also starting to understand
the behavioural aspects: terrorist crimes are hyper-salient because the perpetrators
go out of their way to be as annoying as possible, while most online crooks go out
of their way to be invisible. The possible policy remedies have also been discussed
at length, from better statistics to better international cooperation [2, 45]. But what
is the priority?

The straightforward conclusion to draw on the basis of the comparative figures
collected in this study is that we should perhaps spend less in anticipation of
computer crime (on antivirus, firewalls etc.) but we should certainly spend an awful
lot more on catching and punishing the perpetrators.

A final point is that, according to the British Crime Survey, some 2 % of
respondents reported suffering a traditional acquisitive crime such as burglary or
car theft, while more than double that number suffered fraud. The survey did not
disambiguate the online and electronic frauds of interest here from the door-to-
door and boiler-house variety, but the former probably accounted for most of it.
A special module on IT security of the 2010 Eurostat ICT survey completes this
picture. Ranking all 27 EU countries by online user’s concerns, the UK ranks
sixth for virus infections, fourth for spam, and second behind Latvia for the three
remaining threats: personal data abuse and privacy violation; financial losses caused
by phishing and pharming; and financial losses due to fraudulent payment card use.
When looking at the self-reported actual experience of threats, the picture becomes
more differentiated. On the one hand, UK residents exactly match the EU average
for virus infections and privacy threats, and they seem to receive less spam than
the average European. On the other hand, the UK ranks second for financial losses
caused by phishing and pharming attacks, and first for payment card fraud, which
affected 5 % of the UK’s online population.

If this interpretation is correct, then cybercrime is now the typical volume prop-
erty crime in the UK, and the case for more vigorous policing is stronger than ever.
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Chapter 13
Analysis of Ecrime in Crowd-Sourced Labor
Markets: Mechanical Turk vs. Freelancer

Vaibhav Garg, Chris Kanich, and L. Jean Camp

Abstract Research in the economics of security has contributed more than a decade
of empirical findings to the understanding of the microeconomics of (in)security,
privacy, and ecrime. Here we build on insights from previous macro-level research
on crime, and microeconomic analyses of ecrime to develop a set of hypotheses to
predict which variables are correlated with national participation levels in crowd-
sourced ecrime. Some hypotheses appear to hold, e.g. Internet penetration, English
literacy, size of the labor market, and government policy all are significant indicators
of crowd-sourced ecrime market participation. Greater governmental transparency,
less corruption, and more consistent rule of law lower the participation rate in
ecrime. Other results are counter-intuitive. GDP per person is not significant, and,
unusually for crime, a greater percentage of women does not correlate to decreased
crime. One finding relevant to policymaking is that deterring bidders in crowd-
sourced labor markets is an ineffective approach to decreasing demand and in turn
market size.

13.1 Introduction

The new school of ecrime [49] is both organized and driven by profits [10, 35, 51].
This is reflected by the technical and policy proposals to fight ecrime, all grounded
in deterrence or rational choice theory [43]. As Anderson demonstrated in his
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canonical work, technical measures will never be the silver bullet [2]. Policy
efforts must complement technical measures [30]. Thus, both security researchers
as well as practitioners must address different stakeholders’ economic incentives
(or disincentives) to invest in security [49]. To the extent that security is a market,
there are legitimate stakeholders such as service providers and end-users. Economic
analysis of the incentives that drive service providers [18] and end-users [27] have
offered academic insights [41] that inform practical solutions, e.g., the Google
Vulnerability Reward program.

International efforts have been narrowly focused on ecrime itself, e.g., the
European Convention of Cybercrime. A macro-level approach offers a set of
complementary tactics for decreasing the threat; that is, potential measures to
reduce the motivations for attackers [28]. A broader response focuses on creating
environments where ecrime would be unlikely to flourish. This would go beyond
the immediate term effort to deter individual attackers; instead it seeks to build a
long term structure so that attackers become legitimate market participants.

To the extent that all market participants are driven by profits, why do some
choose to become legitimate stakeholders, while other resort to criminal activity?
Often we observe that criminal activity online clusters in specific countries, e.g.,
Romania, Nigeria. This phenomenon indicates that such determination is informed
at least in part by macroeconomic factors. In previous research, we developed
a macroeconomic model of organized ecrime [19] based on the economics of
smuggling [4]. We concluded that organized ecrime can be welfare increasing in
local jurisdictions. We found that ecrime markets may exist in one of the two
possible equilibria: (1) high enforcement low crime or (2) low enforcement, high
crime. Despite the near term increase in social welfare, a low enforcement, high
crime equilibrium is not ideal, as thriving ecrime potentially acts as a prohibitive
tariff against a legitimate market.

In this chapter, we empirically examine the theoretical findings of our previous
work. We use the geographic locations of ecrime crowd-sourced labor to evaluate
the existence of nations in the dual equilibria. Specifically, we identify the macro-
level variables that encourage participation in legitimate crowd-sourcing markets,
and distinguish them from variables that appear to facilitate illegitimate ecrime
activities. Section 13.2 is the background and related work. The methodology is
described in Sect. 13.3. Section 13.4 details the results. Section 13.5 presents the
discussion. We conclude in Sect. 13.6.

13.2 Background and Related Work

Anderson notes the economic nature of security markets [2]. Both attackers [10,35,
51] and defenders [54] are economically incentivized. Franklin et al. [17] note the
shift from ‘hacking for fun’ to ‘hacking for profit’. Furthermore, this market allows
participants to offer specialized services, increasing efficiency [36]. The goods being
traded range from 0 day vulnerabilities [34] to human CAPTCHA solvers [37].
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Increasing activity in underground markets of information goods to bypass security
measures has led to financial loss for individuals and institutions alike. The annual
loss due to phishing, and possible gain to phishers, has been estimated to be as big
as $178.1 million annually [35].

Motoyama et al. [38] examine one such market in Freelancer. Freelancer is a
crowd-sourced labor market. Participants in the market are either bidders or buyers.
Buyers create demand by posting jobs that are difficult to automate, but relatively
easy to do for humans, e.g., transcription, translation. Bidders bid on the jobs of
their choice and are compensated based on their performance or other criteria stated
by the buyer. The authors of this study estimate that only 65.4 % of the jobs posted
on Freelancer are for legitimate tasks. The remainder ask the bidders to do tasks that
thwart security mechanisms, e.g. solve CAPTCHAs or send spam.

Web service abuse is not limited to crowd-sourced labor markets, nor is the
abuse limited to online crime. Thomas and Martin [51] found that Internet Relay
Chat (IRC) channels are being used to trade credit card data and other financial
information. They also found evidence of physical crime. Holz et al. analyze the
underground market with the instance of keyloggers and dropzones [21]. Threats
with externalities, such as malware, may have a greater impact even when a subset
of end-users are conscientious [29]. With fake antivirus, attackers have found a way
of duping conscientious end-users who might not be technically adept. Stone-Gross
et al. [50] estimated that the combination of merely three fake antivirus businesses
generated a revenue of approximately $130 million.

Simultaneously, economics has also informed defender strategies to alleviate
cybercrime. On the technical side, the goal has been to make attacks more expensive
and decrease the rational imperative to attack through diminishing returns [30]. Such
deterrence-based approaches are potentially successful [20], but the impact may be
limited to a small time frame [43].

Thus, many previous investigations have either been microeconomic or game
theoretic, the former investigating attackers’ motivations and the latter suggesting
defender strategies. Researchers have targeted specific markets such as IRC chan-
nels [51], Freelancer [38], malicious Chinese websites [59]. Complementary work
using macroeconomics, however, has been limited.

However, insights grounded in macroeconomics are much needed. For example,
the policy solutions to massive copyright violations based in deterrence theory
have resulted in misguided regulatory proposals such as SOPA/PIPA. However,
macroeconomic modeling of software copyright violation notes that violations in
many instances would lead to an increase in revenue due to externalities [40].
Furthermore, Osorio found that massive copyright violations are driven by lack of
access and economic resources [40]. Arguably, then Netflix has been more effective
than SOPA would be [47]. Simultaneously, there is evidence that price cuts [9] have
been more effective than DMCA [16].

Macro-level analysis has been used to study a diverse set of problems from
smuggling to Olympic gold medals. Bernard and Busse [3] developed a regression-
based empirical model that can predict the number of Olympic medals won by every
country. Bhagwati and Hansen [4] on the other hand made a theoretical model of
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smuggling. Counterintuitively, they found that smuggling is social welfare increas-
ing. While smuggling denies trade gain, it engenders production and consumption
gain. As long as the sum of production and consumption is greater than trade loss,
smuggling would be social welfare increasing.

Macro-level investigations have been used to study other organized criminal
activities offline. There are seven theories in criminology that have been empirically
validated for crime in the physical world [44]. Social disorganization theory
suggests that crime is a manifestation of neighborhood dynamics rather than that
of individual motivations. Influential factors include urbanism, poverty, residential
transience, heterogeneity as well as family disruption [46]. While investigations into
this theory are relatively new, the findings have been encouraging [44]. Measuring
informal social control can, however, be difficult, especially over the Internet.

Anomie/Strain theory underlines the disconnect between culturally driven indi-
vidual aspirations and the social structures that facilitate achievement. When
opportunities are rare there is incentive for individuals to deviate from cultural
norms to achieve culturally desirable goals. For example, Messner and Rosen-
feld [33] modeled crime as a function of the American dream, which is driven by an
emphasis on economic success and provided for by an institutional structure built
on the economy. While macro-level assessment of this theory is rare, they measure
the strength of non-economic institutions. Some influential factors include family
structure, religious participation, political involvement, education, and access to
welfare, income-replacement value of welfare, as well as its comprehensiveness [7,
48]. While there is significant support for this theory, directly measuring the strength
of relevant macro indicators is difficult [44].

Resource/economic deprivation theory analyses both the impact of poverty as
well as economic inequality, e.g., income disparity [5,57]. Thus, deprivation can be
relative or absolute. Both perspectives have been extensively tested and demonstrate
a strong and reliable ability to impact crime [44, 57]. This theory has support
in cybercrime, for example previous research has identified software piracy as a
function of Gross Domestic Product (GDP) per capita1 [40].

Routine activity theory assumes motivated offenders and examines the
macro-level indicators that engender opportunities for the offenders to exploit.
Convergence of offender, target, and absent guardianship drives deviant
behavior. The key measures here are household activity ratio and aggregate
unemployment. Empirical validation of this theory, with most studies concentrating
on the lack of guardianship or the lack of informal social control [12]. Weakly
protected online targets are always available and proximate to motivated attackers.
However, this theory has received little support in the domain of cybercrime [58].

Deterrence/rational choice theory analyses the impact of deterrence initiatives
on crime, e.g., incarceration, criminal justice system, regulation, prosecution,

1Gross Domestic Product (GDP) indicates the aggregate worth of goods and services produced by
a country in a specific time frame, typically annually. GDP per capita is an indicator of the average
standard of living in a country.
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etc. While the impact of this theory has weak empirical validation for crime in
general [44], it has support for cybercrime [43].

Social support/altruism theory looks at the inverse relationship between state-
sponsored support [13] or community altruism [8] with crime rates. This theory as
well has limited empirical validation. It is also difficult to demonstrate the difference
between state sponsored support (welfare) vs. private altruism (charity).

Subcultural theory examines if certain cultures are predisposed towards deviant
behavior. For example, Colin Powell famously called Nigeria ‘a nation of scam-
mers’. The underlying determinants of predisposition towards crime may be other
factors, such as large urban population. This is possibly the weakest theory in terms
of empirical support. To the extent that culture is reflected by legal frameworks,
there is some support for this theory in massive copyright infringement [40].

A similar cohesive theory of ecrime is missing. Our ability to fight ecrime is
limited by our understanding of the actors involved. While the microeconomic
investigations have provided an insight into the structure of ecrime markets and how
they function [38,50], they have been limited in their ability to explain the evolution
of organized ecrime. Why are certain markets more conducive to deviant behavior
than others? Which markets would be more conducive to what kind of ecrime? In
this chapter, we present the first such investigation for crowd-sourced markets.

13.3 Methodology and Data Collection

In previous research, we developed a theoretical macroeconomic model of ecrime
[19]. Our model was based on the macroeconomic analysis of smuggling.
We assumed that illegal goods are smuggled analogues of legal goods and are
therefore perfectly substitutable. We found that organized ecrime can be profit
increasing in local jurisdictions. Further, we argue that the success of illegal goods
can act as a prohibitive tariff for the development of local legal markets. As such,
the market exists in one of the two equilibria: (1) high enforcement, low crime or
(2) low enforcement, high crime. Our findings are generalizable to markets where
legal and smuggled goods coexist [42].

In this chapter, we conduct an empirical analysis of the macro-level factors that
drive the market towards either equilibrium. We consider the specific instance of
crowd-sourced labor markets. High enforcement and low crime is represented by
Amazon’s Mechanical Turk. Low enforcement and high crime is represented by
Freelancer. Both Mechanical Turk and Freelancer provide functionally equivalent
services, i.e., the ability to crowd-source tasks that are difficult or expensive to
automate through computers, but require relatively less effort for human agents.

Amazon’s Mechanical Turk service is used as an example of a high enforcement,
low crime crowd-sourced market. Mechanical Turk is usually used for legitimate
purposes, such as for survey-based research by academics [31]. Simultaneously,
Mechanical Turk can potentially be used for illegitimate activities, e.g., CAPTCHA
solving [6] or malware installations [11, 24]. The demographic distribution of
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Mechanical Turk workers has been studied by Ross et al. [45] and Ipeirotis [23].
Both studies provide a demographic analysis of Turkers who participate by bidding
for Human Intelligence Tasks (HITs). The analysis in this chapter uses a country-
based distribution of Mechanical Turk workers from the publicly available database
by Ipeirotis.2

Freelancer is an example of a market that has low enforcement and high crime.
Motoyama et al. provide a distribution of two kinds of Freelancer participants:
bidders and buyers [38]. Bidders are more akin to Mechanical Turk workers, in
that they bid on tasks provided by other participants. Buyers, however, are the
participants that are responsible for the market to exist as they create the demand
by posting jobs that need to be completed. Around 65.4 % of Freelancer jobs are
legitimate. However, Freelancer provides a market similar to Mechanical Turk
and can be used for solving CAPTCHAs [37]. Additionally, it is used for other
undesirable activities, such as account creation, social networking link generation
and search engine optimization support. Motoyama et al. [38] identified 22 distinct
job types of Freelancer classified in six categories: (1) legitimate, (2) accounts,
(3) search engine optimization (SEO), (4) spam, (5) online social network, and
(6) miscellaneous. The analysis in this chapter considers four of the identified
categories:

1. Accounts: CAPTCHA solvers, basic accounts, and verified accounts.
2. SEO: white hat links, grey hat links, and miscellaneous.
3. Spam: bulk email, and bulk advertisement.
4. Online social network: create social network links.

Note that we assume that Mechanical Turk and Freelancer are perfect substitutes,
due to assumptions of the underlying theoretical model [19]. However, this assump-
tion is made for simplicity and the results would be applicable even when the same
individual participates in both markets. A second assumption is that the Mechanical
Turk market is primarily honest, while Freelancer is illegal. This too is an artifact
of the underlying theoretical model [4,19]. However, Pitt has shown that the results
hold even when such a distinction is not clear, i.e., when honest and illegal markets
coexist [42].

We consider participation in either crowd-sourced markets, Mechanical Turk or
Freelancer, as a function of several macro-level factors. Osorio showed that macroe-
conomic indicators such as GDP per capita are predictors of massive copyright
infringement [40]. Osorio considered a three-dimensional model: (1) accessibility,
(2) affordability, and (3) legal framework. Accessibility was operationalized as the
ability of the software to fit local needs, presence of after-sales support and corporate
presence. Affordability was operationalized as GDP per capita. Legal framework
was operationalized using the work of Easterly and Sewadeh [14]. Osorio’s paper
empirically examined the theoretical assertions of prior research [1, 25, 53].

2http://hdl.handle.net/2451/29585, retrieved on 24 February 2012

http://hdl.handle.net/2451/29585
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We begin by considering the theories that have found support in Osorio’s
analysis of copyright infringement. A key determinant in Osorio’s model was Gross
Domestic Product (GDP) per capita. The wages afforded to either Mechanical Turk
or Freelancer workers are much lower than the minimum wage requirements in
USA [22]. This indicates that there is an economic imperative to participate. Mason
et al. found that financial incentives do increase the quantity of participation for
Mechanical Turk [32]. While the wages are low, the corresponding value in local
markets might be high based on purchasing power parity (PPP). Thus, another
variable to consider would be GDP per capita by Purchasing Power Parity (PPP).3

Both GDP per capita and GDP per capita by PPP are available from World Bank
Development Indicators (WDI).4

Accessibility and affordability were the other two measures in Osorio’s model.
These are driven by the extant conditions of local ICT markets. To the extent that
ICT investment, both public and private, is available, it would make participation in
either Mechanical Turk or Freelancer easier. We operationalize this by using Digital
Economy Rankings, produced by the Economist Intelligence Unit in collaboration
with the IBM Institute for Business Value [52]. These rankings capture more than
eReadiness of the country, evaluating quality as well as quantity. For example, they
measure Internet penetration as well as speed, connectivity, affordability, etc.

The Digital Economy Rankings are a linear combination of six factors; connec-
tivity and technology infrastructure indicates access to affordable connectivity, for
both broadband and mobile, measuring assurance quality, reliability, and security;
business environment indicates the degree to which development in private sector
is facilitated by the economy, political stability, taxation, competition policy, the
labour market, and openness to trade and investment; social and cultural environ-
ment measures both formal education as well as Internet literacy and associated
technical skills; legal environment quantifies the progressive nature of the local
legislative framework, pertaining to Internet commerce, to combat ecrime, spam,
etc., as well as abuses and non-competitive behavior; government policy and vision
indicates technology adoption by the government to facilitate citizen participation
as well as access to information; consumer and business adoption of existing digital
channels by businesses and individuals.

We also considered the export of Information and Communication Technology
(ICT) services as well as the percentage export of ICT services from WDI.
These measure the net worth of the ICT goods exported, excluding software.
Percentage is computed as a ratio with the net worth of all goods exported. This
measures the success of the business environment evaluated in the digital economy
rankings. Legal environment is complemented with rule of law from Worldwide
Governance Indicators (WGI) [26]. Rule of law indicates the degree to which

3Ideally, identical goods cost the same in two different markets, when priced in the same
currency. However, transaction costs lead to different prices. Purchasing Power Parity measures
the difference between prices in two different markets for identical goods and services.
4http://data.worldbank.org/indicator, retrieved on 24 February 2012.

http://data.worldbank.org/indicator
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a legal framework is implemented. A legal framework can also be thwarted by
corruption or perceptions thereof. The former is measured by the corruption index
from Transparency International (TI) as well as control of corruption from WGI.
TI’s corruption index as well as WGI’s control of corruption measure perceptions
of corruption, where corruption is defined as misuse of public power for private gain.

Other measures from WGI are also found to complement digital economy
rankings. Both government effectiveness and regulatory quality are considered
along with government policy and vision. Government effectiveness measures the
perceived quality of public services, quality of civil service and the degree to which
it is independent from political manipulation, the quality of policy formulation
and implementation, and the perceived credibility of the government to commit to
said policies. Regulatory quality quantifies the perceived ability of the government
towards sound policy/regulations formulation and implementation that encourage
private sector development. Voice and accountability is complementary to social
and cultural environment. It measures intellectual and political freedom.

We also consider additional WDI indicators related to the availability of labor,
measured by: (1) population, (2) population percentage of women, (3) percentage of
urban population, and (4) number of Internet users. Population and number of Inter-
net users are indicators of the available labor pool. Simultaneously, participation
in crowd-sourced labor markets is made possible by Internet adoption. However,
gender-based differences in adoption preferences may shift the equilibrium towards
Mechanical Turk or vice versa [55]. Women are also less likely to commit crime
offline [15, 39]. Thus, a higher ratio of women may shift the equilibrium toward
Mechanical Turk. An urban population is more likely to have better access to
technological infrastructure. Thus, a higher proportion of urban population would
lead to higher Internet adoption, and therefore higher participation in crowd-sourced
markets. Its impact on market equilibria would be insightful. Both the percentage of
women as well as the percentage of the urban population are available from WDI.

We consider language-proficiency skills, specifically English-language profi-
ciency, as another macro indicator. English-language proficiency is different from
formal education as measured by social and cultural factors. Legitimate crowd-
sourced tasks such as survey participation or proofreading require a degree of
fluency with the specific language, mostly English as most tasks on Amazon are
in English. However, illegal tasks such as CAPTCHA solving at best requires a
mechanical pattern recognition that comes easier to human agents than automated
ones [56]. For Mechanical Turk, a minimum level of English proficiency would
be required to be able to understand the job solicitations, which are typically in
English as requests can only be submitted from the United States. English-language
proficiency is operationalized using the TOEFL’s ranking of countries on reading,
speaking, listening, and writing.5

5https://www.ets.org/toefl/research/topics/candidates_and_populations, retrieved on 24 February
2012.

https://www.ets.org/toefl/research/topics/candidates_and_populations
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Table 13.1 List of macro-level variables

Variable name Provider Year

Affordability (AFF)
GDP per capita WDI 2010
GDP per capita by PPP WDI 2010
Consumer and business adoption Economist 2010

Accessibility (ACC)
Digital economy rankings Economist 2010
Connectivity and technology Economist 2010
Business environment Economist 2010
Export of ICT services WDI 2010
% export of ICT services WDI 2010
Social and cultural environment Economist 2010
Voice and accountability WGI 2010

Legal (LEG)
Legal environment Economist 2010
Rule of law WGI 2010
TI corruption index Transparency International 2011
Control of corruption WGI 2010
Government policy & vision Economist 2010
Government effectiveness WGI 2010
Regulatory quality WGI 2010

Population (POP)
Population WDI 2010
Population density WDI 2010
Population % women WDI 2010
% urban population WDI 2010
Number of Internet users WDI 2009

English (ENG)
English reading TOEFL 2010
English listening TOEFL 2010
English speaking TOEFL 2010
English writing TOEFL 2010

Security (SEC)
Secure Internet servers (SIS) WDI 2010
SIS by population WDI 2010

Finally, Security of ICT infrastructure is also an indicator: (1) number of secure
Internet servers (SIS), and (2) number of SIS by population. SIS and SIS by
population would encourage market investment by providing assurance of security.
These indicators were also procured from WDI.

A list of all variables considered and respective sources is given in Table 13.1.
The final regression equation is given by Eq. 13.1, where N corresponds to number
of workers; AFF, ACC, LEG, POP, ENG, and SEC refer to measures of affordability,
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accessibility, legal framework, availability of labor, English-language proficiency,
and security, respectively:

N D ˇ0 C ˇ1 � AFF C ˇ2 � ACC C ˇ3 � LEG C ˇ4 � POP C ˇ5 � ENG C ˇ6 � SEC:

(13.1)

13.4 Results

In this chapter, we empirically examine a macro-economic model of organized
ecrime by considering the specific example of crowd-sourced labor markets. The
model posited that information communication technology markets would tend
to exist in one of two equilibria: (1) high enforcement, low crime, and (2) low
enforcement, high crime [19]. Amazon’s Mechanical Turk is an instance of high
enforcement, low crime, while Freelancer represents low enforcement, high crime.

Participation in either of these markets is a function of macro-level indicators,
including macroeconomic indicators. The research question that we address is here
is two-fold. Which macro-level indicators encourage participation in crowd-sourced
labor markets? Secondly, which specific indicators inform the market equilibrium,
by either encouraging or alleviating criminal activity online?

We present the results of the linear regression model for the five independent
variables as give by Eq. 13.1. The independent variables were normalized by
subtracting the mean and dividing by the standard deviation. This allowed for more
legible results while having no impact on the variance explained by the regression
model. The regression for Freelancer bidders and buyers were treated differently.
Freelancer bidders are more akin to Mechanical Turk workers, as they bid on
tasks posted by other market participants. Freelancer buyers, however, are more
similar to those who post HITs on Mechanical Turk. While bidders represent supply,
buyers create demand. Table 13.3 presents the results of the regression for all three
dependent variables: (1) Mechanical Turk workers, (2) Freelancer bidders, and (3)
Freelancer buyers. The cells in the table represent the p-value for which the specific
indicator was significant in the best-fit model.6 NS indicates that the indicator was
in the best-fit model but was not statistically significant.

The first regression model had Mechanical Turk workers as the dependent
variable. The model’s adjusted R2 D 0:95. The best fit for the model was given
by digital economy ranking, connectivity and technology infrastructure, social and
cultural environment, legal environment, government policy and vision, consumer
and business adoption, English proficiency scores (reading, listening, speaking, and
writing), number of Internet users, population, population percentage of women,
voice and accountability, secure Internet servers, and secure Internet servers by

6Best-fit model indicates the subset of indicators for which the corresponding linear regression
obtained the highest adjusted R2 value.
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population; adjusted R2 D 0:97. The F-statistic for the model was statistically
significant; p < 2:2 � 10�16.

The second run of the regression model had Freelancer bidders as the dependent
variable. This regression gave an adjusted R2 value of 0.93. The best fit was given
by connectivity and technology infrastructure, social and cultural environment,
government policy and vision, English proficiency scores (reading, writing), number
of Internet users, population, export of ICT services, percentage export of ICT
services, rule of law, government effectiveness, control of corruption, secure Internet
servers, and secure Internet servers by population; adjusted R2 D 0:95. The
F-statistic for the model was statistically significant; p < 2:2 � 10�16.

The last run of the regression model had Freelancer buyers as the dependent
variable. This model gave an adjusted R2 value of 0.9538. The best fit was given
by digital economy ranking, connectivity and technology infrastructure, business
environment, social and cultural environment, government policy and vision,
consumer and business adoption, TI corruption index, English proficiency scores
(reading, listening), number of Internet users, population, population percentage of
women, percentage of urban population, rule of law, regulatory quality, voice and
accountability, control of corruption, secure Internet servers, secure Internet servers
by population; adjusted R2 D 0:96. The F-statistic for the model was statistically
significant; p < 2:2 � 10�16.

Many of the indicators were highly correlated. Thus, the number of macro-level
indicators can be condensed to a smaller subset using exploratory factor analysis
(EFA). We conducted a scree test to identify the optimum number of factors which
appears in Fig. 13.1. Only the indicators that were present in the respective best-
fit models were considered. We considered the number of factors that give an
eigenvalue greater than 1. Thus, there were four factors for Mechanical Turk and
Freelancer Buyers, while they were three factors for Freelancer Bidders. The factor
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loadings for Mechanical Turk, Freelancer Bidders, and Freelancer Buyers are given
in Table 13.2.

13.5 Discussion

In this chapter, we empirically examine a macroeconomic model of ecrime in crowd-
sourced labour markets. We investigate two research threads. First, we addressed
the macro-level difference between two market equilibria, for crowd-sourced labor
markets: (1) high enforcement, low crime, (2) and low enforcement, high crime.
While Amazon’s Mechanical Turk service is an example of the former, Freelancer
represents the latter. Secondly, we examined the macro-level differences between
stakeholders in the Freelancer market, i.e., those who bid on tasks, suppliers, and
those who created the tasks or demand.

We begin by identifying the macro-level indicators that encourage overall
participation in crowd-sourced labor markets. We conducted an exploratory factor
analysis to identify how the different indicators for the best-fit models related to each
other, Table 13.2. The factor loadings for Mechanical Turk as well as Freelancer
were similar. While for Mechanical Turk and Freelancer buyers there were four
factors, for Freelancer bidders there were three. The factor loadings on the fourth
factors as well as the variance explained was low; 0.024 for Mechanical Turk and
0.027 for Freelancer Buyer. Thus, we assume that there are typically three factors
that drive participation in either of these markets. The least amount of variance
is explained by the third, and last, factor that constitutes population, number of
Internet users, and SIS. This factor essentially indicates a cyber-ready labor force.
Thus, availability of a labor force with the essential skill set is required but is not an
adequate predictor of participation in crowd-sourced labor markets.

The second factor explains more variance and is characterized mostly by English
proficiency. English proficiency is required for participation, both by the tasks
themselves and the solicitations for work because most posts are in English. The
degree of English proficiency corresponds to the tasks afforded. A specific level
of proficiency is not required for Freelancer bidding, ability to understand spoken
English is required for Freelancer buying, and proficiency in listening and speaking
is needed for Mechanical Turk.

The first factor explained most of the difference in the variance. This factor
constitutes both the quality and quantity of affordable Internet access. Higher
Internet penetration allows a greater proportion of the population to get online.
However, Internet literacy is not facilitated just by the ability to get online, but also
by the quality of the bandwidth available, e.g., speed, security, reliability. Available
bandwidth must be utilized, thus adoption both by individuals and businesses must
be facilitated by public policies and private enterprise.

There were differences on specific indicators that constitute the three big factors.
We examined these differences by comparing the best fit models for the three distinct
groups.
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GDP per capita and GDP per capita by PPP were not in any of our best-fit models.
This finding is different from that observed for massive copyright infringement [40].
This indicates the importance of the direct financial rewards, or the degree to which
they supplement or complement participants’ incomes is equally relevant for both
markets.

Table 13.3 also shows that population, number of Internet users, and number of
SIS are statistically significant indicators of participation in crowd-sourced markets.
Participation, in either Mechanical Turk or Freelancer, was positively correlated
with these three indicators. The three indicators together form an indicator of a
cyber-ready labor force. All three load together as the third factor, see Table 13.2.
Thus, while a good indicator of participation, they do not account much for the
variance of participation in either market.

Connectivity and technology, social and cultural environment, government policy
and vision, and English proficiency scores (reading) were other indicators that were
common in the best-fit models of these three markets. These factors were not sta-
tistically significant for all three, however, these factors indicate a necessary, if not
sufficient, indicator for increasing participation. These factors account for most of
the variance in the best-fit models for both Mechanical Turk and Freelancer, bidders
as well as buyers. Connectivity and technology, social and cultural environment, and
government policy and vision loaded on the first, factor while English proficiency
loaded on the second, as seen by the results of EFA in Table 13.2.

There were no statistically significant indicators that were common between
Mechanical Turk workers and Freelancer bidders. This finding is counterintuitive,
as Mechanical Turk workers as well as Freelancer bidders are both suppliers in
respective markets, responding to a demand created by buyers. The expectation is
that since the services provided are similar, the macro-economic backgrounds are as
well. However, for Mechanical Turk workers the overall state of the digital economy
was important, mostly driven by Internet penetration, via broadband as well as
mobile. Affordable access to high bandwidth that is reliable and secure is important.
Freelancer bidders may not have lower quality or quantity of access. Participation
as a Freelancer bidder is driven by social and cultural environment, lower technical
expertise and English proficiency than their Mechanical Turk counterparts. Social
and cultural environment extends to the legal framework and the ability of the
government to implement it. This result is different from perceptions of corruption,
this is rather an indicator of general perceptions of rules being followed in society
and penalties being imposed for deviations.

Statistically significant common indicators between Freelancer bidders and buy-
ers are also limited. The one common indicator was social and cultural environment.
Both bidding and buying, then, require a minimum level of technical expertise
and general education. However, the switch from bidder to buyer demands several
other resources. Participation as buyers requires access to affordable bandwidth.
Solicitation of jobs would probably be a part of the larger business strategy. Thus,
business environment is also important and so is consumer and business adoption.
English-language proficiency is again more important for buyers than for bidders.
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Percentage of urban population is also an indicator of buying. Urban areas are likely
to have higher quality and quantity of Internet penetration, so this is not surprising.

However, Mechanical Turk participation, which also requires access to affordable
bandwidth, is not dependent on urban population. This difference becomes clearer
when we consider that buying is also a function of population percentage of
women and corruption. These indicators together suggest that buying in Free-
lancer is explained by social disorganization theory in criminology [46]. Social
disorganization theory considers crime to be a function of the breakdown of
community structures, as measured by corruption, heterogeneity of population, and
urbanization.

This is different from participation as a bidder, which is dependent on rule of
law and the effectiveness of the government to enforce the rules. Thus, for bidders,
deterrence-based efforts, such as increasing penalties on increased enforcement,
might be successful at decreasing participation [20]. However, the long-term impact
of such measures would be limited [43]. Without the demand for Freelancer services
being alleviated, there is likely to be a displacement effect, where bidders from
countries with a lax legal framework would increasingly participate [43].

13.6 Conclusion and Future Work

This work examines the macro-level factors that encourage participation in crowd-
sourced labor markets online. We differentiate between crowd-sourced labor mar-
kets with a lower number of illegitimate tasks and those with a high number of
illegitimate tasks. In previous work we posited that ICT markets would tend to exist
in one of the two equilibria: high enforcement and low crime or low enforcement and
high crime. We considered Amazon’s Mechanical Turk as an example representing
high enforcement, low crime and Freelancer representing low enforcement, high
crime. We identified the macro-level factors that appear to facilitate either of these
two market equilibria.

While this methodology provides insight into the factors underlying participa-
tion in cybercrime, it is by no means comprehensive. A complementary approach
could identify high enforcement, low crime and low enforcement, high crime
countries, and then examine the proportion of participation in Mechanical Turk
by those countries as opposed to in Freelancer. We wish to perform this analysis
in future research. Adoption of Mechanical Turk/Freelancer may also be driven by
the dynamics of social networks. A macro-level investigation examines variables
that facilitate such dynamics. This, however, does not directly address why certain
networks may become more popular in specific countries. To the degree that
adoption is driven by trust and just plain awareness, physical social networks
may in fact influence the decision to participate in a specific crowd-sourced labor
market. However, given that crowd-sourced labor markets are not like typical
social networks, such as Facebook or telephone networks, we assume that the
impact of network effects is trivial. We also do not address the intentionality of
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participants from either a rational microeconomic or a boundedly rational behavioral
perspective. Individual motivations can be pursued through a survey-based study,
and should be addressed by future research.

Participation in crowd-sourced labor markets requires three factors: (1) afford-
able access to reliable and secure Internet, (2) English-language proficiency, and (3)
availability of a cyber-ready labor force. A high enforcement, low crime equilibrium
has several additional characteristics. The digital economy of the participants’ local
jurisdictions must be thriving so as to provide access to affordable, reliable, and
secure bandwidth. Participants must have high technical as well as language skills.
Adoption of ICTs by individuals as well as businesses in the local jurisdiction must
be sufficient and facilitated by government policies.

There were several statistically significant indicators that were common between
Mechanical Turk and Freelancer buyers: digital economy ranking, connectivity
and technology, consumer and business adoption, and English proficiency scores
(listening). So why do more Mechanical Turk workers not gravitate towards
Freelancer? A possible explanation is that Mechanical Turk workers have higher
levels of English proficiency as well as formal education and Internet literacy.
Simultaneously, Freelancer buyers come from jurisdictions with higher urban
population, more corruption, as well as those conducive to a business enterprise
that is not necessarily ethical.

A low enforcement, high crime equilibrium is facilitated by a poor legal
framework. Freelancer bidders’ local jurisdictions often do not have an effective
or comprehensive legal framework. Even when the legal framework is adequate,
prosecution is denied due to corruption in the local jurisdictions of Freelancer
buyers. Participation through bidding in these markets can be alleviated, in the
short term, through deterrence-based strategies, such as increasing penalties or
higher enforcement. Yet the very factors of corruption and lack of consistent rule
of law limits the efficacy of these short-term efforts. The long-term success of the
deterrence would be limited. Thus, short-term policies must be complemented by
long-term strategies. Two strategies are addressing participation through buying
(i.e., by alleviating the demand for criminal goods), and changing the underlying
macro-level factors. The second requires shifting the underlying macro-level factors
of underdeveloped ICT markets, inadequate language skills (in English) as well as
Internet literacy.
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