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Abstract. Under complex environment, it is difficult to track target successfully 
by single feature. To solve this problem, the paper propose a novel object 
tracking approach which fuses color and SURF(Speeded Up Robust Features) 
in the frame of particle filter. SURF remain invariant for illumination, scale and 
affine. Add color to make up for the shortcoming(SURF is based on image gray 
scale information.). It not only maintains the characteristics of SURF, but also 
makes use of the image color information. The experimental results prove that 
the proposed method is real-time and robust in different scenes. 
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1 Introduction 

Video target tracking is an important research subject in the field of machine vision. 
Many scholars has carried on the extensive research to target tracking, a variety of 
algorithms are proposed, but most algorithms are based on single feature, which are 
effective in a particular environment. It may result in decline in accuracy even failure 
when the target or environment changes. For the situation, multiple features have 
been widely used in tracking systems. However, the performance still depend on sin-
gle feature even the fusion[1]. 

Compared with color, shape and texture etc features, SIFT (scale invariant feature 
transform) proposed by D.G. Lowe in 2004 is more capable to remain invariable for 
illumination, scale and affine [2-4]. SIFT is the local characteristics of the image, and 
although it has more advantages over other features, the matching algorithm based on 
SIFT is obliged to deal with complex computing problems and long time consuming. 
Even though Grabner etc put forwards an idea that increases the calculating velocity 
by integral image at cost of the superiority [5]. In 2006, Bay etc provided SURF 
(speeded up robust features) [6] algorithm on the foundation of SIFT. SURF has good 
adaptability for zooming, small perspective changes, noise, and brightness changes, 
like SIFT. In addition, it can take short time to accomplish SURF matching algorithm. 
So SURF has excellent performance not only in speed but also in accuracy [7-10]. 
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However, SURF only uses the gray information of images, ignores color information, 
so it is difficult to identify and match the target with similar texture. The paper fuses 
color vector and build extend SURF descriptor to solve the problem. 

When tracking object, it needs to process a large of invalid information to deter-
mine the optimal matching position if we calculate all the pixels in images directly, 
and it is heavy computation and time-consuming. Therefore, it can improve the effi-
ciency of tracking algorithm if we adopt a certain method to reduce the search area of 
candidate target. Due to the particle filter can predict target location in the next frame 
image and realize the state estimation of nonlinear non-Gaussian systems, it is com-
monly used in tracking algorithm at present. The paper uses extend SURF descriptor 
to set up the target model and particle filter to search candidate target location and the 
novel method is robust and real-time. 

2 Particle Filter 

For particle filter, its fundamental is Monte Carlo method. It uses a set of particles 
with weights {(xi

k, ωi
k), i=1…n} to estimate the posterior density p(xk︱y1:k). x
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In ideal conditions, all the weights should be 1/N, the particles should be random 
sampled from the posterior density, but it is impossible in the actual situation. So 
sampling new particles from the proposed density π (xi

k︱xi
k-1, y1: k) which is similar 

with posterior density, and computing weights again to make up the difference be-
tween the proposed density and the posterior density. Then normalizing the weights, 
the posterior density is computed as: 
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Where, δ(*) is DE carat function. Weights updating formula as follows:     

  (2) 

Where, it is significant how to choose the proposed density π (xi
k︱xi

k-1, y1: k). It is 
easy to make π (xi

k︱xi
k-1, y1: k) = p(xi
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k-1) for practical application. Weights updat-

ing is computed as:  
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3 SURF Algorithm  

3.1 Feature Point Detection 

Image pyramid is used to express scale space usually in the field of vision. It is varia-
ble for image size when using the traditional way to conduce a scale space. Next, 
reuse Gaussian filer to smooth each layer image. In order to speed up, we adopt the 
box filters increasing gradually which approximates second-order Gaussian filter and 
the integral image to make the convolution to form different scales of image pyramid. 

SURF algorithm detects the extreme points in images by computing the Hessian 
matrix. To a point (x,y) in image I, at the scaleσ the Hessian matrix is defined as 
follows: 
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Where, Lxy(x,y,σ) is the convolution between Gaussian second order deriva-

tive ( )σ,,
2

yxg
x∂
∂

and the pixel value I(x,y) in image I. Similarly for Lxy and 

Lyy..Because the box filter approximate second order Gaussian filter, for convenience 
of calculation, we use the convolution of I(x,y) with box filter instead, the results are 
described by Dxx, Dxy, Dyy. Introduce weight to reduce the error between the approxi-
mation and the accurate value. So the determinant of Hessian matrix is computed as 
follows: 

 ( )29.0det xyyyxx DDDH −=   (5) 

The extreme point obtained by calculating the determinant of Hessian matrix, 8 pixel 
points at the same scale and 18 pixel ones at upper and lower adjacent scales form a 
3*3*3 neighborhood. If the extreme point larger or smaller than the remaining 26 
pixel ones, it is the feature point. Then localize feature point and over scale by inter-
polating it in scale and image space with the method proposed by Brown et al.  

3.2 SURF Feature Descriptor 

Firstly, calculating the Harr wavelet response (Harr response side length is 4σ, σ is 
scale at which the feature point.) in X and Y direct in a circular neighborhood of ra-
dius 6σ around the feature point, then the responses are weighted with a Gaussian 
(2σ) centered on the feature point. Next computing the weighted sum of all responses 
within a sliding orientation window covering 60° angle to form a new vector, the 
longest vector over all windows is defined as orientation of the feature point, the 
process is shown in figure 1. 
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Constructing a square region centered on the feature point and oriented along the 
orientation confirmed before, with the size 20σ.The region is divided into 4*4 square 
sub-regions evenly. In each of sub-regions, we compute the Harr responses at 5σ scale 
in orientation selected before and its vertical direction, which are represented by dx 

and dy respectively. In order to increase the robustness, dx  and dy are weighted with a 
Gaussian(3.3σ) centered on the feature point. Every sub-region has a four-
dimensional descriptor vector. 

 ( )   = yxyx ddddV ,,,  (6)  

 

Fig. 1. Diagram for confirming orientation of the feature point 

For every feature point, its descriptor vector is 64-dimensional.Figure 2 shows the 
descriptor vector building. 

3.3 Extend SURF Descriptor 

SURF descriptor only uses the gray information of images, ignores color information, 
so it is difficult to identify and match the target with similar texture. So the paper 
adopts a new kind of descriptor based on color. Namely, fuses color vector to build 
extend SURF descriptor to solve the problem. 

 

Fig. 2. Diagram for building descriptor vector 

Because SURF has good adaptability for zooming, small perspective changes, 
noise, and brightness changes, and color descriptor can not change structure of SURF 
descriptor, so extend SURF one is more robust. To reduce the influence of illumina-
tion change during target tracking, the paper uses HSV color model [11]. Where, H is 
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hue, S is saturation, they are not sensitive to light. V is value and opposite. And three 
components are independent mutually. So we only compute the sum of H and S to 
obtain ∑h and ∑s. Therefore, every sub-region has a 2-dimensional color vector. 

    C h s =      (7)  

16 sub-regions form 32-dimensional color descriptor vector. Add color vector C to 
SURF descriptor vector V to construct the extend SURF descriptor vector with 96-
dimensional.  

3.4 Feature Point Matching 

The paper adopts the nearest neighbor matching vector method to match feature point 
[12]. Given A and B are the set of feature points in two images I1 and I2, aj is a point 
in A, compute the Euclidean distances between aj   and all the points in B, call d1 and 
d2 the nearest distance and next nearest distance regularly, corresponding to two fea-
ture points bj and b*

j, if d1≤μd2 (μ=0.65), aj and bj match. Otherwise, we discard the 
feature point. Traversing all the feature points in A can find out all possible matching 
feature point pairs. 

4 Target Tracking 

4.1 Target Motion Model 

Supposing object keeps a constant velocity, its movement is small for the same object 
of adjacent frames. The paper adopts a rectangle to represent the object area, 
X=(x,y,vx,vy,hx,hy)

T is described as motional state of an object, (x,y) are the center 
coordinates of the object, (vx,vy) is velocity of movement in x and y direction, (hx,hy) 

are height and width of object area. The dynamic equation of the system is shown in 
formula 8. 
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Where, A is state transfer matrix of the system, vk is system noise. 
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4.2 Similarity Measurement 

The paper adopts the extend SURF feature to track object, we draw a conclusion that 
similarity between reference target and candidate one is related to the number of 
matching feature point pairs and the Euclidean distance between matching feature 
points.Supposing m is the number of matching feature point pairs between candidate 
target Sk and reference one S0 at time k, dist is the Euclidean distance between a 
matching feature point pair, then the average Euclidean distance between two objects 
is defined as:   
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=
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We judge the similarity degree between targets in two frames by combining the num-
ber and Euclidean distance, and observation likelihood function is defines as:  

 ( ) ( )1 expt t kp y x mD= − −   (10) 

4.3 Algorithm Description 

(1) In the initial frame, we choose the object tracking area manually, calculate the 
extend SURF feature vector contained in the object as reference template, and sample 
a set of particles with weights {(xi

0, 1/N), i=1…N} from the proposed density π(xi
k︱

xi
k-1, y1:k), for k=0. According to the actual conditions, set the initialization parameter, 

such as target coordinates, velocity and rectangular frame size; 
(2) Input next frame image, exploit formula 7 to acquire a new particle collection for 
time k; 
(3) Compute the extend SURF feature vector in image for time k. 

(4) Utilize formula 3 and 9 to calculate the weight of each particle and to normalize it 
as follows: 
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(7)  k =k+1, if go on tracking, switch(2); otherwise end. 

5 Experiment Analysis 

To validate the superiority of the algorithm above, several video of different scenes 
are tested, and the results are compared with SURF algorithm. The environment of 
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experiment is personal computer, AMD Athlon, 2.8GHz, 2GB Memory, OS Windows 
XP, and the proposed algorithm is programmed by VC++6.0 and OpenCV. 

The first video sequences are people tracking on a simple scenes, the experiment 
result is as in figure 3. We choose the 120th frame, the 150th frame, the 170th frame, 
the 480th frame to analyze the tracking performance. During tracking, he human body 
target selected is interfered with similar color can, moreover the distance between 
target and vidicon is bigger gradually when human is walking. So some changes have 
taken place in scale with target appearing in the lens. The experiment result shows the 
extend SURF algorithm overcomes the interference with similar color, and retains 
invariant for scale, achieves good tracking performance. 

 

 

Fig. 3. Human tracking on a simple scene 

 

(a) Human tracking based on SURF 

 

(b) Human tracking based on the algorithm proposed 

Fig. 4. Human tracking under occlusions 

The second video is human tracking with occlusion. Two persons are running in 
the playground, a person in brown was occluded by the other one in blue now and 
then. From the tracking results in figure 4, we can see that the algorithm base  
on SURF is distracted seriously and lose the target when occlusion occurs, but the 
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algorithm based on the extend SURF works well throughout the whole sequence. 
Reasons for the case were analyzed basing on experimental phenomenon. SURF fea-
ture only uses the gray information of images, ignores color information, so it is so 
difficult to identify and match the target with similar texture that miss real target. 
Extend SURF feature not only maintains the characteristics of SURF, but also makes 
use of color information, so the proposed algorithm can track the object selected accu-
rately when the above situation exists. 

The third video is car tracking in a complex environment, the light is dark and 
there are some other ones near the object. We analyze the 210th frame, the 232nd 
frame, the 301st frame, the 340th in video as shown in figure 5. The experiment result 
indicates the proposed algorithm can track object accurately. 

 

 

Fig. 5. Car tracking under the complex environment 

6 Conclusions 

The paper proposed a novel object tracking algorithm by integrating color and SURF 
(Speeded Up Robust Features) in the frame of particle filter. The proposed algorithm 
has been tested on different scenes and proved stability and robustness. The results 
show it is stable and robust. In our future work, we also want to use some new swam 
intelligence based algorithms [13,14] to solve the problem of object tracking.  
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