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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Constantine Stephanidis, contains extended abstracts
of posters addressing the following major topics:

• HCI Design Approaches, Methods and Techniques
• Usability Methods, Techniques and Studies
• Universal Access and eInclusion
• Multimodal and Ambient Interaction
• Cognitive and Psychological Aspects of Interaction
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• Perception and Interaction
• Ergonomic and Human Modelling Issues
• Capturing Gaze, Biosignals and Brainwaves
• Development Environments
• Product Design, Marketing and Advertisement

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: InteractionModalities
and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto
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• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 18, LNCS 8021, Virtual, Augmented and Mixed Reality: Designing
and Developing Augmented and Virtual Environments (Part I), edited by
Randall Shumaker

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker

• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Löıc Mart́ınez Normand, Spain
Chang S. Nam, USA
Naoko Okuizumi, Japan
Noriko Osaka, Japan
Philippe Palanque, France
Hans Persson, Sweden
Ling Rothrock, USA
Naoki Sakakibara, Japan
Dominique Scapin, France
Guangfeng Song, USA
Sanjay Tripathi, India
Chui Yin Wong, Malaysia
Toshiki Yamaoka, Japan
Kazuhiko Yamazaki, Japan
Ryoji Yoshitake, Japan
Silvia Zimmermann, Switzerland

Human Interface and the Management of Information

Program Chair: Sakae Yamamoto, Japan

Hans-Jorg Bullinger, Germany
Alan Chan, Hong Kong
Gilsoo Cho, South Korea
Jon R. Gunderson, USA
Shin’ichi Fukuzumi, Japan
Michitaka Hirose, Japan
Jhilmil Jain, USA
Yasufumi Kume, Japan

Mark Lehto, USA
Hiroyuki Miki, Japan
Hirohiko Mori, Japan
Fiona Fui-Hoon Nah, USA
Shogo Nishida, Japan
Robert Proctor, USA
Youngho Rhee, South Korea
Katsunori Shimohara, Japan



X Organization

Michale Smith, USA
Tsutomu Tabe, Japan
Hiroshi Tsuji, Japan

Kim-Phuong Vu, USA
Tomio Watanabe, Japan
Hidekazu Yoshikawa, Japan

Engineering Psychology and Cognitive Ergonomics

Program Chair: Don Harris, UK

Guy Andre Boy, USA
Joakim Dahlman, Sweden
Trevor Dobbins, UK
Mike Feary, USA
Shan Fu, P.R. China
Michaela Heese, Austria
Hung-Sying Jing, Taiwan
Wen-Chin Li, Taiwan
Mark A. Neerincx, The Netherlands
Jan M. Noyes, UK
Taezoon Park, Singapore

Paul Salmon, Australia
Axel Schulte, Germany
Siraj Shaikh, UK
Sarah C. Sharples, UK
Anthony Smoker, UK
Neville A. Stanton, UK
Alex Stedmon, UK
Xianghong Sun, P.R. China
Andrew Thatcher, South Africa
Matthew J.W. Thomas, Australia
Rolf Zon, The Netherlands

Universal Access in Human–Computer Interaction

Program Chairs: Constantine Stephanidis, Greece,
and Margherita Antona, Greece

Julio Abascal, Spain
Ray Adams, UK
Gisela Susanne Bahr, USA
Margit Betke, USA
Christian Bühler, Germany
Stefan Carmien, Spain
Jerzy Charytonowicz, Poland
Carlos Duarte, Portugal
Pier Luigi Emiliani, Italy
Qin Gao, P.R. China
Andrina Granić, Croatia
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Carsten Röcker, Germany
Reiner Wichert, Germany
Woontack Woo, South Korea
Xenophon Zabulis, Greece

Human Aspects of Information Security, Privacy and Trust

Program Chairs: Louis Marinos, ENISA EU,
and Ioannis Askoxylakis, Greece

Claudio Agostino Ardagna, Italy
Zinaida Benenson, Germany
Daniele Catteddu, Italy
Raoul Chiesa, Italy
Bryan Cline, USA
Sadie Creese, UK
Jorge Cuellar, Germany
Marc Dacier, USA
Dieter Gollmann, Germany
Kirstie Hawkey, Canada
Jaap-Henk Hoepman, The Netherlands
Cagatay Karabat, Turkey
Angelos Keromytis, USA
Ayako Komatsu, Japan

Ronald Leenes, The Netherlands
Javier Lopez, Spain
Steve Marsh, Canada
Gregorio Martinez, Spain
Emilio Mordini, Italy
Yuko Murayama, Japan
Masakatsu Nishigaki, Japan
Aljosa Pasic, Spain
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Performance Analysis of Näıve Bayesian Methods for Paragraph Level
Text Classification in the Kannada Language . . . . . . . . . . . . . . . . . . . . . . . . 435

R. Jayashree, K. Srikanta Murthy, and Basavaraj S. Anami

Making It Everyone’s Finna – Cross-Sector Collaboration and User
Experience Design in a Digital Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

Heli Kautonen

Exploring Technical Documents: A Prototype Study . . . . . . . . . . . . . . . . . . 445
Marcus Nitsche, Stefan Haun, and Andreas Nürnberger

Improved Keyword Extraction by Separation into Multiple Document
Sets According to Time Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Ryosuke Saga and Hiroshi Tsuji

Scrolling or Paging: The Impact of Interaction Style on the Search
Result Page of Mobile Commerce Website . . . . . . . . . . . . . . . . . . . . . . . . . . . 454

Pingfei Wang and Qian Fei

A Personal Document Network Building System for Digital Document
Searches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458

Masahiro Yoshikoshi, Kenji Matsunaga, and Kyoko Yoshida

Natural User Interface for Information Retrieval . . . . . . . . . . . . . . . . . . . . . 462
J. Sergio Zepeda-Hernandez, Erick López-Ornelas,
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The Geminoid Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 621
Evgenios Vlachos and Henrik Schärfe

Remote Controller for Regression Test in the Robot Framework . . . . . . . . 626
Ziyuan Zhang, Haoran Guo, and Heng Wang

Smart Environments

Participate: Pervasive Computing for Environmental Campaigns . . . . . . . 633
Alan Chamberlain, Dominic Price, Martin Flintham, Kevin Glover,
Chris Greenhalgh, Steve Benford, Andy Gower, and Amanda Gower

Changing Interactions to Reduce Energy Consumption: Specification
of a Context-Aware System Centered on the Home Occupants’
Concerns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 638
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Abstract. Integrating consumers into the design and development process of IT 
is a promising strategy for companies. To stimulate this co-production of IT 
through end-user programming specific user platforms for innovation have been 
developed. In this paper we illustrate how end-user programming and 
configurations has been a successful practice throughout the history of the PC – 
from the early stationary computers in the 80s, via the development of the web, 
to recent toolkits for end-user configuration of mobile hardware. While this 
trend has been stable this paper illustrate how corresponding support for end-
user programming of mobile applications is still missing. To address this need 
this paper presents the SATIN platform and its underlying design concepts. We 
view this as a contribution for advancing the development of innovation 
platforms and as an illustration of how concept design can help in envisioning 
the next step in user-driven service design.  

Keywords: Concept design, Innovation Platforms, User-driven service design. 

1 Introduction 

Integrating consumers into the design and development process is a promising  
strategy for companies as they struggle with a growing individualization of consumer 
demands. To stimulate and facilitate user service design technical platforms for 
innovation have been developed. Platforms are defined as a set of user-friendly design 
tools that makes it easier for the user to design a product or service through a trial and 
error process [3, 8]. During the last years the interest in technical platforms for third-
party development has increased significantly [9] and some authors even argue that 
that software platforms are emerging as a dominant model for software development 
and software-based services [7]. As Tiwana, Konsynski and Bush [7] states ”Unlike 
traditional soft-ware development, these services leverage the expertise of a diverse 
developer community –with skills and an appreciation of user needs that platform 
owners might not posses- to creatively develop new capabilities unforeseeable by the 
platform’s original design” (p. 675). However, within the filed of software 
development there is still a lack of available platforms that enables user-driven 
software design on a broad level. One main obstacle to achieve this is the existing 
toolkit languages. Taking this lack as a point of departure this paper present a 
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prototype of a platform for user-driven software design for non-programmers. The 
aim is to use this platform as a stimuli material for discussions related to the vision, 
form, and function of this type of platform. 

2 The History of User Driven Design 

There are many different approaches for defining and categorizing platforms. In this 
paper we use these as an inspiration/base for our categorization where we aim to 
illustrate in what sectors end-user programming has a history and where there are 
empty fields that needs exploring and development.  

In our illustration of how end-user programming has been enabled through the 
history of personal computing we have organized this development along two axises 
(see the 3’4 matrix in table 1). Along the horizontal axis we trace support for end-user 
programming chronologically from the development of the desktop computer, via the 
web into contemporary developments in the mobile IT segments. Further on, we trace 
this development vertically along this timeline in an attempt to reflect how end-user 
programming has been made possible on both hardware and software. In doing so we 
adopt the basic structure behind this matrix from earlier work conducted by Bosch [1] 
in which they have demonstrated how system ecologies nowadays include several 
platforms (desktop, web and mobile) and how these platforms support end-user 
programming to different extents. Further on, as our illustration will show the trend 
has been quite clear. In pushing the technological envelope forward support for end-
user programming has followed. Taking this logic as a point of departure our 
illustration will show that while the most recent developments in IT platforms brings 
IT to its users in mobile forms support for end-user programming has not yet been 
made available to the public masses of users. Accordingly, our proposal of the SATIN 
platform as a tool for end-user programming of mobile applications comes in timely 
in the current development in our field. 

Table 1. End-user programming and configurations (table structure adopted after Bosch 2009) 

 80s - 90s -  2000 - today 
Software From excel to Linux  Yahoo! Pipes, Scratch, 

Google mashup editor 
Still lacking 

Hardware Peripherals, Chip,  
Memory, Power,  
Mother-board, CPU, PC 

Router, blue tooth  
connections,  (internet of 
things) 

Configurations of  
mobile hardware  
(e.g. Arduino) 

 Desktop Web Mobile 
 
As illustrated in table 1. even the early version of the desktop computer presented 

to the public eye in the mid 80s provided support for simple end-user programming at 
the level of its hardware architecture. The end-user could through quite simple  
steps attach preferable peripherals to the computer to customize it for different  
personal needs. More advanced user-enabled configurations of the machine included  
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a range of activities from easy exchange of memory cards and chips to the more  
complex activity of assembling a complete PC including integration of power,  
motherboard, CPU, memory/ hard drive, etc. The architecture of the PC allowed for 
end-user configurations at the hardware level. Further on, the PC was deliberately 
designed to allow for end-user programming at the software level of the architecture 
as well. This possibility for end-user programming stretched from simple possibilities 
like designing scripts in Excel to more complex programming via Basic, Pascal, 
Linux, etc for more advanced end-users. In a similar way the development of the web 
has been followed by a trend of end-user programming and development – hardware 
wise in how end-users can easily add routers and other network hardware (including 
wifi, blueooth, etc) to configure the internet hardware infrastructure for different pur-
poses. Ultimately, we view this as only the beginning of a much wider trend of end-
user programming in the development of the Internet of Things. Software wise, tools 
(including Yahoo Pipes, Scratch, Google mashup editor) are now rapidly being 
developed and made available for end-users to enable people to program their own 
web based services. Most recently we can now witness that this trend continues as we 
ex-tend IT platforms into the mobile domain. On the hardware side end-user 
programming has already picked up pace through open source initiatives like Arduino 
which enable end-users to build their own net-worked mobile devices with simple 
modules of electronics. However, while all of this is now constantly being developed 
there is still very little support available in support of end-user programming of 
mobile devices. While e.g. most smart phones allow for the organization of 
information and apps on the device there is still little support for pro-gramming or 
configuring the functionality of the phone. We see the SATIN platform as presented 
in this paper as an important contribution to this lack and as a first sign to a movement 
in this direction. 

3 Research Methodology 

The research reported in this paper follows the method of concept-driven design 
research. In relation to this we found good methodological support for our project 
since the concept-driven approach is a well-suited method when: 

1. The point of departure is conceptual/theoretical rather than empirical. 
2. The research furthers conceptual and theoretical explorations through hands-on  

design and development of artifacts. 
3. The end result—that is, the final design—is optimized in relation to a specific  

idea, concept, or theory rather than to a specific problem, user, or a particular use  
context [6, p.98]. 

In the next section we present our concept design (the SATIN platform) followed by a 
description of how this method was applied in our project. 
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4 The Design Concept – The SATIN Platform 

The SATIN platform (www.satinproject.eu) aims at offering a tool for non-
programmers to create applications using modern web-tools, which are to be consumed 
in a mobile setting. It is based on visual programming using drag-and-drop, see figure 
1. For more detailed information about the platform see Davoli and Kuenen [2]. 

 

Fig. 1. The SATIN platform 

From a methodological perspective we have since October 2009 worked back and 
forth between concept development and design of the SATIN platform. 
Methodologically we have 1) taken a point of departure in the concepts of user-driven 
service design and end-user programming 2) elaborated on these concepts through a 
process of concept development and design of the SATIN platform, and 3) seek to 
optimized the SATIN platform in terms of how it can support the idea of a platform 
for mobile app development for non-programmers. As to further situate our 
conceptual design work we have undertaken a literature study in which we have 
anchored the core concepts of user-driven de-sign and innovation platforms in the 
existing body of research. 

5 Discussion and Conclusion 

In this paper we have presented the concept design of the SATIN platform. We view 
this as an important contribution for advancing user –driven innovation for mobile 
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devices.  We also notice how our concept-driven design of the SATIN platform also 
brings with it some theoretical contributions. While some authors focus on the more 
technical components and processes of a platform such as the codebase of soft-ware-
based systems [4, 7] other take a broader view and also include knowledge, people, 
and relationships into the fundamental assets of a platform [5]. Our work adds to this 
broader view and we illustrate how our proposed design also brings with it potential 
not only to include people and knowledge, but also the (mobile) contexts of the 
people enabling anyone to form their own mobile IT environment. Accordingly, we  
suggest that future research on platform development should focus not only at 
technology and people, but also on innovation processes – whether in front of the 
desktop computer or out there in the field. 
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Abstract. While the changes in the focus and characters of service design have 
been complicated, its qualities regarding intuitively preferred factors, have not 
been investigated enough. This study shows how design factors affect user’s 
intuitive preference and what make a user’s attention focused on informational 
assimilation. Through the experiment, the layout factors and its values are 
verified. It was investigated (1) which layout factors arouse a user’s attention, 
(2) how much uers were satisfied with the verified factors. The results shows 
that (1) elaborate images are the most important layout factor among five 
considerable factors, to arouse user’s attentions, (2) the elaborate figures affect 
significantly all affective evaluation values, which were proved its relationship 
between user’s attentions and the evaluation values through previous study; 
preference, aesthetic, and pleasure.  

Keywords: affective, empathy, and design. 

1 Introduction 

According to Johnson et al. [1], new service development comprises four major 
phases: design, analysis, development, and full launch. Although the new service 
development process cycle might represent a progression of planning, analysis, and 
activity execution, the process is iterative and nonlinear in nature [2]. Instantly, the 
design stage involves formulation of new services objectives, strategies, idea 
generation, screening, and concept development and testing. However, the design stage 
does not involve its general process, such as in hospitals. Doctors make a diagnosis; 
nurses support doctors’ works; and patients follow their directions.” Typical top-down 
process is. Patients are not the beneficiaries of medical services. This study purpose an 
approach to human-centered service design considered “the user”. 

As one of the essential components in the new service development process, 
service design focuses on the operational basics of the development work. It involves 
understanding and planning the interaction of a variety of physical, electronic, and 
human elements [3]. On the hand, other definitions include “the idea to design high 
quality into the service system from the outset, and to consider and respond to 
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customer expectations in designing each element of the service [4]”, the 
concretization of the service concept in drawing flowcharts [5], and “the work of 
specifying an idea about a new service in drawings and specifications [6]”. This study 
adopt both of considerations, understanding and planning the interaction of a variety 
of inset and the idea from the outset.  

The purpose of this study is twofold. First, it shows affective layout factors arouse 
of people attentions. Second, it presents a conceptual framework for information 
based layout design. Kansei can contribute to understand how the present study 
approach to the purpose of the first stage. By the definition of Kansei [Fig. 1], [7], 
Kansei postulates individual as a subjective innate filter considering the variety of 
subjectivity. By subjective innate filter, inner and outer separated. When human 
captors (eyes, hear, nose…) receive a stimulus as an external feature from outer, the 
sensor data gathered in Kansei (repository). Kansei (repository) contains full data 
acquired by subjective innate filter (human sensors); the information synthesizes 
through in the brain Kansei process); and comes out as reaction such as emotion or 
intuition (Kansei information). Decision is a result of ‘understanding.’ In other words, 
data in Kansei (as repository) is assimilated (Kansei process), and is sent to 
understanding process (as Kansei information). Kansei presents as two types of 
outcome: emotion or intuition as Kansei information per se; decision as a result of 
understanding. Hence, individual’s subjective perspectives can be investigated by 
understanding their Kansei information. 

 

 

Fig. 1. It shows the definition of Kansei and how individuals modify their subjective filter 
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2 Method 

To investigate individual’s intuitive and emotional responses considered Kansei 
information process, three significant evaluation values were used in the experiment; 
preference, aesthetic, and pleasure [8]. Regarding the previous study conducted by 
Kim et al. showed the relationship between well-designed uninominal layouts and the 
evaluation values (preference, aesthetic, and pleasure). Considering the findings of the 
previous study as mentioned, it hypothesize that if a uninominal layout shows 
statistical significances in the all evaluation values, its layout designed well. 

2.1 Subjects  

Fifteen subjects participated in the experiment. The age range of the subjects is from 
twenty to fourty. No subjects have taken part in any kind of a similar experiment. 

2.2 Stimuli 

Forty-eight stimuli were used in the experiment considering five factors of its layout; (1) 
contents axis (vertical, horizontal) (2) contents positioning (default, modified) (3) font 
(default, modified) (4) figure (default, modified) (5) information type (three various 
contents layout). Based on the five factors and the two (or three) levels, forty-eight 
stimuli were prepared.  

2.3 Procedure 

The subjects were given directions firstly. And they evaluated on three evaluation 
factors, preference, aesthetic, and pleasure, with nine scales from strongly disagree to 
strongly agree. “Don’t know” was explained as neutral. 

3 Analysis and Results 

One-way ANOVA was used in the analysis. Independent values were five factors of 
its layout; (1) contents axis (vertical, horizontal) (2) contents positioning (default, 
modified) (3) font (default, modified) (4) figure (default, modified) (5) information 
type (three various contents layout), and dependent values were the three evaluation 
values; preference, aesthetic, and pleasure. From the results, two factors showed 
statistical significances in figure and information type.  

It shows statistical significances between the figure factors (default, modified) and 
the three evaluation values (less than .0001* in preference and pleasure, .0002* in 
aesthetic) [Fig. 2]. Also, the information type shows in statistical significances in 
aesthetic and pleasure values, does not show in preference [Fig. 3], [Table 1]. 
Aesthetic (p value = .0464*) and pleasure (p value = .0141*) evaluation values show 
statical significances in the information type factor. Fig. 3 shows that T3 was 
evaluated more aethetical and preferred information than T1 and 2. 
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Fig. 2. “Fim” shows the results of modified figures. “Fio” shows the results of default figures. 

 

Fig. 3. “T1” shows the results of the information type 1. “T2” and “T3” shows the same 
pattern. 

Table 1. It is the results that did not show statistical significances of the experiment and the p 
values 

Evaluation value Layout factor P value 

Preference Contents axis  .2412 
 Contents positioning .3339 
 Font .2944 
 Information type .0530 
Aesthetic Contents axis  .3872 
 Contents positioning .2084 
 Font .3455 
Pleasure Contents axis  .8273 
 Contents positioning .4874 
 Font .3309 

4 Conclusions 

From the results, it shows that (1) elaborate images are the most important layout 
factor among five considerable factors, to arouse people attentions, (2) the elaborate 
images affect significantly all intuitive evaluation values (preference, aesthetic, and 
pleasure). Furthermore, information type shows its influence on aesthetic and pleasure 
evaluations in layout design. It can be including preference due to its p value. It is not 
far away .05 [Table 1]. It means, more attractive figure arouse peoples attention, and 
the attention affect their evaluation in preference, aesthetic, and pleasure. The 
findings are worthy to understand more effective design factors, which involves its 
affective consequences.  
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In this age of globalization and information technology, corporate strategies are 
more and more challenged to bring production in line with complex demands, which 
requires a substantial shift from the production of goods to the provision of 
knowledge-intensive systemic solutions [9]. And this approach to new service design 
considered informational assimilation could be a showcase how design factors work 
in its complexity. 
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Abstract. This paper presents that politics and the aesthetic meet in creative 
tensions between art, technology and humanities. The coincidence of politics 
and the aesthetic comes from the doubleness of technology performed by 
collaborative action of “We” human-and-technology. The way of technology 
posing the pairing of politics and the aesthetic in contemporary art opens a new 
way of understanding of relationships of humans and technology in 
collaborative action rooted in interdependent perspective.  

Keywords: “We” human-and-technology, collaborative action, doubleness, 
politics, art, technology. 

1 Introduction 

Enlightenment asks enlightenment. Truth is Circe’s poison [1]. Can the poison that 
transformed man into swine change the swine into man? Enlightenment that answers 
‘yes’ or ‘no’ is a fraud. The quintessence of enlightenment is in the events in which 
firm belief in the universality of spirit and science, ensuring this solidly, becomes 
suddenly fluid, evaporating into air [2]. 

 

Fig. 1. Circe and her Swine (1871) by Briton Riviere (1840-1920), Hand-printed etching, 53 x 
84 cm, Manchester Art Gallery 
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The interventions between and consilience of technology, man, and industry is part 
of the Enlightenment. The question here is, is the industrialization of cutting-edge 
technology-art based on an art of capitalist politics, or politicization of capitalist art? 
If the question concerning technology reveals enlightenment within enlightenment, is 
cutting-edge technology-art with commodity value in exhibition a business skill, 
dedicated to improving capitalistic productivity from an instrumental perspective? Or 
is this a new way of knowing the enlightening nature of spirit? 

2 The Collaborative Action of “We” Human-and- Technology  

Technology more than represents human thought and action. A computer with high 
intelligence and sensibility can think and act like man. Artificial intelligence and life-
technology with an indigenous principle solves problems man cannot. In human-
computer interaction and interface, computer technology can respond to human action 
with autonomy.  

The reality and condition of technology today is that technology does not simply 
respond to human action but naturally reacts to them, or leads human action. Technology 
and we humans here are a pair of dancers performing on stage; collaborators sharing an 
objective and process; two performers in equality. When humans and technology 
communicate through collaborative action, as in a relationship between humans, they 
become “we,” in a multi-dimension network, beyond “I” of a one-dimensional 
relationship.  

Cutting-edge technology-based art composed of human-technology and 
collaborative action intervenes in issues beyond art, like knowledge-power relations, 
bringing an instrumental perspective questioning this relation. This perspective 
prioritizes human-subject-thinking, bringing an organic relation between man, 
technology, subject, object, thought and action in a binary frame, encouraging mutual 
degradation. Technology-object-behavior deteriorates to a means for objectives, and 
an organic relation is reduced and distorted to appearance, or inversed to the physical. 
Through criticism of the instrumental perspective, cutting-edge technology-based art 
underlines the importance of an action-based context-interdependent perspective, 
imprinting the politics of collaborative action of humans and technology [3][4].1 

3 Doubleness of Technology 

In his The Question Concerning Technology, Martin Heidegger argues technology is not 
technology, and knowing or understanding technology as a tool covers the nature of our 
 

                                                           
1 The point of this essay, a criticism of and distinction between the rule-based and experience-

based behavior, and context-dependent and independent-perspective, is applied with the 
Dreyfus Model, formalized by Hubert and Stuart Dreyfus for the phenomenological analysis 
of human learning. See, Hubert and Stuart Dreyfus, Mind and Machine: The Power of Human 
Intuition and Experience in the Era of the Computer (New York: Free Press, 1986). On the 
methodology of natural science and social science for this analysis, refer to Bent Flyvbjerg, 
Making Social Science Matter: Why Social Inquiry Fails and How It Can Succeed Again 
(Cambridge: Cambridge University Press, 2001).   
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relations; nature as a way that enables humans to be with technology, that makes “we” 
remain “we” [5]. 

In terms of Heidegger’s ontology, truth is ‘the correctness of an idea’ executed by 
revealing. Here, technology becomes ‘the mode of revealing’ the presence of truth. 
Technology as mode of revealing connotes change compromising human conditions, 
promising the opening of truth by revealing concealed nature.  

Revealing by technology is dualistic. Technology tries to oust nature, and exhaust 
its energy. Man, technology, and nature are incorporated into an order of 
‘challenging’, and the essence of relations is concealed here. Paradoxically, 
concealing by technology makes us reflect on our relations. This revealing is thus a 
sort of evocation, presupposing reflection and reconsideration. Sherry Turkle captures 
the doubleness of technology in our relations. The computer is our emotional, 
intellectual friend [6][7]. This friend draws out our memories, and has us look back 
on our relations. This triggers new ideas.  

To put it differently, when we look at the dual nature technology has, we can 
understand Heidegger’s aporetic ontology of technology. An instrumental 
understanding of technology is not wrong but is not yet truth. The true nature of 
technology is here and now, where the concealed meets the revealed. Duality in the 
true nature of technology teaches us this. As technology is never free from value or 
judgment (a perspective for understanding), it is not neutral. The definition of 
technology is not based on any given rule but changes in each situation or context. 
This is the social, cultural, and political dimension of technology.  

The politics of collaborative action between we humans and technology is due to 
this duality of technology [8].2 If we follow Heidegger’s perspective, human 
existence is the encounters of beings, and a correspondence between beings is the 
condition of human presence. It is interesting here that the encountering of beings 
and the condition has already connoted technology. Inasmuch as technology is a 
mode revealing the truth of the human condition, we are originally social beings, 
and the whole of each existence can not be constructed by only humans or 
instruments. The politics of collaborative action between we humans and 
technology derives from this. The political power of duality derives from 
established knowledge-power relations [9].3  

The collaborative action of technology and man brings the instrumental perspective 
that subordinates man and technology into instruments of capitalist production. The 
instrumental perspective concentrating on man-subject-thought is a rule-based, context-
independent perspective overlooking action and experience. This perspective confines 
technology, man’s collaborator and practitioner as an instrument, ignoring ‘our’ relations.  

That is to say, the collaborative action of technology and man is nothing but a 
reserved material or useable tool from the instrumental perspective. Its value is judged 
by the principle of efficiency (fixed rule and a measure for productivity). Reification 
                                                           
2 The duality of the collaborative action between technology and man was first discussed in 

HyunKyoung Cho and Joonsung Yoon, Performative Art: The Politics of Doubleness, 
Leonardo, Vol.42, Issue 3 (Cambridge: The MIT Press, 2009). 

3 The terms ‘knowing’ and ‘knowledge-power relations’ were appropriated from Michel 
Foucault. What we usually call knowledge is ‘knowing’ from Foucault’s perspective. 
‘Knowing’ is the object of knowledge, and at the same times a sort of execution including the 
action and result of knowing. Knowing is thus power, or a ‘knowledge-power relation. 
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of man and technology is ‘Enframing’ from the instrumental perspective [10].4 As this 
is the delusion of man, what we have to be wary of and overcome is not technology 
itself but a false consciousness of technology. In this sense we allow a reversal of 
Heidegger’s ‘Enframing.’ Saving power beyond ‘Enframing’ from the instrumental 
perspective is innate in this danger. 

A cutting-edge technology-based work of art is not the result of an individual 
artist’s creativity and genius but the remnants of man and technology. This is attained 
through the execution of collaborative action between man and technology. This work 
cannot exist without this action. This new situation breaks down the established arts 
of artists and viewers, and ways of knowing. Cutting-edge technology-based art 
becomes a new knowing beyond the arena of knowing at this point.  

Cutting-edge technology-based works of art created through the collaborative 
action of man and technology was already mentioned in Holdrline’s poem before 
Heidegger. It grasps a double secret of danger and saving power, thereby questioning 
the aesthetic, social, ethical, cultural, and political connotations of the changed human 
condition through the collaborative action of man and technology. This question leads 
to new ways of knowing. The instrumental perspective framing man and technology 
may change the scale and degree of the questions that cutting-edge technology-based 
works of art raise. This question is to notice danger with a clearer eye.  

Acknowledgments. This research is supported by Ministry of Culture, Sports and 
Tourism (MCST) and Korea Creative Content Agency (KOCCA) in the Culture 
Technology (CT) Research & Development Program 2012.    
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4 Universidad Técnica Federico Santa Maŕıa, Chile
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Abstract. A software engineering project depends significantly on team
performance, software is created by people for people involving human
cooperation. In the last years, the tradicional software development ap-
proaches are changing and agile methods have received considerable ap-
preciation. Among other attributes, the agilists claim that knowledge
sharing is one of the keys to response to common problems and chal-
lenges of software development today. The agile principles and values
have emphasized the importance of collaboration and interaction in the
software development and, by other hand, creative work commonly in-
volves collaboration in some form and it can be understood as an inter-
action between an individual and a sociocultural context. Agile methods
had attained worldwide fame for its ability to increase the productiv-
ity of software teams by several magnitudes through empowering indi-
viduals, fostering a team-oriented environment, and focusing on project
transparency and results. Particularly relevant are the team structure
(creative and agile roles) and its functioning (creative techniques used).

Keywords: Knowledge Management, Software Engineering, Agile
Development, Creativity, Creative teams.

1 Introduction

Knowledge management and associated processes have been incorporated pro-
gressively to frameworks of reference and organizational practices related to soft-
ware development. These developments–more broadly–reach up topics related to
organizational learning, complex systems, the individual and his personality [5,6].

One of the fundamental aspects in knowledge management is creation of
knowledge and transformation of tacit knowledge into explicit knowledge (epis-
temological aspect); this process emerges and is performed person to person and
group to group (ontological aspect) [14,9,16,18].
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Considering the time spent since the publication of the Agile Manifesto [2]
and the development of knowledge management, is especially relevant the re-
search about mature development teams in order to reinforce creativity and
productivity in software development [5,11,15,16].

2 Fundamental Aspects of Creative Teams

For this purposes it is necessary to consider that a team, particularly creative
and productive, must present three fundamental aspects:

– The ordination and regulation criteria related to the dynamic structure of the
team, which shows of how people prepare and order for ideation (generation
of a new software), and elements (resources) they use.

– The practical criteria related with the team operation, which indicates the
dynamics of action that people establish and develop for the ideation, and
finally.

– The teleological criteria, referring to the purposes, it means, the objectives
of the group of people (both individuals as such). The group itself and its
future viability, and effectiveness in achieving the purpose for which they
were established [1].

3 Creative Roles in Software Development

Considering that the purpose of team is to develop software, it becomes relevant
the criteria related to the structure of the team and its operation.

Regarding the first criterion, the evidence indicates that the definition of the
roles established by the main Agile methodologies (Extreme Programming,
SCRUM, ...) corresponds to various creative/innovative roles advisable in high
performance teams. This correspondence is not seen in the traditional methodolo-
gies or taylorians of software development, as these more traditional approaches
point to the high standardization, extensive documentation and roles that do not
privilege enough the relationship with others (for example, with the client), this
traditional view contrasts to creativity itself, which favors dialogue and the inter-
action between roles in a flexible method (understanding, agile) and sometimes
also contradicts with the productivity, in the extent that the developed software
does not respond to the requirements and needs of the client.

Particularly in Extreme Programming (XP) roles are the Customer, who
writes the requirements and functional testing; the programmer who maintains
the code as simple as possible and helps the client to write the functional tests;
the Tester, who runs the functional tests; the Tracker, who tracks the estimates
made by the team, the coach, who is responsible for the global process; the
consultant who has specific expertise and, finally, the Manager, who is a link
between the client and the programmers.

Lumsdaine and Lumsdaine [13] have proposed the detective that collects a big
quantity of information related to a problem or situation in startup; Explorer,
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who tries to perceive the problem or situation in a broader sense, defining it
more precisely and anticipating changes in a relevant context; the artist, who
generates new ideas to solve the problem or to face the situation; the Engineer,
who evaluates the generated ideas; the judge, who decides which idea will be
implemented and, finally, the producer, who is responsible for implementing
selected idea.

Tŕıas de Bes and Kotler [17] in their model A-F to foster creativity, innovation
and change in organizations have proposed the Activators roles, those who start
the process of innovation; the browsers, who are the specialists in search for in-
formation, to generate new ideas and to their implementation; the Creators, who
generate new ideas; the Developers, who turn ideas into products and/or specific
service; the Executors, who implement and execute ideas in the institution and
finally; the Facilitators, who approve the necessary resources for the innovation
process and facilitate that the process develops properly.

The equivalence between these different typologies has been developed,
concluding a high parallelism between the Agilists roles and the creative roles
[3,12,7,8].

4 Operation of the Software Creative Team

Moreover, regarding the performance of team of software development, agile
methods propose a series of practices that indicate how the team should de-
velop. Particularly in XP practices are: game planning, 40 hours weekly, small
deliveries, metaphors, customer on site, tests, simple design, coding standards,
refactoring, pair programming, collective ownership, continuous integration, just
the rules and open workspaces.

In our opinion, such practices show the operation of the team and what is
expected of people in general, emphasizing what should ensure the software
development process, but do not deepen on how are generated the specific pro-
posals in the new software, through specific techniques. This aspect is crucial to
consider in mature teams, as it seeks to further enhance their performance and
ensure their future viability in other software development projects.

For this purpose, it is possible to use what it has been present in the the-
ory of creativity [4], in which it is argued that it is imperative that new ideas
(understanding, new software or new code) are stimulated properly, and to do
this, it is required that the process of ideation start from an ”specific” product
(a software that “preexists” in the customer’s mind and surely shows a software
problem or an ”ideal” software in the mind of the programmer, coach or consul-
tant ...), where constant modifications are made agreeing with the client. These
modifications will constitute, in short, the new software.

To this end, a technique widely used is the SCAMPER [10] which proposes
seven basic modification operations: substitution, which involves taking one or
more elements of the initial “specific” product and change it with new ones; the
combination, in which it is added one or more elements or new characteristics to
the initial “specific” product ; amplification, which is exaggerated in ascending
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way one or more characteristics (elements) of the initial “specific” product; min-
imization, which refers–to the reverse of the previous operation–to reduce one
or more characteristics, passing to another use, which consists in altering sub-
stantially any characteristic of the initial “specific” product, to such an extent
that the final product will present another utility (unrelated to the original);
the elimination, in which it is removed one or more characteristics (elements)
of initial “specific” product and, finally, the reordering (re inverse), which refers
to change the order or the sequence of one or more characteristics (elements) of
the initial “specific” product.

5 Conclusions

We considered that a deepening and formalization of this type, both in the
comparative study of Agilists roles and creative roles, as in the operation more
subtle of the development team at the moment when generating new software,
is fundamental, because it allows- in practice- to ensure that tacit knowledge of
all team members is effectively results into explicit knowledge and shared.

In mature agile software development teams it is necessary to enhance the
support of its operation. In this sense, creative techniques like SCAMPER and
the use of initial points such as “preexisting” or “ideal” software can be useful
to agilists.
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Abstract. HCI system design has largely been focused towards urban areas, the 
technology and the infrastructure of such environments. Researchers are often 
unaware of the local, real-word context and the restraints that this can have up-
on the both the interactional possibilities and use of their systems in rural-
settings. Over the past decade, new developments in mobile and ubiquitous 
computing now make it possible for users to move beyond the urban fringes and 
into areas that are 'on the edge' of connectivity. Many modern systems take ad-
vantage of the Internet capabilities and being "always connected" to provide 
rich dynamic content, which sits within this always on and always connected 
model. Systems where data connectivity is relied upon can become redundant in 
rural spaces, where often, mobile signal is weak and connectivity unreliable. 
Popular digital services such as Google Maps work well in urban areas howev-
er, such services lack the detailed information required for use in rural areas and 
expect the user to have a good level of connectivity. This paper draws upon our 
research in HCI, system development and the issues relating to understanding 
the design and development of rural systems with real-world communities. We 
focus our research in this rural setting in order to provide appropriate interac-
tion and reliable methods for improving mapping in rural spaces. We highlight 
the features of our research through outlining a set of principles and discussing 
an online and mobile solution to allow people to create mobile digital books, 
made up with rich multimedia, about the places they visit and activities they 
engage in.  

1 Introduction 

In this paper we outline the issues and understandings for developing HCI systems for 
a real-world setting and how agile methodologies and working with communities of 
people influence the design process when developing systems “in the wild”. We 
discuss how we engaged and worked with a local community of people in a rural 
setting to design a digital solution that could help map rural spaces better. The core 
focus of this paper discusses the approaches and methods taken to building a system 
“in the wild” within a rural community and what are the issues to developing real-
world systems in rural settings. We begin our paper by first discussing the 
methodology that we used throughout the process - an agile methodology. We then 
discuss what the benefits were in using this methodology for working with a 
community in a rural setting and how it influenced the design of our system – 
Placebooks (www.placebooks.org). 
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2 Agile 

Agile is a software development method that focuses on iterative or incremental  
approaches, collaborative effort (within the development team and between the team 
and stakeholders/clients) and is highly flexible (agile) in being able to meet the 
changing needs of the stakeholders. Agile methodologies are not only for software  
development, but can also be applied to user-centred design (1) and do not demand 
the over-documentation of the development process. Beck, et al (2) outline four key 
priorities over traditional software development strategies: 

• Individuals and interactions over processes and tools  
• Working software over comprehensive documentation 
• Customer collaboration over contract negotiation  
• Responding to change over following a plan (3). 

Using Agile methodologies for in the wild settings works very well, being able to 
quickly adapt to new and emerging requirements is very important in order to keep 
people engaged and to enable the system to evolve. We found that within our project 
we were rarely dealing with a static set of requirements. The requirements for such 
projects were often in a state of flux, so an agile approach was needed in order to deal 
with these circumstances. More often than not the requirements that surface during 
the life of the project, as Greenberg and Buxton write (4), can lead to “innovation 
along new trajectories”. Agile methods also, as we have seen, focus on individuals 
and interactions, “most practitioners already know that people matter more than pro-
cess” (5). It is this focus that enabled the research team to come together and quickly 
respond to the ongoing and evolving requirement, without having to focus on large 
amounts of paperwork and planning. The team knew what they were capable of and 
what skills needed to be employed to carry out the work quickly and efficiently, and 
having people in-situ meant that we were able to pass information between the com-
munity and research team. This was often done using short iterations. When we com-
bine this with our rapid, flexible approach, it is clear that this is what enabled us to 
deal with any issues that cropped up.  Traditional design/implement/test software 
development methods (as can be seen in Sommerville (6) are often not flexible and 
have a very segmented, defined structure, in terms of the development process and  
the allocation of work. This happens on one level and often cannot deal with a series 
of parallel workflows as often happened when working in the wild. As Greenberg  
and Buxton (4) propose, “…the design/implement/test loop, if done naively, encour-
ages the sequential evolution/refinement of ideas rather than the multiple parallel 
solutions that characterize most traditional design disciplines”. This agile approach 
meant that we were able to rapidly construct prototypes with beta level functionality 
without having to spend too much time planning, over-documenting and following set 
processes/procedures.  

Of course when using the Agile approach one has to be wary of the limitations of 
such approaches. One such limitation noted was that it can force prioritization in a 
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research-based context. By this we mean that if something is suggested during the 
design process and the team decides to follow that design route (prioritize) then this 
can affect stakeholder participation, this can lead to systems that are developed that 
are not wanted or understood. The interaction between stakeholders, users, research-
ers and the role that prioritization is yet to be fully understood in relation to the devel-
opment of systems using agile approaches. Indeed we would also go as far as to say 
that there needs to be an appreciation of the software development methods used 
when working with communities and the development of HCI-based sys-
tems/understandings. To further illustrate this point we would like to give an example. 
At the start of the project there was a push from groups involved in the project that 
what was needed was a variety of different technologies. A geo-sensor-based system, 
3D maps, and whole range of situated display technologies, and for a short time  
we examined these as possibilities, prioritizing them as elements that would be part 
of, or the whole system. It wasn’t until we engaged with more people that it became 
clear that this isn’t what the stakeholders wanted, used, or for that matter understood. 
To avoid this sort of prioritsation we adopted an approach related adapted from  
CRA (Context Resource Approach) (7), in which we could quickly discuss and evalu-
ate and develope the system through pooling our collective competences, both at a 
stakeholder level and from within the design team itself. 

3 Understanding the Rural Setting 

The setting of our work was based in rural West Wales, in the small coastal villages 
of Borth and Ynyslas. This area attracts a lot of business and tourism during the 
summertime, the peak season, and offers numerous activities for visitors to engage 
in. However, there is a paucity of quality maps on digital services such as Google 
Maps, with many public footpaths, business services and even a national nature 
reserve being unmapped. It’s not only this area but many rural spaces suffer from a 
lack of online presence and remain digitally unexplored, making it more difficult 
for people to discover interests and information in general when in rural areas. 
Recent developments in mobile and ubiquitous computing allow people to move 
beyond the urban fringes and into rural spaces. However data connectivity and data 
coverage cannot always be guaranteed. In order to develop a dependable system, it 
is key to understand the setting in which the system will be located. From spending 
time being sited in the rural area at the start of the project, testing mobile coverage, 
connectivity and exploring the area as visitors, we discovered these issues of 
accessing information and having a reliable connection before we started to think 
about designing a system (figure 1 shows us exploring the place and testing 
connectivity). The context of the connectivity was mapped. This meant that we 
were able to identify some barriers early on, which prevented us from falling into an 
in situ-incompatibility trap a further down the line. 
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Fig. 1. Initial exploration of the situated rural area (Borth and Ynyslas) mapping network and 
data connectivity 

4 Designing with a Real-World Community of People 

Before engaging with the community in the rural setting, based on prior research 
experience, that it would not be realistic to engage with communities without first 
spending a considerable amount of time in order to understand the social ‘lie of the 
land’ (8). This meant going into the area to visit on a regular weekly basis and 
developing trust within these relationships with the locals and business owners of the 
area. Once a level of trust was gained, we could then begin to successfully recruit 
volunteers in the community to participate in our research and for them to provide the 
input to ‘drive’ the innovation of a broad socio-technical rural system. We worked 
directly with a rural community group, made up from individuals, to business owners, to 
ramblers, to windsurfers, to Countryside Council for Wales volunteers. This community 
group had a range of diverse interests so one of the first design issues we encountered 
was: how do we implement agile approaches with a community of varying diverse 
needs? Designing the system in-situ and working with people helped us understand the 
needs more speedily and in a more appropriate manner, allowing us to report back to the 
lab to refine our design, often on a weekly basis. Taking an agile approach and working 
in iterative bursts (design/evaluate/refine), we noticed that not only did it keep the 
community participants involved and interested but their interest also grew by them 
seeing a perceived benefit based on design progression from their input. 

5 Conclusion 

This paper has given a brief discussion about the development of a real-world system 
for a rural context through agile methodologies and has highlighted some of the issues 
surrounding rural system development. We acknowledge that this is just a snapshot of 
a project, but would like to think in offering some of the insights as we have done 
here that we would enable researchers to further think about the issues related to the 
building, design and development of systems in rural settings. In carrying out work in 
other settings, such as farmers markets (9) and small rural towns we are developing an 
appreciation of the issues that exist for many researchers trying to understand the 
complexity of using agile approaches, in particular within the field of HCI and the use 
of agile systems with communities. 
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Abstract. The purpose of this study is to propose the effective usage of the 
prototype of focusing on operability. As a result, participants indicated the 
design aspects and operability aspects when using the High-fidelity prototype 
more than Medium and Low-fidelity prototype. Also, participants indicated the 
function aspects when evaluating the Low-fidelity prototype more than High  
and Medium-fidelity prototype. The results suggested that a High-fidelity 
prototype is suitable for evaluating design aspects and operative aspects. In this 
study, the effective usage of prototype was proposed based on the experiments. 
It is possible to decrease the additional demand in the later phase of the project. 

Keywords: prototype, requirement acquisition, operability, protocol analysis. 

1 Introduction 

It is difficult to complete the whole users demands at the early phase of the software 
development project. The lack of communication leads to vague specification of the 
demand definition of users. It is important to grasp the user’s real needs in the early 
stage of the project. The prototype is useful for user’s demand acquisition, it will be 
able to assume the products image. According to the previous work, the developer can 
obtain much functional demand when Low-fidelity prototype was used [1]. And it 
was also useful to obtain much design demand by High-fidelity prototype. In the 
experiment, the prototype of focusing on operability was used. This experiment was 
conducted with the stimulus varied the quantity of color information and quantity of 
graphical information. This contains the sum quantity of cognitive selective and 
brightness information. 

2 Objective 

The purpose of this study is to propose the effective usage of the prototype of focusing 
on operability. Two kinds of experiment were conducted in this study. 
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3 Experiment 1 

Overview 

In this experiment, the employed prototype was divided into 3 types, low fidelity, 
medium fidelity and high fidelity. A subject's utterance was recorded and analyzed. 

3.1 Method 

(a) Experiment procedure 

Three kinds of stimuli (High, Medium, and Low fidelities) were given to each participant. 
The protocol of each participants were measured and analyzed. 

 
(b) Stimulus 

The High-fidelity prototype was close to the actual usage. Color information was not 
included for the Medium-fidelity prototype. Color information and graphical 
information was not include for the Low-fidelity prototype. This prototype based on 
the 7steps model Norman (1986) [2]. This prototype was developed by Axure RP 6.0. 
 
(c) Participants 

Participants were 14 students (male: 13, female: 1) of Chiba Institute of Technology. 
Each participant were with normal visual performance, and their binocular vision was 
0.7 or better. 

3.2 Results 

Participants talked the design aspects and operability aspects when evaluating the 
High-fidelity prototype more than Medium and Low-fidelity prototype. Participants 
talked the function aspects when evaluating the Low-fidelity prototype more than 
 

 

Fig. 1. Comparison of protocol analysis data 1 
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High and Medium-fidelity prototype. Frequency of protocol was different. High-fidelity 
prototype was 100 times. Medium-fidelity prototype was 76 times. Low-fidelity prototype 
was 89 times. 

The results suggested that a High-fidelity prototype is suitable for evaluating design 
aspects, and suitable for evaluating operative aspects. A Low-fidelity prototype is 
suitable for acquiring function requirements. As a result, the effective usage of 
prototype was proposed based on the experiments. It is possible to decrease to the 
additional demand in the later phase of the project. 

4 Experiment 2 

Overview 
In the experiment 1, the user’s demands were divided into functional, design and 
operational demands. In the experiment 2, the design demands were clarified as 
“color and scheme”, “lay out”, “form”, “arrangement”, “operational design elements” 
and “feedback”. 

4.1 Method 

The participants of this experiment were 10 students of the department of Chiba 
Institute of Technology. In this experiment, the employed prototype was divided into 
3 types, low fidelity, medium fidelity, and high fidelity. The protocol of each 
participants were recorded and analyzed. The utterance data obtained in the 
experiment was classified into the functional elements design elements and 
operability. The amount of utterance was measured by each fidelity. 

4.2 Results 

The prototype of lower fidelity is effective for acquiring functional demand. The 
cognitive level differed by design elements. Such as “The operation method” and 
“feedback”. In some elements contained in a design element, there were some in 
which a cognitive level differs from other things. They are the operation method and 
feedback. It is necessary to pay attention for the low design element of cognitive level 
than the other design elements. 

Figure 2 show the utterance frequency for each design elements. From this figure, 
it is suggested that Low fidelity prototype is effective for accruing functional 
demands. This is the same tendency as experiment 1. Also, High fidelity prototype 
was effective for acquire the design elements such as “color and scheme”, “Lay out”, 
“Form”, “Arrangement”, “Operational design elements”, and “Feedback”. On the 
contrary, there were Low frequency of utterance on “the operational demand” and 
“feedback”. It is assumed that this kinds of elements required higher cognitive 
information processing than the other design elements. When acquiring such “the 
operational design elements” and “feedback”, the more careful approach is required. 
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Fig. 2. Comparison of protocol analysis data 2 

5 Conclusion 

For acquire user’s demands effectively, it is important to use prototype properly based 
on the purpose. Low-Fidelity Prototype is effective to acquire functional demands. 
Low-Fidelity Prototype is effective to acquire functional design and operational 
demands. Especially, when acquire cognitive difficult design elements, such as “the 
operational design elements”; “feedback” the more careful approach is required. 
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Abstract. With the emergence of relatively accessible programmable micro-
controllers, artistic use and designer application of wearable technologies have 
increased significantly over the last decade. This paper suggests these creations 
are more than a mere implementation of emerging technologies for creative 
practitioners to extend their artistic expression, but a method applicable within 
research and development. Creative practitioners generally approach their sub-
ject matter intuitively and holistically and are therefore capable of facilitating 
insights where rational approaches may not. Working on the periphery of com-
puter science has the advantage of an outsider perspective, which can result in 
un-thought of solutions to previously unresolved problems. In this paper we 
discuss the merits of this approach within wearable and interactive research and 
describe one such procedure on the basis of a wearable device. 

Keywords: Creative practice, alternative research methods, wearable  
technologies, interactive technologies, Arts-Based Research, insight, outsiders 
perception, Bamboo Whisper, perception of communication. 

1 Introduction  

In recent years, technological development of relatively accessible programmable 
microprocessors and programming platforms has seen a surge in artistic use and de-
signer application of wearable technologies. The results range from pragmatic gadget-
ry, in some way augmenting its wearer, through to aesthetically enhanced fashion and 
the more whimsical artistic creations, which to a greater or lesser extent seem best 
described by their lack of usability. Assuming research to be a process concerned with 
the creation of knowledge and of knowing, we suggest these latter creations to be 
more than artistic expression of emerging technologies by tech-savvy creative people, 
but also possessing an inherent quality that is applicable as a method for research and 
development of interactive and wearable technologies [1], [2]. Arts-based research is 
defined by Eliot W. Eisner as ‘an effort to extend beyond the limiting constraints of 
discursive communication in order to express meanings that would otherwise be inef-
fable’ [3]. Philosopher Michael Polanyi speaks of tacit knowledge, knowledge that 
exists beyond the boundaries of language [4]. Outside the limitations of linguistics, 
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the creative practitioner has an aesthetic awareness and a refined sense of perception 
combined with an ability to find form articulated through the affordances of shapes, 
haptics, lights and sounds to facilitate comprehension and knowledge transfer. 

2 Applying Creative Strategies in Problem Solving 

Problem solving generally involves one of the following strategies: analytical pro-
cessing: methodological and conscious search, or insight: sudden awareness of the 
solution to a problem with little or no conscious access to the processing. Insight is a 
key aspect of creative thought and associated with a propensity toward diffuse rather 
than focused attention, resulting in ineffective filtering and enhanced awareness of 
peripheral environmental stimuli, which trigger remote association [5]. Phenomena 
like serendipity, hunches and sudden insights play a considerable part in scientific 
discovery. Often perceived as luck or coincidence, these occurrences are not acci-
dental but denote an ability to combine hitherto disparate parts and create an envi-
ronment fertile for the unexpected to manifest [6]. This is a skill regularly taught and 
developed as part of the curriculum in arts and design schools.Creative practitioners 
have the liberty to explore new technologies in unanticipated ways, uninhibited by the 
computer science tradition of Human Computer Interaction (HCI) and free from mar-
ket demands for profitable research [7]. Experts operating on the margin of their field 
are known to achieve great results by creating and engaging in unique projects1.  

3 Research Focus  

Wearable technology has traditionally been regarded as a subcategory to ubiquitous 
computing and consequently the main concern within research has been on technolog-
ical development, work tasks and usability. However, wearables signify a break away 
from the computer as a cognitive and rational device augmenting our brains and con-
stitute a convergence point of a multitude of disciplines. As such, our concern is not 
with the technology itself but aims to deconstruct the narratives created by market-
oriented research into a humanistic and cultural perception of the agents involved [2]. 

4 Applied Methods  

Leaning on the principles of grounded theory, the research case study cited below 
began without a preconceived hypothesis or anticipated results. Rather, the process  
is more like one of reverse engineering a hypothesis that begins with a trial and  
error method of praxis-based experiments; the results of which constitute primary  
data collection that inform a second set of experiments. This process continues as 

                                                           
1  In crowd-sourcing initiatives focusing on scientific problem-solving, a thirty per cent resolu-

tion rate has been observed when handing over problems to experts outside their respective 
fields [8]. 
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categories of interest become apparent, in this case a deeper understanding of human 
communication and the effects of alteration and augmentation thereof. Key to this 
methodology is an openness to embrace discovery and remain free of expectations of 
what will be found or precisely how to get there [9]. Furthermore, direct experiences, 
being the emerging notions perceived whilst creating the project, constitute inductive 
and deductive thinking through phenomenological experience of materials and forms. 
Following an arts-based approach, the authors initiated the creation of Bamboo Whis-
per, two wearable communication devices, each consisting of a felted garment with a 
conical bamboo headdress. Both devices incorporate an electronic system and a mi-
cro-processor, translating the voices into movement of the protruding bamboo sticks 
and vibration in the other wearers’ device. The design of the headdress encloses the 
head, thereby directing the wearer’s vision forward and limiting their peripheral vi-
sion, amplifying somatic immediate proprioception and limiting distraction. Unlike 
arts-based research, we consider the creative result a vehicle for approaching our sub-
ject matter as opposed to it constituting the research in itself [3]. For example, this 
device generates patterns of information in the form of rhythmic percussive structures 
which represent the source bio-data in new forms. Anomalies can become apparent 
that were previously invisible. Another implication identified is the user experience of 
haptic interfaces and their implications in HCI. The wealth of experiential capacity of 
the body informs what the authors identify as ‘interface aesthetics’ [10]. 

 

Fig. 1. The Bamboo Whisper devices, powered by Arduino Lilypads. Integrated microphones 
capture the vocal input. The data is send via Xbee Radios to the other wearers device in real-
time to drive the DC- and vibrating motors, causing the kinetic movement and haptic feedback. 

5 Observations 

The sensory system constitutes a fundamental source of cognition [11]; so when 
working through the senses one gains an understanding of the affordances, properties 
and limitations of a medium that are difficult to explain or learn by means other  
than practical application. The occurrence of insight is inherent in the process. It is 
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probable that this effect can be attributed to the interplay between the brain entering a 
resting or meditative state due to the monotonous work processes involved and the 
associations evoked by the haptic feedback of the materials. The entire project found 
its shape step-by-step within this process. The aural aspect created by the movement 
only became apparent when testing revealed an unintended delay in the code. This led 
to the discovery of the bonnet “talking back”. Subsequently the project was adapted to 
an initial prototype that enabled the bonnet to “talk” directly to the public. This ap-
proach sits in contrast to conducting experiments in controlled laboratory environ-
ments that easily trigger preconceived cognitive patterns or reactions: behavior is not 
the same as it would be in a natural setting. Therefore, presenting Bamboo Whisper in 
a performative, public setting is a strategy and effective research technique to gauge 
and observe underlying attitudes toward the design of wearables [12].When the proto-
type was exhibited, visitors usually suspected motion-detection was triggering the 
hats’ movement and paced about in front of the mannequin wearing the device. Una-
ble to produce a controllable response, they disregarded the reaction as being random 
and lost interest. They only continued to play if they established a working relation-
ship with the bamboo. One observer associated the clacking sticks with human echo-
location, a technique applied by a minority of blind people to orient themselves within 
objects, working similarly to the sonar of several animal species. 

6 Discussion/Results 

When applying creative practice in research, the process starts with the recognition of 
an interesting aesthetic phenomenon and combines it with seemingly unrelated fields 
of interest. In the case of Bamboo Whisper, the fascinating appearance and physical 
properties of a traditionally woven basket is transformed into an instrument to explore 
extended capacities of human communication. The intuitive approach of the creative 
practitioner to a subject leads to unforeseen results which do not need an interpreta-
tion as such. Instead the crafted product is placed in a performative setting, opening 
up for the possibilities of spontaneous interaction with the public. Observing reactions 
and evaluating interpretations can facilitate new insights. Avoiding traditional meth-
ods such as representative user groups and controlled settings, in combination with 
the strong presentation aesthetics, allows for extreme and normally overlooked as-
pects to emerge. One example of this is the association of echolocation with the clack-
ing of the moving sticks. Confidence in both the value of the process and that the 
means will ultimately lead to the goal negates a concept of failure, a prerequisite to 
maintaining the receptive state of mind paramount to achieving results.  

7 Future Development  

A congruent next step will be to expand the project to encompass a swarm of devices 
in a large network, engaging the wearers in a collective experience shaping a bizarre 
yet common space defined by new modes and parameters of interaction. Likewise, 
introducing new testing devices which are controlled by the public and enhance pub-
lic engagement in the haptic experience will add another angle to the experiment. 
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Further, the responses to the audible aspect and potentials of Bamboo Whisper,  
are encouraging development of evolutionary designs, catering directly for use as 
echolocation devices, investigating the possibility of creating artificially induced  
multi-modal transfer. In this regard selecting user-groups with abnormal sensory  
development could provide new and extraordinary insights to the project. 
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Abstract. As pocket-size mobile devices are equipped with relatively small 
screen, when displaying web pages which are designed for personal computers 
and laptops, viewing poses a great challenge. Due to the limited space, items or 
components on the screen of pocket-size mobile devices should be much more 
intuitive so that users can interact with the interface more quickly. Thus, the 
study posits that m-commerce mandates a completely different approach, name-
ly scenario-based design, to interface design which is task-oriented rather than 
functional-oriented. The result can be further summarized and compared with 
prior research which focused on a list of design factors. 

Keywords: m-commerce, scenario-based design, interface design. 

1 Introduction 

Advances of technology has enabled much more satisfying internet surfing experience, 
as compared with almost two decades ago when World Wide Web just emerged and 
quickly became the widely accepted platform for e-commerce. Nowadays, being present 
on WWW is no longer a novel move, but a necessity for business survival. Further, with 
the tremendous penetration speed of pocket-size mobile devices, such as smart phones 
and mini pads, online experience has now extended to the tether-less world. Surfing the 
internet on the go is rapidly becoming a preferred life style and often a necessity of life 
for many people. Yet smooth transition from e-commerce to m-commerce requires that 
businesses recognize a major paradigm shift in web interface design. 

As pocket-size mobile devices are equipped with relatively small screen, when dis-
playing web pages and previous design procedure were deeply influenced by tradi-
tional methodologies. It is necessary to create a mobile vision of web interface with 
better considering the characteristics of pocket-size mobile devices. 

The objective of the study is to identify critical tasks while designing web interface 
for pocket-size mobile devices based on a task-oriented methodology, namely scena-
rio-based design. Due to the complexity of scenario-based design, all the design phas-
es should be taken into consideration. Thus, three rounds of focus groups will be held 
in order to collect ideas and opinions from participants. In the future, the result will be 
summarized and compared with prior research which focused on a list of design fac-
tors, to demonstrate the feasibility of a scenario-based design for m-commerce user 
interface.  
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2 Literature Review 

2.1 Design Factors for E-Commerce Website 

In the field of interface design, researchers have made much effort to identify critical 
design factors. For example, Cyr [1] found that website navigation design, website 
visual design, and website information design had positive effects on website satisfac-
tion. Javenpaa and Todd [5] summarized four aspect of functional factors, including 
product perception, shopping experience, customer service and consumer risks. Wan 
[14] proposed four categories of factors that affected website quality, namely infor-
mation, friendliness, responsiveness, and reliability. Furthermore, Zhang & von Dran 
[15], Liang & Lai [9], Huang & Fu [4] utilized Herzberg’s two factor theory [2] to 
improve websites, to attract customers and even to make customers to revisit the web-
sites by identifying hygiene and motivation factors [13,15]. While hygiene factors 
refer to the necessary functionality and increase the degree of customer’s willingness 
to visit the website, motivation factors motivate users to revisit the website. 

Besides, Zhang and von Dran [16] stated that different types of websites should 
pay attention to different factors, and that some factors which are critical to one type 
of website may not be suitable for another. Whether a design factor is critical or not 
may depend on the website type. For instance, the top five factors of e-commerce 
website are data security, easy to navigate, appropriate explanation, search tools, and 
the price of product and service, respectively. 

2.2 The Framework of Mobile Commerce Interface 

With the bloom of mobile telephony, people gradually get used to browsing websites 
with mobile devices. However, the interface of traditional website which was de-
signed for PC or laptops does not fit the small screen of mobile devices. Thus, using 
pocket-size mobile devices to browse traditional e-commerce websites will encounter 
difficulties. As the study of interface design for mobile commerce was just emerging, 
Lee and Benbasat [8] summarized previous research and proposed the framework of 
mobile commerce interface, in which seven design elements of the framework were 
presented, including context, content, community, customization, communication, 
connection, and commerce. 

Basically, a “commerce” interface or website must provide a safe purchasing  
environment. “Context” and “connection” indicate that designers should put appropri-
ate links to let customer navigate smoothly and achieve their goals easily. “Content” 
and “customization” refer to the web page should provide the nearby users with spe-
cific information. “Community” represents that it is necessary to provide a way for 
people to exchange information in m-commerce interface. Finally, “communication” 
is the feedback between customers and organizations. Thus, according to the feed-
back, organizations can improve services, and customers can get useful offerings or  
promotions. 
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2.3 Scenario-Based Design 

With the tremendous progress of information technology, the interactive systems 
become more and more popular. Designers have paid more and more attention to 
users’ real requirements and preference. However, in interactive systems, some re-
quirements are not definite enough and it is difficult to acquire those requirements in 
the early stages. In this regard, the focus is shifted to the system usability, which in-
cludes the concepts of ease of learning, ease of use, and user satisfaction [12]. Besides 
functional requirements, there are still some non-functional requirements such as 
portability, reliability, and maintainability that will finally influence system usability. 
On the other hand, factor-based design concepts described above seem to follow the 
traditional system development life cycle. Users are not highly-involved until  
prototype system is implemented. Once users are not satisfied with the prototype  
system, designers need to adjust or even come back to redesign the system. Conse-
quently, in order to improve this phenomenon, scenario-based design is a better  
methodology to conduct our research and to identify appropriate tasks which can be 
integrated into m-commerce websites. 

Scenarios are just like stories and emphasize the coordination of information  
resources and data. Besides, scenarios have several significant elements including 
setting, agents or actors, goals or objectives, and a plot. The framework of scenario-
based design is consisted of five steps, including developing problem scenarios, de-
signing activity scenarios, designing information scenarios, designing interaction 
scenarios, and evaluating prototype. First of all, by analyzing requirements appro-
priately, a problem scenario, which describes the practical activities that need to be 
revised and improved, will be proposed. Second, activity design will be developed 
based on the problem scenario. More specifically, designers need to develop a proper 
and specific solution to improve current activities and utilize information technology 
wisely. The objective of activity design is focusing on system capability including 
both functional and non-functional requirements rather than user interface design. 
Third, information design includes general data on the interface and visual elements 
such as dialog boxes, icons or menus. Also, Designers should make a good arrange-
ment of elements on the screen, and confirm the meanings of all objects’ representa-
tion. Whereas the focus of information design is to present all design elements on the 
screen clearly, the objective of interaction design is to help people execute their tasks 
smoothly. Finally, in order to evaluate the design idea, a prototype system will be 
implemented and verified. Although many design elements are not well-defined yet, 
users can evaluate the design by using both the scenarios and prototype. According to 
the result of evaluation, designers get an opportunity to further improve their design. 

3 Research Method  

The study intends to apply a task-oriented approach, namely scenario-based design, 
to identify critical subtasks while designing m-commerce interface for pocket-size 
mobile devices. Numerous potential issues should be considered in designing user 
interface, including synergism, stimulation, security, spontaneity, and snowballing 
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[3]. To make sense of what issues matter the most in helping users accomplish 
tasks, this research employs three rounds of focus group studies [7] to conduct each 
phase of design. 

Participants should be familiar with the use of pocket-size mobile device and have 
shopping experience on the e-commerce website, because experienced users can easi-
ly comprehend the problem and propose more ideas for the revision of the design in 
each step of scenario-based design. In addition, as Morgan [11] suggested, a small 
group is more efficient and effective for complex problems. Due to the complexity of 
the scenario-based design, we use a small group design process. There are nine mem-
bers in the focus group. This is in accordance to Merton, Fiske, and Kendall’s [10] 
suggestion. In order to allow full discussion, two to three hours are allocated for each 
round of focus group study. 

Topic and question approach are two important portions to generating focus group 
questions [6]. The study tries to develop detailed questions regarding scenarios in 
order to handle the whole process perfectly and to analyze easily. Also, our questions 
should stay away from technical language, be brief and specific [7]. In the study, there 
are five types of focus group questions, including opening questions, introductory 
questions, transition questions, key questions, and concluding questions [7].  

The study will focus on four steps of scenario-based design. However, because 
presentation and execution frequently happen simultaneously, information design and 
interaction design will be conducted in the same session. Therefore, as each step has 
its specific objective, our study will conduct three rounds of focus group to obtain 
detailed information corresponding to four steps of scenario-based design. 

In the first session of focus group, the focus is requirements analysis. The study 
will conduct the focus group to generate problem scenarios and claims by asking all 
participants questions, observing their reactions, and even drawing diagrams. Problem 
scenarios refer to the detail descriptions of current activities, while claims are the 
advantages and disadvantages. 

In the second round of focus group, the study intends to conduct activity design 
which includes functional and non-functional features. By referencing problem  
scenarios and claims, participants can specify their design ideas deliberately with 
appropriate information technologies. Metaphors and useful information technologies 
will be identified in this step. The output of this session includes activity scenario  
and claims. 

In the last round of focus group, information design and interaction design will be 
conducted simultaneously. While the purpose of information design is to arrange 
appropriate elements on the screen for enhancing user’s perception, interpretation, 
and making sense of what they see, the goal of interaction design is to construct a list 
of user interaction and system response step by step. Interaction design will focus on 
how to use and operate the system. Participants can combine these design ideas to 
construct both information scenarios and interaction scenarios. Besides, claims will be 
improved synchronously in order to help the study to retain advantages and remove 
disadvantages.  

After summarizing the findings in three sessions of focus group, the result will be 
further compared with prior research which focused on a list of design factors. 
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Abstract. The smallest elements of web user interface (UI) like navigation 
links, buttons, icons, labels, thumbnails, symbols, etc. are defined in this paper 
as interface signs.The term Ontology is referred to the set of concepts and skills 
a user should own in order to understand the meaning of an interface sign.  
Designer should aware of web interface sign ontology to design user-intuitive 
web interface signs to get an idea what kind of presupposed knowledge end  
users hold to interpret the web interface signs. The objective of this research is 
to reveal the set ontologies available in web UI and the complexity associated 
with different ontological signs to interpret the meaning of web interface sign 
from semiotics perspective. Towards achieving the research goals a user  
study was replicated with 26 participants. So far, a preliminary analysis has 
performed on 13 participants’ data and reports the preliminary outcomes in this 
work-in-progress paper. 

Keywords: Semiotics, web usability, user interface design, web sign ontology. 

1 Introduction 

The content and functions of web applications are usually directed by interface signs 
to provide the system’s logic to the end users. For instance, (i) to access the admission 
information, a prospective student should click on ‘Admissions’ sign of a university 
website, (ii) to submit an online application form a user should click on the ‘Submit’ 
button, and the like. Designing intuitive interface signs is vital to achieve the goal of 
communicability, user satisfaction, learn ability, effective and efficient use, etc… i.e., 
the usability standards of web applications[1],[2],[3],[4],[5]. The interface sign design 
principles are semiotics by nature as semiotics is considered as the doctrine of signs 
[6]. A complete definition of semiotics can be defined as “the study of signs, signifi-
cation, and signifying systems” [7]. Speroni [2] defined the term ‘ontology’ as the set 
of concepts and skills that a user should own for understanding the referential mean-
ing of an interface sign. From the users’ perspective, ontology is the knowledge or 
concepts that are needed to understand and properly interpret the meaning of an  
interface sign. From the designers’ perspective, it is the knowledge or concepts pre-
supposed and pointed by an interface sign. UI designers need to know what kind of 
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presupposed knowledge end users hold to interpret web interface signs. For example, 
if a sign ‘inbox’ in email application is designed well in terms of representation, posi-
tion, etc. but if a user don’t know the concept it refers to then this sign will not make 
any sense to him/her to interpret its meaning. The set of ontologies to interpret inter-
face signs lead designers to understand the paradigm of users’ interpretations of inter-
face signs. Again, the concept of interpretation complexities associated to different 
ontological signs help a designer to design user-intuitive interface signs. According to 
Speroni [2], the most common ontologies used in many websites are: Inter Locu-
tor/Institution Ontology, Internet Ontology, Website Ontology, Commonsense Ontol-
ogy, Web Domain Ontology, Topic Ontology, and Context Ontology. Speroni’s [2] 
concept and definition of Ontology are used as background theory in this paper. Spe-
roni [2] presents these ontologies as an example list of most common ontologies used 
in information intensive web UI. He also stated that the set of ontologies might be 
varying depending on different websites. Again a number of studies were conducted 
to observe the interpretation complexity associated to each of these ontologies for 
different websites, for instance [8], [9], [10], [11]. These studies were conducted 
mainly by expert inspection.  Therefore, few important issues raise such as (i) what 
kind of ontologies may exist web user interfaces in general, rather than only in infor-
mation intensive web user interfaces, (ii) how much complexity are associated with 
different ontological signs, (iii) what kind of ontological signs are comparatively 
more intuitive to interpret, and the like. Therefore two questions for this research are 
formulated as which ontologies are available in web user interfaces in general? How 
interpretation difficulties are associated to each ontological signs to interpret the 
meaning of interface signs? 

2 Research Method 

A user study following a semi structured user interview research method was con-
ducted to attain the research objective. The fundamental objective of this study was to 
reveal the factors of users’ interpretations of interface signs. However, the scope of 
this paper is limited to a specific objective, which is a part of the fundamental objec-
tive. Indeed, the objective of this study is to find the set of ontologies in web UI and 
the interpretation complexities associated to each ontological signs. The study was 
replicated with 26student participants at usability test laboratory in Finland.A total 72 
Interface signs were selected from user interfaces of two web application domains 
(online calendar and email application) and two web domains (university and museum 
websites). Selected interface signs were presented them in a different form (i.e., sign 
without context and with context). Participants were not allowed to click on the signs, 
they were only supposed to response to a number of questions for each interface  
sign such as what could be the referential meaning of this sign?Why do you think this 
(user’s response for the first question) as the meaning of this sign? How much com-
plicacy or difficulty do you feel to interpret this sign (score: 1(very easy) – 
7(extremely difficult))? How certain or confident are you that you are right in your 
interpretation (score: 1(very low) – 7(very high))?  The methodology is discussed 
more comprehensively in [13]. 
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Fig. 1. A list of example interface signs selected for this user test 

3 Preliminary Results and Conclusions 

So far, data for the 13 test-participants are transcribed, summarized and synthesized. 
The preliminary results observed that the following ontologies are available in web 
user interfaces in general:  

1. Internet Ontology – this ontology refers to the knowledge of the world of web, 
web browsing and its concepts and conventions. For instance, as a basis of inter-
preting the ‘Logout’ sign (no. 1 in Figure 1) a user responses as “…All kind of 
web application has this sign. Underline refers to hyperlink since the 19s inter-
net…” That means the user uses his internet ontology to interpret this sign and the 
‘Logout’ sign is belonged to internet ontology. 

2. System’s Real World Ontology - this ontology refers to the knowledge of the sys-
tem’s real world, its functionalities and concepts. For instance, a user never visit 
museum websites but experienced (visited) real world museum. He interprets the 
sign ‘Exhibition’ (no. 2 in Figure 1) properly based on his museum’s real world 
ontology.   

3. Computer Ontology - the knowledge concerning the world of computer and com-
puter uses. This mainly concerns the web interface signs which are common in 
computer OS and applications (e.g., windows OS, MS word, etc.). For instance, a 
user interprets the sign number 3 in Figure 1 based on his familiarity with win-
dows media player. 

4. Mobile Ontology - the knowledge concerning the world of mobile and mobile ap-
plication uses. This mainly concerns the web interface signs which are common in 
mobile phones and also in mobile applications. For instance, a user interprets the 
‘Contact’ sign (no. 3 in Figure 1) based on his familiarity with mobile phone uses. 

5. Web Domain Ontology - the knowledge concerning the web interface signs which 
are specific enough to a particular web domain (e.g., educational web domain, 
email application domain, etc.). For instance, as a basis of interpreting the ‘Junk’ 
sign (no. 5 in Figure 1) a user responses as “my previous knowledge of using 
email application”. That means the user uses his web domain ontology to interpret 
this sign and the ‘Junk’ sign is belonged to the web domain ontology.  

6. Common-Sense/Background Ontology- the knowledge concerning concepts be-
longing to common background of users and uses common sense. For instance, 
as a basis of interpreting the ‘Shop’ sign (no. 6 in Figure 1) a user responses 
as“…interpret based on the word meaning…” That means the user uses his 
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commonsense or background ontology to interpret this sign and the ‘Shop’ sign 
is belonged to the commonsense or background ontology.  

7. Institutional/Organizational Ontology - the knowledge concerning the web inter-
face signs that refer to the world of the institution or organization that won that 
website or application. For instance, a user interprets the meaning of ‘Twitter’ 
sign (no. 7 in Figure 1) as he is familiar with the twitter. The ‘Twitter’ sign is be-
longed to the institutional/organizational ontology. 

8. Real World Ontology - this ontology refers to the knowledge of the real world  
experiences and concepts. For instance, a user interprets the meaning of ‘Bus’ sign 
(no. 8 in Figure 1) in a museum website since he is familiar with the bus sign in  
real life at every bus stops.  

9. Cultural/Environmental Ontology - the knowledge concerning the web interface 
signs which are specific enough to a particular cultural or environmental context. 
For instance, a user interprets the meaning of ‘red color plus’ sign (no. 9 in Figure 1) 
as a museum hospital or medical help centre at museum based on her experience in 
a specific country context, where red color plus sign refers to the hospital or medical 
help. The actual meaning of this sign was to expand a menu list in a museum web-
site. 

10. Website Ontology - the knowledge concerning the web interface signs which are 
specific enough to a particular website, e.g., a specific sign could be used in a  
university website to represent the departments and this could be intuitively  
understandable only to the users who are familiar with this particular website. For 
instance, as a basis of interpreting the ‘E-aduan’ sign (no. 1 in Figure 1) a user 
responses as“…I never seen this word before…”.The user was unable to interpret 
this sign due to the lack of his knowledge of website ontology as he never visits 
the websites that hold this sign.  

11. Topic Ontology - the knowledge concerning the particular subject or topic the 
website talks about. For instance, ‘?’ (No. 11 in Figure 1) is actually stands for 
providing information about a topic (an exhibition) in spy museum. A user knows 
that this sign stands for providing information about a topic but he failed to under-
stand the topic properly. One of the reasons for this was the lack of familiarity 
with this topic (topic ontology) to interpret its meaning properly.  

It is important to mention here that the ontology number 1, 5-7, 10 and 11 were stated 
by Speroni in [2]. Preliminary results also observed that the level of complexity  
experienced in interpreting the meaning of interface signs varied depending on differ-
ent ontological signs.To interpret the meaning of interface signs properly end user 
experiences comparatively- 

• Higher level of difficulty with signs belongs to Website Ontology.  
• Above average level of difficulty with signs belong to Institutional/Organizational 

Ontology, Cultural/Environmental Ontology, and Topic Ontology. 
• Average level of difficulty with signs belongs to System’s Real World Ontology, 

Web Domain Ontology, and Real World Ontology. 
• Lower level of difficulty with signs belongs to Internet Ontology, Computer  

Ontology, Mobile Ontology, and Common Sense / Background Ontology. 
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An interface sign may belong to multiple ontologies rather than sign ontology. In 
other word, a user may use multiple ontologies to interpret an interface signs. For 
instant, a user interprets the ‘Web Virtua’ sign (no. 12 in Figure 1) by using website 
ontology, cultural/environment ontology and web domain ontology, i.e., this sign 
belong to multiple ontologies. Further research is needed to observe the interpretation 
complexities for interface signs that belongs to multiple ontologies or interpreted by 
using multiple ontologies. 

However, this work-in-progress paper reports the preliminary outcomes, where half 
of the test-participants data were considered. Author is intended to conduct a rigorous 
analysis considering the complete set of study data to provide a complete set of web 
interface sign ontology and the complexity associated with different ontological signs to 
interpret the meaning of web interface sign will depict more evidently. 

References 

1. DeSouze, C.S.: The Semiotic Engineering of Human-Computer Interaction. The MIT 
Press, Cambridge (2005) 

2. Speroni, M.: Mastering the Semiotics of Information-Intensive Web Interfaces. Unpub-
lished doctoral dissertation, Faculty of Communication Sciences, University of Lugano, 
Switzerland (2006) 

3. Islam, M.N.: A Systematic Literature Review of Semiotics Perception in User Interfaces. 
Journal of Systems and Information Technology (JSIT) 15(1), 45–77 (2013) 

4. Islam, M.N., Tetard, F.: Integrating Semiotics Perception in Usability Testing to Improve 
Usability Evaluation. In: Garcia-Ruiz, M.A. (ed.) Cases on Usability Engineering: Design 
and Development of Digital Products, pp. 145–169. IGI Global, USA (2013) 

5. Islam, M.N.: A Semiotics Perspective to Web Usability: An Empirical case Study.  
In: IADIS Interfaces and Human Computer Interaction 2011, pp. 19–28. IADIS (2011) 

6. Peirce, C.S.: Collected Writings (8 Vols.). Hartshorne, C., Weiss, P., Burks, A. (eds.), 
vol. 1-8. Harvard University Press (1931-1952) 

7. Robert, S., Robert, B., Sandy, F.L.: New Vocabularies in Film Semiotics: Structuralism, 
Post-Structuralism and Beyond. Taylor & Francis, London (1992) 

8. Islam, M.N., Ali, M., Al-Mamun, A., Islam, M.: Semiotics Explorations on Designing the 
Information Intensive Web Interfaces. International Arab Journal of Information Technol-
ogy 7(1), 45–54 (2010) 

9. Islam, M.N.: Semiotics of the Web Interface: Analysis and Guidelines. Journal of Com-
puter Science and Technology (JCS&T) 8(3), 166–167 (2008) 

10. Islam, M.N.: Towards Designing Users’ Intuitive Web Interface. In: 6th International  
Conference on Complex, Intelligent, and Software Intensive Systems (CISIS 2012),  
pp. 513–518. IEEE Computer Society (2012) 

11. Islam, M.N.: Semiotics Perception towards Designing Users’ Intuitive Web User Interface: 
A Study on Web Sign Redesign. In: Rahman, H., Mesquita, A., Ramos, I., Pernici, B. 
(eds.) MCIS 2012. LNBIP, vol. 129, pp. 139–155. Springer, Heidelberg (2012) 

12. Stanton, N.S., Young, M.S.: A guide to methodology in Ergonomics. Taylor & Francis, 
UK (1999) 

13. Islam, M.N.: Towards determinants of user-intuitive web interface signs. In: Marcus, A. 
(ed.) DUXU/HCII 2013, Part I. LNCS, vol. 8012, pp. 84–93. Springer, Heidelberg (2013) 

 



C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 46–50, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Designing for Culturally Diverse Audiences:  
Can Automated Attention Analysis Substitute 
the Eye-Tracking in Website Development? 

Tomáš Kincl, Michal Novák, and Michal Charvát 

Faculty of Management, University of Economics, Prague. Jarošovská 1117/II, 377 01 
Jindřichův Hradec, Czech Republic 

{kincl.tomas,charvatmi}@gmail.com, novak@michalnovak.eu 

Abstract. Developers use a variety of methods to evaluate user's reactions to 
the website. Research in neuroscience and natural vision processing resulted in 
the development of automated methods which simulate human attention and are 
able to provide similar results to eye-tracking. However robust evidence is still 
missing. 

This study contributes and expands on this debate. Eye-tracking studies on 
cultural differences confirmed that users from different cultures have different 
expectations and preferences. This study answers the question whether cultural 
differences in web design could be revealed also by automated attention analy-
sis. Websites of the largest beer producers from different countries with differ-
ent cultural background were analyzed through automated attention analysis 
tool to determine whether there is a difference in the number of potential areas 
of interest and their size. The study confirms that automated tools can depict 
cultural differences and thus provide fast and inexpensive results for initial  
assessment of website interfaces. 

Keywords: culture, differences, webdesign, attention analysis, automated tool. 

1 Introduction 

One of the key components of website development is design testing [1]. Web devel-
opers use a variety of methods to evaluate user's reactions to the website [2]. For in-
stance, eye-tracking can be used to determine user's visual attention over objects on 
the website [3]. However, eye-tracking is usually an extensive resource-consuming 
exercise and requires highly skilled researchers capable to analyze and interpret  
research evidence [4]. Research in neuroscience and natural vision processing resulted 
in the development of automated methods which simulate human attention and  
thus might be able to provide similar results to eye-tracking studies [5]. Website  
snapshot can be automatically analyzed on various features to predict consumer's 
reactions to visual stimuli. The analysis includes several website features such as 
color, orientation, density, contrast, intensity, size, weight, closure, length, width or 
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curve of displayed objects (including skin color and face detection). Developers of 
those automated detection tools claim 75-90 % correlation with real eye-tracking data, 
however much debate has evolved around their ability to simulate human perception 
and robust evidence is missing [6]. 

The aim of this study is to contribute and expand on this debate. Eye-tracking stu-
dies on cultural differences in web design confirmed that consumers from different 
cultures have different expectations and preferences [7]. This study answers the ques-
tion whether cultural differences in web design could be revealed also by automated 
attention analysis. A number of websites of the largest beer producers from six coun-
tries (ten largest from each country) with different cultural background were analyzed 
through automated attention analysis tool to determine whether there is a difference in 
the number of potential areas of interest and their size. Our study confirms that auto-
mated tools can be useful to depict cultural differences and thus could provide fast 
and inexpensive results for initial assessment of website interfaces. 

2 Research Design and Methodology 

Market interdependence has stimulated emergence of theories trying to explain differ-
ences between markets [8]. With a massive expansion of World Wide Web, web de-
signers also began reflecting user‘s cultural characteristics [9]. Culture impacts on 
web design as well as on web content [10]. Websites need to be culturally adapted 
[11] and studies on cultural differences in web design supported the hypothesis that 
consumers from different cultures have different expectations and preferences about 
web design [12], [13]. This has been also confirmed by eye-tracking studies [7]. This 
study answers the question whether cultural differences could be revealed also by 
automated attention analysis. 

Research sample consisted of commercial websites of large beer brands. Beer is 
popular with consumers across the world and has been the most widespread alcohol 
drink [14]. Local beer markets offer opportunity to global as well as local brands, 
whereas brand cultural belongingness is usually well articulated. Beer is also a prod-
uct with comparable price and societal positioning in most cultures [15]. All selected 
countries have ranked on top positions in beer consumption and production per capita 
and have strong beer culture and tradition [16] (but national cultures differ [17]). 

The study also included (as a control group) a group of prime international brands 
with highest worldwide consumption (in the case the brand has been previously se-
lected as a national brand, it was surveyed with the international group only as inter-
national brands could speak different than local cultural values). List of all websites 
included in the study is in Table 1.  

Opening introductory web sites (in resolution, which was the most typical at the 
time of research) were surveyed. Screenshots were then analyzed through Feng-Gui 
(http://www.feng-gui.com) tool for the number of areas of interest (AOIs) which 
would be likely the focal points of user eye activity. The number of AOIs was  
captures as well as the overall area occupied by AOIs (in pixels). 
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Table 1. List of Surveyed Websites 

Czech Republic  Great Britain Japan  

Gambrinus Carling Asahi 
Radegast John Smith's Kirin 
Staropramen  Old Speckled Hen Suntory 
Krušovice Cobra  Sapporo 
Pilsner Urquell Newcastle Brown Orion 
Budějovický Budvar Fuller's London Pride Baird 
Bernard Hobgoblin Taisetsu Ji Bīru 
Velkopopovický Kozel  Marston's Pedigree Okhotsk Bīru 
Starobrno Abbot Alle Tokachi Bīru 
Ostravar Tanglefoot Otaru Bīru 
Germany Brazil International  
Oettinger Brahma Snow (China) 
Krombacher Antárctica Budlight (USA) 
Bitburger Cintra Budweiser (USA) 
Warsteiner Bohemia Skol (Brazil) 
Beck's Bavaria Corona (Mexico) 
Hasseröder Nova Schin Heineken (Netherlands) 
Veltins Kaiser Miller Lite (USA) 
Paulaner Xingu Guiness (UK) 
Radeberger Colonia Coors (USA) 
Erdinger Stella Artois Fosters (Australia) 

3 Results and Conclusion 

Paired similarity in number and area of AOIs was tested through non-parametric 
Mann-Whitney test [18]. The analysis was performed through SPSS Statistical 
Software. Table 2 depicts the key findings. 

Czech British and German beer sites are similar in terms of number and size of 
focal points. All three markets are labeled as low context; hence approaching con-
sumers through websites might be similar. All three website groups feature rich and 
vibrant colors with shades emphasizing trust, tradition or nature. Number of interac-
tive objects is high complemented by rich information content. Number and size of 
AOIs is different for Czech sites and for the Japanese ones. Japan is considered one of 
the most high context cultures. Absence of interactive features could be explained 
through the lens of Japanese cultural distinctiveness. Traditional beer cultures use rich 
and vibrant colors bringing forward natural and calming impressions, Japanese beer 
websites utilize plain white color which reduces first-impression attractiveness. 

Number of AOIs (but not their size) is different for Brazilian and International brands 
and for Czech leading beers. Several international brands do not originate from western 
low-context cultures but from Asia or Latin America featuring fewer interactive quali-
ties less diverse and informative content and are less informative in general. Number of 
AOIs is different for Great Britain, Japanese, Brazilian and International brands compar-
ison. Representation of non-Western brands from high context cultures which do not 
have English websites could explain some of the differences. The number of AOIs is 
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higher on Germans websites and they are smaller than on Japanese (Brazilian and Inter-
national) websites. German websites seems to be on the half way between traditional 
brewing countries and the other groups. 

The number of AOIs is similar on of Japanese and International (and Brazilian) 
websites. In contrary, there is a difference between AOIs size. International (and  
Brazilian) websites stand on the verge between East and West. There was no differ-
ence in number of AOIs or their size. It may well be that developing or emerging 
markets seem more promising for international beer brewers. Traditional beer cultures 
typically host several strong local brands which outperform international brands.  

Table 2. The Results 

  Great Britain Japan Germany Brazil International 

Czech Re-
public

AOIs same different same different different 

AOIs size same different same same same 

  Great 
Britain 

AOIs different same different different 

  AOIs size different same same same 

  
Japan

AOIs same same same 

  AOIs size same different different 

  
Germany

AOIs same same 

  AOIs size same same 

Brazil
AOIs same 

AOIs size same 

Cultural differences between websites can be deduced not only through demanding 
resource-consuming user testing or through expert panels. Cultural differences can be 
diagnosed via automated tools which simulate natural vision processing. Automated 
tools do not reflect local fluctuations or context and are prone to inappropriate sam-
pling and personal bias. On the other hand, automated approaches offer less rich find-
ings. The results could be also interpreted another way, since the automated tools do 
not perform testing on the same basis – user testing is based on specified task and 
eye-tracking results could be different according to different user scenarios. The  
results are also influenced by prior user experience or task with the website. None of 
these factors are included in automated attention analysis and automated tools are not 
suited to depict such contingencies. Nevertheless, automated tools for website  
assessment have been a recent and increasingly popular phenomenon and have  
become prominent in other areas of web design. Automated tools can never fully 
substitute human experts in assessing human-computer interaction or user experience. 
Automated tools may provide fast and relatively inexpensive results for initial as-
sessment of e commerce and online marketing interfaces. Using initial automated 
testing may significantly reduce website development cost and contribute to more 
efficient marketing communications. 
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Abstract. In this study, it is hoped to propose communicative pattern based on 
Chinese “Filial Piety” that is more intuitive and interactive and to propose the 
criteria for innovative technology product design to benefit senior citizens and 
their family members. An interactive product design: Grass Tone interactive 
flowerpot, which using Kinect as input device is proposed. 

Keywords: Filial Piety, Kinect technology, interactive design, product design. 

1 Introduction 

Aging society is becoming a global social issue now and Taiwan is no excep-
tion.“Filial Piety” is the most prominent characteristics in the Chinese culture. Xiao, 
Chun-Chung (2002) mentioned that, in certain perspective, the traditional Chinese 
culture is a culture of Filial Piety. The traditional Chinese society is one built upon it. 
This concept of being filial is so widely accepted in the Chinese culture that it is even 
influencing Taiwan’s society regardless of various changes to the family structure. It 
is a widely adopted practice for children to take good care of their parents. 

2 Problem and Objective 

According to existing literature, the elderly is the focus of current studies on the 
issues with aging society or technology products developed for their welfare. Very 
few mainly address the issues of interaction between the elderly and their family 
members. This study therefore intends to begin with the above mentioned issue 
which arises from the change to the family structure due to the aging society.  

This study aims to propose a more intuitive interaction communication model 
based on Chinese Filial Piety culture, and a guide in creating technologies that may 
bring benefits to the elderly and family members. Finally the life of the elderly in 
the future will be simulated in various scenarios, with product concept designed for 
the interaction between the elderly and their children based on Chinese Filial Piety 
culture. 
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3 Concept of Filial Piety 

The main purpose of the traditional Filial Piety is summarized through related studies 
on classical Chinese scriptures and stories, from which the communication model for 
the elderly and their children is derived through the understanding of this culture. 

The inspiration for the product design comes from well-known poems and classical 
Chinese literature regarding Filial Piety:  
 

Make the hearts of parents glad, without violating their wishes; make sound and 
sights pleasant to their ears and eyes, and make their living places comfortable. -
-- “孝子之養老也，樂其心不違其志，樂其耳目，安其寢處.” 

 
Based on this concept, design guidelines for the product design as below: 

-- Product which enable children to accompany elderly for his/her interest leisure  
activities (communication) 
-- Product which can integrate with the behavior of daily life (interaction) 
-- Product which related to body gesture and music (interaction) 
-- Health care and daily care (communication) 

4 Design Prototype: Grass Tone Interactive Flowerpot Design 

The product for interaction and communication between the elderly and their children 
was designed based on the concept Filial Piety. The technologies are covered and 
provided for by physical interactive devices with more intuitive input model today. 
Kinect is the design platform. 

Scenario: 
It is expected to capture the movements of the elderly with physical movement input 
technology Kinect while they are doing gardening and exercising (Figure 1). The 
movements are then transformed into musical rhythm which expresses their moods, 
 

 

Fig. 1. Kinect capture the movements of the elderly while exercising 
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weather, or conditions of the plant. The interactive flowerpot will react and interact 
(caring and gardening also stimulate senses of hearing and sight) to please the elderly 
while doing gardening. During interaction, the transformed rhythm, image, or text is 
sent to their children via cell phone or email. This allows the children to feel what 
their parents feel when doing gardening and to show their care and concern. Though 
they are separated by long distance, children can still plant with their parents as if 
they are nearby. 

Interactive Elements with Chinese Culture: 
Grass Tone is an interactive flowerpot design for elderly, which engage elderly to do 
gardening and exercising to reach their healthcare and family communication. The 
interactive elements of this design derived from Chinese culture: 

In the ancient times, Chinese people had profound knowledge of the relationship 
between music and emotion and body organs, which is known as the theory of the 
five notes (do, re, mi, so, la)“五音”, five elements (metal, wood, water, fire and earth) 
“五行, and five zang-organs (liver, heart, spleen, lung, kidney) “五臟”. These theories 
are interrelated as figure 2. 

 

Fig. 2. Relationship between music, emotion and body organs 

Figure 3.shows the relationship between interactive elements of flowerpot design. 
First, flowerpots sense the weather condition as input data, and play the correspond-
ing music. Elderly follow the music rhythm and does related exercise. Kinect capture 
the body movement and gestures, and then trigger the watering system and LED light 
on the flowerpots. Data of the weather condition and body movement capture by 
Kinect will send via internet to the children side after parents finish their exercise 
(figure 4).  
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Fig. 3. Relationship between interactive elements 

 

Fig. 4. Grass Tone interactive flowerpots act as communication devices 
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Fig. 5. Grass Tone interactive flowerpots prototype models 

5 Conclusion 

Through carrying out concept design and producing design prototype, the design guides 
for technology products combining the merit of Filial Piety in Chinese culture and suit-
able for the elderly to interact with their family members are therefore concluded as 
follows: 

1. The application of the technology products for the elderly must fit in their daily 
life, leisure activities or interests. 

2. The technology product for the elderly must be very intuitive and simple in  
operation, and can be used by user without additional training. 

3. The added values of the technology products for the elderly must be taken into 
consideration so as to please the elderly and meet their mental and physical needs. 

4. Communication should happen naturally and easily, but not compellingly so the 
children may be more motivated to express their concerns for their parents and 
perform their filial duty. 

5. If the elderly may feel the concerns from their family members through the  
product, they will be less resistant to using it.  
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Abstract. Designing kiosk touch screen interfaces challenges our basic 
knowledge of human-computer interaction. Touch screens are used by people of 
all ages and educational levels for a wide variety of applications. An empirical 
study on a kiosk touch screen design was conducted to test the cues and factors 
influencing user performance by examining design elements and principles 
from a designer’s perspective and implementing usability testing to investigate 
end user satisfaction. Using cue-summation theory and simplicity theory as 
theoretical frameworks, this paper presents the main factors and cues required 
in designing kiosk touch interfaces with the goal to test user performance and 
satisfaction.  

Keywords: kiosk touch screen interface, cue-summation theory, simplicity 
theory, usability testing. 

1 Introduction 

A touch screen kiosk provides a user-friendly interface for performing a variety of 
simple routine functions. For example, it can help visitors find their way around with 
interactive maps, site photographs, or links to more information. Touch screens are 
used by people of all ages and educational levels in a wide variety of applications. A 
well-designed informational touch screen interface can be an effective and efficient 
method for visitors to obtain information quickly and easily. However, designing 
touch screen interfaces challenges basic knowledge of human-computer interaction 
because of the restrictive physical size of the systems, the operating system used on 
the device and the diversity of users [2].  

A building directory touch screen kiosk was selected and tested in this study. The 
touch screen kiosk is currently in use in a complex building at a Midwestern 
university. The primary purpose of the kiosk is to provide visitors with directory 
information and listings of scheduled events. This study examined how the 
information cues: location, color, text notation and navigation relate to user 
information selection and processing performance. Using cue-summation theory and 
simplicity theory as theoretical frameworks, the authors investigated the main factors 
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and cues required in designing kiosk touch interfaces with the goal to test user 
information selection and processing performance. Usability testing was conducted 
with nine users to test user performance and satisfaction. Additional information was 
obtained by interviewing the lead designer of the kiosk touch screen interface. This 
paper discusses the essential findings; limitations and implication of this research on 
kiosk touch interface design.  

2 Background 

According to Karvonen [1], both experienced users and novices require the same 
kind of user interface design to satisfy their needs, that is, a simple design. From a 
usability perspective, “simplicity” means that users are able to easily obtain what 
they need. Karvonen [1] further augured that simplicity is also a notion of aesthetic 
considerations, which affects the user’s experience and interpretation of the 
design.  

Cue-summation theory proposes that multiple cues presented both across and 
within media/channels can improve information processing and learning 
performance [3]. The usability of any interaction design depends on the relationship 
between interaction style and input device [4]. Interaction styles represent ways in 
which the specific input from these devices is translated and used by the computer 
application such as direct manipulation, command language or menu selection. 
While a lot of effort is being made towards the development of new input devices 
and the design of large graphical interfaces, additional research is needed on the 
design of kiosk touch interfaces to improve user information selection and 
processing performance.  

3 Purpose of Study 

This study seeks to understand what design elements and principles are vital in the 
design. Of particular interest was the determination if color cues, location cues and 
texture cues impact user performance. Since color and location cues play a 
significant role in user information processing and selection, the cue-summation 
theory was applied to categorize main cues of this kiosk touch screen interface. 
The simplicity principle was the guiding principle in the design of the kiosk touch 
screen interface and was applied the study to examine how the simplicity attribute 
contributes to the user’s information processing. Selected users interacted with the 
interface to find information about department events and conduct a lookup in a 
department directory. This study investigated which design elements and 
principles were vital during the design process. Additionally, the researchers were 
interested in determining if color, location, and text cues and simple navigation 
can impact user performance. 
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4 Methodology 

An empirical study on a kiosk touch screen design was conducted to test how simple 
navigation and color cue, location cue and text cue would impact user information 
selection and processing performance. A usability study was performed to evaluate 
the design of the kiosk touch screen interface. Researchers were interested in 
determining if users can accomplish common tasks and easily find information using 
this application and how they perceive the cues and factors while they were 
implementing the tasks. An interview with the lead designer was conducted to 
identify what design elements and principles were used during the design of the kiosk 
touch screen interface.  

4.1 Participants 

Nine participants identified as potential users of the kiosk touch screen and a lead 
designer participated in this study. Of the nine participants of the usability study, four 
were male and five were female with diverse backgrounds and experience. All nine of 
the participants had prior experience using a touch screen kiosk but none had used the 
particular touch screen kiosks employed in this study. The lead designer of the kiosk 
touch screen interface participated in an interview to identify the design elements and 
principles employed in the development of this touch screen kiosk.  

4.2 Data Collection and Analysis 

Nine usability tests were conducted using two separate but identical kiosk touch 
screen devices in situ. During the usability study session, participants were asked to 
complete four tasks (understand the purpose of the kiosk touch screen; start to use the 
application; find a designated person; find the schedule of events) by using the kiosk 
touch screen. As participants completed the tasks, members of the research team 
observed and took notes. Positive and negative attributes were identified, which 
impact user information selection and processing performance on the kiosk. After the 
tasks were completed, the participants were interviewed based on their experience 
with the touch screen interface. Information obtained during an interview with the 
lead designer was used to better understand the design choices.  

5 Results 

5.1 Color Cues 

Through the interview with the lead designer it was determined that simplicity was 
the primary design principle guiding the development of the kiosk touch screen 
navigation. Color was not a big part of this design process. This did not seem to effect 
user satisfaction with the interface as six of the nine users indicated that they were 
satisfied with the color schemes. However, more than half of the participants 
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complained navigation bar background and navigation buttons was too similar in 
color and there needed to be greater contrast between the two. One participant 
commented that gray color of the background body text was unattractive and wanted 
to see a more color in that area.   

5.2 Text Cues 

Text cue are important indicators but can sometimes be confusing on touch screen 
devices. All participants indicated that the text was simple and clear, especially on the 
touchable buttons. Three participants thought that homepage was too busy making it 
difficult to distinguish between which areas are touchable and which are not. Eight 
out of nine participants expressed that the instructions for starting the touch screen 
were too vague and small with regards to font size. In tasks related to finding events 
on the kiosk, two participants complained about the timeframe limitation of the events 
schedule, which only covers one week at a time.  

5.3 Location Cues 

Location cues can refer to the physical location of the device and the location of 
button and text within the touch screen. The kiosks were in two visible locations on 
the first floor of the building. Two participants felt the kiosk would be better served if 
more centrally located in the floor lobby. Three participants did not initially 
understand the purpose of the kiosk. Two of the three suggested that signage near the 
kiosk would assist visitors in understanding the purpose of the kiosk.  

5.4 Navigation Cues 

Overall, participants found the navigation of the system to be very easy and 
straightforward with the navigations making sense to them. Two participants pointed 
out that there was no home or back button on any of the screens. Another participant 
found it hard to figure out how to start the application. One additional problem found 
by the participants is the similarity in looks between touchable and not touchable 
areas on the screen leading to confusion in navigation for some.  

6 Discussion   

The results of this study provide basic recommendations for designers of touch screen 
interfaces. Basic navigation improvements for this device include: adding a Home or 
Back button to each page to ease navigation. Devices need an obvious indicator as to 
how the device or application should be started. Participants indicated that some of 
the text and area on the screen looked touchable but some were not. Clear indicators 
should exist if a particular area on the screen is touchable. Suggestions for color 
include using a more vibrant colors for the body color and a more distinctive color 
contrast should exist between the navigation bar and buttons. As more and more 
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devices incorporate touch screens, it is important that human-computer interface 
models adjust to assist designers in helping users interact with them more easily and 
effectively.  
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Abstract. During the development of a product, it is necessary for a
designer to attempt the special needs of devices and also the target users.
To help designers with the problem to attend users’ needs, a technique
called Personas is applied during the project. Usually, the Personas cre-
ation process is manual, lengthy and also it doesn’t have a attendance
during the project. With this objective in mind, this paper presents a
process to automatize and to address the users needs through Personas
during the whole project.

Keywords: Knowledge Extraction, Q-SIM, Clustering, User Modeling,
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1 Introduction

Designers need to identify which kind of devices will access and who are the users
for the systems they are creating. Devices and users identification are important
to comply with particular requirements for the project. To meet all devices needs
is a hard task due to lots of different types of these devices. This task becomes
harder when designer has to identify particular features for each target users.
The users’ diversity is wide and to analyze each one is a task that spends a lot
of effort and time from the professionals.

An alternative to analyze users’ needs is clustering into groups with similar
features or characteristics. Thus, the designer’s analysis becomes easier. Jung [7]
presents a technique called Personas, where he says that each person assumes
a role according to an inserted scenario. Cooper [2] popularized Personas to
generate a user model which is capable to represent a users’ group. This model
was defined as hypothetical archetypes of actual users, in other words, despite
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it represents real users of the system, the Persona is not real, it is a fictitious
character as defined by Aquino Junior [1].

To adopt this technique in the FINEP PEAP-PMPT project, telemedicine
field, we found another problem. How could be possible to create Personas in
an automatic way to improve constantly the system and more, to apply this
knowledge into future projects.

Therefore we create a process to apply in the project such is possible autom-
atized the improving of Personas. The process presented in section 2 uses the
clustering technique to group users information. The clustering technique search
for identifying in a finite data set some features to form groups, where elements
inside a group are more similar to the outside of the group [10].

Next sections are discussed the algorithms tested and the process applied on
this work.

2 Automatized Improving of Personas Process

This section will present the process to improve Personas in a automatized way
and also to compare the clustering algorithm used during this work to construct
the process. Figure 1 presents the process proposed in this paper.

Fig. 1. Process to improve Personas automatized

First step of the process is capture information of the system’s use through
the log component. This information is important for designer identifies which
difficult users have during the system’s use and what is he real computational
experience. All this data is stored into a database to the clustering algorithm
work after. The information capture in PEAP-PMPT project was: (I) Time to
fill a text field; (II) Type speed; (III) Percentage of Backspace use; (IV) Errors
during fill a form; (V) Relapse errors in a form; (VI) Double click; and (VII)
Wrong clicks.
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With the information collected and stored into the database, it is necessary
to execute the clustering algorithm to obtain the group of similar users and so to
improve the Personas acquired in the begin of the project. Algorithms present
in table 1 were studied to identify which present better results.

Table 1. Clustering Algorithms studied

Algorithm Parameter / Property

k-means k∗: number of groups
DBSCAN ε: distance between two points
Affinity Propagation θ: threshold of similarity
RObust Clustering using linKs (ROCK) k∗: number of groups
QROCK (Quick ROCK) θ: threshold of similarity
Q-SIM (Quality Similarity Clustering) Q: similarity desired

ROCK and QROCK algorithms [3] were created to perform with categorical
data, in other words, text data. This feature exclude them of the comparison be-
cause the user data can contain different kind of data like categorical or numerical.

K-means [6] needs that the designer informs the number of clusters that he
wants. This parameter becomes the process imprecisely because designer doesn’t
have how to analyze generated groups and he also doesn’t know how many groups
exist into database.

DBSCAN [4] present some good results but when database has density in-
formation it returns bigger groups and sometimes only one group for the entire
database. This kind of result is not good for a user scenario due to the gener-
alized result. To represent a big size population with only one group is almost
impossible.

Next algorithm analyzed was Affinity Propagation [5], despite it works with
similar measure between the elements in database its methods have some prob-
lems. Usually, Affinity Propagation creates some big groups and another small
groups due to this features some groups are generalized or specific.

The last algorithm tested was Q-SIM [9]. It demonstrates a better result
during the tests, because the designer only needs to inform the similarity degree
that he desires and Q-SIM will find the number of groups keeping the quality
of similarity between elements’ group. Therefore, we use Q-SIM algorithm to
create the cluster and to support the improving of Personas features.

With groups created, we need to find a central point that represent the infor-
mation of each variable in the group. To perform this task, a method present by
Masiero et al.[8] is applied. This method applies a dispersion measure in each
variable of the elements. These measures are mean, median or mode.

Values obtained in this process are analyzed and then inputted into the Per-
sonas description in a narrative way. It helps the designer to identify if ap-
pears new Personas and improve new features into old ones. This improvement
helps to update the system’s interaction. Thus, the process is complete and it
is possible to improve the Personas automatically without using interviews or
questionnaires with the users.
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3 Conclusion

In the end of this research, we identify the related techniques of data mining to
support a new process to improve Personas automatically using history data of
use’s systems. This new process is part of a research to create a new clustering
algorithm to support creation and improving of Personas automatically [9].

This process is important due to facility the identification of user needs which
turns possible the update of the system and application of this knowledge into
future projects.

Beyond that, the mechanism was important to capture the information about
computational experience of the doctors of PEAD-PMPT project. It turns easy
to acquire the information about them because the process is automatically and
they don’t have much time to give us interviews and make many tests.

It also was identified a set of variables that allows to know computational
experience and some difficult faced by the user during the interaction of the
system. As a future work, we are studying the evolution of Personas during the
lifecycle of the system.
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Abstract. We present a novel sociotechnical analysis framework; a document 
model and a first attempt at utilizing it in an information systems design  
context. We argue document analysis (DA) to be a holistic framework that en-
compasses technical, cognitive and social aspects of the system and may act  
as boundary objects to communicate the system model effectively between 
stakeholders, designers and engineers. 
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1 Introduction - Motivation 

Human Computer Interaction is a field of study ripe with powerful concepts, frame-
works and techniques [1] to study and analyze human information behavior and our 
interaction with information systems with the goal of designing ever better and more 
useful systems with hassle free interaction. Although studies show that Usability and 
Interaction Design seem to be perceived as integrated in the same software engineer-
ing process today (which is sort of good news), there seems to be (still) a mismatch 
between an intention of wanting to include concepts such as usability into the product 
development and what is realized in projects [2, 3]. Furthermore, there seems to be 
agreement that a gap exists between the developers and the users [4, 5]. Several  
proposed solutions to amend this gap revolve around the issue of how to integrate 
usability or human factors analysis into systems design (i.e. [6]). At the center of this 
process we find the usability expert/consultant or user experience designer who  
is more or less supposed to build this bridge, communicating with both prospective 
users and developers/designers and also management [7]. 

As a field with a rich selection of methods, models and frameworks that, at least in 
sum – more than adequately facilitates detailed scrutiny of almost any human interac-
tion with information systems – HCI is not in dire need for “yet another” framework. 
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However, it seems like – despite this richness of tools and frameworks something is 
still lacking in order to fully integrate HCI in systems design. What can be argued to 
be missing in this context are communication artifacts that can be used across several 
or all levels of the hierarchy of design of systems [8]; artifacts that are both structured 
and specific when needed and that also can ‘paint’ a more loosely description of the 
system and the parts, components and pieces of it – in order to create a coherent view 
and (mental) model of the system. These kinds of artifacts are commonly denoted 
“boundary objects” [9]. This idea of using boundary objects in this regard has been 
proposed by several [10, 11] and i.e. lately in Eriksson [12]. Our proposal is to sug-
gest conceiving these artifacts as documents or document-analysis, on the basis of a 
broad and complementary document model. Our aim is that they may act as such 
communicators of a common or at least a converging model of a system to be built 
that will safely guide both expectations of the system (from the principal(s) of the 
system and all related stakeholders) and design of the system accordingly.   

2 The S&F Telepsychiatric Service Case Study 

We have used a proposed novel telepsychiatric service as a case study for applying 
the document model to a real world problem. A store-and-forward psychiatry system 
is based on the concept of asynchronous medical services, where an information sys-
tem is utilized in order to describe a problem (an illness) of a patient and to request a 
specialist opinion (service). In other words, information about the patient and the 
illness is first collected before it is stored within the system and transferred to a re-
mote site for evaluation by a human agent (psychiatric specialist) – who in turn eva-
luates the patient and the problem based on the available (provided) information and 
issues a response when the evaluation is finished [13].  

 

Fig. 1. The Document Model 
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In Figure 1 we present an illustration of the current document model, conceived 
from the last couple of decades of research and discourses of what constitutes a doc-
ument [14]. This document model is a very broad and complementary model that 
encompasses many “objects”, both digital and physical that contemporary interpreta-
tion of “a document” does not, especially after the digitization of many documents. 

We have created a document analysis of the system, which – in turn was used as 
input into the modeling process. In the analysis of the S&F system we have modeled 
this into a system of 2 documents: (1) the MD-doc created at the primary care giver 
on the basis of a standardized psychiatric interview and (2) the Psych-doc created by 
the psychiatric specialist.  
The Psych-doc is created based on the videotaped (and possibly edited-) interview 
contained within the MD-doc and provides diagnostic information, treatment details 
as well as follow up plans for the patient. Both documents in this system are analyzed 
with respect to the 7 constituents of the document model: (1) Agents: who creates 
(authors) the documents; (2) Means: what means are used to create the document; (3) 
Modes: in which ways are the means used (combined) to create the document. These 
3 basic “attributes” (or collections of attributes) are subsequently scrutinized in 3 
complementary ways: (4) Configuration: the cognitive perspective – how the  
document is perceived by [users] (5) Connection: the social and cultural perspective 
(who relates how to this document) and, finally (6) the physical Construction of the 
document.  

The first 3 constituents of the DM constitute sort of a “casting mold” for “classes” 
(groups) of similar documents while the latter 3 (4-6) identify the specific document 
in question. The seventh (7) constituent is the Resulting (and physically manifesting-) 
document and may be regarded the sum- or product of the 6 first constituents. The 
complete analysis may be obtained in [15] (pp. 136-156).  

3 Discussion 

What can be argued from the preliminary analysis of the S&F system is that the doc-
ument model is a holistic approach to systems analysis. It has for years been applied 
to projects within the science of the Arts and within the Humanities and ours is the 
first attempt at gathering the concepts and model into one in order to utilize it for 
analysis of information systems (or rather – documentation systems).  

From what we have learned it encompasses all four levels of sociotechnical sys-
tems design [16]: (1) Algorithms and (2) software containing algorithms in (1); (3) 
Humans interacting with computers and; (4) Social systems in which humans interact. 
Level (1) and (2) are contained within the conceptual model’s “means”, “modes” and 
“construction”, while levels (3) and (4) are covered within the “Agents”, “Configura-
tion” and “Connection” part of the Document Model. The document analysis provides 
a holistic view of the system and the parts of the system, along with the processes that 
need to be analyzed and accommodated in order to fulfill the consequential require-
ments to ‘support the documentation process. Future and remaining work includes 
expanding the analysis of the system and applying it to design of a technical system. 
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Abstract. This paper presents an attempt to develop a performance-based 
design expert system intended to automate the checking of building code 
compliance. The proposed system may be used repeatedly throughout the 
design phase, from the earliest stages of development to the end of the design 
process, in order to improve the efficiency and quality of the design and to 
decrease the occurrences of design misapplication. Two of the critical issues in 
the development of the rule-based expert system presented here were the data 
modeling of building codes to be used as a knowledge base, and the algorithm 
for the application of this knowledge base.  Both an object-oriented and a 
constraint-based approach to these issues are discussed in this paper. This paper 
gives a detailed overview of “CODE-MAVEN” as well as discussing an 
intelligence-based intuitive and graphical interface for the system that will also 
contribute to increased feedback on designs.  

Keywords: building code, rule-based expert system, data modeling, object-
oriented design system. 

1 Introduction 

This paper discusses an attempt to develop a rule-based expert system for real-time 
checking of building code compliance. They are legal regulations that have a direct 
influence on buildings from the very beginnings of an architectural proposal and 
throughout the phases of architectural planning, design, and construction. In 
particular, building code compliance must be thoroughly checked in the planning and 
design phase, if one intends to improve the efficiency and quality of the design and to 
decrease the occurrence of misapplications (Park, 1993). One may also assume that 
stringent checks on building code compliance will increase design feedback by 
offering a variety of alternatives methods.  Not surprisingly, research into and 
development of expert-based systems for the analysis of building code and its 
compliance has been underway in a variety of places across the globe. 

This paper details the development process of the rule-based expert system called 
CODE-MAVEN.  Its particular focus is on establishing knowledge bases, data 
models, and algorithms for rule-based systems. At the end of this paper, we present 
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our successful development of a rule-based expert system for building code 
compliance checking. The conclusion also includes an outline of the research and 
development issues to be considered next. 

2 System Overview 

Despite this recent development and 
interest, however, systems for 
building code analysis have not been 
entirely successful and so the 
occurrence of real-world industrial 
applications of rule-based expert 
systems is still rare (Sinz, 2002). The 
reason for this scarcity is that these 
expert systems have generally been 
developed separately from already 
existing design tools. Accordingly 
since these newer systems do not 
have a sufficient understanding of 
geometrical shapes as well as 
semantic meanings, building code 
checks on various complicated models that also include site details are not completely 
implemented. To fundamentally resolve this problem, we began by investigating the 
building data model of an apartment and then developed a data model based on 
ArchiCADTM which was designed to be flexible, extensible, and easily applicable. 
Also important was the classification of building codes for storage in a rational 
database: building codes were classified by their application procedure and then 
stored computationally in a relational database that we call a knowledge base, based 
on the data model for a database. Finally, this knowledge base was connected with a 
constraint-based system for checking building code compliance that is currently under 
development, which should, when completed, fulfill the need for an effective analysis 
tool for compliance checking. 

This system is composed of three parts: the design conditions, the code parameter 
called the knowledge base, and a rule-based system that includes code functions and 
results checking. we adopted a rule-based system from the infant phase of Artificial 
Intelligence as being practically applicable for the analysis of building codes. Figure 1 
illustrates the architecture of CODE-MAVEN. The design conditions consist of 
modeling by ArchiCADTM and the specific conditions for code checking. Checking 
results will continuously modify the design condition at any level or any time during 
the design process.  

The knowledge of building codes is composed of a set of provisions and relations 
governing the design of buildings (Yang, 2004). Generally, in Korea, the checklist of 
building codes for an apartment is classified by the land-use plan, the examination of 
area, the examination of height, the examination of interval, and so on. This 

Fig. 1. The architecture of CODE-MAVEN 
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TerrainWiz BuildingWiz UnitPlanWiz AptBlockWiz BldgCodeWiz ProtoWiz EconoWiz

classification is closely related with site planning. The building code provisions and 
regulations for the apartment are extracted according to the classifications on the 
checklist.  

3 Implementation 

To implement our system, we initially entered information about the design 
conditions. The design conditions for building code compliance checking are divided 
into two parts: project conditions and specific conditions. Project conditions such as 
the province, the area, and the circumferential environment are added by defining 
each condition, while specific conditions such as unit floor plans, parking areas, and 
outdoor spaces are added by using and customizing the parts library, as well as 
making new drawings. The functions in the modeling group are used to establish 
design conditions; those in the code-checking group are used to evaluate building 
codes. These functions were developed using ArchiCADTM, API, and C++.  

After completing an apartment design, the users can perform a building code 
compliance check on their design. CODE-MAVEN returns results graphically in two- 
and three-dimensional interfaces to visually represent non-conformity with the 
building code, as well as providing numerical information. The interface also provides 
the manifold color necessary for intuitively distinguishing differences, particularly in 
areas where code checking is related to views and natural light levels. These diverse 
results are illustrated in Figure 2. 
 

 
 
 
 
 

 

Fig. 2. The feature of graphical check and numeric information 
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Fig. 3. The execution example of CODE-MAVEN for checking the distance among the 
buildings 

 
Fig. 4. The execution example of CODE-MAVEN for checking the time of sunlight and 
shadow 

Figure 3 shows the execution example of CODE-MAVEN for checking the 
distance among buildings and between buildings and road. CODE-MAVEN can 
calculate automatically the height of building and draw blue lines which show the 
region of building shadow because each objects of CODE-MAVEN have the 
parameters of the geometry of building, site, and road. Therefore, the users easily 
figure out the condition o0066 buildings placement and check the building codes. And 
also, CODE-MAVEN can alert the violation of building codes.  

Figure 4 show the execution examples of CODE-MAVEN for the analysis of 
sunlight. CODE-MAVEN calculates the period of sunlight with the position of sun 
which ArchiCAD provides by each time of a day and shows the color index according 
to the time of sunlight. The figure of left down of Figure 4 illustrates the area of 
shadowing in a day. 

4 Conclusion 

In this paper, we presented a rule-based expert system, CODE-MAVEN, which 
integrates building code compliance checking within the design process in a real-time 
fashion, and is based on ArchiCADTM, and gave a practical example of the 
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development of the system. In general, many expert systems developed to analyze 
building codes are separate from the existing CAD engine, in turn limiting the 
development of systems designed for code compliance checking. This system, 
however, has been developed specifically with the practical and commercial use of 
compliance checking in mind. We expect that CODE-MAVEN will be effectively 
utilized throughout the entire design process, from its earliest stages to its final ones. 
Architectural designers will be able to generate and then immediately check various 
design options and alternatives in the schematic phase, which will, we believe, result 
in a decrease in design misapplication and an increase in design efficiency.  
 
Acknowledgment. This research is supported by the Technology Innovation 
Program(World Best Software Project, 10040794) funded by the Ministry of 
Knowledge Economy(MKE, Korea). 

References 

1. Carrara, G., et al.: Knowledge-Based Computational Support for Architectural Design. 
Automation in Construction 3, 157–175 (1994) 

2. Choi, J.W.: Real-time Management of Spatial Information of Design: A Space-Based 
Floor Plan Representation of Buildings. In: Israel-Korea Binational Conference on 
Geometrical Modeling and Computer Graphics, Seoul, pp. 221–234 (2001) 

3. Choi, J.W., Park, J.W.: Developing A Building Design Compiler That Frequently 
Evaluates Building Design Performance within the Design Process. In: Proceedings of the 
8th International Conference on Computer-Aided Architectural Design Research in Asia, 
Thailand, pp. 553–565 (2003) 

4. Kalay, Y.E., Khemlani, L., Choi, J.W.: An Integrated Model to Support Distributed 
Collaborative Design of Buildings. Automation in Construction 7, 177–188 (1998) 

5. Korean Ministry of Legislation, http://www.moleg.go.kr 
6. Korean Ministry of Construction & Transformation, http://www.moct.go.kr 
7. Nicholson-Cole, D.: The GDL Cookbook. Marmalade (2002) 
8. The National Assembly of the Republic of Korea, http://www.assembly.go.kr 
9. Park, J.B., Lee, Y.M., Cho, M.S., Lee, B.H.: A study on the Systematization of Building 

Regulations Related to a Mass Housing Site Planning. Journal of the Architectural Institute 
of Korea 9(3), 3–10 (1993) 

10. Park, J.W., Choi, J.W.: A computational Approach to Evaluate Physical Requirement and 
Spacial Managements of Apartment Unit Floor Plans. Journal of Asian Architecture and 
Building Engineering 2(2), 103–109 (2003) 

11. Sinz, C., Lumpp, T., Schneider, J., Kuchlin, W.: Detection of Dynamic Execution Errors in 
IBM System Automation’s Rule-Based Expert System. Information and Software 
Technology 44, 857–873 (2002) 

12. Yang, Q.Z., Xu, X.: Design Knowledge Modeling and software Implementation for 
Building Code Compliance Checking. Building and Environment 39, 689–698 (2004) 

13. Yessios, C.I.: The Computability of Void Architectural Modeling. In: Proceedings of 
Symposium on Computer-Aided Design, Suny Buffalo, New York (1986) 



C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 74–78, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Introducing Need Items – A Basis for Understanding  
User Experience Centered Product Requirements 

for Web Products 

Katrin Schulze and Heidi Kroemker 

Institute of Media Technology, Ilmenau University of Technology, Ilmenau, Germany 
{Katrin.Schulze,Heidi.Kroemker}@TU-Ilmenau.de 

Abstract. This paper presents a study to understand which psychological needs 
require to be fulfilled to elicit positive experiences with web products. We 
therefore conducted in-depth interviews with website users to understand which 
needs are to be fulfilled with five of the most frequently used websites in 
Germany. The interviews helped to inductively extract 56 need items. These 
need items were related to established need categories according to [8] and 
therefore help to specify relevant psychological needs in the area of web 
products. Results aim to provide a basis for practitioners to understand product 
requirements as part of user experience centered software engineering. 

Keywords: Need items, user experience, product requirements, user experience 
engineering, human centered product development. 

1 Introduction 

In academia and business the importance to develop human centered products that 
enhance human well-being is becoming more and more central. Within this context, 
User eXperience (UX) is nowadays an established component of product quality. 
However, the transformation of the UX concept into practical software engineering is 
still in early stages [see e.g. 1 and 2]. Therefore, the present work aims to provide a 
basis for understanding human-centered product requirements based on specified 
psychological needs for the area of web products.  

2 User Experience (UX) 

A common understanding of UX provides the norm DIN EN ISO 9241-210 by 
defining UX as "a person’s perceptions and responses that result from the use and/or 
anticipated use of a product, system or service“ [3]. This definition describes the 
concept of UX phenomenologically, however, it is considered too abstract for 
practical product development. The question in product development is to understand 
how to develop for UX. 
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Looking at developing for UX deeper requires investigating desired product 
quality. However, different existing approaches to user centered product quality of 
interactive products appear difficult to apply [4-6]. Saying that, they do not provide a 
relation between perceived product quality and underlying human motives in order to 
understand the drivers that constitute positively perceived product quality and, 
correspondingly, a positive user experience. In order to understand underlying human 
motives, [7] suggest referring to psychological needs as they are assumed to be 
particular qualities of experiences that all people require to drive [8]. 

3 UX Framework 

To connect both worlds – product quality and psychological needs – for 
understanding their influence on perceived product quality, we proposed an early UX 
framework. The framework included the needs for autonomy – independence, 
competence – effectance, relatedness – belongingness, security – control, pleasure – 
stimulation and influence – popularity [9 and 10] as well as the product qualities 
usability and attractiveness as they were shared by all product quality approaches 
within the context of user experience.  

The next logical step was to make the framework applicable. Therefore, the 
abstract psychological needs require to be specified according to the product context.  

An evaluation of the framework with the mobile social media service LiveShare by 
Cooliris has shown that the process to specify needs was only marginally applicable 
in practical software engineering as a result of its time- and resource consuming 
procedure. The framework itself was considered to be useful [10].  

Based on the study results, we draw the conclusion that applicable support to 
develop for UX requires a pre-specified framework for a specific product area.  

That said, the goal of this work was to understand which psychological needs lead 
to satisfying experiences in web product usage by identifying specified needs for the 
area of web products. We subsume these specified needs under need items. 

4 Study Approach 

To answer the research question, a qualitative approach was chosen in order to 
understand underlying concepts of meaning. This is, to inductively improve the early 
UX framework by identifying psychological needs that are central for eliciting 
positive experiences as well as to deductively prove the existence of the proposed 
psychological needs by [8] within the area of web products. Therefore, we conducted 
problem-centered semi-structured episodic interviews according to [11] with 31 
individual website users of about 45 minutes for each interview. During the 
interviews, we asked funnel questions from general (open) to specific (closed) for 
assuring induction and deduction. We furthermore emphasized to think aloud and 
followed a question style as proposed in the Valence Method by [12]. 

Study objects were the five websites Facebook.de, Ebay.de, Amazon.de, Google.de 
and Spiegel Online. The selection is based on the 20 most frequently used websites in 
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Table 1. Need Categories and Need Items in the Area of Web Products 

Psychological 
Need [12] 

Need Category Need Item (To be...) 

Autonomy – 
Independence 

Freedom of Choice • Self-dependent • Self-determined 

Freedom of Opinion • Honest 
• Profound 

• Informative 

Independency • Uncommitted • Unrestricted 

Competence – 
Effectance 

Success • Successful 
• Capable 

• Effective 

Planning • Tactical • Prepared 

Knowledge • Educated  
• Experienced  

• Informed 
• Up-to-date 

Relatedness – 
Belongingness  

Exchange • Involved • Available 

Altruism • Inspiring 
• Selfless 

• Generous 
• Helpful 

Participation • Participating • Existent 

Self-esteem – 
Self-respect 

Approval • Approved 
• Accepted 

• Appreciated 
• Respected 

Individuality • Individual  

Pleasure –  
Stimulation 

Excitement  • Playful • Excited 

Curiosity • Gawping 
• Curious 

• Attentive 

Inspiration • Explorative • Inspired 

Creativity • Imaginative • Artistic 

Distraction • Entertained 
• Amused 

• Relaxed 

Surprise • Surprised   

Security –  
Control 

Overview • Structured • Oriented 

Self-control • Self-controlled • Prudent 

Certainty • Safe 
• Certain 

• Protected 

Ease • Assured • Carefree 

Trust • Confident • Trusting 

Influence –  
Popularity  

Reputation • Influential • Exemplary 

Presence • Regarded   

7 Summary and Conclusion 

The paper presented a study that aimed to understand which psychological needs 
require to be fulfilled to elicit positive experiences in web products. A qualitative 
research design was chosen to inductively answer this research question and to 
deductively prove an earlier proposed UX framework which relates psychological 
needs as put forward by [8] with product qualities. 
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The study was successful in extracting 56 need items and defining 24 overall need 
categories that specify relevant psychological needs in the area of web products. 
Results aim to support practitioners in engineering human-centered web products. 

However, there are still many more steps to go to make this research topic more 
valuable in practical software engineering. These first research results open up a 
spectrum of future research, such as:  

• Reproducing the findings by conducting, firstly, other qualitative studies to derive 
need categories or, secondly, applying a quantitative research design that aims at 
proving the resulting 24 need categories within the area of web products.  

• Understanding the prioritization of presented need categories for different product 
contexts, different life areas, and if applicable, for the different life stages of 
humans. 
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Abstract. Human Computer Interaction (HCI) has become progressively more 
concerned with user experience and emotions. A variety of what experience and 
emotions is has been expressed in modern years which propose an amount of 
vital insights but it is unclear on how they inform design. The aim of this paper 
is to gain a deeper understanding on the techniques to collect and evaluate 
emotional responses conducted by other researchers. Four evaluation methods 
were reviewed, namely valence method, self-reported method, experiment 
method and semantic differential method. 

Keywords: Emotional Design, Smart Phone, Evaluation. 

1 Introduction 

Recently, emotion is playing an important role in customer interaction with the 
products [1].The evaluation of customers experiences help to determines various 
perspectives. In this regard, Kansei engineering proposed by [2, 3] is one of the 
consistent and practical methodologies in dealings with customer’s emotional needs. 

Emotional situations are frequently incorporated in the explanation of customer 
requirements and evaluations. Products that reflect on emotion responses and 
inducing positive emotions tend to draw customers. Thus, emotional design model has 
been proposed to integrate customer’s emotional requirements into design elements to 
convey customer emotional satisfaction [4]. 

Emotional design model proposed that design elements can be associated to three 
different levels of emotional responses, namely visceral, behavioral and reflective. 
Visceral responses are concerned with aesthetic measures. Behavioral responses are 
related to the usability and effectiveness of use. Reflective responses are simulated by 
the rationalization and intellectualization of a product. Besides that, product also can 
evoke a wide range of emotions, both negative and positive. Negative emotions 
stimulate individuals to reject or withdraw from the object while a positive emotion 
stimulates individuals to accept the object.  

2 Literature Review 

This paper reviews different methods used by other researchers to elicit and analyze 
emotional responses from users while interacting with an interactive product such as 
smart phone. 
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2.1 Valence Method  

Valence method was developed to gather customer experience during evaluations. It 
was able to elicit every possible detail, extract aspect of product that causes good and 
bad customer experience [5]. It is significant for designers to recognize which design 
aspects have caused a good (positive) or bad (negative) experience. This method 
involved two phases, namely exploration phase and retrospective interview phase.  

In the exploration phase, users explored product in whichever way that they like 
best. There was no pre-defined task given to users. Whenever customers experienced 
positive and negative emotions, their feelings were spotted by pressing colored button 
on remote control (either a green button for positive feelings or red button for 
negative feelings). The button presses were recorded as valence markers with time 
stamps in a video recording. 

In the retrospective interview phase, two main aspects were investigated: (1) 
product attribute design that caused setting of the valence marker and (2) the 
underlying customer needs. Each valence marker is discussed in order to recognize 
the design aspect of a product causing the experience, its meaning to customer and 
customer’s underlying needs. The outcome of this phase was a verbal protocol for 
each marker with the following properties: attribute design, meaning for the customer 
and underlying customer needs. 

2.2 Self-reported Method 

The self-reported method adopted both verbal and non-verbal scales for gathering 
information about user’s emotions [6]. The advantage of this method is that 
researchers do not need to be present. Three variations of self-reported method were 
identified, namely experience clip, expressing emotions and experiences (3E), and 
feedback app.   

Experience clip was introduced by [7]. In this method, two friends would work 
together to evaluate a product where one person would capture a short video clip of 
his/her friend using the product. Since the video clip was taken by a friend, user can 
express his/her emotion easier. This method also enabled them to share and compare 
experiences with each other after they switched roles during the evaluation. 

3E was a controlled way of expressing user emotions by scribbling in a diary. It 
can be a drawing, written expression or combination of both. However, it can be very 
challenging for researchers to analyze these outputs because each symbolizes user 
inner feelings. Thus, each user was interviewed in order to understand the diary 
content. In other words, this semi-structured interview allowed researchers to get 
deeper information of what users have drawn and written in diary. 

Feedback app was a mobile application used to capture user emotions at different 
times, especially straight away after an interaction being completed. This is also 
known as experience sampling method (ESM). In this app, users would be prompted 
using a predefined question and choose one of the nine emoticons as their emotions. 
This method also integrated both application to be tested and emotion gathering 
instrument on the same device. 
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2.3 Experiment Method 

Attractiveness of a product appearance can influence perceive usability and [8] 
carried out an experiment method to investigate the effect of attractiveness, 
effectiveness, and efficiency on perceived usability. Participants were asked to use 
mobile phones to perform nine different tasks such as place a call, change assigned 
ringer and others. Then, they rated each mobile phone with respect to usability and 
attractiveness. The result revealed that participants who can use a phone effectively 
and efficiently to complete common phone tasks, tend to rate the phone high in 
usability whereas participant who cannot, tend to rate the phone low in usability. In 
short, attractive products were rated high in usability than unattractive products. 

2.4 Semantic Differential Method 

User’s first choice is one of the vital user requirements. Therefore, it becomes a 
difficult job for product designers to convey user’s unspoken first choice into detailed 
design specification [9]. The semantic differential method examined the association 
between user’s first choice impression of mobile phones and design element. The 
semantic differential method is comprised of two steps, namely (1) build a 
measurement scale for preference study, and (2) measure the image perception and 
user’s preference.  

The goal of first step was to derive a set of image words to be used as measurement 
scale. Thus, experienced designers were selected to evaluate forty mobile devices and 
eleven pairs of image words were obtained. The second step was to determine the 
relationship between user preference and product design element. 102 participants 
were asked to assess 26 mobile devices using the eleven pairs of image words. The 
result showed that participants preferred soft and compact mobile phone. 

3 Discussion and Conclusion 

Self-reported method, valence method, experiment method and semantic differential 
method are various ways of eliciting user emotion in different circumstances. Our 
future work will use web-based questionnaire to elicit emotional response from 
participants in three different levels of emotional design model [1]. Visceral level will 
be conducted through exploration, whereby participants are expected to see and feel 
the smart phones, and required to enter their first impression. Behavioral level will be 
measured through perceived usability of the smart phones. Participants are also 
required to enter their emotional response after performing some tasks such as place a 
call and send a text message. In reflective level, participants are expected to make 
purchase decision by using laddering techniques.  

 
Acknowledgement. This work is supported by Malaysian Ministry of Higher 
Education (MOHE) under the Fundamental Research Grant Scheme 
(FRGS/2/2010/SG/MMU/03/4). 



82 A.M. Udengwu, T.Y. Lim, and S.-F. Cheong 

References 

1. Norman, D.A.: Preface. In: Schifferstein, H.N.J., Hekkert, P. (eds.) Product Experience,  
pp. xix–xx. Elsevier, San Diego (2008) 

2. Nagamachi, M.: Perspectives and the New Trend of Kansei/Affective Engineering. TQM 
Journal 20(4), 290–298 (2008) 

3. Nagamachi, M.: Kansei Engineering: A New Ergonomic Consumer-Oriented Technology 
For Product Development. International Journal of Industrial Ergonomics 15(1), 3–11 
(1995) 

4. Norman, D.A.: Emotional Design: Why Do We Love (Or Hate) Everyday Things. Basic 
Books, New York (2004) 

5. Burmester, M., Mast, M., Jager, K., Homans, H.: Valence Method for formative evaluation 
of user experience. In: Proceedings of the 8th ACM Conference on Designing Interactive 
Systems, Stuttgart, Germany, pp. 364–367 (2010) 

6. Isomursu, M., Tahti, M., Vainamo, S., Kuutti, K.: Experimental evaluation of five methods 
for collecting emotions in field settings with mobile applications. International Journal of 
Human-Computer Studies 65(4), 404–418 (2009) 

7. Isomursu, M., Kuutti, K., Väinämö, S.: Experience Clip: Method For User Participation and 
Evaluation of Mobile Concepts. In: Proceedings of the Participatory Design Conference, pp. 
83–92 (2004) 

8. Quinn, J.M., Tran, T.Q.: Attractive phones don’t have to work better: independent effects of 
attractiveness, effectiveness and efficiency on perceived usability. In: Proceedings of the 
SIGCHI Conference on Human Factors in Computing Systems, Atlanta, GA, USA,  
pp. 353–362 (2010) 

9. Chuang, M.C., Chang, C.C., Hsu, S.H.: Perceptual factors underlying user preferences 
towards product form of mobile phones. International Journal of Industrial 
Ergonomics 27(4), 247–258 (2001) 



C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 83–87, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

HCI in S&T Foresight by Korean Government   

Seung-Kyu Yi 

Technology Foresight Division, Korea Institute of S&T Evaluation and Planning (KISTEP), 
Seoul, South Korea 

skyist@kistep.re.kr  

Abstract. HCI is expected as one of significant technological tools for 
improving quality of life and solving social issues in the future. This was 
verified in the ‘The 4th Korean Technology Foresight (2020~2035)’ conducted 
by the KISTEP and National Science and Technology Commission of Korean 
government last year. In foresight, 652 future technologies were predicted to be 
developed and practically used until 2020 or 2035, and 40 technologies among 
them were related to HCI. The aim of this paper is to briefly review HCI 
technologies from this report, and to find policy implications for national R&D. 
Characteristics and R&D strategies will be drawn from reviewing the report in 
terms of different index about technical completion, social propagation, 
technology level, importance, negative impact, type of R&D agents, domestic 
and international research collaboration, R&D strategery, and necessity of 
government investment. The study will provide R&D strategies for R&D and 
practical implication toward future HCI technologies. 

Keywords: S&T foresight, Korean government, R&D strategery, HCI. 

1 Introduction  

If the change of trends and needs in the future can be predicted, countries can 
establish efficiently/effectively the national strategies and policies for measures to 
resolving uncertainty and not missing opportunities in the future. Considering 
important role of science and technology in the national/social innovation, innovative 
future technologies can be the important measures for the future needs. Above all, 
HCI will be one of main technical tools providing us different benefit in the future 
environment where is expected to be full of electronic instruments. This was verified 
in the ‘The 4th Korean Technology Foresight (2020~2035)’ conducted by the KISTEP 
and National Science and Technology Commission of Korean government last year 
[1]. By the way, Korean government conducted technology foresight 4 times since the 
1st foresight survey in 1997. 652 future technologies of the 4th Foresight were 
predicted to be developed and practically used until 2020 or 2035 [1], and 40 
technologies from 5 technical fields among totally 8 fields were related to HCI. 
Considering the 3 rd foresight result was directly reflected on Framework Act on 
Science and Technology of the last Government [1], HCI can be expected to be 
reflected on next R&D policy.  
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< 40 HCI-related future technologies in ‘The 4th Korean Technical Foresight (2020~2035)’> 

Field 1. Machinery/Manufacture/Aircraft/Aerospace/Astronomy (7 technologies)  
10. LVC(Live, Virtual, Constructive) training system technology that enables land/sea/air joint-training by utilizing the 
weapon system in the actual, simulation and virtual reality 
15. Wearable robot available for utilization in the accident site and disaster site with being designed so as to demonstrate 
power beyond limitation of human being 
16. Manufacturing robot understanding common expressions(natural language and behavior knowledge) of the human 
workers, detecting movement of the human and change of factory status, and avoiding dangerous situation by themselves, 
such as collision, with prediction 
18. Biologically combined robot combined with parts(brain, sensory system, arms, legs) of living organisms (animals, 
insects) to improve performance 
26. CAx technology using 3D hologram 
57. Aircraft control technology using brain signal of the pilot 
76. Automobile available for emergency parking by itself, if necessary, or warning with checking status of drivers (drowsy 
driving, heart attach) 
Field 2. Agriculture and Forestry/Fisheries (1 technology) 
130. Wearable robot technology for agricultural work or forestry work that can perform work promptly, accurately, and 
conveniently, by wearing agricultural and forestry worker 
Field 3. Urban/Construction/Transport (6 technologies) 
189. Technology of operating customized interior equipment based on human sensibility ergonomics 
190. Senior citizen-friendly house that can remove space that can be a barrier to the senior citizen, provide bilateral 
medical service, and monitoring emergency situation 
191. Housing technology that can provide educational, shopping, and medical support based on 3D image and control 
house-keeping robot’s activities 
194. Wearable or ride-on assisting robot to make construction easy 
199. Small construction equipment technology to be adjusted by long-distance worker motion remote 
256. BIM(Building Information Modeling) �� ������� Integrated design system using BIM(Building 
Information Modeling) available for designing, modeling, and production  
Field 4. Life/Medical (13 technologies) 
267. Optimized medication notification system for patients with chronic diseases through measuring drug concentration 
268. Medical treatment and medical science simulation technology with using virtual reality 
270. Smart pills technology that can sending information related to functional abnormality by wireless with moving gastro-
intestinal tract. 
273. Fine treatment robot that can process treatment after diagnosing abnormal areas with roaming around various organs 
and blood vessels by using bio-mass energy. 
274. Nano-antibody robot that can detect and neutralize/destruct specific viruses with direct input inside the human body  
281. Technology of clarifying recognition, memories, perception, learning, and sensory function of brain with using high 
resolution brain map imaging technology 
287. Bilateral thought recognition interface technology between machinery and human body 
290. Brain scan technology for recording memory 
291. Brain implant technology for memory loss with using chip/ substitute  
306. Technology of developing customized sport outfits interlocking with real time biometric data monitoring system 
314. Instrument that can assist activities by monitoring biometrics of the aged who have difficult in normal activities in 
real time  
315. Technology of designing and manufacturing human nerve connecting type cochlear implantation, prosthetic leg, 
prosthetic hand  
316. Artificial intelligent eye technology 
Field 7. Information/Electronics/Communication (13 technologies)
517. High precision augmented reality technology for Industry or in the medical field  
518. Virtual reality technology using human senses  
519. Holographic technology to deliver texture to virtual object such as clothing  
521. Holographic mobile terminal technology  
525. Multi-modal interface technology which can change input method for the environment and conditions of user to 
movement, facial expressions and brain waves  
547. Technology to transfer smell and taste in real-time by analyzing and synthesizing. 
551. Technology which can express movement(3D motion recognition) such as sign language with character 
552. Speaker-independent voice recognition technology with more than 95% accuracy 
559. Personal life log technology which can make database by saving personal life with sound and image data 
561. Korean Automatic Ontology Generation Technology 
562. Technology which provide service considering current condition and emotions by synthesizing personal 
Physiological information, history, and preferences through installed sensors and devices 
564. Customized interactive advertising services 
568. Technology which simulate the environment change for the external factors with global weather, ocean, 
environment, ecosystems, infectious diseases, economic, movement of people based on real time data 
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2 Review of HCI in the 4th Korean Technology Foresight 

The 4th technology foresight was processed for the purpose of providing the basic 
index related to national S&T/R&D policy, such as technical completion time and 
social distribution time of the future technologies, importance, necessity of 
governmental investment and priority enforcement measures, portfolio of R&D agent 
and necessity of collaboration, etc., through Delphi survey for experts in science & 
technology [1]. The main results are as following [1]. 

• (Related trends) average 1.8 trends each technology, and totally 15 trends from 22 
mega-trends  

• (Technical Completion) average time of Korea is 2021, world is 2018 
• (Social Propagation) average time of Korea is 2024, world is 2021   
• (Tech. Level) average level of Korea is 61.8% compared to World-best countries, 

such as U.S. (best in 34 technologies), Japan (best in 6 technologies), and Germany 
(best in 1 technology). 

• (Government priority invested technology) 2 priority invested technologies (No. 
316, 561) and 12 nominee technologies (No. 10, 16, 18, 274, 281, 291, 314, 315, 
316, 517, 518, 552, 561) 

3 Approach 

To find national R&D strategery about HCI technologies for the future, some results of 
the 4th Foresight was compared to similar index of present R&D activities. If there is a 
significant difference between future foresight and present status, measures to bridge the 
gap can be the trigger to make better the related policy or to plan the new one. 

National Science and Technology Statics (FY2011) as the result of governmental 
R&D survey are used [2]. From this data, the recent R&D status information related to 40 
HCI technologies in the 4th Technology Foresight was gotten through the process 
consisting of keyword-search, S&T classification-comparing, and expert-check. Used 
Statics is about R&D activities in FY2011, when the 4th Foresight began.  

Only one index is found to compare the 4th Foresight and present R&D. Both data 
contained the ratio in 3 kinds of R&D Agent, university, governmental research 
institute (GRI), industry. All types of agent have unique roles in national R&D, and 
import play in the policy flow. Additionally, R&D status in terms of collaboration and 
Technical Life Cycle (TLC) was analyzed, and conducted comprehensive analysis 
through integration with agent related analysis results.  

4 Results 

4.1 R&D Agents 

The result of comparing analysis shows decreasing of ratio of university, and 
increasing of ration of GRI and industry. This result means necessity of strengthen 
policy for GRI and industry.  
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Fig. 1. Comparing R&D leadership on HCI tech R&D 

4.2 R&D Collaboration  

The result of comparing analysis shows increasing of necessity of international 
collaboration on HCI R&D in the future. 

 

Fig. 2. Comparing R&D collaboration on HCI tech R&D 

4.3 TLC Analysis 

The analysis result suggest considering necessity to strengthen R&D in higher TLC 
stage by GRI and industry in the future.  
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Fig. 3. TLC analysis of each R&D agent  

5 Conclusion 

HCI is one of important future technology field. 14 technologies selected as 
‘Government priority invested technology analyses through the 4th Korean 
Technology Foresight can be reflected importantly on government’s policy in Korea. 
In addition, as appears by review and analysis results in this study, some change 
should be considered in the planning of HCI related R&D policy for future. 
Comparing analysis of ‘technology foresight-present R&D result’ shows that 
supporting GRI and industry could be an important way. To put it concretely, 
strengthening their R&D by governmental R&D investment or other institutional 
benefits, activation of international collaboration and advancement of time to enter 
the in higher TLC stage could be effective way to catch up with world-best level 
countries, such as U.S., Japan, Germany.  
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Abstract. There are growing concerns over the user friendliness and other 
usability issues of South African Universities Web Portal Interfaces (UWPIs), 
which obviously will negate the user acceptance of the UWPIs. The main objec-
tive of this study is to select and use appropriate usability and user acceptance 
criteria to evaluate South African web portal interfaces for their usability and 
user acceptance and to suggest improvement on them. The study applied a tri-
angulation of Ubiquitous computing Evaluation Areas (UEAs) and Technology 
Acceptance Model (TAM) as a theoretical research model for this study.  Mul-
tiple regression and stepwise regression analysis were used.  The results sug-
gest that Interaction and Invisibility of UWPIs are the most important measures, 
which have a huge impact on user acceptance and usability respectively. The 
results of the study will provide guidelines for the development and design of 
UWPIs to meet their usability and user acceptance standards or needs.  

Keywords: Technology Acceptance Model, Ubiquitous computing Evaluation 
Areas, Usability, User Acceptance, University Web Portal Interfaces. 

1 Introduction 

Computers are playing a vital role and continue to play this role in our daily exis-
tence. For more than two decades computers have grown to such a point where they 
are present anywhere, anytime and in almost every facet of life. Usability and user 
acceptance of Computer System Websites and Interfaces attract many researchers 
from different domains such as psychology, human factors, human computer interac-
tion and management because of usability and user acceptance problems associated 
with them. 

Currently web portal interfaces, including South African UWPIs, suffer from a 
number of weaknesses such as technical difficulties, user friendliness and other  
usability issues, and there are growing concerns over the usability of South African 
UWPIs.  These concerns will obviously negate the user acceptance of the UWPIs.  
Different methods have been recommended in the literature to solve the problems of 
usability and user acceptance of Computer System Websites and Interfaces.  

In South Africa, there are 23 universities, which consist of 11 traditional universities, 
6 comprehensive universities and 6 universities of technology. All these universities 
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have one major objective: to provide quality information and knowledge to students; 
staff and the general public to sustain their competitive advantage locally and globally. 
With the functions and services offered by universities to provide the variety of infor-
mation and services, the question to be asked is: are users happy about what they  
are getting in terms of portal interface usability, information content, as well as their 
functionalities? This question raises some concerns; hence it is justifiable to evaluate 
South African UWPIs for their usability and user acceptance to make ratings and  
recommendations for their improvement. 

User participation studies were used in this study and the research model for the 
study was derived using constructs from both TAM and the UEAs framework.  Ques-
tionnaire based on the research model was used in conducting the evaluation of the 
interfaces. Data collected for the main survey was analysed using SPSS. The results 
indicate that Interaction, Invisibility, Application robustness and Appeal of South 
African UWPIs give rise to the usability of the interfaces which subsequently lead to 
user acceptance of the portals.  This study provides guidelines for the development 
and evaluation of South African UWPIs for their usability and user acceptance.  

2 Theoretical Underpinning of the Study 

Technology Acceptance Model (TAM) is regarded as the most noticeable model de-
scribing the acceptance of computer technology [1]. Research had identified TAM as 
a cost effective tool for predicting user acceptance of systems [2].  Davis[1] further 
argues that the goal of TAM is to provide an explanation of the determinants of com-
puter acceptance that is general, capable of explaining user behaviour across a broad 
range of end-user computing technologies and user populations, while at the same 
time being both economical and theoretically. 

Scholtz and Consolvo [3] incorporated ideas of usability evaluation from different 
researchers such as Freidman et al. [4], Bellotti et al. [5] and etc. With these incorpo-
rated ideas, a framework called Ubiquitous computing Evaluation Areas (UEAs) was 
formulated.  The UEAs presents numerous metrics and conceptual measures.  These 
metrics and conceptual measures help in comparing the technology under evaluation 
to the users’ normal environment. 

TAM was selected for this study based on the fact that all usability and user accep-
tance aspects are covered in the model. The UEAs were adopted for this study be-
cause of the conceptual measures which best complements the main objective of the 
study, which is to select and use the appropriate usability and user acceptance criteria 
to evaluate South African University Web Portal Interfaces for their Usability and 
User Acceptance.  

The research model for this study was derived by the triangulation of TAM and the 
UEAs framework. The following constructs were selected from TAM and are used in 
this study: the actual system use; perceived ease of use; perceived usefulness and 
external variables. The external variables used in the study, which fed into TAM were 
taken from UEAs constructs - Interaction; Appeal; Application Robustness and  
Invisibility. All the identified constructs were used in this study to form the research 
model. Based on the research model, the following hypotheses were formulated: 
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H1:  Interaction positively impacts usability of ubiquitous web portal interfaces 
H2:  Appeal positively impacts usability of ubiquitous web portal interfaces. 
H3: Application robustness positively impacts usability of ubiquitous web portal 
interfaces. 
H4:  Invisibility positively impacts usability of ubiquitous web portal interfaces 
H5:  Usability of ubiquitous web portal interfaces positively impacts user accep-
tance of ubiquitous web portal interfaces  

3 Research Design and Methodology 

3.1 Research Design 

The research design for this study will be based on the guidelines provided by Babbie 
[6], which describes the important research design and methodology aspects em-
ployed in the study. The research design includes aspects such as: nature of the re-
search; unit of analysis; time dimension; research methodology and data collection 
method.  

The nature of this research is exploratory and explanatory [6]. It is exploratory 
because it is generally developed to initial rough understanding of the some pheno-
menon; and also explanatory because the research is conducted in a way that will 
discover and report some relationship among different aspects of the phenomenon 
under study. In this study the unit of analysis is the individual existing students in 
the institutions, students seeking information, staff members, the public, employers 
and job seekers. There are two options in terms of time dimension: cross-sectional 
and longitudinal dimensions. In cross-sectional study, the unit of analysis is ob-
served at one point in time whilst in longitudinal, the unit study is observed over a 
long period of time. In this study cross-sectional dimension is the most appropriate 
and feasible. 

3.2 Research Methodology 

Two major methodologies for usability testing, which are laboratory studies (user 
participation) and field studies were identified in the work of [7]. Interface design 
process involves user participation and it has been considered as the best practice in 
the HCI domain and it was used in this study. User participation or laboratory studies 
have been considered to be the most appropriate methodology for this problem, be-
cause the individuals such as staff, students and the general public are the ones inte-
racting with the university portals and will be involved in the evaluation and rating of 
the portals. Using the user participation or laboratory studies is considered to be very 
helpful to usability studies that which emphasis on comparing multiple interface  
designs or data input mechanism for ubiquitous computing applications. 
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3.3 Data Collection 

Questionnaire based on the research model formulated for this study was used in con-
ducting the evaluation of the interfaces. A pre-test and pilot test of the questionnaire 
was conducted and data collected was analysed manually.   

A representative sample was drawn from the traditional universities, comprehen-
sive universities and universities of technology for the main survey. A total of 200 
questionnaires were administered and the primary data collected was analysed using 
SPSS. The results of the main study are presented in the section below.  

4 Results of the Study 

A total number of 200 questionnaires were distributed and 180 returned. Of the total 
180 returned, only 118 questionnaires were suitable for analysis. Pearson’s product-
moment correlation matrix was used to analyse the degree of the relationship or asso-
ciation amongst variables. The results of the Pearson’s Product-moment correlations 
indicated that the majority of correlations were statistically significant. The highest 
correlation reported was between Invisibility of the UWPIs and usability of UWPIs 
(H4, r = 0.720). 

In order to identify the variables that were relatively important in determining Usa-
bility leading to User Acceptance of UWPIs, Multiple Regression analysis was per-
formed. In this study’s analysis, a variable was not entered into regression model 
unless the p-value for that variable was less than or equal to 0.05.  The same level 
was also set for removal of variables. A stepwise regression was used by allowing 
addition and removal of variables at various steps in progressively building the re-
gression model.   

The results of the analysis indicate that all hypothesized relationships were sup-
ported. However, the results indicate that there is a low positive correlation between 
Usability and User Acceptance. This proves Dillon’s [8] explanation that there are no 
guarantees that the web portals will be acceptable despite the fact that they may be 
highly usable. The research questions which were addressed using multiple regression 
analysis and the stepwise regression analysis showed that Appeal, Application Ro-
bustness and Invisibility constructs from the UEAs have no significant contribution 
towards User Acceptance. It is also suggested that invisibility and interaction of South 
African UWPIs have a great impact on user usability and acceptance respectively.  

5 Significance of the Study 

The significance of the study is twofold: theoretical and practical.  Theoretically, the 
study is significant in providing a framework for research into UWPIs usability and 
user acceptance. Practically, the results of this study will provide guidelines for de-
signers/developers, particularly in South Africa, by creating better understanding on 
how to plan and design UWPIs that are usable and acceptable to users. 
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6 Conclussion 

This study reported the evaluation of South African UWPIs for usability and user 
acceptance. The study applied a triangulation of UEAs and TAM as a theoretical 
framework for the evaluation of the web portal interfaces. Based on the findings pre-
sented, the overall conclusion that can be drawn for this study is that: Interaction, 
Appeal, Application Robustness and Invisibility measures represent important va-
riables that explain how the UWPIs are evaluated as well as the criteria which users 
use for evaluating UWPIs. Their importance from the most influential to the least 
influential is Invisibility, Interaction, Appeal and Application Robustness. Once these 
are taken into account designers/developers can use these as guidelines when design-
ing, developing and evaluating the UWPIs. 

7 Future Work 

This study did not include all constructs of the UEAs framework.  A further study 
may be necessary to include all the constructs. Also perceived usefulness and per-
ceived ease of use constructs of TAM were conceptualized as usability in this study. It 
may be necessary to use these TAM constructs as they are in a further study. 

Based on the results of the study a prototype needs to be developed to validate the 
results. The results of this study needs to be used as proper guidelines for the proto-
type, and the prototype needs to be evaluated against the results. Future studies should 
therefore concentrate on the implementation of the prototype and also aim at includ-
ing more variables in the research model. This may assist in explaining the variances 
in the usability leading to user acceptance. 
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1 Introduction 

Usability describes how a system is easy to be used. It is the quality of a system that 
allows its users, in a given context of use, to get specific objectives in an efficient and 
effective manner, while promoting satisfaction.1 Usability may be a matter of surviv-
al, because users will prefer not to use systems that present difficulties to be learned 
or that do not permit an easy achieving of specific goals.2 This is particularly true in 
the context of websites. 

Usability evaluation is increasingly becoming part of software development 
process. As long as technology evolves, users are becoming more exigent and demand 
more frequent system's updates. The product of this updates may be new interfaces 
which should be evaluated to verify whether the changes made to the system were 
efficient and efficacious.  

Log files are text files where all interactions with a website are kept. Using web 
server log files to evaluate a website is a remote evaluation method. This is a practice 
and costless way to evaluate a website’s usability, and helps the gathering of usability 
metrics.3 

This method has the advantage of not interfering in the common use of the website. 
Users will not feel part of the evaluation process this way. Evaluators will not even 
conduct the evaluation process at the same time the system is being used. 

On the other hand, this process has its own problems, so that, for example, some-
times it will not be possible to know if the user found what he was looking for or what 
action the user was intending to do. This happens because web server log files only 
have results of interactions with websites, but they don’t have the purpose of such 
interactions neither their objectives. And as we are using a remote evaluation method, 
we have only log file information to use. 

                                                           
1 ISO 9241 (1997) 
2 Nielsen (2000) 
3 Ivory & Hearst (2001) 



 Calculating Website’s Usability Metrics Using Log File Information 97 

Although accessing and analyzing the log files should not provide meaningful an-
swers, they can give us an approach of which areas of the website need a further eval-
uation. Other more expensive evaluation methods should be used in these cases to 
analyze these areas.  

Doing this way we are promoting a quick evaluation with the information we have 
at hand, to evaluate with more details later only in the problematic points. It is impor-
tant to mention that log file analysis give us only a tip of what area should be further 
evaluated and don't take the place of other evaluation methods, specially the qualita-
tive ones as questionnaires and checklists. We suggest a methodology of how this can 
be done with a website. 

We have chosen Apache as the web server model to our research, because it has 
almost 55% of the whole market.4 As Apache log files have their information in two 
standard formats and most people don’t change it, we know exactly what information 
we will find and in what order. 

The process of evaluating a website using the analysis of the web server log files 
should be automated, because log files have a lot of information to be analyzed. Our 
tool makes use of Regular Expressions (a special set of texts to describe a search pat-
tern) to separate small significant pieces from the log file lines, so that we can get 
relevant and meaningful information to be compared.  

The standard formats of Apache log files are: 

LogFormat "%h %l %u %t \"%r\" %»s %b" common  
LogFormat "%h %l %u %t \"%r\" %»s %b \"%{Referer}i\" 
\"%{User-agent}i\""  
combined  

The common type is included in the combined type. The information contained in 
such formats are: remote server, remote logname, remote user, moment of request 
receiving, request first line, request status, answer size in bytes, browser and operat-
ing system that make the request, and the request properly. Request status may have 
the following values: success, redirecting, client error, and server error.  

Apache log files also have some other information that are not essential resources 
in order to describe what users have been doing while using the website.  

We used a PHP parser in order to obtain the parts of the Apache log file parts by 
regular expression. The code line to do this is: 

preg_match("/^(\S+) (\S+) (\S+) \[([^:]+):(\d+:\d+:\d+) 
([^\]]+)\] \"(\S+) (.*?) (\S+)\" (\S+) (\S+) (\".*?\") 
(\".*?\")$/", $line, $matches); // pattern to format the 
line 

Initially we must identify all the web pages of the website being analyzed. The job of 
finding the best task mapping for the website is the most important of all the process 
and affects the final result. 

                                                           
4 Netcraft (2013) 
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After that we map the tasks of the website that we would like to analyze. In other 
words, we select the sequences of web pages that characterize the independent actions 
that are possible to be done in the website and that we would like to analyze. Only the 
lines of the log file which describe the tasks possible to be done with the web site are 
important in this analysis. Filtering the entries of the log file helps to achieve a more 
accurate result.  

As log files are such big text files, we must take from the web server only the ones 
which correspond to the dates we would like to analyze. Besides that, we may filter 
only some IPs or take the whole file. This is done by a command from the operational 
system. We present examples of the commands in Windows and in Linux. 

cat default_access.log.3 | grep 127.0.0.217 » teste.log  
cat default_access.log.3 | egrep 
'127.0.0.217|127.0.0.218' » teste.log  

[Example of command line to filter by IP in Linux] 

type default_access.log.3 | findstr 127.0.0.217 > 
teste.log  
type default_access.log.3 | findstr “127.0.0.217 
127.0.0.218” > teste.log   

[Example of command line to filter by IP in Windows] 
 
Our tool will look inside the selected and filtered log files, and compare each entry 

with the tasks previously registered. The time difference will be calculated also. After 
collecting the rates related with the completed tasks and the times for doing that, me-
trics will be calculated.  

Our main interest is collecting metrics to quantify the usability of the web site. The 
metrics we calculate are based on some rates that were chosen because they are close-
ly related to usability. The rates collected are: 

• Hit Rate: it counts every URL that were contempled by the search conditions, for 
example dates interval, beginning and ending times; 

• Task Complete Rate: it counts how many times a certain task was completed, in 
other words, all its URLs were hited, from first to last, without interruption and in 
the specified order; 

• Task Incomplete Rate: it make us know how many times a task was initiated but 
not completed for such reason (not in the order, not from first to last);  

• No Task Rate: it indicates the moments where the URL found is not part of any 
task being analysed; for great values we suggest the inclusion of other tasks or the 
splitting of the existing ones, so that the conditions can be fitted;  

• Agent Change Rate: it may indicate moments in which the user couldn’t continue 
using the browser or the operating system because of some problem between this 
resource and the web site; 
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• Long Time Rate: it may indicate a problem in using the web site, because a long 
time has passed without internet activity, but it is not conclusive because the user 
could go out for a cup of water or was in a telephone conversation. 

The metrics are calculated by the division of the rates for the first one. This way we 
obtain values which help in a usability website evaluation that is remote and auto-
mated. For each task this metrics get how the use of the functionalities of the website 
is. 
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Abstract. As mobile devices become more central in our lives, accessibility and 
utility for users becomes essential. The widespread availability of mobile 
devices introduces a number of challenges to traditional software engineering 
including:  1. mobile user interfaces differ from traditional interfaces; and, 2. 
the diversity of mobile platforms. As part of a larger research effort, this poster 
presents the design, implementation and initial testing of a mobile application 
aimed at helping the child-to-adult-care transition process for children with 
chronic disease. Based on recommendations from the American Academy of 
Pediatrics, the application will help guide patients through four main 
components of transition: 1. assess transition readiness; 2. plan the transition; 3. 
implement the transition; and, 4. help document the transition. The design, 
implementation and testing of a mobile application may ease the transition 
process. By leveraging modern cross-compilation tools, this application can be 
implemented on multiple mobile platforms. This will lead to a variety of users, 
including those who may be differently-abled, to have a more fluid transition to 
their new health care providers. 

Keywords: mobile applications, human-computer interaction, accessibility. 

1 Introduction 

As mobile application usage has grown, user accessibility and utility for those who 
are differently-abled has become essential [1]. A large portion of the differently-abled 
population must undergo process of medical transition. Medical transition is defined 
as the process of an individual taking complete control of their medical care and 
transferring care from a pediatric focused medical team to one based in adult 
medicine. The transition from pediatric care to adult care occurs most commonly in 
an individual when they are in their late teens or early twenties [2]. Transition is an 
important step in the healthcare of a young adult and a failed or incomplete transition 
may cause physical and/or mental health issues for adolescents with chronic 
conditions [3]. Medical transition for patients with chronic diseases from pediatric-
based care to adult-based care is one that has been studied, developed and 
implemented for a number of years; recently, it has become a top priority in 
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healthcare [2]. Due to the complexities of the transition process, a well-designed, 
intuitive mobile application should improve the standardization and ease of care for 
these patients. The significance of this applied research is to bring needed attention to 
the evaluation and necessity of a mobile application that assists with pediatric-to-adult 
transition which is considered to be a critical issue in healthcare today. 

The application is designed to help with the transition process by leading the 
patient through the four main components recommended by the American Academy 
of Pediatrics [2]. First, the application will illustrate key questions to help decide if a 
patient is ready to initiate the transition process. These questions will help the patient 
to assess their knowledge of the disorder, their personal patient information, their 
ability to complete daily activities, and an assessment of communication practices. If 
a patient is not ready to start the transition process, the application will provide 
guidance as to what tasks need to be established prior to starting the transition.  

Second, the application will help patients plan the transition process. It will provide 
suggestions for goals to complete along with realistic timelines. Goals include: 
understanding the importance of obtaining medical records, identifying current and 
future care team members, demonstrating the ability to communicate a working 
knowledge of the genetic disorder as well as places to identify disease based 
information and understanding the complexities of management of the disorder. The 
main purpose of this phase is to help educate a patient as to what is involved in a 
successful transition.  

Third, the application will help initiate patient transition. The primary goal of the 
implementation phase is to educate all involved parties regarding the plan for 
transition. In many cases, this will require the patient, caregivers, family members and 
the healthcare team to be educated as to a patient’s condition, the expectations of care, 
and the timeline for completion. The application will provide a list of resources, a task 
completion checklist and talking points to help with the implementation phase but 
will not provide any disease-specific resources. The talking point section will include 
lists of questions to ask current and future care providers, insurance companies, and 
pharmacies [2]. Additionally, a list of talking points will be provided to the patient 
within the mobile application to help initiate and engage their family and care 
providers in open and honest conversations.  

Finally, the application will help document important aspects of the transition 
process, such as important insurance information, contact information for the 
healthcare team, and checklists to help ensure that nothing is missed [4]. The 
complete application will be able to be emailed or printed so that the patient may 
provide this information to their care providers to add to their medical record.  

2 Application Design 

Designing the application so that it meets the needs of the transition plan can be 
complex as each patient is different. As the goal is to complete the four transition plan 
components, it is important for the application to meet each of those needs.  
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• Users will successfully complete their transition in less than 6 months. 
• Users will have no lapses in medical care during the transition process and for the 

six months after the transition has been completed. 
• The application will receive generally positive reviews from both the patients and 

care givers. 

Providing high quality healthcare to a person going through the transition from 
pediatric care to adult care can be a complex and time consuming effort. The best 
transition experiences are those where the care is uninterrupted and high quality and 
are patient driven. Currently, there are a variety of checklists and tools available to 
help people who are going through the transition period to complete the process 
however are not provided in a centralized location and have varying results. 

Advances in medical knowledge and skills are helping children and young adults 
with chronic conditions live much longer than in previous generations. Due to this, 
the population of people going through the transition process is increasing. By 
designing a mobile application framework that helps with the transition process, the 
efforts required to successfully complete this may be improved. Once the application 
is developed and validated, it may be distributed to a broader patient base throughout 
the medical system to determine effectiveness to a global patient population. 
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Abstract. In this study, the verification of the questionnaire for the level of 
mental model building was examined from viewpoint of the actual users’ 
operation. The user testing is conducted to grasp the level of mental model 
building. The validity of the questionnaire was investigated in terms of (a) 
operation time of the digital camera, (b) operation errors of the digital camera 
and (c) Structural model / Functional mode (the test result for measurement the 
level of mental model building after the operation). Then, the correlation 
between the score of the user testing and the questionnaire score was calculated.  
As the result, the significant correlation is confirmed between each score and 
the questionnaire score. Then, we believed the proposed questionnaire can be 
measured the users’ mental model building level in the user-interfaces 
operation. 

Keywords: Mental model, Questionnaire, Usability testing. 

1 Background 

In user-interface design, the examination of users’ mental model is important. 
However, we don’t think that mental model is examined enough in design 
development process because mental model cannot be easily examined. Therefore, we 
proposed the questionnaire items for measurement of the level of mental model 
building which can examine easily in the previous study. The reliability and validity 
of this questionnaire is shown based on the questionnaire development methods. 
However, the relationship between the questionnaire and the actual users’ operation 
still is not clarified by experiments. 

2 Objective 

The goal of this study is the verification of the questionnaire from viewpoint of the 
actual users’ operation. We verified the questionnaire to use this mental model 
examining method for design development. 
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3 Questionnaire for the Level of Mental Models Building [1] 

The questionnaire for the level of mental models building is proposed by our previous 
study to estimate users’ mental model building level quantitatively. This questionnaire 
consists of 36 items based on the elements for structuring mental model. This 
questionnaire is conducted using a 5-point scale (e.g., 5: strongly agree to 1: strongly 
disagree).  

This questionnaire was made by questionnaire survey to 726 people. Besides, the 
reliability and validity are certificated based on questionnaire development method. 
However, this qualification method is the method which be used for psychological 
scale development. Our proposed questionnaire should be investigation method for 
usability and design development. So, we should show the relativity with users’ 
operation to confirm the utility and the validity as usability investigation method. 

4 Methods 

In this experiment, (1) digital camera operation task, (2) Mental model measurement 
task of the digital camera, and (3) the proposed questionnaire were conducted to 24 
people. The participants are the students (age: 21-25, ave: 23.21, SD: 1.10).  Besides, 
the utility and the validity were considered in terms of (a) task complete time, (b) 
operation error, (c) mental model measurement task after operation. 

4.1 Digital Camera Operation Task 

Firstly, the mental model of the participants for the digital camera operation was 
constructed by 5 tasks of digital camera operation. Next, 4 tasks were conducted for 
the measurement of task complete time and operation error score. 

4.2 Mental Model Measurement Test 

The level of mental model structuring for the digital camera operation was 
investigated. This test was conducted in terms of Functional model and Structural 
model [2]. Functional model is the model regarding to understanding the contexts and 
the functions to understand “how to use it?” Structural model is the model regarding 
to understanding the structure and the principle to understand “how it works?” In this 
study, the test for the level of understanding the button function is conducted as the 
function model measurement [3]. In this test, the participants replay the operation 
procedure of the 4 tasks. The test for the level of understanding the hierarchy structure 
is conducted as the structural model measurement [3]. In this test, the participants 
conduct the card sorting of the card which is wrote each function of the digital 
camera. Then, the each scale is calculated to estimate the level of mental model 
structuring. 



 Verification of the Questionnaire for the Level of Mental Models Building 107 

4.3 Proposed Questionnaire 

After all tasks, the participants answered the proposed questionnaire for the digital 
camera. Then, correlation coefficient was calculated between the questionnaire scale 
and the score which are gotten from each test. 

5 Results 

The correlation coefficient between the questionnaire scale and 4 items (task complete 
time, operation error score, Functional model score, and Structural model score) were 
calculated. Firstly, we explain the score of each item. 

• Task complete time score 

This score is sum of 4 tasks operation times. 

• Operation error score 

This score detail is as below. This score use 5 level scale; 4: correct operation to 0: 
not complete. 

─ 4: Correct operation 
─ 3: Not smooth operation; Stop for a moment, dither for a moment, cheap mistake, 

etc. 
─ 2: Error operation; Stop, more noticeable error that 3, etc. 
─ 1: Critical error operation; clear error, repeating error, accidental complete, etc. 
─ 0: Not complete 

• Structural model test 

The scoring for structural model was conducted by the point deduction method. 
Correct hierarchy structure is perfect score (68 points). 

• Functional model test 

The scoring for functional model was also conducted by the point deduction method. 
The correct procedure is perfect score (36 points). 

Table 1 shows the correlation analysis result between these 4 items and  
the questionnaire score. The significant correlation was confirmed with all 4  
items. 
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Table 1. Correlation analysis result 

 

6 Discussion 

We confirmed the significant correlation between the questionnaire score and each 
item regarding to the level of mental model structuring. So, the questionnaire for 
mental model can estimate the users’ mental model building level in user-interface 
operation. We think the questionnaire has the validity to measure users’ mental model 
for user-interface operation. Besides, this questionnaire can quantitatively estimate the 
level of mental model structuring. We believe that the quantitative investigation for 
users’ mental model is helpful to usability survey and user-interface design. This 
questionnaire can investigate usability in terms of mental model easily. 
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Operation error 0.6664 p < 0.01 **
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Abstract. Natural Language Processing (NLP) systems must be both
secure and usable, but this remains an elusive objective. This work con-
siders the relationship between usability and security in NLP systems.
Development and lifecycle practices are discussed with the goal of a more
integrated, comprehensive process for NLP system development.
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1 Introduction

Natural Language Processing (NLP) systems are used with increasing frequency
by a growing number of people. Such systems interpret text or voice that is
generated by a human in a manner interpretable by a machine. They employ
a variety of machine learning methods in order to determine the meaning of
the original material. Scenarios for usage of NLP systems range from the auto-
mated extraction of entities from text or speech and translation to determining
the emotion of a human or the relationships between people. In this work, we
consider the effectiveness of NLP systems in the context of their usability and se-
curity. Despite the widespread usage and potential applications of NLP systems,
investigations into their usability are scarce. Furthermore, the security implica-
tions of NLP systems merit additional investigation. Perhaps most interesting
is the intersection of usability, security, and the capabilities of NLP systems. In
terms of usability, an NLP system must be able to satisfy metrics of effective-
ness, efficiency, and satisfaction. Security requirements include confidentiality,
integrity, and availability. Security and usability requirements can sometimes be
in opposition [4], but work towards bridging this gap has been undertaken [7].

2 Usability and Security for NLP Systems

NLP occurs in five main stages: user interface (for example, the input from
a microphone or text), recognition and conversion, segmentation and parsing,
matching, and processing (Figure 1). In the case of audio input, an Automatic
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Fig. 1. NLP system architecture

Speech Recognition (ASR) subsystem can be used to recognize sound and covert
to textual patterns. After processing, the resulting text is converted back to
audio through a Text-to-Speech (TTS) system if the response is to be presented
as speech. If the system uses only textual input, the recognition and conversation
stage can be eliminated.

The term usability is defined by the International Standard Organization
(ISO) as the range in which a product can be operated by legitimate users
to satisfactorily perform specific tasks in an effective, efficient, and specified
way [6]. The assessment of an NLP system’s usability must consider these three
factors (efficiency, effectiveness, and satisfaction). An NLP system can only be
considered as effective if its users are able to achieve their goal of operating
it. An efficient NLP system must complete specific task or process to reach a
particular goal within an acceptable amount of time. For a NLP system to be
satisfactory, both the vendors and the users must be happy with the system (as
determined by their willingness to rely on and reuse the system). Evaluating
satisfaction can be challenging due to the difficulty of measuring it. The best
way to evaluate system satisfaction is through vendor and user questionnaires,
surveys, and interviews [7].

System security is a set of methods and techniques applied to prevent
weaknesses from being exploited. At a high level, there are three main security ob-
jectives: confidentiality, integrity, and availability [8]. NLP systems, like all other
computer systems, have vulnerabilities that need to be discovered and remedied.
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Fig. 2. Usability and security in NLP systems

In order for a NLP system to be considered confidential, it must limit access to its
features and services solely to authorized users. Integrity requires that a system
protects its contents from unauthorized alteration. Finally, a system must be
available for use when needed by authorized users for legitimate purposes.

The interaction between usability and security in NLP systems is illustrated
in Figure 2.

3 Developing Secure and Usable NLP Systems

Building a NLP system using the standard waterfall model of software develop-
ment tends to be linear [9], following the Software Development Lifecycle (SDLC).
NLP system development starts from the pre-development planning phase. Subse-
quently, the requirements phase establishes objectives for the project. The design
phase details the requirements and develops a system architecture. Implementa-
tion consists of programming and creating functionality. The testing phase eval-
uates and validates the system. During deployment, the system is delivered and
configured. The maintenance phase keeps the system in working order.

Although the SDLC can satisfy functional requirements, the implementations
of security and usability benefit from their own processes that occur within the
SDLC [1,2,3,5,9,10]. This alignment is shown in Table 1. It can be used as guid-
ance by software engineers in achieving both a usable and secure development
process.
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Table 1. Usability and security during the software development lifecycle [1,2,3,5,9,10]

Phase Security Practice Usability Practice

Planning Security training Human-centered

Requirements

Security objectives Context specification
Security requirements Usage scenarios
Quality gates User analysis
Risk assessment Task analysis
Specifications Usability specifications

Design

Attack surface analysis Concept development
Threat modeling Prototypes
Design review Interaction design

Design review

Implementation

Approved tools Approved tools
Security patterns User interface patterns
Static analysis Interface development
Code review User interface review

Testing
Dynamic analysis Expert review
Attack surface review Usability evaluation

Acceptance testing

Deployment
Incident response plan Surveys and interviews
Security review
Release Archive

Maintenance Incident plan Usability review

4 Conclusion

NLP has a significant impact on human-computer interaction. There is a strong
relationship between NLP systems, usability, and security, as NLP systems must
be both usable and secure in order to engender the trust of both users and
vendors. NLP systems can be evaluated in terms of both usability and security,
and enhanced as needed.
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Abstract. Though many have proposed heuristics, maximums, and guidelines 
to describe the various aspects of heuristic usability analysis, none offer a com-
prehensive variable set that is both valid and reliable. This paper proposes an 
eight-variable criteria-set through which usability inspections can be performed. 
Each variable will be compared with prior work and a precise definition 
through which each variable can be identified will be proposed.  

Keywords: Usability engineering, usability inspection, heuristic analysis. 

1 Introduction 

Usability inspection is the process of evaluating a user interface to identify usability 
issues [23]. There are many methods for conducting such an inspection, including the 
empirical method, an expert analysis, and heuristic evaluation [5]. Empirical evalua-
tion involves creating experiments where qualitative and quantative data is collected 
through observations of users. Expert analysis involves an expert giving an opinion of 
the design based on his or her experiences and judgment. The final method, heuristic 
evaluation, involves using a structured critique by means of a set of heuristics or va-
riables [23]. This paper will focus on the third method: heuristic evaluation. 

The quality of a heuristic evaluation methodology, as is true with all evaluation in-
struments or methodologies, is a function of two properties: validity (measuring the 
right thing) and reliability (the lack of error in the measurement) [8]. Though a large 
number of heuristic evaluation methodologies have been described in the literature [5, 
9, 13, 18, 21, 23, 25, 27, 29], each is based on variable set exhibiting validity or relia-
bility challenges. This paper will identify a new variable set based on those previously 
defined to allow for more valid and reliable heuristic evaluation. 

2 Variables Set 

For a variable set to be valid, it must cover all aspects of usability and nothing else. 
Currently there does not exist a variable set covering all the components of usability 
identified in the literature. For a variable set to be reliable, it needs to produce similar 
results with reevaluation. This requires it to be as objective as possible while not resort-
ing to false metrics resulting in validity challenges. Stemming from these constraints 
and based on work of previous researchers, a new variable set is proposed: Efficiency, 
Learnability, Familiarity, Simplicity, Mapping, Motivation, Trust, and Visibility. 
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2.1 Efficiency 

The term and concept of Efficiency has been a focus of human factors research since 
1903 [30]. Though Efficiency has been identified by many researchers [1, 29], possi-
bly Raskin [26] put it best: “A computer shall not waste your time or require you do 
to more work than is strictly necessary.” Efficiency is defined as the amount of effort 
or time required to perform a task, is an important variable in usability because it sets 
the limit on a user’s productivity. It can be influenced by many factors, including 
flexibility [9, 24], directness of action [9, 23], and speed to perform the task [9, 21]. 
Though most measurements of Efficiency (such as time to completion, work through-
put, mouse movements, processing requirements, etc.) lend themselves to absolute 
measures, Efficiency from the HCI perspective is fundamentally a relative measure: it 
compares the time or effort of a user against some norm or standard. 

2.2 Learnability 

The term “Learnability” was first applied to the context of HCI by Licklider [17] 
though the term can be traced to 1959 when it was originally used in the field of lin-
guistics. Learnability has been identified in many variable sets [4, 5, 16, 21], though 
at present there is no generally accepted definition [12]. There are, however, reoccur-
ring themes and ideas in the various definitions.  

Learnability is the path to becoming proficient, largely a function of the number 
and size of inductive leaps the user must make to master the system. It is not the 
amount that needs to be learned (Simplicity) nor how pleasurable may be the journey 
(Motivation). Instead, the Learnability is a function of the difficulty of the learning 
process. The goal of managing Learnability is to maximize the level of proficiency 
achieved by the target user with as little user-effort as possible. 

2.3 Familiarity 

“Familiarity” was first applied both in term and in concept to HCI in 1983 [3] and has 
been identified directly as a variable of usability by many researchers [9, 21]. There 
are two main components of Familiarity: Consistency and Compatibility. Consistency 
is a measure of how one part of a system’s interface is similar to another. Compatibil-
ity, on the other hand, is how much one system’s interface resembles other systems 
performing similar functions. Both relate to the degree in which the design resembles 
other designs the user may have encountered before [9, 13, 16]. 

2.4 Simplicity 

Though the concept of Simplicity has been applied to HCI and human factors from 
the beginning, there does not appear to be a consensus on the definition. Definitions 
vary from the complexity of the interface [6], the amount of distractions to the user 
[23], and how streamlined the interface is [22]. Simplicity, in simplest terms, is a 
measure of how much the user needs to know to operate the system. A more precise 
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definition is the size and complexity of the minimally consistent mental model. Be-
cause perceptions of Simplicity are inherently subjective, any measurement of Sim-
plicity must similarly have a degree of judgment built in. Also, discussions of the size 
and complexity of a user’s mental model are intrinsically relative: it is only meaning-
ful to compare two mental models rather than make absolute statements about one.  

2.5 Mapping 

The concept of Mapping was first described by Gibson [11], though the term entered 
common use in the context of usability inspections by Norman [24]. Other names 
have been used to describe all or part of the concept of Mapping, include Task Match 
[16], Directness [9], “Product Compatibility and User Compatibility” [21], and Affor-
dance [11, 24]. Though a large number of definitions for Mapping exist [10, 13, 16, 
24, 25], two essential components are present in all: the user’s mental model and the 
system model. Mapping consists of cues within the design encouraging the user to 
form a consistent mental model of the system. While Simplicity is a measure of the 
size of the mental model, Mapping is about how well the interface communicates the 
intended model. It is important to note that the user is ultimately responsible for his or 
her own mental model; the best the interface can do is to encourage the user to form a 
consistent one and to discourage an inconsistent one. No research has been done to 
measure Mapping, in part due to the nature of the variable; while it is possible to ac-
curately and completely describe a system model, it is impossible to directly measure 
a user’s mental model. Possibly for this reason there have also been no metrics of-
fered to quantify Mapping; indirect evidence and judgment will always be part of the 
equation. 

2.6 Motivation 

Motivation addresses the users’ desire to use the system, encompassing both internal 
and external sources. Though Motivation has been described by many, Keller [14] 
provided the most widely acceptable framework in his ARCS (Attention, Relevance, 
Confidence, and Satisfaction) model. Motivation has been described through external 
sources (how the user is compelled to use the system) [13] and internal sources (how 
rewarding, aesthetically appealing, and how fun the interface is) [2, 9, 16, 25]. 

Some of the best usability examples are successful because their level of fun over-
shadows problems with Efficiency or Familiarity. Users tend to try harder, be more 
forgiving, and be more patient when their Motivation levels are higher [15, 31]. Be-
cause Motivation lies in the affective domain [7], it is impossible to directly measure. 
However, like Mapping, indirect evidence can be collected and often a certain amount 
of judgment is required. 

2.7 Trust 

Trust, defined by Kavonen as “the user’s willingness to commit any transaction,”  
has also been called safety [9, 13] and control [9, 21, 25]. Trust is the amount of  
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confidence the user has when using the system, being a function of how much the 
system encouraging the user feel in control and how little the system behaves in an 
unexpected way. The variable of Trust encompasses both measures of user’s per-
ceived control over the system and avoidance of trust-compromising experiences. In 
both cases, poor Trust often results in poor Motivation and poor Efficiency. 

2.8 Visibility 

Visibility was first described as a HCI design constraint by [3] when building the 
XEROX Star system. Galitz [9] defined Visibility as “indications of status, possible 
actions that can be taken, and the results of actions once they are performed.” Heim 
[13] offers a similar definition: “making the user aware of the system’s components 
and processes, including all possible functionality and feedback from user actions.”  

Many researchers break Visibility into several components: reachability (any state 
can be reached from any other state) [5, 9], observability (visibility of data) [5], Dis-
coverability (the probability the user will find the information or functionality he or 
she needs), and Precedence (the degree of prominence a desired piece of data or func-
tionality is on a given display interface). Each definition has the common component: 
the degree of availability of the functionality and the data of the system to the user 
when he or she needs it. Thus any metric describing Visibility must include the user 
and his scenario.  

3 Conclusion 

Through the last two decades, there have been many heuristic evaluation frameworks 
proposed, including AIDE [28], MUSiC [20], PUTS [19], Dix’s adaptation of Niel-
sen’s heuristic scale [5], and QUIM [29]. It is the hope of this researcher that each of 
these frameworks can be improved through the adaptation of a more valid and reliable 
variable set. This will enable heuristic evaluation methodologies to be a more practi-
cal and useful tool in the design process, classroom, and usability lab. 
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Abstract. Security and usability have traditionally been at odds in the design 
process [1].  In spite of this, the usability of security is widely recognized as a 
key component of security effectiveness[2-4] Design principles for good 
security have been designed by security experts [5]. Similarly principles for 
designed usability have also been created by usability experts [6-8]. In both 
cases the design principles were defined for the traditional workstation 
environment, instead of the mobile environment. This study examines both 
security and usability design principles for conflict or convergence, specifically 
in relation to a mobile environment. The resulting framework of combined 
security-usability principles identifies which design principles are critical for 
success in the mobile environment.   

Keywords: usability, security, mobile devices, design principles. 

1 Introduction 

 Security and usability design principles have been articulated for the traditional 
workstation environment.   In contrast to the workstation environment, mobile devices 
have significant differences in the interaction of users, and the availability of 
resources [9]. These realities call for a revised set of design principles that address the 
limitations of a mobile environment to achieve both security and usability. Unlike 
desktop workstations, every micrometer of internal space, every inch of screen real 
estate, and every amp of power is at a premium [10] on a mobile device. From 
environmental information to e-government services to phone directories, information 
delivery and interaction has shifted from print to exclusively electronic [11]. E-only 
delivery makes technology a necessity for all instead of a non-essential luxury item 
[12]. Increasingly mobile devices  have moved from companion devices [13] to the 
primary or stand-alone device for digital information access [14]. Computer crime, 
already a problem on the traditional workstation [15, 16], has followed computer 
users to the mobile platform [17]. A mobile computing platform provides challenges 
in security that differ from the traditional computing workstation [9], and the 
structured work environment [18]. To effectively design these principles for usability 
and security in mobile devices, attention must be paid to the following: 
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• The effort required of the user to follow security protocols [19] 
•  appropriate security for the value of the information 
•  resource constraints of the devices in terms of physical form factors [20] and 

device capabilities [21] .  

2 Security versus Usability Design Principles 

Systems designed with both security and usability principles remain more secure, 
because the users do not circumvent security for functionality [22]. System design can 
turn in a tug-of-war between the twin priorities, with many systems designers 
choosing to trade off usability for security and vice versa [23]. A combined 
framework removes the conflicting priorities.   

Table 1. Combined Principles of Usability and Security 

Saltzer & Schroeder [5] Shneiderman 
[7]  

Nielsen [6] Garfinkel [24] 

 

Psychological Acceptability 

Internal locus of 

control  

Shortcuts for 

experience 

Easy reversal of 

actions 

User control and 

freedom 

Flexibility and 

efficiency of use  

Match between 

system and the real 

world 

 

Least Surprise 

Complete Mediation Dialog to Closure 

Informative 

Feedback 

Visibility of system 

status Error 

prevention  

Help and 

documentation 

Consistent  

Meaningful 

Vocabulary 

Least Common Mechanism 

. 

Consistency 

 

Consistency and 

standards  

Consistent Controls 

and Placement  

Economy of Mechanism  

 

Reduce short-term 

memory load 

Recognition rather 

than recall  

Aesthetic and 

minimalist design 

 

No External Burden 

Failing Secure 

 

Simple Error 

Handling 

Help users 

recognize, diagnose, 

and recover from 

errors 

Provide standard 

security policies 

Reluctance to Trust  
Promote Privacy   
Never Assume  Secrets are 
Safe  
Principle of Least Privilege  
Separation of Privilege/duty  

Not mentioned Not mentioned Good Security Now  
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To articulate the concept of secure design Saltzer & Schroeder (1975) created ten 
principles.  At least half of the secure design principles relate directly to the interface 
with the user. Consequently “good” security design, or design created according to 
the principles, already includes guidance about the usability of the interface. Similar 
to the security principles created by Saltzer & Schroeder [5], the usability 
practitioners have the two seminal sets of heuristics or principles for design. The 
Golden Eight from Shneiderman  [7] and ten more from Jakob Nielsen [6] form the 
core of usability design. Mapping the Shneiderman’s Golden Eight Principles for 
usability [7] and Nielsen’s Ten Heuristics for User Interface Design [6] to Saltzer & 
Schroeder’s security design principles [5] yields an interesting result. Usability 
principles are not in conflict with secure design principles. Looking at the chart shows 
that for all the principles that address the user interface for security there is a parallel 
usability principle or principles stated for the same concept in both Shneiderman’s 
Golden Eight Principles for Usability Design and Nielsen’s Ten Heuristics for User 
Interface Design. Furthermore, Garfinkel [24] suggests design patterns as concrete 
examples of solutions to common security-usability problems. Design patterns 
leverage the best practices of a more skilled practitioner to compensate for the lack of 
skill in  lesser experienced designer [25].  

3 Security-Usability Design Principles for Mobile 

Mobile devices have resource constraints that further impact the design of usable 
security The current security-usability framework described above does not address 
the resource constraints upon mobile devices. Creating a framework of combined 
security-usability principles that address the constraints yields principles more 
relevant to the mobile device platform. Simply transferring security practices from 
desktop to mobile has not yielded satisfactory usability and user acceptance [9]. The 
reality is that in the traditional workstation environment of a business or research 
organization ignoring certain security-usability principles has minor consequences 
[26].  In risk management assessment of information, the vulnerabilities are weighed 
against the probability of the occurrence, and the loss potentially incurred from the 
occurrence [27]. In the resource-constrained mobile device ignoring the consequences 
will compromise the practical functionality of the device.The three major resource 
constraints of the mobile device platform are power, form factors, and user expertise. 
To be mobile, the devices must run from a portable and renewable power source, such 
as a battery [28]. Security design drains battery life reduces the usability of the 
device. To be convenient  mobile devices must be small enough and light enough to 
carry easily [29]. The screens must be big enough to use but small enough to fit in 
pocket or purse [30] and manipulated for information gathering in a variety of settings 
[31]. In the absence of a formal organization to compensate for individual user 
deficiencies, the applications must reduce complexity  [30]. 
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Fig. 1. Security-usability principles addressing resource constraints of mobile devices 

Based on this analysis, the combined security-usability principles that address the 
resource constraints are: 

• Economy of mechanism 
• Least surprise 
• Complete mediation and feedback 

The result of mapping resource constraints to the combined design principles is a 
framework that prioritizes conservation of resources. The framework also provides a 
common set of design principles that put security designers and usability designers on 
the same page instead of on opposing sides.   
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Abstract. Recently, Japan (also world-wide countries) has become aged 
society, and wide variety welfare device and system have been developed. But 
evaluation of welfare system and device are limited only stability, intensity and 
partial operability. So, evaluation of usefulness is insufficient. Therefore, we 
will attempt to establish the standard to evaluate usefulness for objectively and 
quantitatively on the basis of including non-verbal cognition. In this paper, we 
measure load of sitting and standing movement to use EMG 
(Electoromyogram) and 3D Motion Capture and set a goal to establish objective 
evaluation method. We think that establishing objective evaluation method is 
necessity to develop useful welfare device. We examined possibility of 
assessing load and fatigue from measuring brain activity to use NIRS (Near 
Infra-Red Spectoroscopy). 

Keywords: Evaluation, Movement, Exercise, 3D Motion Capture, NIRS, EMG, 
Care, Welfare Technology, Evaluation method. 

1 Introduction 

As increasing aging population in Japan and world-wide countries, welfare systems 
and device are rapidly developing, and various devices are manufactured based on the 
increased popularity of welfare device and system. Also the market of welfare device 
and system are expanding. However, the evaluation method is limited respectively to 
stability, strength and a part of operability for individual system or device. It means 
that evaluation methodology for usefulness of them was not established. Therefore, 
we will attempt to establish the standard to evaluate usefulness for objectively and 
quantitatively on the basis of cognition such as physical load, reduction of fatigue and 
postural stability. Especially, in considering universality, it is necessary to measure 
human movement and brain activity in daily life. Also, we looked into the possibility 
of quantitative evaluation of tiredness and load on the basis of brain activity using 
NIRS. Also, we consider that physical and psychological load are linked to cognition 
including non-verbal cognition. In this paper, the purpose of experiments is to 
evaluate motion focusing on sitting and standing movement which is usually done in 
our life by using NIRS. We consider that human feel physical and psychological load 
during life motion. We tried to measure non-verbal cognition about psychological 
load by using NIRS.  
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2 Experimental Method 

We measured brain activity during motion with the purpose of establishing evaluation 
method based on generality (Fig. 1). Subjects were six males aged twenties. They were 
asked to read and sign an informed consent regarding the experiment too. 
Measurement apparatus was NIRS (SHIMADZU CO. Ltd products-FOIRE3000). 
Measurement region was at right and left prefrontal cortex.  

 

Fig. 1. Experimental view of NIRS 

Measuring Brain Activity during Transfer with Standing Position (task1). At this 
measurement, subject used welfare device to perform transferring in a standing 
position. In this measurement, subject sat on seating face of welfare device appeared 
on the top of chair after raising hip until kneeling position. Also, subject performed 
inverse transferring from seating face to chair. Time design was rest (5 seconds) - task 
(10 seconds) - rest (5 seconds). This time design was repeated 30 times. 

Measuring Brain Activity during Transfer with Half-Crouch Position (task2). At 
this measurement, subject used welfare device to perform transferring in a half-crouch 
position. In this measurement, subject sat on seating face of welfare device appeared 
on the top of chair after raising hip until kneeling position. Also, subject performed 
inverse transfer from seating face to chair. Time design was rest (5 seconds) - task (10 
seconds) - rest (5 seconds). This time design was repeated 30 times. In experiments of 
task1 and task2, operation of welfare device was performed by operator other than 
subject. Before this measuring, subjects adjusted to transferring by use of welfare 
device. 

Measuring Brain Activity during Keeping Half-Crouch Position (task3). Subjects 
performed two tasks at this measurement. During task3-1, they sat on seating face of 
welfare device with eyes open. During task3-2, they kept a half-crouch position. 
Subjects alternated task3-1 and task3-2. Also, subjects took resting time between two 
types of motion with eyes close. Therefore time design was rest (5 seconds) - task3-
1(10 seconds) - rest (5 seconds) - task3-2(10 seconds) - rest (5 seconds). This time 
design was repeated 15 times. 
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3 Experimental Result 

As common result of all subjects, oxy-Hb tended to increase during task and to 
decrease in resting state. Therefore, it was thought that change of hemoglobin density 
due to task was measured. Fig. 2, 3 and 4 shows trend of the channel in which 
significant different was shown. Analysis was performed via one-sample t-test by a 
method similar to previous researches [1,2,3,4,5]. In this analysis, it was necessary to 
remove other than change of blood flow due to fatigue. So, our method was mainly 
focused on resting state to compare with the 1st trial and other trials of brain activity. 
In task1 1 and 2, each of sample data for analysis was 4 seconds after the task. In task 
3, sample data was 4 seconds during task. In the t-test of the same task, we performed 
t-test with first time trial and other trial which was from second times to thirty times, 
and examined relationship the number of trials and significant differences. 
 

 

Fig. 2. Measuring Result of Task1 

 

Fig. 3. Measuring Result of Task2 

 

Fig. 4. Measuring Result of Task3 

 

Fig. 5. Significant Difference of task1 

 

Fig. 6. Significant Difference of task2 

 

Fig. 7. Significant Difference of task1 and 2    Fig. 8. Significant Difference in sitting 
position 
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In task 1, significant different could be found from the about 10th trials. Fig. 4 
show region confirmed significant different. In task 2, significant different could be 
found from the about 10th trials too. Fig. 5 show region confirmed significant 
difference. Next, we performed t-test with case of standing position (task 1) and half-
crouch position (task 2). In this analysis, significant different could be found at 
prefrontal area (14ch, 17ch, 28ch and 32ch). Fig. 6 show region confirmed significant 
difference.  

Also, two type of motion which was sitting and keeping a half-crouching position 
were repeated alternatively in task 3. At first, we performed t-test using 4 seconds 
during first trial and 4 seconds during other trials which were from second to fifteenth 
in same position. Regarding to analysis result using sample data during sitting 
position and half-crouching position, there were significant different at Prefrontal 
area. Fig.7 show region confirmed significant difference. 

4 Results and Verification Experiments 

In this experiment, we tried to measure quantitatively the physical and psychological 
strain on the basis of brain activity.  Also, we think that brain activity disclose 
human cognitive including non-verbal. As a result, it was shown that there were 
differences at brain activity due to number of trials and postural. In this time, analysis 
was performed via one-sample t-test using sample of brain activity in resting state 
during task or after task. Hence, analysis method was to remove disturbance such as 
body motion and angular variation of neck to the extent possible although there was 
the possibility to measure skin blood flow. Therefore, it was thought that strain due to 
tasks was quantitatively measured by being recognized significant differences. 

Also, in previous research, it was reported to decrease in activity in the brain 
around #10, 11 [6] as the result of measuring brain activity during Advanced Trial 
Making Test using PET(Positron Emission Tomography) [7]. Therefore, this result 
came out in support of previous research in no small part. 

Of course, it is necessary to increase number of subject at the present stage. In 
addition, there are problems associated with experiment, number of subject, method 
and measured region. However, in terms of being recognized significant differences at 
brain activity due to movement, it was thought to show useful result in evaluating 
quantitatively daily movements. 

5 Conclusion and Future Work 

We tried to measure physical and psychological load quantitatively on the basis of 
brain activity. And there were significant differences due to number of trials, holding 
position. In this experiment, analysis method was to remove disturbance such as body 
motion and angular variation of neck to the extent possible by using measurement 
result in resting state as sample. Therefore, it was thought to show useful result in 
evaluating quantitatively load due to movement task by being recognized difference 
in brain activity caused by number of trials, substance of task and holding position. 
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Main purpose in this study is to evaluate physical load and fatigue quantitatively. So, 
we tried to evaluate change of muscle load due to difference of motion by 
simultaneous measuring with 3D motion analysis System and EMG quantitatively. 
However, evaluation of psychological load is necessary, too. In terms of using welfare 
device, prolonged use must be taken into account.  In this case, it is important to 
consider not only physical load but also psychological load due to prolonged use from 
standpoint of developing welfare device and keeping up surviving bodily function. 
And, in previous research, separation between physical and psychological load has 
been performed. But, our view is that there is correlation with physical and 
psychological load. So, we tried to measure psychological load including physical one 
based on brain activity and quantitatively evaluate both load. For the future, our aim 
is to establish method of discussing useful of welfare device by evaluating load 
involved in other daily movements with increasing number of subjects. 
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Abstract. Mobile Internet gains popularity due to the increasing use of 
smartphones having wireless network capabilities. However, the current click 
interaction method (hereafter, CC) hinders user experience when the size of the 
target hyperlink to be selected is small. The present study developed a two-step 
click interaction method (called Press and Flick; hereafter PF) for smartphone 
and evaluated its effectiveness by GOMS model. GOMS results indicate that 
the PF has a substantial benefit compared to the CC when a click error is 
occurred. The PF can enhance usability and user experience (UX) by reducing 
click error and providing a joyful interaction.  

Keywords: Press and Flick, Two-step Click Interaction, Mobile Internet, 
Smartphone. 

1 Introduction 

With the increasing use of smartphones having wireless network capabilities (e.g., 4G 
and Wi-Fi), mobile Internet access becomes daily life. The percentages of smartphone 
users in South Korea and North America have reached about 63% (Korea 
Communications Commission, 2013) and 50% (Wikipedia, 2013), respectively. In 
South Korea, the 88% of smartphone users are regularly accessing to mobile Internet, 
and the 87% of them connects to it at least once a day (KISA, 2011). Especially, the 
51% of mobile Internet users are willing to access Internet through smartphone even 
if there is a personal computer nearby. This survey results indicate that Internet access 
through smartphone becomes daily life among smartphone users. 

User interaction methods commonly used in a smartphone for website navigation 
can be divided into 3 types: 1) press, 2) flick, and 3) tap. The press interaction is to 
click a hyperlink on the touch screen of a smartphone. The flick interaction is to scroll 
up or down the touch screen. Lastly, the tap interaction is to zoom in or out by 
touching the touch screen twice. The aforementioned interactions can strongly 
enhance both usability and user experience (UX) of a smartphone. 
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The press interaction for click hinders user experience when the size of target 
hyperlink is small. Not only the current press interaction provides no feedback for the 
recognition of click error before touch, but also allows no mean to recover a click 
error. The only way to correct a click error is to press the Back button on the lower 
part of a smartphone. Therefore, the current press interaction can cause unhappy 
experience to users; otherwise, to avoid a click error, it requires elaborative effort in 
precise press. 

The present study developed a two-step click interaction for website navigation on 
a smartphone. Based on the analysis of mobile users’ behavior, a two-step (Press and 
Flick) interaction was developed. The initial interaction of press is for click a target 
hyperlink; the post interaction of flick is for recovery of a click error if necessary. The 
present study evaluated the effectiveness of the new click interaction by GOMS 
model. 

2 Development of a Two-Step Interaction Method 

The present study developed a two-step click interaction by 3 steps: 1) users’ behavior 
observation, 2) interaction characteristic analysis, and 3) new interaction 
development. In the first step, a visual observation was conducted while users surfed 
mobile websites for about 10 min. Ten mobile users (female: 5, male: 5) were asked 
to surf mobile websites with their own smartphone without any restriction. Mean age 
of the users was 23 (SD: 2) and their dominant hand was all right-side. 

In the second step, three characteristics for click interaction were identified by 
the visual observation conducted in the first step. First, click errors tended to 
increase as the size of a target hyperlink displayed on a touch screen decreased. 
Second, time required for a click interaction tended to delay as the size of a target 
hyperlink decreased because a small hyperlink requires precise interaction. Lastly, 
click errors were commonly occurred by pressing a neighbor hyperlink of the target 
hyperlink.  

In the last step, the press and flick interaction (hereafter, PF) was developed 
which reduces both click errors and psychological burden caused by precise touch 
of a small target hyperlink. The PF consists of two-step interactions of press and 
flick. The initial interaction is to press a target hyperlink with the index finger. If 
the target hyperlink is not successfully selected by the initial interaction, the post 
interaction of flick with the index finger while pressing down is followed. The post 
interaction allows a user to reselect the target hyperlink by flicking the index finger 
upward, downward, leftward, or rightward. Therefore, the post interaction can be an 
effective remedy when a user mistakenly pressed a neighbor hyperlink of the target 
hyperlink. 
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3 Performance Evaluation 

3.1 GOMS Model 

The GOMS operators used in the present study (Table 1) can be divided into 3 types: 
1) physical operator, 2) mental operator, and 3) system operator. The physical 
operator includes Position (P), Keystroke (K), and Movement (M) which are related 
to finger interactions. The mental operator includes Attention Shift (S) and Mental 
Act (A). Lastly, the system operator includes Smartphone Response (R) which is an 
idle status of a user while waiting for system’s response.  

Time for the operators was determined by referring to existing studies (Card et al., 
1983; Chi and Chung, 1996; Kieras, 1999; Holleis et al, 2007; Oyewole and Haight, 
2011) except for smartphone response and mental act. The existing studies did not 
provide time for smartphone response because it relies on system’s performance 
(Kieras, 1999). Therefore, the present study measured transition time between 
webpages in a smartphone using a stopwatch and determined smartphone’s response 
time (1 sec) as their average value. In addition, the existing studies used different time 
for mental act (Holleis et al, 2007). For example, Oyewole and Haight (2011) and 
Dunlop and Crossan (2000) applied the original value of 1.35 sec for mental act; 
however, Mori et al. (2003) and Myung (2004) used 0.38 sec and 0.57 sec, 
respectively. This difference seems to rise due to difference in context (Holleis et al, 
2007). The present study determined time for mental act as 0.22 sec by summation of 
two median values of perceptual process time (median = 0.125 sec, range = 0.05 sec ~ 
0.2 sec) and cognitive process time (median = 0.098 sec, range = 0.025 ~ 0.17 sec) 
reported in Card et al. (1983). This study used a smaller value for mental act because 
the mental act in this study is simple to detect whether a click error exists or not after 
press interaction. 

The GOMS model of the current click interaction method (hereafter, CC) consisted 
of two goals (click and undo) as shown in Table 2.a. The first goal of click is achieved 
through three operators (P-K-K) in relation to click interaction. The second goal of 
undo is conditionally conducted when the target hyperlink is not successfully clicked 
by the first goal. The second goal is achieved by six operators (R-A-M-K-K-A) 
associated with going back to the original webpage to recover a click error.  

The GOMS model of the PF consisted of two goals (press and flick) as shown in 
Table 2.b. The first goal of press is achieved by four operators (P-K-A-K). The last 
operator, K, is conditionally included in the first goal when the target hyperlink is 
successfully selected by the first goal. The second goal of flick is conditionally 
conducted when the target hyperlink is not selected by the first goal. The second goal 
is achieved by two operators (A-K) associated with flicking the index finger toward 
the target hyperlink. 

3.2 Analysis Results 

Completion time (hereafter, Time) of the CC without a click error was estimated as 
0.43 sec (Table 3); however, Time of the CC with a click error significantly increased  
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Table 1. GOMS operators for mobile interactions 

Type 
Cod

e 
Name Description Time(sec) Reference 

Physical 
operator 

P Position 
Position the index 
finger above a target 
hyperlink 

1.10 

Card et al. (1983), Chi 
and Chung (1996), 
Oyewole and Haight 
(2011), Kieras (1999) 

K Keystroke 
Press or release a 
hyperlink with the 
index finger 

0.10 
Card et al. (1983), 
Oyewole and Haight 
(2011), Kieras (1999) 

M Movement Move the index finger  0.23 Holleis et al. (2007) 

Mental 
operator 

S Attention shift Shift display-to-hotkey 0.14 Holleis et al. (2007) 
A Mental act Detect an error  0.22 Card et al. (1983) 

System 
operator 

R 
Smartphone 
response 

Wait for smartphone’s 
response 

1.00 Measured in this study 

Table 2. GOMS models for click interaction 

(a) Current click method 

Goal Method Operator Time (sec) Total (sec) 

Click 
Point to the target link P 0.23 

0.43 Press the target link K 0.10 
Release the target link K 0.10 

Undo 

Wait smartphone’s response R 1.00 

1.71 

Shift attention from display to hotkey A 0.14 
Move to the hotkey back M 0.23 
Press the hotkey back K 0.10 
Release the hotkey back K 0.10 
Shift attention from hotkey to display A 0.14 

(b) Press and flick method 

Goal Method Operator Time (sec) Total (sec) 

Press 

Point to the target link P 0.23 

0.65 
Press the target link K 0.10 
Judge whether the target link clicked A 0.22 
(conditional*) Release the target link K 0.10 

Flick 
Decide flick direction A 0.22 

0.32 
Conduct flick K 0.10 

* This operator is conditionally included when the hyperlink is selected by the goal of press. 

Table 3. Completion time estimated by GOMS models 

Method Condition Time (sec) 

Current 
No error 0.430 

One error 2.570 

Press and flick 
No error 0.650 
One error 0.870 
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to 2.57 sec (click time 0.43 sec + undo time 1.71 sec + re-click time 0.43 sec). 
Therefore, the CC can deteriorate usability and user experience because Time and 
number of the interactions required drastically increase when a click error occurs. 

Times of the PF with or without an error were not significantly different. Time of 
the PF without an error was 0.65 sec, and Time with an error was 0.87 sec (click time 
0.65 sec – release time 0.1 sec + flick time 0.32 sec). Mean difference between with 
and without an error was only 0.22 sec. 

Time of the PF without an error (0.65 sec) delayed 0.22 sec compared to Time of 
the CC without an error (0.43). The main cause of the delay is that the PF requires a 
mental judgment to determine whether the post interaction of flick is needed or not. 
However, Time of the PF with an error (0.87 sec) was 1.7 sec shorter than Time of the 
CC with an error (2.57 sec). The main reason is that the PF can rapidly correct a click 
error through the post interaction of flick. 

4 Conclusion 

The PF developed in this study can be help of enhancing usability and user experience 
of website navigation in a smartphone when the size of target hyperlink is small.  
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Abstract. Problems with software programs can have negative conse-
quences on a user’s mood and efficiency. While the focus in research was
on identifying the causes and the severity of frustration in the context
of computer problems the present survey examines the strategies users
employ in case of problems with software programs. Specifically, we were
interested in what kind of assistance is used, in which order, and what
kind of help would be preferred.

Our results show that the preferred and chosen approaches depend on
factors like age, gender and perceived expertise. Furthermore the results
indicate that there is a need for improvement concerning help systems
integrated into software products.

1 Introduction

The interaction between computer users and software programs is not always
straightforward and problems in dealing with computer systems can have neg-
ative consequences like frustration, personal dissatisfaction, a reduction in per-
ceived self-efficacy [1] and even somatic discomfort [2]. In addition to these effects
on the overall well-being, problems with computer software can also have eco-
nomic consequences, like a loss of time from 30% up to 50% [3] caused for
example by tinkering or searching for help in manuals [4].

While Ceaparu et al. [3] examined the causes and severity of frustration users
experience using software systems, up to now there was only little research on
the approaches chosen by users dealing with software related problems and the
resources they consult in those cases. Hence the objective of the present survey
was to investigate these approaches and to find out which kind of assistance
users would actually prefer.

2 Method

2.1 Participants

The idea behind the setup of the survey was to get an overall impression by
randomly recruiting a variety of people in a coffee shop. The survey involved
45 participants (17 female, 28 male) aged 17 to 65 years (M=28,91; SD=11,8).
Completing the questionnaire took about 45 minutes and participants could
either fill the form at the coffee shop or at home.

C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 134–138, 2013.
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2.2 Questionnaire

The questionnaire consisted of several parts. The first part assessed demographic
data like age and gender. The second part consisted of three straightforward
questions (e. g. “How competent do you feel using computers”) evaluating partic-
ipants’ perceived expertise in a computing context. Those three items combined
constituted an expertise scale (Cronbach’s α=.94). The third part contained
questions characterizing participants’ typical behaviour in case of software prob-
lems. The kind of questions asked in this context will be elucidated along with
the results in the next section.

3 Results

The data was analysed using descriptive statistics. To check for possible group
differences one-factor ANOVAS have been computed. The following groups were
considered for analysis:

Sex male (28) and female (17)
Age younger (≤30 years, 33) and older (>30 years, 12)
Expertise competent (24) and less competent (20) (split at the median)

3.1 Scenario

In order to assess users’ typical behaviour in case of encountering problems
with software new to them, we asked them to note their usual steps in a given
scenario. Participants were told to imagine that they have just installed a tax
return software and after starting the program, they would not know how to
proceed.

The categorized answers are depicted in Fig. 1 and show that, the first step for
most of the participants (11) was to ask a third person (e.g. a co-worker, family
member or friend) for help. Unexpectedly using Internet resources to get help
was only the second most common answer along with a try and error approach
that were both noted by 9 participants. 6 participants noted they would try to
find help at the internal help system of the software and 4 mentioned to use
some kind of manual. Since software usually does not ship with printed manuals
anymore it is unclear if those answers also refer to the internal help system or if
participants meant some kind of electronic document.

3.2 Where Users Search for Help

The next group of questions assessed users preferences when searching for help
with software problems. It listed different resources for assistance and users
had to decide on a 7-point Likert scale how often they use each one in case of
problems. The endpoints of the scale were indicated with “never” and “always”.
Means and standard deviations of the results are summarized in Table 1. Here
similar to the scenario case, searching the Internet (Mod=7) and asking a third
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Fig. 1. Summarized steps undertaken in case of software problems

person (Mod=7) were the answers with the highest ratings. In this context female
subjects and subjects with lower perceived competence values stated to ask a
third person more often for help than male subjects and subjects with higher
perceived competency (F(1,43)=4.09, p=.049; F(1,42) = 9.07, p=.004).

Subjects of lower competency also use the Internet significantly less to get
help than more competent participants (F(1,42) = 20.62, p<.001). This is also
true for subjects older than 30 years (F(1,43)=3.1, p=.008). Accordingly, par-
ticipants from the senior group (M=4.25, SD=1.6) expressed that they would
need significantly (F(1,43)=5.24, p=.027) more time finding relevant help on the
Internet than younger participants (M=3.06, SD=1.52). Thus it is of no surprise
that even though the overall rating for manuals is rather low, older subjects
are more likely to consult a manual in case of problems than younger subjects
(F(1,43)=7.26, p=.01). In addition to this subjects with lower perceived compe-
tence (M=4, SD=1.34) stated – similar to older subjects – to need more time to
find relevant help on the Internet than subjects with higher competence values
(M=2.75, SD=1.57; F(1,42)=7.91, p=.007).

The internal help of software is used significantly more often by participants
from the expert group than by subjects with lower competence (F(1,42)=8.1,
p=.007). Since usually this kind of systems is supposed to assist non-expert
users, this clearly shows a deficiency in help system design and suggests that
there is a need for improvement in this area.

As the Microsoft Office Assistant (Clippy the paperclip) was by far one of the
most well-known attempts to improve this situation, we also asked participants, if
they remembered Clippy. Additionally, we also assessed if subjects perceived him
to be rather useful, likeable, annoying and if they miss him on a 7-point Likert
scale. Only two subjects did not remember Clippy and concerning his usefulness
(M=3.45, SD=1.61) and likeability (M=3.71, SD=1.98) participants were rather
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indifferent. However, the majority of subjects rated him to have been quite annoy-
ing (M=5.12, SD=1.8) and accordingly does notmiss him (M=2.57, SD 2.99). The
feeling of annoyancewasmarginal significantly smaller (F(1,40)=5.36, SD=1.8) for
older (M=4.22, SD=1.56) than for younger subjects (M=5.36, SD=1.8).

Following a “try and error” approach (Mod=6) as well as internal help systems
were also perceived to be useful in case of problems. Getting help from journals
or magazines was perceived to be less useful and female participants stated to
rely even less on this kind of help (F(1,43)=4.09, p=.049).

Overall it can be stated that especially non-expert and older users rely less on
obtaining help on the Internet and prefer asking somebody. Additionally, older
subjects also prefer to use a manual over searching help on the Internet.

Table 1. Means and standard deviations of help usage

overall sex age expertise
f m ≤30 >30 ⇓ ⇑

M SD M SD M SD M SD M SD M SD M SD

Internet 5.71 1.89 6.06 1.29 5.50 2.16 6.15 1.37 4.50 2.57 4.50 2.25 6.67 .56
third person 5.24 1.69 6.00 .86 4.79 1.91 5.21 1.61 5.33 1.96 6.05 1.14 4.63 1.83
internal help 4.67 2.02 4.18 2.21 4.96 1.87 4.73 1.87 4.50 2.46 3.75 2.19 5.38 1.58
try and error 4.27 1.92 4.41 1.90 4.18 1.96 4.52 1.90 3.58 1.88 3.90 1.86 4.50 1.97
manual 3.91 1.88 3.94 1.78 3.89 1.96 3.48 1.78 5.08 1.67 3.65 1.75 4.17 2.01
technical literature 2.31 1.49 2.35 1.41 2.29 1.56 2.36 1.51 2.17 1.46 2.45 1.60 2.17 1.43
journals/magazines 2.18 1.42 1.65 .86 2.50 1.59 2.12 1.29 2.33 1.77 1.70 .86 2.46 1.61

3.3 What Kind of Help Users Would Wish for

We also asked for the kind of help users would like to get in case of problems.
The questions in this group were focused on assessing what kind of help software
companies are supposed to provide. Participants were given different options
that had to be rated on 7-point Likert scales. Means and standard deviations
of the results are summarized in Table 2. The results are quite similar to the
results of Section 3.2. While the Internet is overall again the preferred resource
for assistance subjects with lower values in expertise significantly are less into
obtaining information from the Internet than participants with high values in
expertise (F(1,42)=16.11, p<.001). The same is true for participants from the
senior group (F(1,43)=10.66, p=.002).

Again users with lower competence values significantly less appreciate inter-
nal help systems than users with higher expertise (F(1,42)=4.1, p=.049). This
is especially interesting since for non-expert users the absolute value for inter-
nal help systems is higher than that for the Internet help. Indicating that less
competent users would nevertheless prefer to use the internal help over search-
ing the Internet. This also seems to be true for subjects from the senior group.
Furthermore, subjects from the non-expert group as well as older participants
expressed a rather strong wish for manuals.
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Table 2. Means and standard deviations of preferred help

overall sex age expertise
f m ≤30 >30 ⇓ ⇑

M SD M SD M SD M SD M SD M SD M SD

Internet 5.40 1.80 5.76 1.48 5.18 1.96 5.88 1.31 4.08 2.31 4.40 2.13 6.29 .80
internal help 5.24 1.61 5.12 1.49 5.32 1.70 5.12 1.72 5.58 1.24 4.75 1.77 5.71 1.36
manual 4.64 1.88 4.76 1.85 4.57 1.93 4.39 1.83 5.33 1.92 5.25 1.91 4.12 1.77
training course 4.20 1.70 4.82 1.42 3.82 1.76 3.97 1.72 4.83 1.52 4.75 1.65 3.79 1.66
e-mail/call-center 3.62 2.15 4.29 2.20 3.21 2.06 3.73 2.22 3.33 2.01 3.25 1.94 3.83 2.31

4 Conclusion

The results attained with the present study show that the choice of help can
depend on gender, age and perceived expertise of users. While searching the
Internet and asking somebody are currently the dominant ways to get assistance,
especially older subjects and subjects not feeling very tech-savvy seem to prefer
to get help from the software itself or have a manual provided with the software.

It also seems like there are two groups of computer users. Young expert users
that rely on the Internet to get help and a second group that prefers to ask one
of these experts facing trouble with computers.

Since non-expert users hardly seem to use the help systems integrated into
software and these help systems are usually developed to assist primarily this
kind of users, there is definitely a need for improvement in this area.
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1 Research Significance 

This paper compares the difference between the commercialized gesture tracking-
based interface and the traditional computer mouse through a usability testing. It is 
then examined the possibility of applying this technological difference to a variety of 
content. To achieve this, Kinect sensor device, which is one of the commercialized 
gesture tracking-based interface, has been used and evaluated its performance through 
Fitts’ law. Fitts’ law is mainly used in human-computer interaction, which is an 
authorized tool to evaluate a cursor click and movement on the computer screen. In 
this paper, three factors – distance, width, and angle – between cursor and target are 
used to define the index of difficulty into 96 steps. The response time between two 
randomly selected cursor positions is then measured for each step. By comparing the 
measured time values, the possibility of using gesture tracking as an alternative 
interface to the computer mouse is verified.   

2 Experiment Environment (Usability Testing) 

2.1 Experimental Subject 

50 users who are familiar to computer usage are involved in the experiment. In this 
way, a total number of 4800 data are collected from the experiments of 50 users. The 
left-handed or right-handed users are randomly selected, where all experimental 
subjects have been used computer for more than eight years and composed of either 
undergraduate or graduate students with the average age of 28. Note that subjects 
having trembling hands and low visions are excluded for an accurate calibration of 
gesture tracking-based interface. Among 50 users, 40 users have been classified as an 
expert group, whereas the rest of 10 users as a non-expert group.   

2.2 Experimental Setup 

Fitts’ law is used to evaluate the usability of gesture tracking-based interface 
technology presented in this paper. Fitts’ law provides an indicator that can 
quantitatively evaluate the operation time according to the index of difficulty. Thus, it 
can be used as a qualified tool to evaluate the performance of cursor click and 
movement on the computer screen. [1-3] 
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At each step, the proposed experiment considers as a successful task if the user is 
able to move its cursor to click on the target. To achieve this, the usability testing 
program has been developed as shown in Fig. 1(b). As shown in Fig. 1(a), the index 
of difficulty is determined by three parameters: the distance between the current 
cursor position and the target position (D), the width of target (W), and the approach 
angle between the cursor and the target (A). Thus, the index of difficulty is judged to 
be difficult if the value of distance (D) increases whereas the value of width (W) 
decreases. The advantage of using Fitts’ law is that it provides a linear relationship 
between the index of difficulty and movement time. Thus, the index of difficulty can 
be defined in a variety of ways depending on its purposes of using Fitts’ law. [4-6] 

 

   

(a)                   (b)                       (c) 

Fig. 1. (a) Three parameters (distance (D), width (W), and approach angle (A)) that define the 
index of difficulty, (b) Snapshot of the proposed usability testing program, (c) Snapshot of 
usability testing 

The index of difficulty is consists of 96 steps, where the distance parameter (D) is 
divided into 3 levels ({125 pixel, 250 pixel, 375 pixel}), the width parameter (W) is 
divided into 4 levels ({50 pixel, 75 pixel, 100 pixel, 125 pixel}), and the approach 
angle parameter (A) is divided into 8 levels ({0°, 45°, 90°, 135°, 180°, 225°, 270°, 
315°}) as shown in Table 1. Since the cursor position is randomly generated at each 
step, the experimental subject is not able to predict the cursor location of next step. 
Note that the position and size of the target are appropriately determined in a left and 
right direction with respect to the cursor location according to the difficulty at each 
step.    

Table 1. The number of experiment parameters and their level values 

Parameters Parameter Level Values Level Number 

Distance to the target (D) 125, 250, 375 [pixel] 3 

Width of the target (W) 50, 75, 100, 125 [pixel] 4 

Approach angle to the target (A) 0, 45, 90, 135, 180, 225, 270, 315 [°] 8 

2.3 Experimental Procedure 

Prior to each experiment, the experiment procedure and correct posture are informed 
to each subject for an accurate calibration. Experiment environment is organized so 
that each subject can focus on the experiment. In addition, the lighting condition of 
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environment is adjusted to increase the recognition rate by reducing the maximum 
amount of reflected light.   

Prior to each experiment, five minutes of practice period is given to each subject. 
The actual experiment starts when the subject presses ‘Start’ button in ‘Experiment’ 
toolbar. Before generating the target point, the subject waits after moving its pointer 
on the top of ‘Start Point’ button. When the experiment is started, each target is 
randomly generated according to the condition of three parameters: position, width, 
and approach angle (a total of 96 steps). 

The subject presses ‘Start Point’ button when he/she recognizes the position of 
target point. The response (movement) time is recorded when the subject immediately 
moves and presses its pointer to the target. In order to maintain the consistency of 
experiment results, five minutes of break period is given to each subject between each 
session to avoid additional factors such as concentration and fatigue. In this way, the 
experiment is progressed to a total of 50 users in accordance with four conditions in 
each session.  

3 Experiment Results and Analysis 

3.1 Average Response (Movement) Time 

To examine the impact of response time for each parameter, the response time with 
respect to each parameter is presented as graphs. Fig. 2(a) shows the average response 
(movement) time for each width value when the distance between cursor and target is 
set as 125 pixels. As shown in Fig. 2(a), the average response time was decreased as 
the value of width pixel increases.   

Fig. 2(b) shows the average response (movement) time for each distance value 
when the width of cursor and target are set as 100 pixels. As shown in Fig. 2(b), the 
average response time was increased as the value of distance between cursor and 
target increases. 

Fig. 2(c) shows the average response (movement) time for each approach angle 
value. A short average response time was observed when the target was located 
relatively above the horizontal center of display. Particularly, the minimum average 
response (movement) time was observed when the approach angle to the target was 
 

Table 2. Experiment results of each parameter 

Distance [pixel] Width [pixel] Approach Angle [°] Movement Time [msec] 
125 50 0 2965 
125 75 45 2837 
125 100 90 2752 
125 125 135 2654 
250 50 180 3625 
250 75 225 3561 
250 100 270 3327 
250 125 315 3412 
375 50 0 4021 
375 75 45 3829 
375 100 90 3551 
375 125 135 3315 
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4 Conclusion 

While it is important to know the capabilities and limitations of computer in an 
interface design, it is even more important to understand the capabilities and 
limitations of user first. This applies for both gesture tracking-based interface and 
regular computer mouse. 

This paper examined the impact of response (movement) time for a recently 
commercialized gesture tracking-based interface by varying the distance to target, the 
width of target, and the approach angle between cursor and target. 

The experiment results of the proposed interface showed that there is no problem 
with the usability of gesture tracking-based interface in contents such as games that 
have relatively large menu size and the accuracy is not critical. However, the 
computer mouse showed the outstanding performance for the tasks that require 
sophisticated user interface.   

In the previous studies, several factors were not able to consider at the same time 
and there was a drawback that the index of difficulty in Fitts’ law was not able to 
combine with other factors. Thus, more research is needed to provide a natural user 
interface to user while maintaining the performance. In addition, the detailed 
verification is further required by using the modified Fitts’ law. [7-8] 

These experiment results may help us to predict the performance degree of Kinect 
as well as to provide the guidelines for the development and evaluation of all 
interfaces that use gesture tracking-based interface. 
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Abstract. Current techniques for usability evaluation are costly, time-
consuming, subjective, and often require operation logs, which are difficult to 
obtain from electrical products. To overcome these limitations, we developed a 
usability evaluation method that is applicable for various types of interfaces and 
involves extracting the video-recorded fingertip movements of a user during 
operation through image processing, and then evaluating usability based on 
several measurable parameters. Specifically, users’ hand movements are first 
video recorded during the operation of either an actual product or a reproduced 
interface on a touch screen, and then operation time, and the distance and 
patterns of the moving locus, including stationary time and frequency of 
directional changes, are then extracted using image processing. To evaluate the 
usability of the interface, the ratio between novice and expert users for the 
parameters of operation time and distance traveled by the moving locus is used. 
Here, we conducted a comparative usability experiment using facsimile 
interfaces of two different manufacturers to evaluate the performance our 
method. 

Keywords: evaluation method, image processing, interface, usability. 

1 Introduction 

Current techniques for usability evaluation encompass several approaches [1],[2], 
such as video capture and eye-tracking during user operation, conducting interviews 
and questionnaires, and recording user operation logs. However, these evaluation 
approaches are costly, time-consuming, subjective, and are often not feasible, as it is 
difficult to acquire the operation logs of many electrical products. 

To overcome these limitations, we developed a novel usability evaluation method 
that involves extracting the video-recorded fingertip movements of a user during 
operation through image processing, and then evaluating the usability of the interface 
based on several measurable parameters. In particular, operation time and distance 
traveled by the moving locus were used to evaluate usability based on the ratio of 
each parameter between novice and expert users (NE ratio). 

The present study is organized as follows. In Section 2, the methodology of our 
proposed usability evaluation is described in detail. Section 3 presents the results of 
an evaluative experiment. Finally, conclusions are discussed in Section 4. 
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2 Methodology for Usability Evaluation 

2.1 Extraction of Finger Movement and Action 

Users operated the target interface wearing a rubber sleeve with a green-colored 
fingertip on the index finger of the right hand to aid in image extraction and 
processing. During operation, the users’ index fingertip movements were recorded 
from above with a video camera (Fig. 1) and were then extracted by image processing 
(Fig. 2). 

To detect button depression, an electric bulb that is activated whenever a button on 
the target interface is pushed was attached on the fingertip of the rubber sleeve. Thus, 
in addition to tracking fingertip movement, our system can be used to detect when 
buttons are pushed during the operation of an interface, a capability that is particularly 
useful for commercial products that do not record operational logs. 

 

 

Fig. 1. Experimental setup Fig. 2. Image processing for extracting hand movement
(yellow lines) and stationary time (circle size) 

2.2 Parameters for Usability Evaluation 

Operation time, distance traveled by the user’s fingertip, stationary time, and 
frequency of directional changes were used as usability evaluation parameters. All of 
the parameters were extracted from recorded videos using image processing 
algorithms. 

Operation Time 
We proposed a new parameter for usability evaluation termed the iNE ratio (improved 
Novice Expert ratio), which is derived from the previously described NE ratio [3]. To 
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estimate the iNE ratio, ideal operation time, Tm, was modeled using Fitts’ law 
(Section 2.3) and is considered to represent the indispensable time for finger 
movement and button operation. In addition, the ratio is a measure of the operation 
time of an expert user, Te, which includes the parameter Tm, and the delay time, Td, 
which is the response delay of the interface and can be calculated from equation (1). 

iNE = (Tn - Td) / (Te – Td) = (Tn - Td) / Tm 

Td = Te - Tm (1) 

Tn: Operation time of novice user, Te: Operation time of expert user,  
Tm: Ideal operation time, Td: Delay time 

Distance 
In addition to iNE, a second new evaluation parameter, the NEd ratio (Novice Expert 
ratio of distance), was used. NEd is the ratio between Ln, which is the total distance 
traveled by the movement locus (fingertip) during interface operation by a novice 
user, and Le, which is the sum of the shortest distance between the buttons depressed 
during operation of an expert user. 

 NEd = Ln / Le (2) 

Stationary Time 
From the recorded fingertip movements, the stationary time of the hand was determined. 
If the following equation (3) was fulfilled, the user’s hand was judged to be stationary. 

 TLL
T

i
i ×≤

=1

 (3) 

where Li represents the distance between the positions of the finger in the current and 
preceding (i) video frame, and T indicates the number of previous frames in which the 
user’s hand is considered to be stationary for at least T×(1/30) seconds. L represents the 
average distance that a user’s finger moves between each frame for T×(1/30) seconds. 
Constants T and L were determined by a preliminary experiment. Fig. 2 shows an image 
of the locus of finger movement (yellow lines) and stationary time, which is represented 
by circles that are proportional in size to the duration of non-movement. 

Frequency of Directional Changes 
If the distance before and after the change of the moving direction exceeded a 
threshold value, the user’s hand was judged to be in a state of directional change. The 
ratio of the frequency of directional changes between novice and expert users was 
also used as a parameter for usability evaluation. In Section 3, however, this 
parameter is not presented. 

2.3 Model of Ideal Operation 

Fitts’ law was used for modeling ideal operation time. MT, which is the average time 
taken to acquire the target, was estimated using equation (4). In the model, Fitts’ law 
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was applied to estimate the operation time from the time required to depress two 
buttons based on the distance between the buttons. The sum of these operation times 
from a series of button-pressing operations represented the ideal operation time, Tm. 
 

 ).(log
W

D
baMT ++= 502  (4) 

Where W is the width of the target, D is the distance from the starting point to the 
center of the target, and a and b are empirical constants determined through linear 
regression analysis. An exploratory experiment was conducted to estimate the two 
empirical constants (a, b) for eight directions. 

3 Evaluative Experiment 

3.1 Experiment Description 

We conducted an evaluative experiment involving five users operating two different 
manufacturer’s facsimile interfaces composed of buttons and a display (facsimile P), 
or buttons and a touch screen (facsimile S). Although users performed several defined 
tasks here, one task involving the transmission of a fax using the redialing function of 
the facsimile interface is focused and discussed. 

3.2 Experimental Results and Discussion 

The average values for the usability evaluation parameters of iNE, NEd, and 
stationary time for the facsimiles P and S interfaces are shown in Tables 1 and 2, 
respectively. 
 
Table 1. Evaluation parameters (facsimile P) Table 2. Evaluation parameters (facsimile S) 

 

Operation step iNE NEd 
Stationary 

time [s] 

Push redialing 
button 

1.94 1.10 0 

Select call  
recipient 

7.93 9.26 1.5 

 

 
 
 

Operation step iNE NEd 
Stationary 

time [s] 

Push phone call
button 

12.89 2.42 2.9 

Push redialing 
button 

5.75 2.57 0.4 

Select call  
recipient 

3.93 7.14 0.6 



148 N. Nishiuchi, Y. Takahashi, and A. Hashizume 

For the operation step “Select call recipient” on the facsimile P interface, both iNE 
and NEd were large, and an average stationary time of 1.5 s was observed. As iNE and 
NEd showed the same tendency, this operation step on the P interface appeared to 
have a problem with usability. The length of the observed stationary time also shows 
that the user’s finger had stopped during the “Select call recipient” operation step. 
This finding was confirmed during post-task interviews with users, who reported that 
this operation step was difficult to perform on the P interface. 

For the facsimile S interface, a long stationary time (2.9 s) and high iNE were 
detected for the operation step “Push phone call button”, likely because there was no 
re-dialing button in the initial display of this interface, resulting in user confusion and 
operational errors. For the operation step of “Select call recipient”, iNE was not 
notably large. However, NEd was large because it was necessary that users remove a 
hand from the operation panel to check the operation. This result indicates that this 
operation step could use further improvement. 

4 Conclusions 

We have proposed a new method for usability evaluation that involves video 
recording the user’s operation, extracting fingertip movements by image processing, 
and then evaluating usability based on operation time, distance, stationary time, and 
frequency of directional changes. From the results of an evaluative experiment 
involving two interfaces, our proposed usability evaluation method appears to be 
potentially suited for quantitative analysis and has applicability that is comparable to 
classical methods. 
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Abstract. Quality in use plays an essential role in a wide acceptance of 
software applications. It includes two complementary concepts: usability and 
user experience. With an aim to assure the quality in use of websites, 
researchers have proposed various metrics, but without guidelines for their use. 
Additionally, research on this topic in the context of Web 2.0 applications is 
fairly modest. In this paper, we introduce a framework composed of three 
dimensions related to categories of the quality in use, functions of Web 2.0 
applications, and agile software development methods. The proposed 
framework can be used for the classification of metrics as well as for a sound 
and systematic evaluation of the quality in use of Web 2.0 applications. 

Keywords: Web 2.0, Quality in Use, Evaluation Framework. 

1 Introduction 

More recently, quality in use has been recognized as an essential property of 
successful websites. Development of a methodology for ensuring the quality in use is 
therefore one of current research objectives of the HCI community. Although 
literature on evaluation of websites offers a number of diverse metrics, guidelines for 
their use are fairly scarce. With an aim to address this problem, Ramler et al. [9] 
suggested a generic cube scheme in which they considered quality aspects, website 
features, and lifecycle phases as three basic dimensions for evaluating website quality. 
Following their idea, Ruiz et al. [10] developed a three dimensional web quality 
model (WQM) meant for the classification of web metrics [2]. 

There are two main reasons why the aforementioned models, although useful for 
the assessment of websites, are not suitable for the evaluation of Web 2.0 
applications. Firstly, dimensions on web features and quality aspects are exclusively 
intended for the product-centered usability evaluation while the hedonic-based 
assessment of user experience is neglected. Namely, the evaluation of Web 2.0 
applications should take into account both pragmatic and hedonic facets of the quality 
in use [5]. Secondly, the lifecycle dimension encompasses diverse phases in a website 
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monolithic release which is specific for the waterfall approach to software 
development. Conversely, the perpetual beta as a core design pattern [3] of Web 2.0 
applications enables user driven release of new features during iterative lifecycle and 
is supported by agile development philosophy. 

With an objective to facilitate the assessment of Web 2.0 applications, we 
introduce a framework that distinguishes three dimensions concerning categories of 
the quality in use, functions of Web 2.0 applications, and agile software development 
methods. The proposed framework is illustrated in Figure 1, while each of its 
dimensions is explained in the following section. 

 

Fig. 1. Graphic representation of the framework 

2 Dimensions in the Framework 

2.1 Categories of the Quality in Use 

As a foundation for the description of the dimension which addresses categories of the 
quality in use, we use six crucial categories aimed for evaluating the quality in use of 
Web 2.0 applications: System Quality, Service Quality, Content Quality, Performance, 
Effort, and Acceptability [4]. Both reliability and validity of the set forth categories 
were empirically validated in the context of Web 2.0 applications for collaborative 
writing [6] and mind mapping [8]. To enable fine-grained assessment of various facets 
of the quality in use, each category is further refined into measurable attributes.  
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System Quality refers to the attributes that measure the quality of a web application 
as a system and is comprised of six attributes: navigability (extent to which web 
interface features are well organized and various navigation mechanisms are 
provided), consistency (degree to which the same structure, design, and terminology 
are used throughout the web application), aesthetic (degree of visual attractiveness of 
a web interface design), familiarity (extent to which interaction with the web 
application is similar to previously used applications), customizability (degree to 
which a web application can be customized to meet users' needs and suit the 
characteristics of the task), and security (degree to which a web application contains 
functionalities and mechanisms that protect data from unauthorized use). 

Service Quality refers to the attributes that measure the quality of interaction 
between the web application and users. This category is further decomposed into eight 
attributes: helpfulness (extent to which various forms of help are available and 
useful), availability (degree to which a web application and interface features are 
continuously available), interactivity (extent to which a web application creates the 
feeling of use of a desktop application and contains functionalities that facilitate 
different types of interaction among users), error prevention (degree to which a web 
application prevents the occurrence of errors and provides the features for their 
correction), reliability (extent to which a web application is dependable, stable, and 
bug-free), recoverability (extent to which a web application can recover from errors 
and operational interruptions), responsiveness (extent of the speed of a web 
application’s response to users’ requests and actions), and feedback (extent to which a 
web application appropriately displays messages and notifies the user about its status 
or progress of the task at hand). 

Content Quality can be viewed from two different aspects. The first one is the 
quality of information that is located or displayed on a website, while the second one 
encompasses the quality of the content that is the result of using a web application. 
Content Quality is measured with five attributes: correctness (degree to which the 
content is correct, accurate, and valid), coverage (degree to which the content is 
complete, displayed clearly, and appropriately represented), credibility (degree to 
which the content is unbiased, trustworthy, and verifiable), timeliness (degree to 
which the content can be supplemented, modified, and updated), and value-added 
(degree to which the content is advantageous and contributes to making new 
decisions).  

Performance refers to the attributes that measure the quality of tasks execution 
using the web application, including effectiveness (extent to which tasks can be 
executed accurately and completely by using the web application), usefulness (extent 
to which using the web application improves the user performance in task execution), 
and efficiency (extent to which the task execution using the web application saves 
resources).  

Effort refers to the attributes that measure the effortlessness of the web application 
use. It is comprised of eight attributes: minimal action (the perceived amount of 
keyboard- and mouse-assisted motor activity required to complete a task), minimal 
memory load (the perceived amount of mental and perceptive activity required to 
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complete a task), accessibility (extent to which the web application can be used by 
people with the widest range of characteristics and capabilities), controllability 
(extent of ease to make the web application do what the user wants), ease of use 
(extent to which interaction with the web application is free of effort), learnability 
(degree to which it is easy to learn to use the web application), memorability (degree 
to which it is easy to remember how the web application is used and where particular 
interface features are located), and understandability (extent to which interface 
functionalities are clear and unambiguous to the user).  

Acceptability refers to the attributes that measure likeability and behavioral 
intentions related to the web application usage, including playfulness (extent to which 
the use of web application holds the users’ attention and stimulates their imagination), 
satisfaction (extent to which the web application use meets user's expectations) and 
loyalty (extent to which the user is willing to continue to use the web application or 
recommend it to others). 

2.2 Functions of Web 2.0 Applications 

By introducing the dimension which deals with the functions of Web 2.0 applications, 
we are considering the fundamental functions of Web 2.0 applications: 
Communication, Sharing, Collaboration, Integration, and Organization [7]. Each Web 
2.0 application can be assigned to the function that best describes its purpose. 
However, we must emphasize that Web 2.0 applications are not necessarily restricted 
to a single function. For instance, cloud based office suites can be employed for 
collaboration on document authoring, communication during document creation, and 
dissemination of created document. On the other hand, wikis enable users to 
collaborate on joint projects and integrate shared artifacts.   

Communication refers to (i) web applications meant for synchronous or 
asynchronous interaction (e.g. audio and video forums, microblogs, or instant 
messengers), and (ii) web applications that provide a feature for communication 
between users (e.g. chat in a social network or virtual world). Sharing encompasses 
web applications (e.g. social networks and social bookmarking sites) that enable users 
to disseminate diverse types of artifacts, including photos, podcasts, documents, 
social bookmarks, etc. Collaboration includes web applications such as wikis and 
cloud based office suites where users work jointly with the aim to reach a common 
goal. Integration refers to web applications (e.g. wikis, blogs, e-portfolios, and 
mashups) that allow users to generate a repository of created artifacts. Organization 
includes web applications intended for visual representation of information (e.g. mind 
mapping and diagramming services) as well as web applications (e.g. podcasting 
services) that allow users to edit or combine previously created artifacts. 

2.3 Agile Software Development Methods 

The dimension which addresses agile software development methods encompasses 
diverse agile methods that can be used for the development of Web 2.0 applications such 
as Extreme programming, Rational Unified Process, Dynamic System Development 
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Method, Open Source Software Development or Agile Modeling [1]. The main reasons 
why agile methods are more appropriate for developing Web 2.0 applications than 
traditional methods are small releases with rapid cycles, adaptability, and collaboration 
among stakeholders. Adoption of the particular method depends on the size of 
development team, support for certain lifecycle phases, and type of Web 2.0 application. 

3 Conclusion 

The contribution of the proposed framework is twofold. Firstly, it can be used for the 
classification of both subjective and objective metrics thus providing guidance for 
their effective employment during the evaluation. Secondly, it can be applied for a 
sound and systematic assessment of the quality in use of Web 2.0 applications. In 
order to ensure that all important aspects of the introduced dimensions are 
appropriately considered, our future work will be focused on the refinement, revision, 
and validation of the introduced framework. 
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Abstract. Previous studies show that traditional usability evaluation methods 
can be problematic for collecting feedback on visual design [1]. Desirability 
studies have been used by usability practitioners to collect feedback on the 
affective response to interactive systems, but none allow end users to contribute 
feedback in the language of visual design experts. We describe how we adapted 
two traditional user research techniques (card sort, directed storytelling) to 
collect feedback on visual design. We then compare and contrast the kinds of 
data gathered from these methods with data gathered in a think-aloud exercise. 
A mixed-methods research strategy that includes methods adapted for visual  
design offers a path to engaging end users in a conversation that results in 
concise and actionable feedback for visual designers. 

1 Introduction and Related Work 

Traditional usability evaluation methods can be difficult to adapt for accurately 
assessing visual design in later design iterations because feedback for visual design is 
less about the user's ability to accomplish tasks and more about the affective response 
to a design. Desirability research methods can collect attitudinal reactions to a design 
rather than behavioral reactions. The data collected helps designers understand why 
different design directions alter the emotion of a user experience.  

While several groups have reported case studies of desirability studies [1,2,4,5], it 
is unclear how desirability methods can be adapted to focus on visual design. End-
users of software are not usually expert visual designers and do not have the 
appropriate vocabulary to provide concise actionable feedback to visual designers as 
part of a user-centered design process. There is a need for projection techniques that 
give end users a framework to express deeper feedback on visual design and to start 
discussions with end users that typically couldn’t happen using traditional usability 
research methods. 

In [3] De Guzman and Schiller described the Visual Design Card Sort (VDCS) as a 
technique to assess visual design and presented several explorations of visualizations 
for presenting data from this method. The work in this paper builds upon this previous 
research in two ways. First, it proposes another method for assessing visual design -- 
the Visual Design Mad Libs (VDML). Second, in order to better understand the 
benefits of VDCS and VDML as rapid user research methods, we compare the data 
collected from VDCS and VDML with the data collected from a think-aloud protocol 
study. Finally, we propose future directions for user research to partner and support 
visual design. 
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2 Visual Design Card Sort 

The Visual Design Reaction cards use a set of 75 Visual Design Reaction cards. 71 of 
the cards are a subset of the 118 Microsoft Product Reaction Cards from the 
Desirability Toolkit. Two researchers performed a card filtering exercise to inform 
and validate the set of cards, only keeping those that are relevant for providing 
feedback on the visual treatment of a design. Up to four additional cards can be used 
to add words that may be specific to the project or content being studied and/or to 
allow the participant to use their own word. Participants are then shown a set of 
images, one at a time. Once the image appears on the monitor, the participant has 
three to five minutes to select between three to five visual design reaction cards that 
best answers the question, "How does this look?" After the participant has selected a 
set of reaction cards, he/she is asked to explain why the card was chosen before 
moving on to the next image. 

3 Visual Design Mad Libs 

Visual Design Mad Libs is a hybrid of two research methods: directed storytelling and 
sentence completion tests, a semi-structured projective technique. To conduct a 
VDML, participants are shown a set of alternative visual designs along with control 
images. Once the image appears the participant has one minute to complete a one- to 
two-sentence statement where parts of the sentence(s) is left blank. For example, to 
assess the visual design of a product logo, the sentence to complete might be: “This is 
a logo for [company name]. The logo is a _______________ because ___________”. 
The design alternatives are placed in a randomized order among the control imagery 
such as popular competitor products. After the participant has completed the sentence, 
the researcher may ask follow-up questions to better understand the participant’s 
response. 

4 Case Study: Evaluating Early Designs for an Autodesk Web 
Service 

During the development of three Autodesk web products, the Visual Design Card Sort 
and the Visual Design Mad Libs were used to collect feedback on a proposed visual 
redesign. The purpose of this research was to collect feedback from Autodesk users 
about a new look-and-feel and report on trends observed across the participants. The 
visual design team identified several design goals such as: “simple”, “easy to use”, 
“focused”, “efficient”, and “humanized” also identified a target emotional response -- 
a “sense of wonder”.  
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4.1 Materials 

Participants were shown a set of high-fidelity static images that reflected a redesign of 
the Autodesk brand. They were also shown a set of images for a visual redesign of a 
Web application for collaboration. The materials included an image of the 
applications landing page, an image of a list of documents stored in the Web service, 
and screenshots of how the application would be redesigned for a mobile device. 

4.2 Methodology 

Three different methods were used to collect feedback on these materials: the Visual 
Design Card Sort, Visual Design Mad Libs, and a think aloud protocol. These 
methods were used over three rounds of user research focused on visual design. Table 
1 summarizes the methodologies used in each of the three rounds of research. The 
research strategy builds on [3] which focused solely on the VDCS and lacked a 
comparison of the data from VDCS with any other technique (row 1). In the second 
round of research (row 2) we compared VDCS with data from a think aloud protocol. 
Having data from both methods gave us a stronger picture of the reactions from the 
participants but left us unsure if it was the complete picture. In the third round of 
research (row 3) we used all three methods. We found the data collected from each 
method to be complementary: VDCS gave deep actionable specific feedback on 
design while VDML provided good direction on choosing between several alternative 
designs. 

Table 1. Research methods used in each round of research 

 VDCS Think Aloud VDML 
Study 1 ✔   
Study 2 ✔ ✔  
Study 3 ✔ ✔ ✔ 

 
The Visual Design Mad Libs were used to collect feedback on three company 

logos. Participants were asked to describe what they saw and give a reason why the 
logo represents Autodesk in the following sentence: 

“It is a _____________ because _______________” 
Finally, the think aloud protocol was used as part of a semi-structured follow-up 

interview about the three variations of the redesigned Autodesk logo. 

4.3 Results 

Visual Design Card Sort: The VDCS is displayed as a word cloud reflecting the most 
popular cards chosen by participants in the study. Cards that were chosen more often 
appear in a larger font and bolder type. 
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Visual Design Mad Libs:One participant’s responses comparing three Autodesk 
logos: 

• [Logo1] “It is a Folded ‘A’ because ‘A’ is for Autodesk. Kinda vague.” 
• [Logo 2] “It is a Bowtie or 3D glasses because you’re making 3D TVs! Not good. 

Don’t like the font” 
• [Logo 3] “It is a perspective pyramid because you make software to build 3D 

designs” 

Think aloud: Of the three logos presented to the participants, the strongest preference 
was for Logo 3: 

• “More represents what Autodesk is known for. [It’s] more recognizable as 
Autodesk.” 

• “…very precise, has gridlines.” 
• “Explains what we do. 3D design has volume.” 

5 Discussion 

The past distance between visual design and HCI practices made it hard to get end-
users engaged in the visual design development of an interactive product. Visual 
designers’ complex vocabulary to discuss their work clashed with small sample user 
experience research feedback. However, in this case study, data was gathered both 
early and later in the development process. Accordingly, visual design was evaluated 
both holistically and in depth on specific pieces of the user interface. 

HCI practitioners advocate including end-user feedback in the creation of user 
interfaces. Visual design for UIs has long the domain of experts due to the intricate, 
nuanced effect it has on user experience. In this paper, we advocate for more methods 
to express user experience along with brand or visual design needs. The techniques 
described contribute to deeper refinement, engagement, and a path to integrate these 
two fields. 

6 Conclusion and Future Work 

The use of desirability study methods has been documented in case studies but there 
has been little research and innovation in desirability research methods focused 
exclusively on assessing visual design. This is an opportunity for end-users to 
contribute to visual design goals. Techniques to make this feedback meaningful, 
actionable, and quick are needed. 

Future directions include validation of some of the assumptions made which 
guided the design of this research method. We suspect that novice users are more 
subject to the acquiescence bias and would provide a significantly higher proportion 
of positive feedback than expert users. 
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Another direction for future work is the compare the VDCS and VDML methods 
to expert review of visual designers, rather comparing it to the think-aloud method.  
Finally, these techniques offer projective surfaces for end-users. The VDCS and 
VDML methods are given to demonstrate that a shared vocabulary and evaluation 
framework can generate strong results for the visual design of UI development. 
Additionally, these findings engage in a discussion with visual design professionals 
on the opportunities for direct user feedback. Hopefully, these techniques will do 
justice to the intricate and nuanced work of visual design while providing a strong 
UCD focus. 
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Abstract. Completely Automated Public Turing Tests to Tell Computers and 
Humans Apart (CAPTCHA) is one of the important security mechanisms to 
avoid spamming and hacking on websites. This study focuses on identifying the 
usability dimensions of text-based CAPTCHA based on multi-method ap-
proach. Research methods of Think-Aloud protocol, factor analysis and equa-
tion modeling are applied. Analytical work shows that usability of CAPTCHA 
is formed of (i) content; (ii) format; (iii) distortion and (iv) services. The scale is 
used to evaluate the usability of ReCAPTCHA, JCAPTCHA and GIMBY. The 
main contribution of the study is constructing a scale, systematically, to quanti-
tatively evaluate the usability of text-based CAPTCHA.     

Keywords: Usability, Security, CAPTCHA, Usable Security, Users Percep-
tions, Design, Factor Analysis. 

1 Introduction 

Today, CAPTCHA is a widely used security tool to differentiate humans from 
automated agents by requesting a solution to a problem. Because text-based 
CAPTCHA is the most widely applied one [12], designers of text-based CAPTCHAs 
should give more attention not just to create robust ones, but also usable CAPTCHAs 
[7]. Recent studies underpins the necessity to focus on usability challenges in 
CAPTCHA [18,12] mainly for three reasons: (i) text-based CAPTCHA are the most 
common ones utilized by websites and the most ones preferred by web users [12] (ii) 
users do not necessarily share common cognitive backgrounds in which might affect 
their perception of the CAPTCHA and its usability [2]; and (iii) CAPTCHA 
generation is derived by an economic reasons to stop any abuse can be caused by 
automated agents [14], which make it an essential security tool. To my knowledge, no 
study has been dedicated to construct a scale to measure the usability of text-based 
CAPTCHA. This study is designed to cover this gap. 

2 Literature Review 

It is common knowledge that CAPTCHA should be secure and usable. Unlike the 
large number of studies on how to develop robust CAPTCHA, it is surprising to find 
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that there has been little number of attempts to understand CAPTCHA usability. For 
example,W3C Working Group listed some concerns to problems posed by 
CAPTCHA for users with disability and suggested some alternatives to text-based 
CAPTCHA[15]. Another study recognized the impact of different distortion 
techniques on the usability of CAPTCHA designed by Microsoft [3]. Others applied 
usability criteria of accuracy, response time and perceived difficulty to measure 
usability (e.g., [8]), but no criteria were proposed. Another study examined usability 
aspects of CAPTCHA in a form of proposed framework of three dimensions of 
distortion, content and presentation[16]. Although this study forms a serious attempt 
to understand CAPTCHA usability, its framework cannot be used to quantify 
usability. Similarly, the study of [14] analyzed different properties of text-based 
CAPTCHAs that might explain usability.  

3 Study and Findings  

In this study a multi-method approach is applied. First, think-aloud protocol is used to 
understand usability measures and dimensions. Second, a scale is constructed to 
measure text-based CAPTCHAs implementing factor analysis. Finally, equation 
modeling is implemented to confirm reliability and validity of scale [9]. 

3.1 Think-Aloud Protocol 

Think-aloud protocol is a well documented method in usability studies to understand 
cognitive processes. This method has been a proven way to highlight features and 
usability issues that can be improved [7].Six college students, participated in think-
aloud study. Their ages ranged from 21 to 29 years old with 50% females and one 
male student with English as a second language. Participants were provided with six 
different text-based CAPTCHAs to solve. Input from participants was matched with 
identified usability criteria found in literature (see Table 1). It is interesting to note 
66% of participants proposed issues related the “service” dimension. 

3.2 Scale Construction      

Several psychometric researchers have proposed different procedural models to 
develop better instruments. In general, scale construction follow the following 
pattern: (i) conceptualization; ii) operationalization; and (iii) purification; and 
(iv)testing psychometric properties of the scale. Dimensions conceptualization was 
made based on literature [14,16], and think-aloud study. The dimensions then, were 
opertionalized [6], and pilot tested generating 25 measures. The variable ease of use 
was adopted from literature [4]. CAPTCHA usability dimensions were treated as 
formative indicators of the second-order latent construct [5,6,9]. 
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Table 1. Proposed Dimensions of Text-based CAPTCHA  

Dimension Definition Source  

Content The extent the content embedded in CAPTCHA is 
understandable to users(e.g., character set, mea-
ningfulness of words, combination of lowercase 
and uppercase, friendliness of words to non-
English speakers, words are inoffensive, number 
of words) 

 [14],[16], 
think-aloud 
study 

Format The extent CAPTCHA content is formatted and 
presented to users (e.g., string length, font shape, 
font color, background color, background pattern, 
integration with website, uniformity of presenta-
tion, text box size)   

[14],[16], 
think-aloud 
study 

Distortion The extent CAPTCHA content is distorted (e.g., 
stray lines, collapsing, and level of distortion) 

[14], [16], 
think-aloud  

Services The solvers are provided with a number of servic-
es that make it easy to solve CAPTCHA (e.g., 
number of trials to solve, options to use other 
forms of CAPTCHA other than text, using appro-
priate symbols to indicate services  

Think-aloud 
study 

 
All items were measured using seven-point Likert-type scale ranging from (1) 

strongly disagree to (7) strongly agree. Data was collected from 135 participants with 
76% of them females, their ages range from 19-43 years old. Factor analysis was 
conducted following Hair et al.’s recommendations [9], to identify the number of 
factors that adequately represent the underlying dimensions of CAPTCHA usability. 
Factor analysis resulted in identifying four-factor solution of: (i) content; (ii) format; 
(iii) distortion and (iv) services (see Table 2). Following the recommendation of 
[5,6,9], equation modeling is performed to understand the links among the dimensions 
of CAPTCHA usability and the “ease of use“ variable. Conducting equation modeling 
reveals that identified factors relate significantly to overall ease of use. The developed 
scale demonstrated acceptable psychometric properties based on variety of reliability 
and validity indices drawn from exploratory factor analysis, and equation modeling, 
based on recommendations of [5],[6], and [13]. 

4 CAPTCHA Evaluation   

Three of the commonly used CAPTCHAs were evaluated using the developed scale. 
Total of 26 participants, more than 70% of them are females with ages range from 21-
30 years old, evaluated the text-based CAPTCHAs of ReCAPTCHA, JCAPTCHA 
and GIMBY. ReCAPTCHA scored the highest in terms of usability, then comes 
JCAPTCHA, to place GIMBY in the third place. Data Show that users find 
CAPTCHA with appropriate type of distortion that does not confuse them, supported 
with text of reasonable length and services that enable them to try again or switch to 
audio-based CAPTCHA make CAPTCHA easy to use by humans. 
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Table 2. Factor Solution for Usability of Text-based CAPTCHA  

Construct/ Measure  Factor 
Loading 

VIF 
 

Content: 
1. Text is clear and easy to solve 
2. Text is understandable  
3. Text is from dictionary 
4. Text is not offensive 
5. Text is appropriate for native language speakers 
6. Text is of appropriate number of words 
7. Text is of appropriate character set   

 
0.851 
0.834 
0.822 
0.820 
0.811 
0.811 
0.809 

 
1.20 
1.23 
1.18 
1.33 
1.54 
1.70 
1.61 

Format:  
1. Text is presented in an appropriate way 
2. Text is of appropriate length 
3. Text is of predictable length 
4. Text is of appropriate font shapes 
5. Text is of appropriate font sizes 
6. Text is of appropriate color 
7. Background is of appropriate color 
8. Background is of appropriate level of complexity 
9. Text is always presented in standard way 

 
0.901 
0.883 
0.667 
0.854 
0.848 
0.830 
0.829 
0.828 
0.822 

 
1.21 
1.65 
1.44 
1.271.
71 
1.34 
1.51 
1.89 
1.67 

         Distortion: 
1. Distortion applied does not make it hard to solve 

CAPTCHA 
2. Distortion is of appropriate level and do not stop 

me from solving CAPTCHA 
3. Noise added to text is of appropriate level and do 

not stop me from solving CAPTCHA 
4. Distortion type applied is appropriate and do not 

stop me from solving CAPTCHA 

 
0.877 
 
0.856 
 
0.833 
 
0.803 

 
1.38 
 
1.41 
 
1.34 
 
1.91 
 

         Services: 
1. CAPTCHA provides me with extra services and 

features that help me solve CAPTCHA 
2. CAPTCHA services improves my ability to solve  
3. CAPTCHA services enables me to choose other 

forms of CAPTCHA  such as audio CAPTCHA 
4. CAPTCHA is provided with appropriate symbols 

such as symbol  as an icon to try again 

 
0.846 
 
0.821 
 
0.799 
 
0.767 

 
1.71 
 
1.93 
 
1.89 
 
1.75 

5 Conclusion    

It has become a standard practice to employ CAPTCHA to differentiate between 
human users and automated agents. The purpose of this study is to present results of 
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an in-progress study, with the aim to construct a scale to measure text-based 
CAPTCHA. The next phase of the study aims into collecting another dataset and 
confirm the dimensionality of the scale and its properties. This study contributes to 
efforts related to usable security on the World Wide. 
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Abstract. This presentation will provide a study of usability aspects for four 
Video Streaming Devices (VSD’s) including Apple TV, Vizio Co-Star Google 
TV, Hisense Pulse Google TV, and Roku 3devices. The objective is to show the 
evaluation of user experience on these devices across multiple usability 
dimensions; and compile a list of what works best and what needs to improve in 
each device to compile a list of guidelines for designing better-optimized UX.  

We employ Cognitive Walkthrough techniques to evaluate the usability 
aspects of each device. We selected a group of common tasks to make our 
evaluation more objective, and comparison more precise. We hope that these 
results can be used as a checklist for UX designers when designing Video 
Streaming Devices.  

Keywords: Usability, User Experience, Cognitive Walkthrough, Smart TV, 
Testing. 

1 Introduction 

There has been rapid growth in consumer adoption of devices such as Roku, Apple 
TV and Google TV boxes from several OEM’s over the last few years. This is 
indicative that Video Streaming Devices (VSD) are positioned to become one of the 
main components of the connected home concept as it is emerging.  

Yet, studying the user experience (UX) of many of these VSD’s, even the 
popular and successful ones, shows that the user interface (UI) and other user 
impacting aspects of these devices are not yet fully matured. We performed 
usability study on four of the available VSD’s in the market to evaluate their UI 
and UX design. In this study we aimed to evaluate each device’s UX and identify 
areas that the UX is well designed, and also the areas that the UX is poorly 
designed. The devices in our study included Apple TV generation3, Vizio Co-Stare 
Google TV, Hisense Pulse Google TV, and Roku 3 which are illustrated in Fig.1. 
We later summarized our findings in a series of suggested guidelines for other UX 
designer to use.   
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Fig. 1. Devices used for evaluation 

2 Methodology 

Our methodology begins with building a framework to objectively compare usability 
issues from a novice user’s perspective, based on cognitive walkthrough technique. 
We first performed task analysis to identify tasks that are common across all devices. 
For example, “Find the latest episode of The Daily Show”, constitutes a task. We then 
decomposed each task into its atomic subtask. In the next step, we evaluated each 
subtask across five usability dimensions: Visibility, Accessibility, Feedback, 
Responsiveness and Efficiency, and quantized the results. We then analyzed the data 
to identify where each device excels, and where it falls short to compile a list of best 
practices in user experience design. At the end we distilled this into a set of guidelines 
on optimizing usability on VSD’s. Fig. 1 illustrates our approach.  

 

Fig. 2. Usability Evaluation and Analysis methodology 
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In order to streamline our analysis and make it more objective, we limited our 
scope of evaluation to two areas. First we wanted to see how well the set up procedure 
has been designed on each device. The set up procedure is often referred to as “Out 
Of Box Experience” or OOBE for short. OOBE is one of the main determinant factors 
in how users perceive a device’s usability since it is the first encounter they have with 
a device. For the second area we opted to evaluate different aspects of content 
discovery and consumption tasks. Netflix is an application that is available on all 
devices that we studied, and hence Netflix was chosen as the proxy for content 
discovery and consumption features for all devices that we evaluated.  

OOBE Evaluation: For evaluating OOBE, we defined six distinct criteria for set up 
process that could be evaluated across all four devices. These criteria are shown in 
Table-1. 

Table 1. Evaluation criteria for OOBE procedure 

 OOBE Use Case  Score range 

1 How well managed set up dependencies are? 1-5 

2 How easy it is to locate the Setup procedure?  1-5 

3 How logical and sequential are the series of steps in 
the Setup procedure? 

1-5 

4 Can Setup be completed in less than 20min? 1, 5 

5 Does Setup process provide enough feedback and 
control to the user? 

1-5 

6 Is end of Setup well communicated? 1-5 

 
Video Content Discovery and Consumption Evaluation: For evaluating content 
consumption, we defined nine distinct tasks in a way that we could perform and 
evaluate across all different implementations of Netflix in these four devices.   

Table 2. Common Use Cases 

 Video Discovery & Consumption Common Use Cases  

UC1 Launching Netflix 

UC2 Search for content  

UC3 Accessing recently watched content – Top 5 

UC4 Accessing recently watched content – All 

UC5 Browse recommended 

UC6 Play a title (movie or TV episode), Forward/Rewind/ Pause 

UC7 Play a TV show from Episode 1 in sequence 

UC8 Play a title/ Forward/ Rewind/ Pause 

UC9 Browse categories 
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Additionally, we evaluated each use case outlined in Table 2 across five different 
Usability dimensions to rate each device for these common use cases. We used the 
following Usability dimensions: 

Table 3. Usability Dimensions for evaluating each Use Case 

 Usability Dimensions   Description 

1 Visibility How visually easy it is to identify the right UI element 

2 Accessibility  How easy it is to start the use case from the Gateway 
page? 

3 Feedback How much feedback and control is provided to the user  

4 Responsiveness How responsive and snappy the device is when 
performing the use case? 

5 Efficiency How fast the use case can be completed, i.e. how many 
steps needed to complete the use case? 

3 Summary of Analysis and Results 

The result of our analysis revealed interesting facts on how product, UX and UI 
design decisions could impact usability of the device. In general, we found that the 
design of the remote control has significant impact on the usability of the device, 
across variety of use cases. Our analysis shows that even though minimalist design for 
remote control may be aesthetically superior, it hinders several usability dimensions. 
Again, we found due to various needs of connected devices for alphanumeric data 
entry during the setup procedure, having a remote with full keyboard enhanced the 
usability of the setup procedure. The summary of our analysis is illustrated in Fig. 3. 
Fig. 3-a illustrates the usability scores for each device, across each of the nine use 
cases outlined in Table 2. Fig. 3-b illustrates the overall average score for each of the 
usability dimensions outlined in Table 3, and finally Fig. 3-c shows the average scores 
for overall OOBE software setup procedure across the usability criteria outlined in 
Table 1. In short, based on our findings we found that the following guidelines can be 
useful when designing UI/UX for VSD’s: 

• A remote control with full keyboard on one side and navigation, playback and 
quick lunch buttons on the other side enhances overall usability. GoogleTV based 
devices all ship with a remote with this design.  

• Optimal navigation UI for TV episodes is multi-pane set of left to right panels. The 
first panel allows for selecting the desired season, the next one to the right  
the episode and next panel displays the detail information on the series and the 
episode.  

• Google TV based devices provide this type of TV episode navigation UX.  
• On the detail page of a movie, providing a list of similar items – or “More-Like-

This” –increases Efficiency and Accessibility of discovery -as in Apple TV. 
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Fig. 3. a) Usability evaluation of each Use Case, b) Usability Dimensions and c) OOBE scores 

• While larger icons increase Visibility, they severely limit screen’s real-estate 
utilization and navigation speed, and lower Accessibility and Efficiency of content 
search and discovery. Roku 3 suffers from large icons, and in contrast, Apple TV 
and both Google TV devices have cut a good balance between Visibility and 
optimizing screen area utilization. 3-4 rows of content can be optimally placed on 
each screen for a typical TV screen size and watching distance.  

• Explicitly outlining the stages of OOBE at the beginning is very confidence 
building, while the user is going through the setup procedure. We found that Roku 
exceled here, and provided the best OOBE setup experience.  

• Including touch based UI, and touchpad on the remote decreases the usability 
scores of the experience. We found that touch based UI is not a good input method 
for TV based interactions.  

Optimum UX/UI Design for DSV: As a result of our analysis, we combined best 
practices from each device we evaluated, to design an optimum device: 

1. Hisense remote control – minus the touchpad 
2. TV episode control of Google TV – either of the Vizio or Hisense devices 
3. Movie detail page of Apple TV 
4. Physical design and aesthetics of Apple TV box 
5. OOBE setup procedure of Roku 3 
 
Bonus Feature: Roku 3’s on-remote headphone jack. 
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Abstract. This study shows how the use of various measures of eye movement 
can serve to portray dynamic decision-making (DDM) in a coherent fashion. 
We extracted eye movement metrics relative to 1) scanpath, 2) eye fixations, 
and 3) pupillary response, to characterize DDM during the process of risk 
assessment. Results from Experiment 1 revealed that incorrect classifications 
were associated with 1) less efficient information search, 2) difficulties in 
making sense of critical information, and 3) a low level of cognitive load. In 
Experiment 2, we used eye tracking to assess the impact on DDM of 
introducing a decision support system. The addition of a temporal-overview 
display seems to affect processing time in DDM as indexed by shorter 
scanpaths and fixations during classifications. These findings illustrate how 
event-based eye movement measures can reveal characteristics and limitations 
of the ongoing cognitive processing involved in DDM and also contribute to 
usability testing. 

Keywords: Eye movements, dynamic decision-making, usability testing, 
decision support system. 

1 Introduction 

Dynamic decision making (DDM) involves a series of interdependent real-time 
decisions and actions made in an environment that continuously changes, and evolves 
according or not to operators’ actions [1]. Air traffic control and military operations 
are examples of complex dynamic situations in which DDM is difficult to the point 
that it often taxes operators’ cognitive capabilities [2]. In such situations, decision 
makers have to process and categorize information coming from multiple sources 
within a limited time frame [3]. 

The demands to support DDM are growing rapidly, but providing such support 
requires a good understanding of the underlying cognitive processes involved in 
DDM. One avenue that we wish to explore is to reveal these cognitive processes 
through the use of eye tracking in a manner that is closely linked to the dynamics of 
the situation [4-5]. Indeed, eye movements can provide non-obtrusive, online indices 
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of cognitive functioning [6]. There are various ways in which eye movements can be 
measured to study a wide range of cognitive processes. Poole and Ball [5] highlighted 
different categories of eye movement metrics, each reflecting the action of specific 
cognitive processes. Scanpath metrics relate to saccade-fixation-saccade sequences of 
eye movements and can be used to index the efficacy in information seeking [5]. 
Fixation metrics measure how long the gaze is relatively stationary and can serve  
as estimates of processing (or encoding) time during DDM [6-7]. Pupilometry 
measures variations in the pupil diameter during DDM and can index the level of 
cognitive load [8]. 

In DDM studies, such metrics are usually exploited in isolation and are rarely used 
to investigate how a decision support system can affect information intake during 
DDM. The purpose of the present study was twofold. The first experiment aimed at 
demonstrating how the combination of different types of eye movement measures 
during the information intake can contribute to pinpoint the sources of errors in the 
context of a simulation of radar-based risk assessment. The goal of the second 
experiment was to test the potential of such an event-based eye-tracking approach to 
usability testing by assessing the impact of introducing a decision support system 
(DSS) on cognitive processes engaged in DDM. 

2 Experiment 1 

2.1 Method 

Twenty-one adults reporting normal or corrected-to-normal vision and normal hearing 
took part in the experiment. We employed the S-CCS microworld (Figure 1), a low-
level computer-controlled simulation of a naval anti-warfare [see 8-9] in which 
participants play the role of a tactical coordinator onboard of a frigate by conducting 
threat evaluation and weapon assignment. The simulation dynamically evolves 
according to a pre-determined scenario and takes into account participants’ actions.  

 

 

Fig. 1. The S-CCS display in Experiment 1 
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Participants performed three subtasks: threat-level and -immediacy evaluation and 
neutralization of hostile aircraft. Our analyses focused on the threat-level assessment 
subtask. In this task, participants had to categorize all aircraft moving on the radar 
according to a classification rule. This rule took into account 5 out of 11 parameters 
appearing in the list. Aircraft could be non-hostile, uncertain or hostile, and 
participants clicked on the classification buttons to record their decision. For hostile 
aircraft, participants must also judge threat immediacy and engage weapons. 

The experimental session started with a tutorial explaining the context of the 
simulation, the mission and the task to perform, followed by a practice phase with 
static screenshots. Then, participants familiarized themselves with the S-CCS 
dynamic environment through eight training scenarios. The session ended with 16 4-
min test scenarios, each including a set of 27 aircraft varying in speed and trajectory 
on the radar.  

2.2 Results and Discussion 

Eye movement measures were extracted from over 10,000 classifications (mean 
accuracy: 85.9%) and were classify as correct or incorrect decisions. Table 1 
describes the eye-tracking metrics used in the present study with their meaning. 

Table 1. Description of the eye movement metrics extracted during each classification 

Type of 
metric 

Metric Description Meaning 

Scanpath 

Scanpath    
duration 

Mean duration (in ms) of the 
scanpath  

Longer-lasting scanpath 
= Less efficient 
searching 

Scanpath length 
Mean number of fixations in 
the scanpath 

Longer scanpath = Less 
efficient searching 

Spatial 
density 

Mean % of areas looked at to 
perform a classification 

Higher density = Less 
efficient searching 

Fixation 

Mean fixation 
duration 

Mean duration of a single 
fixation on relevant areas  

Longer duration =    
Difficulty in extracting 
information 

Total fixation 
duration 

Time spent fixating relevant 
areas 

Pupil 
response 

% of change in 
pupil size 

Pupil dilation when looking at 
relevant areas compared to a 
“baseline” dilation level 

Larger pupil dilation = 
Increased cognitive load 
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Table 2. Eye movement metrics’ mean obtained for correct and incorrect classifications 

Metrics 
Control (Exp. 1) With TOD (Exp. 2) 

Incorrect Correct Incorrect Correct 
Scanpath 

•  •  •  •  
Length 8.78 8.27 8.11 7.55 
Duration (ms) 3077.41 2879.29 3282.35 3042.12 

 Spatial density 48.1 46.7 38.5 37.1 
Fixation 

•  •  •  •  
Mean duration (ms) 246.72 233.38 187.91 183.5 
Total duration (ms) 967.47 855.85 680.74 617.84 

Pupillometry
•  •  •  •  

% of change -1.12 -0.27 -0.66 -0.62 

 
Table 2 presents the results obtained for all metrics according to classification 

accuracy. Dependent-samples t tests performed on participants’ means revealed a 
significant difference between correct and incorrect classifications for each metric. 
These results suggest that in the context of radar-based risk assessment, DDM errors  
were associated with impoverished efficacy to search for relevant information, 
difficulties in making sense of critical information, and transient slackening in the 
overall level of cognitive effort. This study illustrates how eye movements can be 
used to discriminate between correct and incorrect decisions in dynamic environments 
and, hence, provide insights into potential solutions (e.g., DSS, training) to improve 
the various aspects of cognitive functioning involved in DDM. 

3 Experiment 2 

The objective of Experiment 2 was to show how eye movement analyses can serve 
usability testing by examining the impact on threat evaluation of adding a DSS 
designed to support priorization and scheduling activities. A temporal overview 
display (TOD) was integrated to the original S-CCS interface (Figure 2) to support 
threat-immediacy assessment and defensive-measures management. While this tool 
was shown to promote temporal awareness for executing these subtasks [9], the 
holistic evaluation of its impact on other subtasks using eye-tracking is recommended.  

3.1 Method 

Twenty-two new adults participated to the experiment. Added to the right of the radar, 
the TOD represents temporal components such as time-to-decide and time to hit a 
target by presenting each aircraft (represented by a rectangle) across a timeline. An 
aircraft hits the ship when the right end of its rectangle crosses the red line.  
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Fig. 2. The S-CCS display with the TOD located to the right of the radar screen 

3.2 Results and Discussion 

As shown in Table 2, the comparison of correct and incorrect classifications yielded 
the same results as in Experiment 1. When contrasting eye movement metrics 
between the two studies, independent-samples t tests revealed significantly lower 
spatial density and shorter fixations in the presence of the TOD. Such results suggest 
that promoting temporal awareness through the TOD influenced temporal aspects of 
the classification subtask as participants took less time to gather relevant information 
necessary to assess threat level. This experiment illustrates the potential of eye 
movements in uncovering the consequences of adding DSSs on cognitive functioning. 

4 Conclusion 

The present study was successful in showing that eye movements can be used not 
only to discriminate between correct and incorrect decisions in dynamic 
environments, but also to assess the impact of adding a DSS on different aspects of 
cognitive functioning, such as search efficiency. Taken together, our findings testified 
that dynamic, event-based measures of eye movement provide a window onto the 
ongoing cognitive processing in complex dynamic situations. The use of eye-tracking 
metrics in a convergent manner constitutes a powerful tool to portray DDM and can 
contribute to DSS usability testing. 
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Abstract. The use of information technology such as dynamic geometry 
software in mathematics teaching has become more popular and essential. 
There are several benefits of using this software. In spite of the benefits, they 
have some difficulties in terms of usability, so users have some problems while 
using them in learning mathematics. The purpose of this study is to investigate 
the usefulness of these software interfaces. For this purpose, firstly, we selected 
two dynamic geometry software. One of them is GeoGebra and the other one is 
Geometer’ Sketchpad. After selecting, 6 tasks designated using this software. In 
usability test, the participants tried to do task. While doing the tasks, in order to 
analyze the process, the participants were observed and their eye movements 
were recorded with eye tracker system. Then their opinions about software 
asked. Finally all data were analyzed, and discussed.  

Keywords: GeoGebra, Geometer’s Sketchpad, Usability, Eye Tracking. 

1 Introduction 

The computer is a powerful and helpful tool in teaching and learning mathematics 
[10]. With multimedia capabilities, students are able to visualize mathematical 
concepts which are difficult using traditional methods [5]. There are a lot of powerful 
software which can be used in classroom teaching such as Logo, Geometer’s 
Sketchpad, Cabri, Derive, Mathemetica and GeoGebra. In the recent years, a number 
of studies in which dynamic mathematics software GeoGebra and Geometer’s 
Sketchpad are used are seen in the literature. One of this software, GeoGebra can be 
defined as a software program that was e designed to combine geometry, algebra, and 
calculus in a single, dynamic geometry [10]. The other software; Geometer’s 
Sketchpad uses exploratory in mathematics. This software allows teachers and 
students to use the construction and the animation of an interactive mathematics 
model [7]. There are several benefits of using this software. Previous studies show 
that the teaching materials, which prepared with GeoGebra, are more successful than 
traditional method [11]. Other study indicates that teaching the subject of symmetry 
with GeoGebra is enabling students to teach the subject better [1]. The other study 
about Geometer’s Sketchpad shows that the use of interactive multimedia increases 
student attention and understanding of mathematics [7]. 
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2 Research Questions 

There are a few studies on usefulness of this software. Dynamic geometry software 
has some difficulties in terms of usability, so users have some problems while using 
them in learning mathematics. The purpose of this study is to investigate the 
usefulness of these software interfaces. For this purpose, we selected two popular 
dynamic geometry software. One of them is Geogebra which of most features are free 
and it is open source and written in Java and thus available for multiple platforms [4]. 
The Geometer's Sketchpad is a popular commercial interactive geometry software 
program for exploring Euclidean geometry, algebra, calculus, and other areas of 
mathematics [9].In this study; we will try to find answers of questions: (i) What are 
the major problems when using these software interfaces? (ii) How much time the 
user spent for doing a basic task? (iii) Is there any difference doing basic or complex 
task? (iv) Is there any difference doing same task while using different software? 

3 Methodology 

The model of this survey is an end-user based research model. At this research, the 
steps were followed according to this model. 

Apparatus. Our study was carried out at the HCI Research and Application 
Laboratory at the Middle East Technical University. In this laboratory, the devices 
enable to monitor screen shots on the computers. To record eye movements a Tobii 
1750 Eye Tracker System was used. The Tobii 1750 Eye Tracker software provides a 
video of screen records, watching and analyzing these videos, participants behaviors’ 
observed. Moreover, the records of Eye movements’ data analyzed. 

The Participants. Our population in this study was six end-users who are research 
assistant in Middle East Technical University. All of them were female and were at 
23, 23, 27, 28, 29, 32 ages (M=27). Two of them were at PhD and the others were at 
master degree (M=1, 33). The degree of computer usage of this participation was 
advance (M=6, 83). Half of the participations have experience of using GeoGebra 
(M=2). However, the others have not any experience. On the other hand, two of them 
have no experience of using Geometer’s Sketchpad, the others have (M=1, 83). 

The Tasks. In usability test, 6 specific tasks were done by using GeoGebra and 
Geometer’s Sketchpad. Two of them were easy, two of them had medium degree of 
difficulty and two of them were difficult. First two of them were basic task. After 
doing these basic tasks, the difficulties of other tasks increased. (Table 1). 

The Application. In application step, we collected data while users do the tasks, the 
participants were observed and their eye movements were recorded with eye tracker 
system and they were asked to their opinion about software, giving a questionnaire 
which consists of 40 questions about each software. It asks users’ opinion about the 
appearance of the interface and the terms which used in the program, and the learning of 
the system usage. Also this questionnaire was in the users’ native language (Turkish). In 
addition to this questionnaire, we applied John Brooke’s System Usability Scale (SUS). 
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“SUS can be used on very small sample sizes (as few as two users) and still generate 
reliable results.” [8]. We asked 10 item questionnaire which were in Turkish with 5 
response options. For each item users gave one response. These two questionnaires were 
translated from English to Turkish by Kürşat Çağıltay [3]. 

The Criteria. The other step was that we determined criteria for analyzing the results. 
Although there were a lot of criteria which used to evaluate systems’ usability, we 
took into consideration Nielsen ten user interface design criteria [6]. 

Table 1. Tasks 

Task 1: Draw any triangle, show its angle and edge length and add any edge length of this triangle. 
Task 2: Draw any irregular polygon, show its angle and calculate its circumference and area. 
Task 3: Draw a straight line passing through the A (5, 0) and B (0, 2) points and indicate the 

equation of the line. 
Task 4: Draw a graph of the equation y = 3x2 +5. 
Task 5: f(x) = 2x3-x2 +6x +4 Take the derivative of the function. Draw a graph of a derivative. 
Task 6: Draw any circle; calculate its circumference, the radius and area. 

Create a table of values found by changing the radius of the circle. 
Draw a graph from the data in this table. 

4 Results and Discussion 

Qualitative Results. We observed participants and noticed some problems about this 
dynamic geometry software. The main problem with GeoGebra was not finding and 
opening “Input Help”. The other problem was finding any function under menu 
options. The icon of “Input Help” menu was not visible and easy to click. Half of the 
participants opened and used this menu incidentally or they had experience for click 
and opened it. The other problem was data transferring between windows. Two of the 
participants tried to transfer input data to from “Algebra” to “CAS” but she did not. 
And another participant tried to transfer data from “Graphics” to “Spreadsheets”, after 
lots of mouse click she did. The other problem was about error messages which only 
show errors but not give the correct type or any hints. The other problem was no 
instruction for using tools. Another problem was that about right click menu options. 
Some of participants tried to use right click for calculating area and circumference but 
GeoGebra did not allowed this. Last problem with GeoGebra which we observed was 
that “CAS” tools were not enough for using easily. One of the participants indicated 
that learning usage of this software takes long time and its menu was complex and 
remember the steps were not easy. The main problem with Geometer’s Sketchpad was 
about instructions place on interface. The participants could not recognized 
instructions while doing the tasks. Instructions are bottom of the page and not 
recognizable. The other problem was about selecting the objects. The participants had 
difficulties while calculating and showing the angle. Another problem was menu’s 
classifications of properties and functions. For example; one of the participants 
looked “Construct” menu for creating table. But she could not find it under 
“Construct” menu, she find it under “Number” menu. One participant indicated that 
there were not enough error messages. 
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Quantitative Results. Firstly, we compared fulfillment of the tasks in this dynamic 
geometry software. All tasks were completed by all participants using Geometer’s 
Sketchpad. However, Task 6 was not completed by the half of participants using 
Geogebra. Secondly, we got time to first fixation, total visit duration, mouse click count, 
and time to first mouse click records of the participants by Tobii software. We 
calculated the time to first fixation for each task for each software and analyzed the 
average time to first fixation. We attended to total visit duration time for each task 
completion. And we calculated mouse click count for each task comparing the software. 
This gives information about the amount of steps. Lastly, we calculated time to first 
mouse click for each task. To compare the results we used Paired-Samples t-test for a 
task which was completed by using this software. We implemented 24 paired samples t-
test for the results of Tobii records. We analyzed that there was no big differences for 
this data. Time to first fixation and time to first mouse click was similar for this 
software. The results were p>0.05 so this results were not meaningful. On the other 
hand, total visit duration and mouse click count for each task showed differences. Total 
visit duration for Task 1 in GeoGebra (M= 115, 6283, SD=72, 58297), for Geometers’ 
Sketchpad (M=187, 1700, SD=75, 72062). Paired Samples t-test p<0.01. Total visit 
duration for Task 3 in GeoGebra (M= 25, 7617, SD=6, 92604), for Geometers’ 
Sketchpad (M=54, 7717 SD=54, 7717). Paired Samples Test p<, 029. Total visit 
duration for Task 6 in GeoGebra (M= 679, 9283, SD=468, 29070), for Geometers’ 
Sketchpad (M=159, 1317SD=32, 80426). Paired Samples t-test p<, 040. This results 
shows that Total visit duration in the task for Geometer’s Sketchpad was longer than 
GeoGebra except from task 6. The reason of the task 6 was longer than the other was 
the participants had some problems while using the spreadsheets. And Task 6 was not 
completed by some participants because of this reason. Mouse Click Count for Task 1 
in GeoGebra (M=41, 0000, SD=29, 09983), for Geometer’s Sketchpad (M=106, 5000, 
SD=42, 49588) and p<0.00. Mouse Click Count for Task 3 for GeoGebra (M=7, 5000, 
SD=1, 87083), for Geometer’s Sketchpad (M=20, 5000, SD=11, 29159) and p<0.020. 
This result shows that Mouse Click Count while doing a task using Geometer’s 
Sketchpad was bigger than using GeoGebra. This means that users do much steps while 
using Geometer’s Sketchpad. The other quantitative analyzed was done according to the 
questionnaire. The Paired-Sample t-test was used. The results of this test were that 
GeoGebra Average (M=6, 1917, SD=1, 80705), Sketchpad Average (M=7, 2208, SD=, 
93640). Paired-Sample t-test p>, 05. So the differences are not meaningful as statistics. 
The last analyzed was done according the SUS. SUS is a reliable, low-cost usability 
scale that can be used for global assessments of systems usability [2]. The results of 
Sketchpad’s SUS score (71, 66) was higher than GeoGebra’s SUS score (58, 33). We 
investigated this difference and implemented Paired-Samples T-test for this SUS. We 
found that SUS Score for GeoGebra (M=58,333, SD=19, 5363) and SUS Score for 
Geometer’s Sketchpad (71,667, SD=12, 2134) p>0.05. We concluded that this 
difference has no meaning as statics. Moreover, we decided to compare the 
questionnaire and SUS results. We analyzed the correlation between these results. First 
correlation was between SUS Score for GeoGebra and GeoGebra Average (data from 
questionnaire).The results were; r = 0,930 shows that there was a strong relation 
between our questionnaire and SUS Score for GeoGebra. r =0, 723 shows that there was 
middle level of relation between SUS Score for Geometer’s Sketchpad and Geometer’s 
Sketchpad Average (data from questionnaire). The relation between Geogebra’s data 
was stronger than Geometer’s Sketchpad’s data. The reason was the difference that 
limitations of participants size. 
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5 Conclusion 

In this study, we aimed to evaluate dynamic geometry software interfaces. According 
to the results there are no big differences between GeoGebra and Geometer’s 
Sketchpad in terms of usability. We cannot say that this software have major usability 
problem. Some of participants were familiar the usage of these software. This 
provides the adaptability of learning usage new functions. We answered the question 
was about how much time a user spent while doing a basic task. We observed that 
there were differences between basic and complex task. Complex task took long time 
and required much steps. In this study, we cannot make definitive judgments because 
of some limitations. The participants’ size of the study was at the lowest limit of eye 
tracking studies. Our participants were specific group so reaching more participants 
was impossible. Future Studies should increase the number of participants to obtain 
reliable and definitive results. The other limitation was Tobii Eye Tracker Software 
blocked some functions of Geometer’s Sketchpad. So, Task 3 was done again by the 
user. Finally, in a further study, the task should designed specifically and try to test all 
functions of the dynamic geometry software. 
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Abstract. Today’s technological world requires that individuals are capable of 
using Information and Communications Technology (ICT) effectively. In fact, 
more and more services are offered using technology, e.g. communication with 
family and friends, carrying out business, and interacting with governments.  

To close the gap between "the technology-empowered communities and the 
technology-excluded communities" an initiative called the e-training caravan is 
presented in this paper. This initiative aims to enable the segments of society 
from dealing with telecommunications and information technology effectively, 
bridging the digital divide and raising awareness of the importance of ICT for 
all individuals. This initiative focuses on population of rural areas and low-
income areas. In this paper we discuss the e-training caravan initiative proposed 
by the Ministry of Communication and Information Technology (MCIT) in 
Saudi Arabia, and highlight its objectives and training program. We also discuss 
the results obtained after running the caravan for one year along with the en-
countered barriers.   

Keywords: e-Inclusion, Digital Divide, ICT Literacy, Rural Communities, Em-
powerment, Saudi Arabia. 

1 Introduction 

European Commission defines e-inclusion as “structural investment” for innovation 
and economic growth. It is both the inclusion and the use of Information and Com-
munications Technology (ICT) to achieve wider inclusion and focus on participation 
of all individuals and communities in all aspects of the information society [1].  E-
inclusion is concerned with "the goal of ensuring that everyone is included in and 
gains from developments enabled by ICT" [2]. 

The concept of e-Inclusion drives us to the term "Digital Divide" which refers to 
"the difference in access to, and usage of, information and communications technolo-
gies between people within the same country" [10]. This means that the lack of inter-
net and computer access is one aspect of digital divide; yet, the other aspect includes 
people skills and capacities in using ICT.  
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Many governments' worldwide [2] started e-inclusion policies, programs and activ-
ities aimed at ensuring the participation of individuals and communities in all dimen-
sions of the knowledge-based society and economy through their access to ICT. These 
governments have made many initiatives to remove access and accessibility barriers 
to ICT resources. Examples of worldwide initiatives include: the eInclusion European 
project [1], the eInclusion Foundation initiative, appointed by the Government of the 
Hong Kong Special Administration Region [3], and the Chile project aimed at bring-
ing hope to people excluded by disability and poverty [4], to name a few. 

Turning briefly our attention to Saudi Arabia, the current situation indicates the 
spread of computer illiteracy and Internet in rural and poor areas more than others [9]. 
To start bridging the digital divide and raising awareness of the importance of ICT for 
all individuals, as well as focusing on people living in rural areas and low-income, the 
provision of basic training and free use of ICT became a government necessity [5].  

This paper reports on the e-Training caravans' initiative, proposed by the Ministry 
of Communication and Information Technology (MCIT) in Saudi Arabia, along with 
its objectives and training program. Furthermore, we will discuss in details the initia-
tive obtained results and barriers pertaining to the features of the initiative. 

2 Case Study: E-Training Caravans Initiative 

In January 2012, MCIT launched the e-training caravans' initiative 
(http://www.eqwafil.gov.sa) which aims to provide computer and Internet literacy 
courses for both young and old citizens in rural areas and low-income people in Saudi 
Arabia. The objectives of this initiative are [6]: 

• Introducing the importance of ICT to the targeted groups. 
• Conducting training of the basic skills of using computers and the internet by the 

targeted groups. 
• Providing the appropriate training environment to teach the basic skills of using 

computers to people in areas that large institutes and training centers are not avail-
able in. 

• Encouraging people in rural areas, villages and hamlets to learn how to use com-
puters and the internet, and 

• Facilitating the access to government and commercial services easily to ensure 
equal access and inclusion for all citizens. 

The trainers and the driver traveled between cities and villages within planned route 
specified by the ministry [6]. For the first year of the initiative, the e-training caravans 
routes were planned to visit ten provinces (Saudi Arabia is divided into 13 provinces) 
and 61 governorates (Saudi Arabia's provinces are further divided into 118 governo-
rates).  

The e-training caravan stays for one week (5 working days) in each place. During 
the week, the caravan provides four training sessions daily in the use of computers 
and the Internet, for ten training hours for each session in a total of 40 hours of train-
ing per week.  
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The e-training caravan target audience was selected based on their age and literacy 
criteria: students of the upper grades of elementary and middle school students in 
public schools; adults who do not have experience in the use of computers; and low-
income families from urban and rural areas and villages.  

The training is conducted in mobile classrooms in specially adapted five big buses. 
The maximum number of trainees for each class is sixteen. The classrooms are 
equipped with equipments and training materials such as LCD Screens, PCs, Printers 
and Wi-Fi connection (as shown in Figure 1).  

  

Fig. 1. Standard E-Training shuttle bus: Outside and inside view [9] 

The training materials consist of a stripped down version of International Comput-
er Driving License (ICDL), and tackles the following topics: (1) Introduction to ICT, 
(2) Computer and its components, (3) Using the computer and managing files (4) 
Word processing and presentations, (5) Introduction to Internet, and (6) Using E-
Mail. The training materials also cover a topic about introduction to Government e-
services with examples on how to deal with the main e-services that benefit the citi-
zens.  

The training materials are provided in printed format for both the trainer book and 
the trainee book and in an electronic format as a CD, which contains the training ma-
terials. The training materials were designed by a board of experts in MCIT.  

The trainers were selected based on a number of criteria to help ensure their suc-
cess in the training. The criteria include: the trainer qualifications, ICT competencies 
and experience in conducting training.   

The training is given in two versions: one targeting students, where the content 
covers how to search for information, use communication and presentation tools and 
benefit from government e-services; the other targeting adult users, where the content 
covered includes the basics of using computers and the internet and benefiting from 
government e-services.  

During the caravans' trips, each trainee has a chance to enroll in the offered ses-
sions, practice their content and have a certificate after completing the required hours. 

3 Results and Discussions 

The results (Table 1) inform the first year (2011/2012) of the caravans that travelled 
to ten provinces and 61 governorates, covering a total of 70,672 Km. 
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Table 1. E-Training caravan overall results for the first year [7] 

Provinces Governorates Caravans Courses Total no. of trainees   
10 61 120 443 9254 

 
Table 2 shows the breakdown of registered and attended students and adults. We 

can see that the uptake of students was around 97% compared to 94.5% for non-
students. This may be attributed to the previous arrangement and collaboration be-
tween the ministry of education and MCIT. The trainees were enrolled by a prior 
arrangement between MCIT and the ministry of education for school students.  

Table 2. E-Training caravan enrolled trainees for the first year [7] 

Students Courses Adult Courses Total no. of 
trainees Registered Attended Registered Attended 

5609 5431 4044 3823 9254 
 

Based on qualitative data collection using both semi-structured interviews and ob-
servations among students and adults, the results of the first year of the e-training 
caravans were promising.  

Observations showed that the caravan have helped elderly people get over their 
fears of using computers and helped curious young people who wanted to learn how 
to use the Internet. The elderly had the opportunity to use the Internet and benefit 
from the government and commercial services available online. They have also been 
trained on how "to sign up for emails, how to use chat and video programs to contact 
and see their children studying abroad, how to set up accounts for business purposes 
and how to access cultural, social and marketing sites" [8].  

On the other hand, students were curious and excited about how to "use social net-
working sites, play games on the Internet and download different smart phone pro-
grams" [8]. Besides, high school graduates learned how "to register on various sites, 
including universities, Ministry of Higher Education, language learning centers, and 
how to chat with their friends and exchange photos and video files" [8]. Also students 
profited from the wealth of content in science, culture and entertainment provided by 
the caravan. 

Switching to the encountered barriers, the semi-structured interviews showed that 
the most common barrier by adults was not knowing how to use computers and the 
Internet. This barrier is complemented by fear of using the technology and lack of 
self-confidence.  

Also the cost of having decent internet access is another barrier, knowing that most 
people living in rural areas have low-income. Another barrier was the culture, since 
Saudi society is largely conservative and religious, therefore any actions against Is-
lamic norms and values is inappropriate. The final noticed barrier was ICT infrastruc-
ture. In fact, the existing ICT infrastructure in most rural areas in Saudi Arabia is not 
that well-established.    
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4 Conclusion 

The goal of this case study was to showcase the experience of conducting the e-
training caravan and highlight the barriers encountered during running this initiative. 
The experience of the first year can be put to practice in improving the training for the 
next years and help in bridging the digital divide in Saudi Arabia.  

Given the results of the first year of this initiative, it has shown success in achieving 
its main objectives and contributed to educating rural areas' residents about computer 
and the Internet.  

This project was divided into three main phases, for the first phase lasting for one 
year, the second phase for two years, and the third phase for two years, in total the life 
span of this initiative will last for five years. This division was planned so as to bene-
fit from the results of each stage in the implementation of the next phase. Also MCIT 
long term goal is to target 36 thousand students from primary and middle schools 
through 2400 training courses within 600 caravan trips [9]. 

Finally, MCIT continues to work on plans, policies, programs, projects and initia-
tives that assist in developing ICT awareness among Saudi citizens as well as stimu-
lating the growth and spreading the use of ICT at all life aspects. 
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Abstract. Sada is an interactive multimedia program for auditory 
discrimination therapy in the Arabic Language. Sada was designed to extend 
speech therapy beyond clinical settings and provide patients with a computer-
based therapy system which can be used between sessions with speech 
therapists; at school or at home on an 'on-demand' basis. The program provides 
local Arabic dialects and a configurable knowledge-base which allows for 
extending the therapy and customizing the pronunciation of words for different 
Arabic-speaking populations. The Sada architecture and its interaction design 
are described and the advantages of computer-based therapy for auditory 
perceptual problems are discussed. 

Keywords: Speech Therapy, Auditory Processing Disorders, APD, SpLD, 
Dyslexia. 

1 Introduction  

In recent years, there has been proliferation of technology solutions available for users 
with special needs. However, there remains a scarcity in assistive technologies for 
native Arabic speakers, especially people with disabilities. In the field of speech 
therapy, aural rehabilitation often involves complex programs to rehabilitate disorders 
of the auditory system [1]. Examples of disorders that involve auditory discrimination 
difficulties include cochlear implants; attention deficit disorders with and without 
hyperactivity (ADHD and ADD); Auditory Processing Disorders (APD); Specific 
Learning Difficulties (SpLDs) such as dyslexia; and autism spectrum disorders. 

The rehabilitation process of auditory perceptual difficulties often involves a 
medical specialist and continuous training, which are often hard to find in large 
geographic regions such as the context of Saudi Arabia. In this context, families face 
the challenge of providing essential training for their children. In addition, there are 
several software programs for speech therapy activities that have been shown to be 
effective in improving auditory skills [e.g. 3-5]; however these programs inadequately 
support speech therapy in the Arabic language. Technology solutions for this user 
populations include auditory rehabilitation programs in English such as AUDIX [3], 
Hearing your Life [4], Sound and Way Beyond [5]. The most comprehensive program 
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designed for Arabic-speaking users is Rannan which is based on Modern Standard 
Arabic (MSA) [6]. Moreover, exploratory studies and field studies that we have 
conducted in our local context have suggested that some bespoke software is actually 
used in clinics; however, these are not available as products accessible to a wide range 
of specialists or for the general population. 

In this paper, we describe the background, motivation, and nature of the problem 
that this interactive multimedia program, called Sada, addresses. Sada was designed 
to address the need for accessible auditory discrimination therapy programs for 
auditory perceptual problems (i.e. inability to perceive differences between 
phonemes) by providing training techniques in MSA and local dialects through 
interactive exercises that aim to improve auditory perceptual skills of children with 
auditory-related problems and learning difficulties, and assist them in effective 
communication. This design can be extendable for other dialects in a configurable 
interface. The novelty of this system is the contribution towards Arabized technology 
for our local context as well as the approach adopted in the design cycle. In this 
project, we followed the User Centered Design ISO 13407 standard in the analysis 
and design of the system [2]. The goal was to develop a system that provides effective 
solutions through interactive games to improve the auditory skills of children with 
auditory discrimination difficulties beyond clinics and in home environments. 

2 Sada's Interactive Therapy Programs 

The system is comprised of three types of activities which include auditory 
discrimination, articulation, and auditory attention as depicted in the interface 
screenshots of Figures 1 and 2. From within categories, the child can select the type of 
game to launch an activity. 
 
 

 

Fig. 1. Configurable Visual Design of Sada's 
Interface 

 

Fig. 2. Auditory Attention Training 

 



190 A. Alamoudi et al. 

Sada was designed to be configurable by an administrator to adapt the program 
flow and the interface, to fit the needs and personal preferences of the target user 
populations. Accessibility standards have been adhered to by allowing key aspects of 
the interface to be configurable by users including font type, size, color as well as 
background color. Algorithms were developed in collaboration with Arabic Linguists 
to include a gradual increase in complexity to ensure motivation and engagement in 
the user experience in the therapy program. Advancing levels in the game involves 
accomplishing at least 60% of the active level. Furthermore, presentation of Arabic 
words in activities is based on randomization of selection from a pool of words which 
were pre-categorized based on the weight of the Arabic word as depicted in Figure 3. 

 

Fig. 3. Algorithm for word-based auditory discrimination 

For auditory discrimination training of Arabic letters, categories were used based on 
the classification in the Cops program developed for Specific Learning Difficulties 
(SpLDs) [7]. Words used in Sada's interactive games are selected from a database 
designed with a corpus of weighted Arabic words that vary in pronunciation similarity 
indices. This set was created in close collaboration with an Arabic Linguist as part of 
the design activities in our UCD design cycles. Each word in Arabic language has a 
specific “weight” (وزن) by which its pronunciation along with other grammatical 
characteristics are determined. To identify the weight of a word, its root (أصل الكلمة) –
which is a word composed of three letters that map to the three basic letters (ف، ع، ل) 
that constitute a word weight– should be determined. Once the weight of the root of a 
word is determined, its weight can be concluded by adding any of the “addition 
letters” ( الزيادةحروف  ) –which are these ten letters (،س، أ، ل، ت، م، و، ن، ي، ه، ا) – the 
word may have in addition to the weight of its root. Table1 shows some examples of 
words and its roots and weights.  
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Table 1. Examples of weights of Arabic words used in Sada 

 

3 Conclusion 

This paper describes the conceptual design of Sada, an interactive game suite 
designed to support practitioners in speech therapy with computerized-training for 
auditory discrimination. There is a dire need for technology support for speech and 
language therapy in Arabic-speaking regions, and in Saudi Arabia in particular. The 
prohibitive costs and the limited availability of specialists have led to limited 
availability of rehabilitation programs for children who need auditory discrimination 
training beyond clinical settings. This system aims to bridge this gap with an 
innovative bespoke solution for Arabic speaking populations. 
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Abstract. People with dementia are a rapidly growing demographic. In a world 
which is increasingly dependent on computing, this large group of people is 
becoming technologically isolated, due to the ill-suited design of interfaces. 
This paper looks at the possible 'roadblocks' which need to be considered when 
designing interfaces in order to ensure they are dementia-friendly. By 
considering the unique needs of a person with dementia, designers can ensure 
that their software is accessible to this demographic, hence potentially reducing 
the feelings of technological exclusion. 

Keywords: Dementia, Interface Design, Accessibility. 

1 Introduction 

Dementia is a degenerative brain condition which is not a natural part of the aging 
process. Generally, the symptoms of dementia include memory loss, communication 
problems and mood changes. However, each person will experience the condition 
differently depending on the type of dementia and their individual circumstances [1]. 

In the next 8 years, the number of people with dementia in the UK is expected to 
reach 1 million [2]. In a world were computing is increasingly ubiquitous, it is 
important that all users are catered for when designing interfaces. Research suggests 
that elderly people are keen to utilise the latest technology [3, 4] in spite of the fact 
that their understanding of the products is minimal. When this limited knowledge is 
combined with inappropriately designed interfaces, it could enhance the person with 
dementia's feelings of technological isolation. The result being an entire demographic 
which is being alienated by interface designers, possibly leading to a greater divide 
between the digital native and digital immigrants [5]. 

Designing interfaces for people with dementia is difficult. It involves a delicate 
balance of accessibility features, usability features and elements which are designed 
to improve the user experience. In addition to this, the people with dementia will not 
only suffer from condition related decline, but also problems linked to the natural 
aging process. Despite the rapidly increasing number of computer users with 
dementia, the W3C WAI currently has no specific guidelines designed to make 
interfaces dementia-friendly [6]. There are existing guidelines which inform the 
development of interfaces allowing access to people with age-related decline. 
However, these do not take into account the special needs of a person who is living 
with a diagnosis of dementia. 
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The lack of definitive guidelines for designing dementia-friendly interfaces is 
understandable. As the average age of a group of people rises, the diversity of their 
individual needs increases [7, 8]. This makes designing a "one size fits all" interface 
challenging.  

This paper utilises existing literature, together with observations from a pilot study 
[9] in order to discuss the possible implications of dementia on the design of 
interfaces. It considers the three possible areas where dementia will have an impact on 
the design of interfaces: cognitive impairments, motor impairments and visual 
impairments. This study is part of a wider research project with the aim to produce 
applications designed to improve the well-being of people with mental health 
problems (including dementia). By ensuring the applications are dementia-friendly, 
the researchers are hoping to maintain the focus on improving well-being, rather than 
reducing it through inappropriate interface design. 

2 Accessibility Considerations 

When considering accessibility for older people (regardless of a dementia diagnosis), 
three different areas should to be considered: cognitive impairments, motor 
impairments and visual impairments. However, during interaction with an interface 
multiple abilities are brought into play simultaneously [7], with some abilities 
interacting with each other whilst others compensate for impairments. Therefore, 
these categories should be considered both in isolation and holistically to obtain a 
complete overview.  

One of the main symptoms of dementia is short term memory loss [1]. Therefore, 
dementia-friendly interfaces need to account for this diminished ability. Interfaces 
should minimise the amount of information which the person with dementia is 
required to remember. The need to remember the relative position within the system 
could leave the person with dementia feeling disorientated if they fail to recall their 
location.  

Older, inexperienced computer users will often struggle with new jargon [10], this 
will be accentuated for people with dementia who will sometimes have problems 
finding the correct word [1]. Ziefle found that when elderly people encounter 
unfamiliar items in a menu, they would have to learn both the new name together with 
its relative location [4]. This will be particularly challenging to people with dementia 
as the capacity to formulate new memories is significantly diminished. 

Due to the similarities in symptoms with Parkinson's disease, the consideration of 
motor impairments is particularly important for people who have been diagnosed with 
Lewy body dementia [11]. This can accentuate the slower movements experienced 
during older age. It is essential to consider the increased response time of people with 
dementia (especially Lewy body dementia), when an interface expects a response 
within a specific length of time - such as 'time-outs' when completing an online form. 

Often, older people struggle with complex movements, particularly if they are 
novel movements [7]. During a pilot study by Ancient et al. [9] it was observed that 
an older person struggled with the "pinch-zoom" functionality of touch screen 
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computing. Consideration of this is especially important for people who have 
dementia as some complex movements may always be novel to them regardless of the 
number of times they have been demonstrated. In addition, people with reduced motor 
skills often struggle to cope with manoeuvring scroll bars resulting in large jumps of 
the screen position, leading to disorientation [4, 7]. 

Hawthorn [7] discusses the limited typing ability of elderly people as an interface 
"barrier". During the pilot study, one participant commented on his struggle to type, 
suggesting that younger people are used to typing on smart devices, whereas his 
generation was not and as such found difficulty typing quickly. 

As people grow older, their eyesight declines. There are significant declines in 
visual acuity (especially within a dimly lit environment), an increased sensitivity to 
glare, a reduction in the field of view, a decline in the ability to rapidly adjust to 
changing light and a decline in sensitivity to colours [7, 12]. In the case of people 
with dementia, the occipital lobe (which manages the visual information which is 
conveyed by the eyes) may become damaged. This leads to increased problems with 
perception as colour, shape and movement are processed by this part of the brain [13].  

With regards to text size, it is generally agreed that the larger the font, the easier it 
is for elderly people to see [10]. However, care should be taken that the font is not 
increased to the point where scrollable windows are required to compensate for the 
bigger space needed to contain the text. 

It is important to ensure that the readability is improved for all elderly users, with 
suggestions of reducing the density of the text [4]. However, there is increased 
significance to people with dementia as damage to the occipital lobe could cause 
difficulties in identifying objects and text [13]. By improving the readability, the brain 
will be provided with as much information as possible to produce a more accurate 
image. 

Table 1. Summary of Key Design Considerations 

Category 
Considerations for Elderly 

People 
Additional Considerations for 

People with Dementia 

Cognitive 
Impairments 

 • Short term memory loss [1]: 
─ Reduced ability to remember 

items 
─ Disorientation when trying to 

recall relative location in the 
system 

• Sometimes struggle to 
remember terminology [10] -
often resulting in the need to 
remember both the name and 
location in the menu [4] 

• Often struggle to find the 
correct word, enhancing the 
difficulty with terminology [1]. 

• Reduced capacity to formulate 
new memories - difficult to 
learn both new word and menu 
location. 
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Table 1. (Continued.) 

Motor 
Impairments 

• Movements are slower • Slower movements can be 
accentuated by symptoms of 
dementia with Lewy bodies 
(which are similar to 
Parkinson's disease) [11] 

• Elderly people struggle with 
complex movements -
particularly if they are novel 
[7]. 

• May not be able to learn new 
complex motor skills. 

• Find manipulating scroll-bars 
challenging, leading to 
disorientation [4, 7] 

 

• Reduced ability for typing [7]. 
• Comments made during a pilot 

study [9] suggest typing on a 
tablet or smartphone is not 
natural for older people. 

 

Visual 
Impairments 

• As people age, their eyesight 
ability declines [7, 12] 

• Damage to occipital lobe can 
cause problems with perception 
due to problems with 
interpretation in the brain [13] 

• Larger text is easier to read for 
older people [10] 
─ Should avoid text becoming 

too big, so there is no 
requirement for scrolling 
windows 

 

 • Maximise readability in order to 
provide the occipital lobe with 
enough information to provide 
an accurate reading [13] 

3 Conclusion 

Given the range of requirements for this user group, designing dementia-friendly 
interfaces will not be easy. However, with the number of people with dementia 
increasing, it will become a necessity of the interface design process, if we are to 
strive towards inclusiveness. By accounting for the additional needs of this important 
demographic, interface designers may be able to reduce feelings of technological 
isolation and improve interaction with modern technologies, by enabling a positive 
user experience.  
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The aim of future research will be to devise a set of guidelines to aid interface 
designers with the development of dementia-friendly interfaces. The diverse nature of 
dementia symptoms together with the increased variability of individual needs as 
people get older certainly make this a difficult challenge. 

Research has shown that older people are not averse to adopting new technologies 
[3, 4], if designers can ensure that their interfaces are accessible to people with 
dementia, a new realm of possible treatments aimed at mitigating the symptoms could 
be developed.  
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Abstract. Autism Spectrum Disorders (ASD) is characterized by profound 
impairments in social interaction and communication. Children with ASD have 
deficits in core areas of social interactions such as gesture imitation. Gesture 
imitation is one of the early developed social communication skills and is 
thought to be linked with concurrent as well as later complex social skills such 
as language development, play and joint attention skills. Thus early 
identification of such a deficit and providing appropriate intervention regarding 
gestural imitation skills are quite important. This work, which is a part of a 
larger study that aims at building a gesture imitation intervention platform for 
children with ASD, leverages the intrinsic interest of the children with ASD in 
robotic technology. In this paper, we discuss the part of the robot-mediated 
intervention system that deals with gesture recognition and present preliminary 
recognition results. 

Keywords: Gesture recognition, hidden Markov models, autism intervention, 
adaptive interaction, RGB-D sensor, assistive robotics. 

1 Introduction 

Young children with autism spectrum disorders (ASD) display profound impairments 
in social communication and atypical patterns of behaviors [1] such as delayed 
language development, pretend play, joint attention and imitation [2]. Imitation 
impairments were associated to co-occur with other impairments concurrently or 
affect later developmental outcomes [3,4] including language development, pretend 
play, and joint attention for children with ASD [3,5]. Children with autism lack the 
use of gestures, which are related to joint attention and expression of affective states, 
than typically developing children [6]. Therefore improvement in gesture imitation 
may translate into improvement in complex social and communication skills. 
Ingersoll et al. [6] argued that very few research has been done in teaching imitation 
of meaningful gestures to children with autism and most research focuses on directly 
commanding the children to do a particular isolated gesture or sequence of gestures 
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which limits the children from learning novel gestures and hinders generalization. 
They suggest a more naturalistic intervention called reciprocal imitation training 
(RIT) that was aimed at teaching imitation skills to young children with autism within 
an ongoing play interaction. It was reported that RIT not only improved the gesture 
imitation capability but also helped with increase in pretend play skills. However, 
intensive behavioral interventions such as RIT require trained behavioral therapists 
and entail repetitive intervention over an extended period of time and hence, are not 
available to the wider ASD population. Due to the repetitive nature of the intensive 
behavioral therapy, robotic technology is suited for such service delivery. It is 
documented that children with ASD are interested in robots and technology and may 
prefer to play with a robot than humans [7,8]. Robot-mediated joint attention therapy 
was piloted in earlier study and found that it created increased engagement while 
performing as well as a human therapist [9]. Imitation learning and robot 
programming by demonstration have been an active research area in the past decades 
[10,11]. Also, traditional gestural imitation learning intervention for children with 
autism have been an active area of research separately [6]. In recent years, 
applications of robot-based imitation learning for therapy have also been investigated  
[12,13]. 

The overall objective of our project is to develop an innovative robot-mediated 
imitation learning intervention environment for children with autism based on RIT. 
The overall system will have two main subsystems: gesture recognition of the 
participants by the robot, and demonstration of correct gestures and providing 
feedback by the robot. The contribution of this paper is in the development and 
evaluation of the gesture recognition part of the system. The recognized gestural data 
has been mapped to the robot workspace for validation. 

2 General System Overview 

The robot-mediated imitation learning platform in its current state is composed of the 
Microsoft Kinect, NAO - a humanoid Robot, and a gesture recognition module. The 
current system that recognizes a gesture demonstrated by the child and maps it to the 
robot is shown in Fig. 1 (left). The gesture recognition module consists of data pre-
processing, gesture training, gesture recognition, and workspace mapping components.  

2.1 The Humanoid Robot, NAO 

The robot used in this project is the humanoid robot NAO (www.aldebaran-
robotics.com). Its software was built around a programming architecture with a 
network broker called NAOqi. Task specific modules can be written and attached to 
the broker either inside the robot’s operating system locally or remotely. This broker  
process, which is based on the Simple Object Access Protocol (SOAP) specification, 
allows extending NAO’s capabilities via distributed system architecture. We 
leveraged this ability and run most of the computationally intensive tasks of the 
system such as the gesture recognition component on separate machines. 
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Fig. 1. Overall system diagram (left), and joint mapping (right) 

2.2 Gesture Monitoring with Kinect 

The Microsoft Kinect skeletal tracker can track up to two humans in its field-of-view 
and provides the ability to fit a 20-joint skeletal model to each user that is being 
currently tracked. The raw skeletal joints data were first filtered to eliminate spurious 
data outside of the workspace limits, data that produces jerky motion as well as noise. 
The data were filtered both in time and space and a time median filter was used to 
smooth the trajectories of a particular gesture demonstration. We have extracted 
various features from the raw data such as relative distance of the joint from a 
shoulder center reference for each joint involved in a particular gesture and then 
applied a forward feature selection procedure called sequential forward selection 
(SFS). A direct joint to joint mapping between the robot and the human space was 
used as shown in Fig. 1 (right) to demonstrate the recognized gestures.  

2.3 Gesture Recognition with HMM 

A gesture is inherently composed of sequence of primitive action sequences that can 
be modeled efficiently by the Hidden Markov Model (HMM) [14]. Given: N, the 
number of states in a model, M, the number of distinct observable output symbols per 
state, A = {aij} (the transition from state i to j), the state transition probabilities, B = 
{bj(k)} (symbol Vk given state j), the observation symbol probability distribution, and 
the initial state Π = {πi}, a discrete HMM can be defined as λ = (A, B, Π). HMM 
models are generated from a sequence of training dataset. The recognition phase 
evaluates the observation likelihood of the observation sequence given the model, 
P(O/λ). The solution to the training problem is in the form of locally maximizing the 
P(O/λ). The feature vector stream was first clustered and labeled into M number of 
output symbols before the sequence is fed to training. In this work, we used the k-
means clustering. We have selected two sets of five gestures. The first gesture set is 
composed of symbolic gestures including moving the arm in a circle, ‘come here’, 
move the arm in a rectangle, swipe, and wave. The second set includes gestures which 
are part of the unstructured imitation assessment (UIA) imitation action gestures from 
Ingersoll et al. [2]. We have recorded 30 instances of each gesture (with two different 
people at different poses) and used 20 examples as the training set and the remaining 
10 as the testing set.  
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3 Results 

To evaluate the performance of the gesture recognition system we first used the 3-D 
trajectory of the end effector (wrist). Then from a high dimensional feature vector 
(105 features), we selected the features for the wrist and performed SFS. We used two 
degrees of freedom left-to-right HMM models with 8 hidden states and 12 output with 
3 dimensional feature vectors taken at a time. There were two sets of gestures. Fig. 3 
shows segmented two dimensional three gesture trajectories from each set. Different 
colors indicate different segments of each gesture that are grouped for a particular 
output symbol in the vector quantization stage.  

 

 

Fig. 2. Top: Set 1 (Circle, Rectangle, and Wave). Bottom: Set 2 (hands on head, move fingers 
in circle and point) 

The average recognition rate for gesture set 1 was 68% using raw trajectory while 
gesture set 2 resulted in average recognition rate of 96%. So, gesture set 2 was 
selected for further SFS analysis. The recognition results using the individual feature 
categories in the first level of the SFS process was more than 95% for all the 5 
gestures and that of final winner feature combination was 100%. The best feature set 
was found to be combination of Euler angles, polar, Cartesian and spherical 
velocities, and relative distance of the wrist relative to the shoulder. 

4 Discussion and Conclusion 

The recognition system was validated for known gesture sets and was able to 
recognize them accurately. However, there were several limitations of the current 
system including inability to handle novel gestures. In the future, the system will be 
expanded to include an intelligent supervisory controller that is able to perform in a 
bi-directional manner to make the robot-mediated therapy resemble closely to that of 
the human therapist by demonstrating a gesture to the child. In the case of partial or 
complete success, the robot should be able to give reinforcement contingent upon 
success and imitate back the child in the case of contingent imitation. Isolating 
gesture from a movement stream, transferring summery information about the gesture 
using continuous HMM, mapping it to the robot workspace in a generalized manner 
and completing incomplete attempt of a gesture by the child are also part of future 
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extensions of the system. Gesture sequence matching algorithm in time domain such 
as dynamic time warping could also be employed to make the sequences equal length 
before clustering. 
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Abstract. This paper and the accompanying poster will present a case  
study of the development of The Great British Public Toilet Map 
http://greatbritishpublictoiletmap.rca.ac.uk/ through the use of UK open data. 
The map acts as an information resource but also as an access point for 
members of the public to campaign for open data to be released concerning 
publicly available toilet provision in their local area. In addition, the map also 
provides members of the public, who may be unfamiliar with the concept of 
open data and the possibilities for greater e-democracy it may hold, an entry 
point for engagement through the seemingly mundane, yet essential issue of 
public toilet provision. 

Keywords: Open data, e-democracy, participatory design, public toilets. 

1 Introduction 

The Great British Public Toilet Map was developed through a participatory design 
methodology conducted by the authors at the Helen Hamlyn Centre for Design; Royal 
College of Art. It formed a key deliverable for the TACT3 (Tackling Ageing 
Continence through Theory Tools & Technology) research project. Incorporating an 
inclusive design philosophy and participatory design methods, the researchers worked 
with two stakeholder groups to identify how toilet provision could be made more 
accessible, especially regarding the needs of an ageing population.  

This paper will describe how through interviews and participatory design games, 
the research was able to identify a singular issue for both stakeholder groups and 
design an intervention to meet their needs. Identifying a shared concern between users 
and providers was paramount, as previous research (Greed, 2003) [1] had noted that 
within the design and management of public toilet provision there is often conflict 
between what users require and desire for toileting in comfort and dignity, and what 
providers can deliver within wider management concerns.   

Often the resulting design solution has met the needs of the providers over the 
users and focused on the anti-social behaviour of a minority opposed to the access 
requirements of the majority. Such a design lead creates an ‘access versus fortress’ 
agenda which finds many users withstanding uncomfortable and sometimes unusable 
provision, which in moments of urgency can be unpleasant.  
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2 Methodology 

Working under the title ‘Challenging Environmental Barriers to Continence’ the 
authors undertook 101 interviews with members of the public as users of publicly 
accessible toilets, and members of professional bodies involved with the delivery of 
publicly accessible toilet provision. This second group included architects who 
specialise in the siting, design and planning of provision, managers of provision from 
local authorities, department stores and transport terminals, and community groups 
interested in promoting local provision.  

The interviews focused on the contexts of use and provision and were directed 
towards both users and providers. Initially the research focused on the physical design 
and management aspects of the environment such as the need of a larger toilet cubicle 
and assurance from cleaning regimes. However, following the interviews the project 
developed a participatory design game in which participants worked together in teams 
to design their own toilets.  

Whilst these games highlighted design and management needs they also directed 
the research to consider the effective technological solutions concerning provision 
both from a users and providers perspective (See Bichard et al, 2013) [2]. 

3 The Great British Public Toilet Map  

To address the need for providers to distribute accurate information about toilet  
provision, and for users to be able to access such information, the research team developed 
The Great British Public Toilet Map http://greatbritishpublictoiletmap.rca.ac.uk/ as a  
key deliverable for TACT3 a multidisciplinary collaboration between: 

• Brunel University 
• the Universities of Sheffield 
• the West of England and Manchester 
• the Dalarna Research Institute and  
• the Bristol Urological Institute and the Royal College of Art.  

TACT3 ran between 2008-2011 and was funded by the New Dynamics of Ageing 
(NDA) Research programme http://www.newdynamics.group.shef.ac.uk/ ‘a seven 
year multidisciplinary research initiative with the ultimate aim of improving quality 
of life for older people’.  

The NDA, which was funded by all of the UK’s research councils, has been 
considered ‘the most ambitious research programme on ageing ever mounted in the 
UK’. 

The projects user driven refocus moved away from critiquing physical space to 
exploring the opportunities of digital space to deliver a framework for improved 
service delivery. Initially, the research explored an inclusive philosophical 
perspective through consideration of crowd sourcing as a data capture method on 
current toilet provision. However an analysis of a series of smartphone applications 
that had incorporated crowd-sourced data revealed a number of inaccuracies and 
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highlighted how crowd-sourced information alone is insufficient as it can be 
inaccurate and quickly become obsolete [3].  

Within the UK there is currently no centrally collated information, database or 
inventory of UK publicly accessible toilets. The research saw an opportunity to 
address this with the UK government’s call for more open data to be released 
especially in relation to public services, by requesting local authorities to collect 
collate and release their data regarding their public toilet provision. The open data on 
provision would then be used to populate The Great British Public Toilet Map.  

However, the Great British Public Toilet Map also incorporates public 
participation features in which it not only retrieves released open data on public toilet 
provision but also provides a platform for members of the public to request that such 
data is made available by their local authorities to populate the map.  

 

 

Fig. 1. The Great British Public Toilet Map  

4 Conclusion 

The development of the Great British Public Toilet Map through a participatory 
methodology would incorporated a participatory function for members of the public 
to request that open data be released on local toilet provision. This information not 
only populates the map but helps raise awareness that open data on local authority 
services and expenditure exists and where released can be accessed and used by 
members of the public.  
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Abstract. Regardless of the techniques and methods that have been developed 
to improve web applications, there are still gaps that need to be solved in order 
to reduce the accessibility barriers. Aiming to contribute to this area, this study 
presents an controlled experiment to validate an approach which uses Design 
Rationale. The participants attended an initial training and, after being classified 
according to their experience and divided into different groups, they were asked 
to develop a web application. Such process gave rise to useful concerns that 
were shared among the work teams. This paper reports this experiment and 
presents relevant contributions to approach accessibility issues. 

Keywords: Web, Accessibility, Design Rationale. 

1 Introduction 

The lack of accessibility has become a prevalent issue that challenges developers of 
web applications. Through the implementation of good accessibility practices it is 
possible to remove the barriers that prevent certain groups of people from accessing 
information.   

Accessibility is very important to software applications and several studies have 
been dedicated to it. In spite of this, the current scenario presents a mismatch between 
the requirements imposed to apply accessibility during system development and what 
is really performed and presented to the market. Thus, there is a gap related to 
accessibility in web applications development due to the lack of guidelines and 
recommendations which, once adopted, would provide access for many users. 

For this reason, our study is focused on the use of good accessibility practices, 
since there is an increased awareness about the topic and a growing demand for 
applications that take into consideration the needs of all potential users. 

To ensure the development of accessible web applications, it is important to train 
developers. In view of this, this study proposes and presents an approach to guide 
developers during system’s development. In this way, they will learn what must be 
done in several cases to ensure accessibility to web content.  



Applying an Approach to Develop Web Applications Considering Accessibility Practices 207 

In order to test the proposed approach, a controlled experiment was undertaken in 
an academic environment, involving undergraduate students from the Computer 
Science Department of Federal University of Goiás - Brazil. First of all, the students 
were trained and after they were divided in groups to perform a task. A questionnaire 
had been previously applied to identify the participants’ profiles so that they could be 
distributed in similar groups. The groups were asked to develop a web application for 
scheduling scientific evaluation committees. The experiment resulted in several 
considerations and useful findings that contributed to improve the approach. Such 
results were shared among the development teams. 

As a result of this study we identified an increasing awareness of the participants 
relating to accessibility issues. This is relevant since the academy and the industry can 
take profit of the insights presented in this study and incorporate the lessons learned 
to new web projects. 

The remainder of this paper is organized as follows: Section 2 presents the 
concepts of accessibility which may be used as guidelines to achieve it. Section 3 
addresses the Design Rationale concept. Section 4 presents the methodology used in 
this study and the findings. Section 5 presents final remarks and envisages future 
work. 

2 Web Accessibility: Concepts, Tool Support and Guidelines 

Accessibility can be interpreted as the possibility of using a resource universally, 
without barriers or through alternative access means. In the web context, the resource 
to be accessed is constituted by the pages content. The idea of this concept is that the 
users, using every agent, can understand and interact with the offered content [10]. 

In web projects, it is a common practice to consider accessibility only at the 
advanced stages of development or when the applications are entirely coded. At this 
point, making applications accessible is a real challenge that involves redesign and 
reprogramming. Moreover, developers almost always do not know details about 
accessibility practices or, if know, they do not use such knowledge during the 
application development. Thus, most programmers have no essential knowledge or 
experience to ensure that their code meet accessibility requirements. 

A solution for this problem is the use of lessons learned from other projects, since 
the same mistakes may be avoided and the accessibility practices already tried with 
success may be reused. This solution reduces costs related to the process of choosing 
the practices that should be applied during the application’s development. For this 
reason, in general, the use of patterns and templates is recommended. 

According to Bigham et al. [1] very few developers have been explicitly trained for 
accessible pages creation. Evaluating pages using assistive technology may reveal 
problems related to the complexity of defining systems. 

Aiming to explain how to produce accessible web contents, World Wide Web 
Consortium (W3C), through its Web Accessibility Initiative (WAI), released a 
collection of accessibility guidelines in a document named Web Content Accessibility 
Guidelines (WCAG). These guidelines present recommendations to produce web 
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content (texts, images, forms, sounds) accessible for people with disabilities including 
blindness and low vision, deafness and poor hearing, learning difficulties, dyslexia, 
cognitive limitations, movement limitations, speaking inability, photosensitivity and 
combinations of them. 

The WCAG guidelines are in their 2.0 version since December 2008 [10]. Their 
objective is to support developers and to be a reference for tests undertaken by 
automated tools and by humans. 

3 Design Rationale 

Design Rationale (DR) can be defined as a reference for the reasoning that justifies a 
project as well as for discussions that justify the choice of structure on other 
alternatives [5][8][9]. MacLean, Young & Moran [8] and Lee [7] consider that DR 
not only includes a description of the potential artifact, but also defines reasons for 
decisions, experiences, alternatives and arguments that lead to the decisions that best 
fit to the system development. 

The interest in DR has grown, since the approach presents relevant tools that 
consider not only the reasons behind a design decision but also the justification for it. 
DR presents, as well, other alternatives, as the tradeoffs evaluated and the 
argumentation that led to the decision.  

The DR concept was selected to assist the use and register of decisions and 
techniques concerning web accessibility, since we aim to build a useful basis for 
knowledge management and reuse by the work team. This approach is based on 
previous studies with intensive domain research [2][3].  

According to Lee [7] as the use of DR’s systems increases, new tools have been 
developed to capture and to make DR easily accessible. Such tools improve 
dependency management, collaboration, reuse, maintenance, learning, and 
documentation. 

However, storing DR can take a significant time and be expensive, since the most 
current DR system can fail to consider practical concerns, such as cost-effective use 
and smooth integration. In order to solve these problems, it is possible to automate the 
capture process and associate it with the work object, i.e. the development itself. 

4 Methodology and Results 

This section presents a controlled experiment performed with the aim of assessing the 
benefits and drawbacks of the reported approach. The experiment was carefully 
designed and validated by two main researchers: i) a Ph.D. expert in empirical 
Software Engineering, who helped to define the processes to be followed; and ii) a 
Ph.D. student that has worked with web development and accessibility in the last five 
years, who is the main author of this paper and who proposed the approach. 

In this study we developed an academic experiment since experiments in a real 
scenario demand several external interventions, take more time to be performed and 
require additional investments. Moreover, it is difficult, sometimes, to find companies 
that agree to undertake academic experiments in their development process.  
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As observed in Figure 2, none of the groups obtained a zero score, indicating the 
importance of the initial training, regardless the approach used. 

5 Conclusions 

As a result of this study we identified an increasing awareness of the participants 
relating to accessibility issues. This is relevant since the academy and the industry can 
take profit of the insights presented in this study and incorporate the lessons learned 
to new web projects. 
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Abstract. Interactive technologies such as iPad are considered as perfect 
learning tool for students with special needs. Lately, educational researchers 
and technology specialists have coined the idea of using iPad as a learning tool 
for students with Autism spectrum disorder (ASD). However, our literature 
review on the subject matter shows that scientific investigations on using iPad 
with ASD students are scarce. Therefore, academic researchers should organize 
longitudinal studies examining this subject. In this work in progress submission, 
we have provided broad overview of our ongoing research focused on 
investigating as if and how iPad and similar interactive devices could be used 
for the betterment of students with ASD in Saudi Arabia i.e. supporting students 
with ASD in learning and play. This work in progress paper pinpoints recent 
work on this subject covering some of major challenges faced by the iPad for 
Autism research. 

Keywords: Autism spectrum disorder (ASD), educational technology, 
information technology, information systems, iPad, learning. 

1 Introduction 

Interactive forms of technologies are considered to have a special place in the lives of 
young students. Various interactive technologies including iPad, surface table and 
other touch based interactive learning devices are known for contributed towards 
education, learning and play among young students. However, not all students are 
same when compared against learning, social and cognitive abilities. Few students 
possess cognitive disabilities since their biological birth and we refer them as students 
with special needs due to their inherited biological learning related disabilities (Vera 
et. al., 2005). Students with special needs face significant problems in learning and 
gaining instruction and even score below average marks in academic exams (Falcão 
and price, 2010). Other prominent characteristics of special needs students are week 
concentration; poor recall and memorization skills, cognitive disabilities, reduced 
social, practical and academic development (Falcão and price, 2010). Due to all of the 
aforementioned differences in the cognitive abilities of students, their potential needs, 
expectations and requirements in context to interactive technologies, are also different 



212 K. Buragga, A. Dhir, and A.A. Boreqqah 

in contract to ordinary students without any learning disabilities (Falcão and price, 
2010). This has resulted in the need for adapting the interactive technologies as per 
the needs of the students with special needs. 

Lately, developing appropriate interactive educational technologies for students 
with special needs has attracted the attention of multidisciplinary researchers from 
various disciplines including education, educational psychology, human-computer 
interaction and information systems (Alper et. al., 2012; Duncan and Tan, 2012). This 
reflects a popular sentiment among research community towards supporting 
educational needs of the developmental disorders e.g. learning disabilities.   

The aim of our ongoing research is to understand various needs, expectations and 
requirements of students with special needs from interactive devices such as iPad for 
educational purposes. Our research philosophy is influenced from the user-experience 
research. This current research involves development of various processes and 
procedures within the framework of interactive technologies, so as to support students 
with special needs in variety of ways. Interactive technologies might help them in 
grasping difficult concepts in easy fashion, directly aide their learning in classroom as 
well as non-classroom environment, relives them from any sort of academic stress 
and/or embarrassment. The focus of this research is mainly on the Arabic-speaking 
students with special needs in Saudi Arabia. Based on our review of existing literature 
on the subject, it was found that design considerations and theoretical framework for 
designing interactive technologies for students with special needs in Saudi Arabia are 
missing (Al-Wabil et. al., 2012). Therefore, in order to bridge this gap in the existing 
literature, our ongoing research is focused on addressing “Can iPad be used as a 
learning tool for Students with Special needs”. This open research question involves 
examination of different aspects namely determining the impact of iPad use on the 
learning, academic performance, social, communication and concentration skills of 
students with special needs.  

At present, cognitive disorders or learning disabilities among students can be 
classified into several different types e.g. Autism spectrum disorder (ASD), Dyslexia, 
etc. Due to the presence of several different types of cognitive disorders, we decided 
to focus on single type of cognitive disorder, which is ASD among students. There 
were two main reasons behind choosing only one type of cognitive disorder namely: 
1) Recent statistics have shown that ASD is on rise among students and it is found to 
be the most common learning disability among young students these days. 2) By 
focusing on single type of cognitive disorder, we can examine different perspectives 
of this disorder in better way and investigate if and how iPad could support ASD 
students. ASD is recognized as a qualitative impairment in social interaction and 
communication, restricted repetitive and stereotyped patterns in terms of habits, 
activities and interests (Autistic Disorder, 2012). Autistic students have problems in 
understanding and processing the verbal instructions and even performing basic 
cognition based generalizations and abstractions. Some of the specific cognitive 
problems with ASD students are difficulty in filtering extraneous sensory information 
and motor control (Autism Spectrum Disorder, 2011; Autism, 2011). According to 
(CDCP, 2012), 1 our of every 88 students in the US in 2012 were diagnosed with 
ASD and this rate has increased by 23% compared to 2009 statistics. These statistics 
clearly reveal that tomorrow’s classrooms will witness sharp increase in the number 
of students with ASD.   
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2 Research Methodology 

Innovative interactive technologies can support students with ASD by enabling them 
to express and communication in educational settings (Alper et. al., 2012). Recently 
researchers and practitioners have made various efforts at exploring how the existing 
interactive technologies such as iPad could be made better fit for the student with 
special needs in addition to designing newer technologies aimed at student with 
special needs (Alper et. al., 2012).  

Lately, iPad has received immense response from people suffering from autism 
spectrum disorders (ASD) (Herbert, 2010). Some of the notable affordances of iPad 
that makes it ideal tool education for student with ASD includes lightweight, 
portability, affordability offered by touch screen as compared to single-use special 
education devices, screen size, low cost as compared to other special education 
devices, graphical scheduling aspects, support different applications and abundance of 
iPad applications available on Apple iTunes (Herbert, 2010). All these 
aforementioned reasons make iPad an appropriate candidate for integration into the 
educational for student with ASD and also for application developers so that they can 
develop applications that suit the needs of student with ASD. 

iPad act as a reinforce agent due to its inbuilt support for various highly preferred 
reinforces for-example, iPad provide access to various reinforces such as game 
applications, viewing pictures, videos with friends and family (King, 2011). (King, 
2011) argued that iPad is socially acceptable and socially appropriate and it provides 
engagement to individuals with autism who obviously suffer from challenging 
behaviours. (Mozaffar et. al., 2012) pointed out several design considerations that 
govern the potential use of iPad for student with ASD. These design considerations 
are: 1) students must be supervised when using iPad so as to ensure that full 
educational exposure and device safety. 2) iPad acts as an incentive and self-
reinforcement agent for students with ASD. 3) iPad enables ASD student to self-
regulate their activities within educational settings, verbally and physically 
communicate with their peers, perform turn taking and mentoring own peers. 4) 
Teachers particularly appreciated iPad’s accessibility features, media and portability 
support and finally ease of using it. 

3 Challenges in iPad for Autism Research  

During the review of existing literature on the given subject, we found some of the 
prominent challenges faced by research dealing with developing interactive 
technology for students with ASD. These challenges are:   

1. Although, large numbers of mobile applications are available for teaching and 
aiding students with ASD but there is a shortage of software applications 
specifically for adults i.e. ASD adults (Duncan & Tan, 2012).   

2. Recent research has shown that iPad is not equally suitable for all students with 
ASD (Mozaffar et. al., 2012). Therefore, teachers need to adapt the usage of iPad 
based on the needs of students with ASD so as to attain maximum benefit from 
iPad technology.  
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3. There is a pressing need for a strong collaboration between academic researchers, 
technology designers and educational technology practitioners for the task of 
innovating interactive technologies aimed at students with ASD (Alper et al. 2012). 

4. Since the research involving the development of interactive technologies such as 
iPad-based applications for ASD is still young so future research should consider 
practicing of longitudinal methods on examining the impact of iPad on learning 
and academic performance of students with ASD.  

5. Recent research on the subject has shown that academic research currently lacks 
the design and development of iPad based applications for students with ASD 
however, private sectors has undertaken several initiatives in this regard such as: 
Apple iPad apps for students with ASD (Alper et al. 2012). 

4 Conclusion 

Educational technologies researched have seen a potential in iPad that it can be used 
as a learning tool for students with Autism spectrum disorder (ASD). Our literature 
review on the subject matter shows that scientific investigations on using iPad with 
ASD students are scarce and this research field is still in its young phase. Therefore, 
considering the importance of this subject, our ongoing research is focused on 
investigating as if and how iPad or similar interactive devices could with used as a 
learning tool for the students with ASD. This research further investigates into other 
aspects of this subject namely determining the impact of iPad use on the learning, 
academic performance, social, communication and concentration skills of students 
with special needs. We argue that through this scientific examination and research 
will result in the betterment of students with ASD in Saudi Arabia, a community 
which otherwise is often ignored or less studied.  
 
Acknowledgements. The Deanship of Scientific Research (DSR), King Faisal 
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Abstract. Chats present accessibility problems for screen reader users. This 
work presents a prototype of an accessible chat for Mobile Devices (MD). The 
main aim of this research is to remove the accessibility barriers that screen 
reader users face when they use a chat in a MD. Thus, this prototype is based on 
the requirements which have been elicited considering background research and 
with the use of Software Engineering (SE) and Human Computer Interaction 
(HCI) methods as well as accessibility standards and guidelines.  
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1 Introduction 

The use of chats in Mobile Devices (MDs) is being increased in the last years. How-
ever, chats are not accessible for everybody [1]. For instance, screen reader users face 
accessibility barriers related to updated content without advising [2] and keyboard 
traps [3]. Furthermore, chats in MDs present additional accessibility barriers [4]. Re-
lated works, which include accessibility improvements, have been found; neverthe-
less, most of them do not follow a Use Centered Design (UCD) approach and do not 
include accessibility requirements to improve the interaction. Considering it, this 
research aims to create an accessible chat prototype which solves the barriers that 
screen reader users face when they use chats in MDs. To achieve it, some new or 
improved requirements have been added to progress the accessibility of chats in MDs.  

2 Background 

This section introduces the accessibility barriers that screen reader users face when 
use chats in MDs. Moreover, some previous accessible chats are studied. 

2.1 Accessibility Barriers of Chats 

Chats are synchronous communication tools and most of them present problems of 
accessibility for a huge variety of people. However, this kind of tools in MDs could 
present additional problems than other information technology (IT) systems like  
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interaction problems or auto-refresh content [5]. Furthermore, some people cannot 
follow the conversation [6]. For instance, if one of the emitters is not able to write 
quickly and if there are not ways to establish the turn to write, he could have problems 
to follow the rhythm of the conversation [7][8]. Besides, screen reader users face 
other specific problems related to the web page’s auto-refresh or updated content 
because it causes the restart of the screen reader [3]; the use of keyboard traps [4]; or 
the lack of support for text-to-speech or text-to-braille functions [5].  

With regard to the accessibility problems of chats in MDs, these problems are simi-
lar to the chat’s barriers of desktop computers. However, there are some additional 
specific problems that users could experience due to the technology of MDs and nev-
ertheless of their functional limitations [2].  

2.2 Previous Proposals of Accessible Chats.  

Some researchers have tried to solve the accessibility problems of chats. For instance, 
the Reef Chat [9] follows the specifications of WCAG 2.0 [10] and WAI-ARIA [11]. 
Moreover, the mobile chat, AssistiveChat1, provides features for people with speech 
disabilities like the suggestion of words. 

 Furthermore, some learning software like Moodle or Atutor, which include chats, 
has improved their chats. For instance, Moodle avoids the use of frames or Javascript 
technology and the auto-refreshing time can be configured [12]. Also, Atutor’s Chat 
solves some technological aspects to guarantee access to users who use assistive tech-
nology because they can configure the refresh rate of the application. These approxi-
mations try to improve the user experience. However, none of them follow the UCD 
approach and most of them do not accomplish with accessibility guidelines. Moreo-
ver, they do not solve accessibility problems related to the interaction and the flow 
and rhythm of the conversation. Thus, the presented research aims to solve the inte-
raction problems following a UCD approach and basing on standards and guidelines. 

3 Accessible Chat Approach for Mobile Devices 

This works is part of a Ph.D which main goal is to create a model-driven design and a 
strategy development process of an accessible chat [13]. Currently, the Ph.D is in the 
requirement engineering phase. The requirements have been elicited and now they 
must be validated. To achieve it, the prototype has been created. This section details 
the elicited requirements and the chat prototype. 

3.1 Elicited Requirements  

The requirements elicitation phase combines SE and HCI methods as a complement of 
each other to include the user in this phase and follow a UCD approach. Some of these 
techniques are: brainstorming, user interviews, analysis of existing system/competitors, 

                                                           
1 http://www.assistiveapps.com 
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scenarios and personas and standards and guidelines related to accessibility [14]. The 
obtained functional requirements which improve the user experience and accessibility in 
MDs are showed in the Table 1. It is important to emphasize, that some of these  
requirements are new functionalities and other requirements are improved classical 
functionalities of chats.  

Table 1. Functional Requirements to Improve the User Experience and Accessibility in MDs 

Requirement Description of the Improvement 
Add an interlocutor Users could stop the new interlocutor addition to the conversation.  
Predefined Sentences Users can select predefined sentences provided by the system. 

Add File The user should specify a description for the uploaded file and the 
system informs the users about the size’s file.  

Add URL The user should specify a summary of the URL and its language. 
Refresh Conversation Allow users to pause and refresh the conversation. 
Convert Conversation Transform the conversation to other formats like audio or braille. 
Messages Preferences Include preferences related to the way in which messages are 

showed such as: time refresh interval or chronological order.  
Clean Messages Allow users to clean the messages which are showed in the screen.  

Reception Messages Inform users when the message has been delivered. 
Writing Inform users when other users are writing. 
Check Spelling  Inform users about grammatical errors. 
Translate Translate messages if the sentence language is different to the 

predefined language. 

3.2 Chat Prototype 

Basing on the obtained requirements the chat prototype is created to improve the ac-
cessibility and user experience in MDs. Next sections explain the chat development.  

Responsive Web Design 
The prototype has been created to be adapted to different viewports. It has been de-
veloped in a web environment because it can be executed in more MDs than native 
applications and a responsive web design with the use of standards like HTML5 and 
CSS3 is followed to guarantee the layout adaptation to a huge variety of MDs [15].  

Chat Functional Requirements to Improve Accessibility and Interaction 
The prototype includes some of the functional requirements which improve the  
accessibility and the interaction of the chat in MDs. The selected requirements for the 
prototype are: the Refresh Conversation and the Add File. It is important to remark that 
these requirements are improved using the WAI-ARIA specification because it adds 
semantic information to HTML code to specify screen readers how to align keyboard 
navigation to landmarks, the page structure, updated content and expanded informa-
tion[11]. Next, these requirements are explained in detail. 
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user-interaction. The chat prototype presented in this paper has been designed follow-
ing a UCD approach including specific features for improving the screen-reader users 
experience like the Refresh Conversation or Add File which have been created using 
WAI-ARIA specification. 

Currently, a user evaluation of the prototype is being carried out to check the ac-
cessibility of the tool and the effectiveness of the new proposed features. 
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Abstract. The main challenges when designing for people with disabilities are 
that 1) designers have difficulties empathizing with them; 2) designers tend to 
focus too much on the disability rather than the individual; and 3) people with 
disabilities have difficulties articulating their desires outside of their disabilities. 
A new approach is proposed to help designers overcome these problems. This 
involves getting insights from people without disabilities to understand the 
underlying desires of people with disabilities. Disabled people are then engaged 
as experts of their situations and invited to collaborate closely with the 
designers. This helps designers to focus on what people with disabilities want, 
instead of what they cannot do, and create solutions that have the greatest 
relevance and positive impact while maintaining minimal disruption to their 
everyday lives. The new approach is presented through the design process of 
“Blindspot”, a white cane that uses smart technology to improve the lives of 
blind people. 

Keywords: people with disabilities, blind people, white cane, Blindspot. 

1 Introduction 

Imagine a blind person walking along a busy street with a white cane. Along the same 
street, a friend is texting on the phone. Without the friend taking the initiative to spot 
the blind person, they miss each other along the same street. A little further down the 
street, a long stick is carelessly protruding from a trashcan. Unable to detect the stick 
with the white cane, the blind person walks right into the stick, leaving a bruise on his 
face. 

Now imagine the blind person walking along the busy street with a smart white 
cane. The friend has checked-in his location through a social network on his phone. A 
notification informs the blind person of the check-in through a Bluetooth earpiece. 
Among the choices of calling, finding or ignoring, he chooses to give his friend a 
surprise by finding him. The blind person is guided to the location of his friend with 
the help of the smart white cane. On the way, the long stick protruding from the 
trashcan is avoided with the help of a sensor on the white cane. The blind person finds 
his friend and said “hi”.  
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“Blindspot” is the smart white cane. It empowers blind people to locate friends 
who are nearby and can direct visually disabled people to their friends and/or any 
destinations. It can also detect overhanging objects not contactable by the cane. A 
new approach was used in designing “Blindspot” that expanded design opportunities 
and developed a solution that has impact. This paper aims to explain the new 
approach through the design process of “Blindspot”.  

2 Challenges When Designing for People with Special Needs 

“Blindspot” began with the traditional design approach of literature research, 
brainstorming and ideation, and user interviews. However, there were several 
difficulties in this process. Blind people have articulating their desires outside of their 
disabilities. The designer, on the other hand, finds it challenging to look beyond the 
disabilities of blind people and identify their real desires. Several assumptions about 
blind people were made because the designer couldn’t empathize with them. 

Through research on existing products or conceptual design for blind people, some 
product problems were identified. Some of the products either made blind people look 
more handicapped than they already look, or try to hide all of the handicapped signs 
of the blind person. The products also do not consider what will happen if the 
technology breaks down. 

3 New Approach 

A new approach was developed to overcome these barriers and is described below. 

3.1 Expanded Literature Research 

There are a number of books and articles about the physical conditions of blind 
people and how to cope with blindness [1], [2]. However, most methods and 
approaches to designing for visually disabled people discuss technologies, interface 
design, etc. This research was sufficient for a start on the technicalities surrounding 
blindness; however it was limiting in helping the designer to empathize with the blind 
people. 

Fictional novels or non-fictional bibliographies of blind people are better sources 
of literature to understand and empathize with them. These books [3]–[5] have more 
descriptive narrative about the emotional and mental state of the people, which are not 
typically articulated by the participant or observable through their actions. The books 
also give a better understanding of their capabilities and issues of daily living. 

3.2 Comparison to People without Disabilities 

The fictional and non-fictional literature research revealed a pattern that blind people 
want the same things as everyone else; such as social connections, convenience, 
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information access, etc. Based on this assumption, people without disabilities can be a 
reference to understand the underlying desires of disabled people. In designing 
“Blindspot”, the emotional needs of sighted people were used as a source of insight to 
identify deeper emotional needs of blind people that are hard to articulate.  

 

Fig. 1. People with and without disabilities share the same desires 

Insights were derived by asking the following questions: 

• What would people without disabilities do in this situation? 
• What would people without disabilities want in the same situation? 
• What about disabled people in the same situation? 
• How would disabled people achieve what they want in that situation now? 
• If it’s not possible now, how can they achieve it through design? 

By concurrently comparing what sighted people want and what blind people can do 
now, several insights about the opportunities surrounding the unmet desires of blind 
people were identified. When comparing people with and without disabilities, it is 
important to compare between culturally and demographically similar people. That is, 
a European 60 year old blind person is very unlikely to have the same desires as an 
Asian teenager. 

3.3 Interviews with Experts 

Ideas and assumptions about blind people were verified through a professional expert 
on the “Blindspot” project. There are several benefits of approaching experts prior to 
the meeting with the blind participants. First, learning about how to communicate 
with blind people is important to avoid unnecessary misunderstandings. Second, 
experts have vast knowledge about the legal and administrative constraints with 
regards to blindness in the country. Third, experts can arrange suitable participants 
based on the project scope. 
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3.4 Validating Desires and Ideas with Participants through Interviews 

The expert may not have an accurate account for issues regarding the emotional needs 
and desires of blind people. For instance, during an interview with a therapist for 
blindness, he mentioned that knowing the identity of people is not important for blind 
people. This contradicted what the blind participants said later in an interview.  

Desires and ideas were generated through the literature research, and comparisons 
with sighted people. In order to validate the desires and ideas, interviews were 
conducted with blind participants. The following questions were asked: 

• What would you do in these situations (related to desire)? 
• Why would you do that? (validating desire) 
• What if you could do this (new idea)? 
• Why would you want to do this (new idea)? 

 

Through repeated validation and refinement of the desires and ideas with blind 
people, the insight that was identified for “Blindspot” was that blind users want to 
initiate everyday social interactions but are unable to due to their inability to identify 
people around them.  

3.5 Co-creating with the Disabled Participants Using Interactive Models 

Blind people are then involved as experts of their situation in the creation of the 
design concept. When trying to present a concept to blind people, they often have 
difficulties imagining an idea. In addition, their suggestions are often limited to their 
knowledge of technology. Therefore physical and interactive models helped blind 
people imagine concepts better, and break through their limitation of technology 
knowledge. In a co-creating session, blind people were able to propose better features 
for the designs with responsive and interactive models rather than stagnant models. 

3.6 Continued Collaboration with Disabled Participants and Experts 

As experts of their own situation, people with disabilities can collaborate closely with 
designers to develop an effective solution. Blind people provided inputs from the  
 

 
Fig. 2. Input from Experts, Disabled Participants and the Designer to develop the concept 
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user’s desire standpoint, while the professional experts informed about legal and 
administrative constraints. This triangulated collaboration ensured that the problem to 
solve or the solution to propose was of significant impact to blind people’s lives.  

4 Conclusion 

“Blindspot” broke through conventional norms of targeting solely on disabilities 
when designing for people with disabilities. Instead, it focused on designing with 
people who have disabilities in order to provide for their desires. It won James 
Dyson’s Finalist Award 2011 and was the Netexplo 2011 Grand Winner. The 
approach helped identify deeper desires of blind people and created a holistic solution 
that can change lives.  

In the future, the approach is likely to be applied not only to designing with blind 
people, but also people with other disabilities. 

5 Limitations  

This approach is developed based on one case study, “Blindspot”. The case is also 
only focused on designing with blind people. The approach has yet to be applied to 
other projects, nor other cases of disabilities.  

“Blindspot” is also a conceptual product that is not yet available for sale in the 
market. 

 
“If you manage to design something that has a positive impact for one blind 

person, your design is likely to also have positive impact for most blind people.”  
– Quote from an interview with a blind participant.  
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Abstract. This research aims to define the most significant criteria for guidance 
on accessible design.  It highlights 9 significant areas of guidance which we 
consider to be very important for the design of accessible, elderly friendly 
websites and web-applications.  These areas look at specific elements of web 
design, including:  structure; navigation; language; multimedia; links; search as 
well as others. Each of these areas has defined checkpoints which can be used 
to test the accessibility of a website.  The criteria and checkpoints are presented 
in the form of a user friendly brochure.  This brochure is aimed at two target 
groups:  an instrument for website managers and secondly a checklist for web 
designers.  

Keywords: Accessibility, Elderly, Disability, Web design. 

1 Introduction 

There is a definite need to ‘bridge the gap’ between elderly users and the Internet and 
with almost a fifth of the population aged over 65, it is a significant market to 
exclude. The concern at the growing ‘digital has led to a number of initiatives being 
employed to encourage web usage for the older generations and to ensure they are not 
excluded from the digital world. Many elderly people now make use of the Internet in 
controlling their finances, keeping up to date with current affairs and staying in 
contact with family and friends (DRC, 2004, Good, 200,).  In considering that the 
elderly are very likely to develop age related impairments such as visual and/or 
mobility related disabilities, web accessibility then becomes an important 
consideration.  However if web designers do not understand the guidelines that are 
put in place, then the problem of poor accessibility will inevitably continue. 

The focus of this paper is to present recommendations for the design and 
development of age appropriate websites.  These recommendations form the basis of a 
brochure which presents are nine areas for web design tailored to senior citizens, each 
of which is dealt with on a double page. For each area, principles are formulated 
which are important for the design of websites tailored to senior citizens. The 
principles are primarily geared to clients, i.e. people who commission websites while 
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web design and development specialists will also find specific instructions in the 
check lists regarding the implementation of the recommendations. The purpose of this 
booklet is to increasingly reduce the restrictions senior citizens face on a day-to-day 
basis when viewing not only residential and external areas on the web but also virtual 
areas. 

2 Methodology  

To be able to investigate the needs and requirements of the 65+ generation with 
regard to user-friendly web design in greater detail, four focus groups with a total of 
24 older participants, (average age 73 years), who use the Internet on a regular basis, 
were created in our project. The aim of the focus groups was to record the point of 
view of older web users as well as any obstacles that may arise which have been 
caused by the web design. An important result of the study revealed that the 
participating parties placed a great deal of importance on how well the web pages 
were designed. A few people reported that they were not able to use the websites in 
the way they wanted due to poor design and navigation. 

Following the group interviews, the statements were compared with the latest 
specialist literature and discussed and extended by two circles of experts (specialists 
from the worlds of research, further education and senior citizens' organizations). 
Based on this multi-layered survey involving literature-based research, user focus 
groups and circles of experts, it was possible to formulate the recommendations 
outlined for "age-appropriate website design". 

3 Recommendations 

Nine areas for web design tailored to senior citizens are examined in greater detail 
below. Recommendations for implementation are also assigned to each area. The 
sequence of the areas is not relevant in itself, however, the discussions in the focus 
groups have shown that the first three of the following aspects were regarded in all 
groups as being very important: 

Clarity and Structure:  The clarity and good structure of a website are important, if 
not in fact the most important prerequisites for achieving user-friendly web design. 
Senior citizens prefer information on a website to be ordered in as self-explanatory a 
way as possible, for the information to be restricted to what is absolutely essential and 
like having clear user guidance.  

• The purpose of a website and its logical structure should be obvious the second a 
user looks at it. This means the various content, search and navigation areas must 
be well structured and their benefits or function must be self-explanatory. The 
selected layout must be applied as consistently as  possible across all the web 
pages. 
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• If the content of the pages is arranged well, this makes the website easier to  read 
and understand. Longer texts should be divided up in a sensible way. Related 
content areas can be linked together by navigational elements. 

User Guidance and Navigation: User guidance which provides simple step sequences 
enables users to use the Internet on their own. Constructive and consistent navigation 
means older users feel they have adequate support 

• Navigation elements must be self-explanatory and identifiable as such and must 
have the same design throughout the website. 

• If icons or symbols are used for navigation purposes, their functions must be 
readily recognizable. 

• Information about the user's current location on the website and the path the user 
took to get there help with orientation and contribute to effective user guidance. 

Text and Language:  The text is designed in such a way that it comprises a content 
component and a design component. The combination of both elements makes the site 
easier to read and understand. The design component also includes taking contrasts 
into account. 

• Visitors to the website must be able to follow the information and understand it. 
• With regard to the text design (line length, line spacing, spacing, contrasts), it is 

important to bear legibility and compatibility with different terminal devices in 
mind. 

• Tools such as text enlargement are a good idea but should not impair the layout. 
• Complementary (opposite each other in the chromatic circle) color combinations 

should be avoided. 

Graphics, Animated Features and Multimedia:  Graphics and multi-media content are 
not only design elements, but are also used to display information and operate the web 
application. If they are reduced exclusively to their creative benefits, they can have a 
diverting influence or be very off-putting. The proportion of text to images should be 
balanced. 

• As already discussed for text and language, there must be sufficient contrast with 
the images as well. From the point of view of readability and detectability, the size 
in which the images are displayed is important and it should be possible to adjust 
this size individually without any loss of quality. 

• In the case of downloads, additional information regarding the content, the size as 
well as the loading times to be expected is helpful. 

• Decorative elements such as animated images and background music often have a 
more jarring effect. 

Links: Links allow you to navigate within a website and to tap into additional as well 
as external information. If you are going to use links, make sure that they are clearly 
identifiable and self-explanatory. 



 Inclusive Websites for the Elderly: User Friendly Guidelines 229 

• Links on a website should be clearly identifiable as such, also for visitors with 
restrictions such as color blindness and should be presented in a uniform manner 
throughout the entire website. 

• Mouse-over effects (texts that are displayed as soon as the mouse pointer hovers 
over the link) have become an additional source of information for many users. 
However, these effects do not work with touchscreens (tablet PCs and 
smartphones) and for this reason you must provide alternatives. 

Search: The search engine makes it easier to locate web content. Older people 
appreciate this function. They do, however, say that the manner of the search process 
is frequently not transparent and the order of the search results presented to them does 
not appear to be very logical. They have trouble, however, influencing this order. 

• That the search fields are positioned well is just as important as the transparency of 
the search process. An option for refining the search through further criteria is 
welcomed.  

• When the search results are displayed, the range of sorting options, for example, by 
date, place or other criteria can improve the overview. 

Currentness, Consistency and Robustness: Older people appreciate it if the websites 
they use regularly as far as possible do not change their appearance (design) at all or 
only a little. They do, however, expect that the content is always up-to-date. Websites 
which are kept up-to-date usually provide a range of information of a very high 
standard. The structure and presentation of the entire website should therefore be as 
stable as possible. For users, finding their way on a newly designed page always 
involves a degree of learning. If the layout of web sites changes constantly, this 
reduces users' motivation to use the website. 

• When it comes to layout, it is a balancing act between currentness and consistency. 
This, of course, does not apply to the content or the functionalities which must be 
kept up to date. 

• The important thing is that the user quickly gets to grips with the website. 
• It is important to note that the community of users is visiting the website from all 

kinds of terminal devices and the website should therefore be accessible on all such 
devices. 

Contact Information and Support: In order to be able to support users of a website in 
the event of questions or problems, they must have some contact options. Here, in 
addition to web forms and e-mail, traditional contact options are also important for 
older people, namely the telephone or face-to-face contact at a counter. Older people 
also like to know who they are dealing with. For this reason, it is important to provide 
information about the provider of the website in the masthead. This helps to promote 
transparency. 

• The contact information and the masthead should not just be available but should 
also be displayed in a prominent position on the site. 

• This also applies to other tools such as text enlargement, read-out function, 
glossary, FAQs, etc. 



230 A. Darvishy and A. Good 

Registration and Forms:  Registrations and online forms require a self-explanatory 
design. The purpose and benefits of the data entry should make sense to the users 
immediately. With regard to data protection, data use, archiving and access by third 
parties must be able to be detected by users or explained on an additional page. For 
the design of online forms tailored to senior citizens, impaired sight and slower 
reaction times must also be  taken into account. 

• When personal data is entered, the meaning and purpose of the data and the 
necessary steps must be visible to the users before the data is input. 

• As far as possible, incorrect entries should be eliminated when the data is first 
entered. In the event of errors, you should provide meaningful advice and a 
targeted correction function. 

• What are known as captchas are often used to provide protection against spam. 
These, however, are difficult to read for older users and also for many people with 
"normal" vision. We recommend that you offer alternative security methods. 

4 Summary and Conclusions 

The recommendations presented in this document do not claim to be complete as the 
ever-changing Internet is constantly creating new challenges for older people in terms 
of accessibility. The recommendations and the checklist in this brochure can be used 
by clients and web developers alike. They provide clues for creating websites tailored 
to senior citizens. After a new website has been created, it should, however, also be 
checked and optimized using usability tests. Involving older users early on in the 
process can help identify and rectify specific problem areas in a website. 

The premise of this paper is to present the principles for age appropriate design. 
The main brochure however proves full recommendations and guidance for the 
implementation of these guidelines. It is anticipated that providing a user friendly 
brochure on the most prominent areas of accessible design guidance will inform 
designers better and subsequently lead to improved web accessibility. 
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Abstract. The present study aimed to investigate the influence of the weight of 
white canes on upper limb load. Concretely, we conducted quantitative evalua-
tions of the load on upper limb muscles during swinging action of the cane. The 
white canes used were a new type of white cane newly fabricated using aramid 
fibers, as well as a conventional type of white cane fabricated using carbon fi-
bers. The results indicated that the newly developed cane reduced the load on 
the muscles by about 50% in comparison with the conventional type of cane. It 
became clear that it was possible to sustain the same posture even when used 
continuously over a long period of time. 

Keywords: White cane, Aramid fibers, Electromyogram, Upper limb load. 

1 Introduction 

White canes are not only a symbol for the visually impaired, but they are tools  
for acquiring information from road surfaces and surroundings. However, it had been 
pointed out that users tend to suffer from excessive load on the upper limbs, due to  
the swinging action of the cane over a long period of time when the user walks alone. 
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The operating methods of the white cane vary, but what is called the touch technique, 
often used by those walking alone, requires a single manipulation of the cane for each 
step, which results in an enormous number of repeated movements. Furthermore, 
users swing the cane in a steady rhythm with the movement of the wrist alone. This 
can lead to the continuous use of certain muscles on the wrist, resulting in the accu-
mulation of load and triggering tendovaginitis. 

Accordingly, we fabricated a white cane using aramid fibers instead of carbon fi-
bers, which has been the main material used in the past [1]. This newly developed 
white cane made of aramid fibers, is more lightweight than the ordinary white cane. 
However, evaluations of the influence on upper limb load of the user had not been 
sufficient. Therefore, in this research, we investigate the influence from the weight of 
white canes, for the new white cane made of aramid fiber and the conventional white 
cane made of carbon fiber. 

2 Method 

2.1 Participant and the Canes Used in the Experiment 

A male adult participated in the experiment. His age, height and weight was 23 years, 
186 cm and 71 kg respectively. The upper limb was 80.5 cm and the lower limb was 
106 cm. This participant wore a sleeping mask during the experiment. 

Table 1 shows the properties of the canes used in the experiment. Two types of 
canes were used in this experiment. One was the new white cane made of aramid 
fiber, the other was conventional white cane made of carbon fiber. In order to restrict 
the white cane positions, two plastic plates were placed at a position in front of the 
participant and the participant was instructed to thrust the tip of the cane onto these 
plates. This regulated the participant to ensure that he did not swing the cane in an 
excessively wide range. 

Table 1. The properties of the cane used in the experiment 

 

2.2 Manipulation of White Canes 

In this experiment, it was decided to evaluate the movement, “manipulation while 
in a stationary position [2]”. The participant was instructed to grip the white cane 
by placing the index finger on the grip and extending it along the shaft, so that the 
grip was held at the center of the palm. The touch technique, the way often used 
when users walking alone, was adopted as the method for thrusting the white cane.  
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Furthermore, the participant was instructed to swing the white cane in such a way 
that the position of the wrist, positioned at the center of the body trunk, remained 
the same while the cane was swung to draw an arc with the wrist as the fulcrum. 
The participant was instructed to swing the cane about 5 - 10 cm beyond his shoul-
der width on both left and right sides. The participant was asked to swing the cane 
in an even manner in both left and right directions and to consciously manipulate 
the cane with the wrist. 

A summary of the experiment was explained to the participant before the experi-
ment. The participant was then instructed to practice and master the movement of 
swinging the white cane using the touch technique. The participant was then asked to 
start manipulating the cane once the signal was given. The measurement time was 10 
minutes. 

2.3 Electromyogram 

For the purpose of evaluating upper limb load during swinging action of the cane, the 
muscular activities were measured by the electromyogram (EMG). EMG measure-
ments were taken at 5 locations. The manipulation of the cane was considered a mo-
tion realized by isokinetic contraction of the wrist joint in this research and it was 
determined that the evaluation [3] ought to be conducted based on the integral value 
of the electric potential of the electromyogram (iEMG). Concretely, once a full-wave 
rectification was performed on the raw waveform, the average electric potential for 
the initial one second was deducted from the overall figure to offset the baseline. The 
electric potential for every minute since the start of the operation was then integrated 
to observe the transition over 10 minutes. 

3 Results 

Figure 1 shows the results of the integrated EMG. Each graph depicts a comparison 
for the transition of the EMG integratedvalues per minute for 10 minutes between the 
new type cane and conventional type cane. 

A comparison in the time transition for the variable integration of the EMG indi-
cated that based on the results of (a), (b) and (c), with the electric potential rose 
after about 7 minutes for the conventional type cane but minthen took the course of 
a declining trend thereafter. However, the new type cane showed hardly any change 
over a 10 minute period. On the other hand, with (d) and (e), the conventional type 
cane indicated a gradual rise from approximately 5 minutes and the trend of a mo-
notone increase was indicated. However, with the new type cane it was revealed 
that hardly any changes occurred in the 10 minute period. From this it is clear  
that although the load on muscles acting on the flexion of the wrist increased once 
and then decreased, the muscles acting on extending the wrist were in a monotone 
increasing trend. 
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Fig. 1. Results of iEMG 

4 Discussion 

First of all, with regard to the difference muscle load tendencies, it is believed that for 
the touch technique, the inward rotation motion of the forearm by the pronator teres 
muscle occurred simultaneously during the flexing movements of the wrist, since the 
pronator teres muscle that acts on the inward rotation of the wrist indicated similar 
variations in load to the flexor muscles of the wrist. This transition of iEMG for the 
flexor muscle and the pronator muscle of the wrist revealed that there was a similar 
trend in the change for the value of the iEMG over time, showing a tendency of in-
creased muscle load after approximately 7 minutes and then decreasing. This is be-
lieved to have been due to the avoidance of load concentration arising from the use of 
specific muscles only by the participant, who substituted the movement of swinging 
the cane towards the left from the perspective of the test subject with the inward 
swing and the inner rotation of the shoulder, as the load on the flexor muscle of the 
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wrist and the pronator muscle of the forearm increased, due to continued movements 
of the touch technique conducted over a relatively long period of time. On the other 
hand, a monotone increasing trend of the load was seen with the passing of time for 
the extensor muscle of the wrist. This is considered to be due to the necessity of more 
extensive extensions of the wrist in order to secure the breadth of swinging for the tip 
of the cane, as the position of the wrist approached the trunk with the passing of time. 
Furthermore, it is considered that unlike the flexion of the wrist, the extension of the 
wrist was not substituted by the movement of the upper arm or forearm. For this rea-
son, it is considered that when the cane is manipulated primarily by the wrist, the load 
tends to accumulate particularly on the extensor muscle of the wrist. 

5 Conclusion 

In order to investigate the influence of the weight of white canes on upper limbs 
loads, a quantitative evaluation of upper limb muscle loads for the manipulation of a 
white cane over a long period of time with the test subject remaining in a stationary 
standing position was conducted in this research, between a newly fabricated type of 
white cane made of aramid fibers and a conventional type of white cane made of car-
bon fibers. The results indicated that the newly developed cane reduced the loads on 
muscles by approximately 50% compared to the conventional type of cane. 
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Abstract. This paper describes the design and implementation of an alternative 
communication device implemented as a mobile application for tablets. The 
application was developed applying user-centered design techniques and allows 
children between 3 and 12 years old with severe language impairments improve 
their communication skills with others. Several prototypes have been developed 
and evaluated with users. This paper summarizes the results and the advantages 
versus other apps. 

Keywords: Alternative communication, language disorders, tablets, user 
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1 Introduction 

In Mexico is estimated that over 5 million people with any kind of handicap exist, and 
8.3% of this people have a handicap related with language disabilities [1]. A lot of 
children with language disabilities do not count with special education in the schools. 
Sometimes they are supported by special education teachers in Service Units and 
Regular Education Support. The tools that they have for the inclusion of language-
disable children are, most of the time, made by the own teacher. We can find paper 
cards with drawings and pictures that allow expressing the children needs and wants. 
There are enormous opportunities to provide solutions through technologies that 
support them in solving their challenges of communication anytime and anywhere. 
The goal of this study is design and develop a mobile application oriented to language 
disabled children between 3 and 12 years old using techniques of user centered design 
and usability providing a tool for communication with the people. The inspiration of 
the app is based on the communication boards. Today many technologies are 
available on the Internet for use by people with different disabilities. However several 
barriers inhibit the commercialization and widespread use of this devices and 
applications, specially the training of the parents and teachers [2] and the elevate cost. 
Augmentative and Alternative Communication applications and devices are usually 
made for each person need and are quite expensive [3]. There are many apps that use 
different default pictograms and allow doing the basic communication avoiding high 
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costs. The apps that allow the use of your own pictures or pictograms are scarce. The 
most popular in the market and the most similar to our application is “TapToTalk”. 
They have a free version of their app but, in order to customize it you need to pay a 
license. The license is expensive thinking in the Mexican market. The cost is about 99 
dollars which suppose a cost of over 1200 pesos per year [4]. “TapToTalk” is an 
entire system that provides to the user the possibility of having it in several mobile 
platforms and in your PC [4]. The process to load a photo or an audio recorder is 
pretty complicated. Consequently, what do we offer like an added value? First of all 
we intend to reduce the cost of the application orienting it to just one mobile platform. 
On the other hand, the difference between the other apps and our app is the way of 
loading and configuring it. For example, with “TapToTalk” you need another app that 
allows to take the pictures and load them. Then you need to download the picture to 
your app. Also, the upload of the sounds is via Internet with a PC or in the case of the 
application for the iPad you need to synchronize it with your iTunes library in which 
the sounds you want to load must be located. The user is totally unable to edit or load 
anything of the app in real time. Also, the parents need to read a lot of manuals to do 
this. Our application is designed to avoid all of these issues. In the same app you can 
take the photos and edit the names. Similarly, you can record with the microphone of 
the device your sound and be able to use it almost instantly. We offered an added 
value based on simplicity by making our app totally centered in user and 100% 
usable. That will provide the kid the feeling of owning the application because he is 
going to be able to manage it almost by himself and making it usable will grant that 
people will be more interested in use it. Another advantage of our app is that we can 
use it also as a reading tool. It shows us the spelling of the word we are listening to 
and you can easily change it for a better fits to each user and their needs. We 
pretended to not only do another app for people with language disabilities; we 
pretended to create an app totally usable and centered in kids with language 
disabilities at low cost. 

 

Fig. 1. TapToTalk Screen Shot (Source:”AAC|speech n stuff” 
http://speechie.littlelioness.net/tag/aac/) 
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2 Methodology 

At the first part of the work we made the design of the application. For this part we 
used a low and a high fidelity prototype. A specialist in language therapy helped us to 
select the profile of the kids that could help us with the evaluation during the work. 
We selected kids that don’t have language disabilities and in a range of 4 and 5 years 
old. The reason why this was done was that they can give us a feedback of the 
evaluation; they can tell us what thing like or dislike about the application but they 
can’t read yet, so they basically made the tasks using only the guide of what they see. 
This is a really important subject if we are trying to make a design and an application 
with red routes well defined and a very intuitive use for our little users. The design 
tests were made with 3 children. We used tools like the creation of persons and 
storyboard for supporting the tests and ensure that the kids understood the idea. We 
evaluated first the low fidelity prototype with the design that we thought was more 
appropriate for the kids and then a second test with the changes made to the prototype 
but in high fidelity, all of this based on the feedback that each child provided us. We 
were looking for a design that could be easy to use and understand and for that reason 
we made two tests with each kid. On the second part of the work we made new tests 
with 8 kids to find patterns of usage, difficulties of usage and how they envision the 
application in some situations of their lives. The tests were made using the app on the 
iPad. We used techniques of thinking aloud and cognitive walkthrough questions, that 
allowed us to find out why our users were making the choices they were making 
while interacting with the interface of the application. We recorded in audio the tests 
to analyze the behavior of the users. After that, we summarized the data collected and 
analyzed it to identify what we could do next to improve even more the interface of 
the application. Finally we report the results of the whole work and the next steps for 
the application.  

3 Design Evaluations and Results 

We used two different prototypes for the design evaluation. The first one is a low 
fidelity prototype. We made it with post-its, scissors, glue, colored sheets and stickers. 
This prototype allowed us to change the design immediately almost without expenses. 
In this way we could find the best data presentation for the user. We evaluated two 
simple tasks that the users must be able to finish really easily. In addition, we used the 
techniques of thinking out loud. This allowed us to know what the users are thinking 
when they are trying to complete the tasks. With these evaluations we were able to 
notice that the abstraction of an adult is pretty different from the abstraction of a kid. 
The kids (with or without language disabilities) are not able to differentiate semantic 
information that they have on words or letters, although they can read, but the kids 
with language disabilities also have less valid and more invalid phonological 
information [5]. We used storyboards to tell the story to the children. The tasks were: 
1) Find and point a part of the body to communicate that it’s hurting, and 2) find and 
point some food to communicate what you want to eat. What did we find with this 
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evaluation? Usually the kids got distracted very easily. We must put only the 
necessary things on the interface to avoid distraction. The letters in the principal 
screen are not too important, the image is the one that catches the attention and it must 
be clear. All the images must be consistent, maintain same patterns and format. At the 
beginning the application had to may buttons and options that are useless for the user. 
They need to have only the essential options in the screen, they must be easy to 
understand and easy to find or locate. Once, a kid couldn’t end the task because he 
never found the “body” option. 

 

Fig. 2. Screenshots of the flow for the category “My body” (Source: Screen shots from the app) 

The second prototype was a high level one. This was made using a program called 
“Axure”. This prototype allowed us to know if the flow of the application was correct, 
prove if the interface based on big icons distributed in columns was more intuitive 
than having too many options in the principal screen. The users did the same tasks 
than above but with the changes in the new prototype. The images were consistent, 
the letters were not too big, and the options were presented with big icons. The tasks 
that we evaluated were the same that the ones above. What did we find with this 
evaluation? The high level prototype caught the children attention very easily. The 
flow of the interface was pretty simple to follow, so they could manage it by 
themselves with no additional help. They could end all the tasks with no big problem. 
The distribution of the interface in big icons helped the kids to understand the options 
that were showing. 

4 Usability Evaluations and Results 

After the design evaluations we did a prototype design for the iPad. This prototype 
was programed in iOS. It has the basics categories of communication and has pre-
recorded the sounds of the pronunciations. It doesn’t have the option for loading the 
photos, just the icon that will allow this. First we asked the children look and navigate 
through the entire application, pointing and testing all the options and icons they 
wanted. After that we asked to the kids in this evaluation to do three simple tasks: 1) 
Find and point the option “Escuela” (School) in the app and point an object that you 
use regularly, 2) find and point a part of the body, and find and point a meal or food. 
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What did we find with this evaluation? We needed to implement more gestures in the 
interface; the kids are really familiarized with them. They could end the task without 
issues once they get a look to the entire app. In the case of practicing with the 
pronunciation, the kids only repeated the words they wanted to. We needed to do it in 
a more encouraging manner if we wanted that our tool help in pronunciation too. 
They were able to find quickly the option that let them reproduce the sound of the 
vocabulary. 

5 Conclusions 

With the test of design and usability we were able to identify several areas of 
improvement for our app. We found how the images must be distributed, how kids 
identify patterns really easy and how intuitive the gestures of the iOS system are. We 
noticed the challenges for children to understand the application with the low level 
prototype when we had big letters and no clear options. We saw evidence that often 
the ornaments in the images are not good because the kids get distracted. Although 
our system is small comparing it with “TapToTalk”, we have a big chance of 
improving the way of presenting the information. Our system allows a direct and easy 
use by the kids from the first time. They don’t need so much time to get to know it. It 
doesn’t count with a menu with options to avoid distracters and to make it easier. The 
form of upload and customization of the sounds and vocabulary is as simple as taking 
a photo or recording with the own device. The parents or teachers don’t need to have 
an Internet connection to get the photos uploaded. We have consistency in the 
pictograms that we used; we don’t mix drawings and photos, we use only pictures to 
make sure the user don’t get confuse. We are making a tool designed and developed 
for children. Each child has a unique temperament. Unlike many other aspects of 
children, temperament is unlikely to change over time, we need to understand it and 
make the app adaptable to avoid frustration problems and make their lives simple and 
easier. 
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Abstract. The prevention or elimination of causes of death in early life has re-
sulted in a population consisting of an increasing proportion of elderly people. 
With this increasing proportion of elderly people, we will encounter many prob-
lems like a degenerative disease, the depletion of welfare money like public 
medical insurance and the lowering growth rate of nation, and so on. In this re-
search, at first every possible expected issue related to aging population was 
drawn through literature review and expert interview. Then products and ser-
vice need to tackle aging population issues was drawn. The last step is to draw 
key technologies to realize these products and services. Among such technolo-
gies, we studied which technology belongs to the HCI technology, and carried 
out survey of the impact of each technology economically or socially. Based on 
these results, we presented a R&D strategy of the Korean government for the 
HCI technology development in response to the future aging society.  

1 Introduction 

Death rate reduction due to the advancement of modern medicine and improvement of 
daily healthcare and low birth rate, the Korean society is becoming aging population 
rapidly. Also, as a low birth rate is evident throughout the world, aging society rapidly 
proliferate as well all over the world. In particular, China, which has the largest popu-
lation in the world, is predicted to have more than 400M aging population by 2033. 
Japan has already entered into an aging society in 1970 when population over 65 
year’s old exceeded 7% out of total population, and has become a super aging society 
in 2006 when aging population exceeded 20%. For Korea, proportion of aging popu-
lation in 2000 exceeded 7.2% and has become the world’s fastest aging society since 
then. The working population in Korea will start to decrease from 2016, and its de-
creasing rate will be expected to be faster than Europe and Japan. The average age of 
the population in Korea, currently 37.9 year’s old, is already more than that in the 
USA, and is expected to exceed Europe by 2020. Thus, this study analyzed aging 
population-related issues, which are expected to be the most significant impact on the 
Korean society and require urgent action, and studied how the HCI technology can 
contribute to this issue response. To achieve these objectives, first, problems due to 
aging society were identified. Then, products and services for solving these problems 
were identified followed by selecting core technologies required for implementing the 
identified products and services. Among the selected core technologies, we identified 
which technology belongs to the HCI, and via the evaluation of each technology, 
future direction of technology development was presented. 
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2 Identification of the HCI Technologies in Response to Aging 
Society  

2.1 Analysis of the Aging Society Related Major Issues  

The web search query data of DAUM was utilized for analysis of issues with regard 
to aging society of population structure. Through this process, major keywords were 
identified and structured, and then detailed contents per issue were identified via lite-
rature reviews and examination of experts on aging society. The detailed issues re-
garding the identified population structure aging were categorized in terms of health, 
economy, living, and society.  

Table 1. Detailed issues regarding the population structure aging 

Category  Main issues 

Healthy life Degenerative brain disease increase (Alzheimer, Parkinson's 
disease)   
Increase in chronic disease prevalence (Hypertension, Diabetes, 
and Arthritis) 
Mental stress increase 
Physical/Cognitive impairment  
Increased need for anti-aging and health care 

Economic  
stability 

Economic difficulties due to stable income loss 
Financial insecurity of social welfare due to the increase in the 
burden of health expenditures 
Decrease of economic vitality due to reduction of production 
and consumption population  

Safe and  
convenient 
living life 

Increase in demand on age-friendly information devices 
Difficulties in voluntary motion (Physical and cognitive ability 
degraded ) 
Lacking in voluntary daily living ability  

Continuous 
social  

relationship 

Difficulties in voluntary motion (Physical and cognitive ability 
degraded )  
Conflict between members of family or intergenerational  
conflict around the elderly  
Conflict between the elderlies (polarization within the elderly 
society)   
Elderly alienation deepened 
Information gap deepening 

2.2 Products and Services in Response to the Aging Society Issues 

Products and services in response to the previously identified major issues of population 
structure aging were identified. During the identification process, candidates were li-
mited to products and services which were only implementable by utilizing science and 
technology. That is, services simply given through policy support were excluded.   
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Table 2. Products and services in response to the aging society issues 

Issue Products and services that can be implementable via 
science and technology  

Degenerative brain  
disease increase  

Early diagnosis system for degenerative brain  
diseases  
Medication for degenerative brain diseases  
Life-care service robot

Increase in chronic  
disease prevalence  

U-health remote healthcare system 
Life-care service robot

Mental stress increase Artificial intelligence chat robot 
Physical/Cognitive  
impairment  

Rehabilitation robot 
Artificial intelligence robot 

Increased need for  
anti-aging and health care 

U-health remote healthcare system 

Economic difficulties due 
to stable income loss 

Providing work-at-home jobs for the aged/ Remote 
work support system 
Lifelong learning infrastructure (u-learning) 

Financial insecurity of  
social welfare due to the 
increase in the burden of 
health expenditures 

Drugs for curing chronic diseases  
Inexpensive drugs for chronic diseases  
Custom-tailored exercise healthcare system 

Increase in demand on  
age-friendly information  
devices 

User-friendly interface 

Difficulties in voluntary 
motion  

Muscle assistance equipment 
Self-driving vehicles 
A vehicle system which is easy to control by the aged 

Lacking in voluntary daily 
living ability  

Muscle assistance equipment 
Daily living assistance robot 

Information gap  
deepening 

User-friendly interface 

2.3 HCI Technologies in Response to the Aging Society Issues 

Technologies required to implement the products and services in response to the ag-
ing society identified previously were identified. For this identification, a group of 
seven experts per each technological area was configured and total three workshops 
have been carried out. As a result, 75 candidate technologies were selected. With 
regard to these 75 candidate technologies, a survey was conducted to prioritize the 
technologies based on criteria of likelihood of success of implementation within 10 
years, responsiveness to the aging society issues, and impact (economically and tech-
nologically) by the technology experts. The survey used a 5-point scale for each ques-
tion. As a result, top 20 technologies in total were chosen as the core technologies. 
The table below shows some of them that can be categorized into the HCI technology 
among the top 20 technologies. 
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Table 3. Result of evaluation on the HCI technology  

 
Technology 

Likelihood of 
success of tech-
nology imple-

mentation 

responsive-
ness to the 

aging society 
issues 

Impact 

Economi-
cally 

technolo-
gically 

1 Brain-computer interface 2.83 3.14 3.78 3.95 
2 Life-care service robot 3.17 3.48 3.50 3.58 
3 Wearable power assisting suit 3.63 3.77 3.47 3.53 
4 Natural language process 3.89 3.20 3.48 3.53 
5 Autonomous vehicle 3.84 3.16 3.70 3.58 
6 Automated manufacturing 4.22 2.44 3.61 3.16 
7 Smart-work technology 3.98 3.55 3.41 3.27 

8     Bio-signal based Human-
computer interface 

3.77 3.53 3.41 3.41 

9 Artificial neural network 2.89 2.84 3.08 3.53 
10 Life log data mining 3.61 2.64 2.95 3.02 

3 Direction of the HCI Technology Development for Aging 
Society 

By the categorization of the HCI technologies based on the evaluation results, future 
direction of the technology development was derived. First, in the cases of Brain-
computer interface, life-care service robot, and Artificial neural network , which have 
low likelihood of success of technology implementation compared to their impact, it 
is required to invest in education for the skilled workforce in basic technology and 
related technology areas, taking the future impact into consideration. Second, tech-
nologies, which have higher likelihood of success of technology development but low 
economic impact, can be considered. These technologies have achieved their com-
mercialization already but lacked their social penetration due to administrative limita-
tion or market creation. Therefore, in order to accept the technology penetration by 
the society, the government should provide policies to create related markets. The 
technologies requiring the government institutional support are Wearable power as-
sisting suit, Natural language process, Smart-work technology, and Bio-signal based 
Human-computer interface . Third, technologies, which have low likelihood of suc-
cess of technology development but have high economic and social impact as well as 
having low responsiveness to the aging society, can be considered. That is, Life log 
data mining is not really difficult to implement currently but it is expected to have a 
low possibility of market creation and low demand in future. Hence, such technolo-
gies require re-review with regard to continual investment needs. Finally, technolo-
gies, which require technology development led by a private sector, can be classified. 
These technologies include Autonomous vehicle and Automated manufacturing, 
which have high likelihood of success of technology development and high economic 
impact. These areas are considered as being matured for commercialization and ex-
pected to create a sufficient market in future, which is preferred to be led by a private 
sector rather than being led by the government.  



 R&D Strategy of HCI Technology for Aging 245 

References 

1. Demiris, G., Hensel, B.K.: Technologies for an Aging Society: A Systematic Review of 
“Smart Home” Applications (2008) 

2. Bouma, H.: Gerontechnology: emerging technologies and their impact on aging in society. 
Stud., Health Technol. Inform. 48, 93–104 (1998) 

3. Charness, N., Scaie, K.W. (eds.): Impact of Technology on Successful Aging. Springer Pub-
lishing Company (2003) 

4. Cash, M.: Assistive technology and people with dementia. Reviews in Clinical Gerontolo-
gy 13(4), 313–319 (2003) 

5. Rialle, V., Rumeau, P., Ollivet, C., Herve, C.: Smart Homes. In: Wootton, R., Dimmick, 
S.L., Kvedar, J.C. (eds.) Home Telehealth: Connecting Care Within the Community. RSM 
Press (2006) 



 

C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 246–250, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Study for Web Site Color Guideline for Universal 
Access for Color Vision Deficiencies: Focusing on the 

Best General Hospitals in Korea and in the United States 

MiGyung Lee, YoungEun Kim, and Jin Wan Park 

Department of Advanced Image Graduate School of Advanced Imaging Science, 
Multimedia and Film, Chung-Ang University, Korea 

miklee755@naver.com, naankim@gmail.com, jinpark@cau.ac.kr 

Abstract. In the modern society, the access and use of the internet for the 
individual is a crucial factor. However, the color vision deficiencies experience 
many difficulties in accessing the web because of their visual defects or when 
they are using the websites, experience many inconveniences because of the 
color issues. This study has realized the internet appointment screen colors in 4 
general hospitals that have been selected as the best general hospitals in Korea 
and in the United States in 2012 for the color vision deficiencies perspective. In 
the websites that have been voted as the best general hospitals, the convenience 
of approachability was analyzed for the color vision deficiencies and 
improvements were suggested for an equal access to the web for the color 
vision deficiencies by considering the certain color guidelines. 

Keywords: universal design, color deficiency, web accessibility, websites 
color, color schemes. 

1 Introduction 

The government in Korea has started a policy that mandates the web approachability 
since 2008 and currently the web approachability for the disabled in the main 
administrative organizations has improved significantly, but the financial, portal, 
education areas as well as the truly needed general hospital websites have not 
guaranteed the approachability in their websites.  

Currently, the medical welfare market shows an acceleration of globalization with 
WTO, DDA, and FTA along with the deepened competition between countries to gain 
an advantage in the global medical market and the individual can choose the desired 
medical services in any countries in the world through the internet.  

2 Color Analysis for Korean and American General Hospital 
Websites 

The targets for analysis were selected as the 4 general hospital websites that have been 
voted as the best in 2012 for Korea and the United States through the Medipana Internet 
News in Korea and U.S. News & World Report (USNW) in the United States.  
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Table 1. Analysis Targets list 

Country General Hospital list  

Korea 1. Seoul National University Hospital 

2. Samsung Medical Center 

America 1. Massachusetts General Hospital 

2. Johns Hopkins Hospital 

 
The internet appointment screen colors that are often used by the users were 

realized and analyzed by the color vision deficiencies perspective. The analytical tool 
used was the color Doctor 2.1 program by Fujitsu company as a web approachability 
evaluation tool as recommended by the international standardization organization, 
WAI. The screens was used to select the text and background colors to show the RGB 
and Munsell values and were used for substitution to comparatively analyze the hue, 
brightness, saturations and the color contrast relationship. 

 
 

  

Fig. 1. Seoul National University Hospital & Samsung Medical Center 
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Fig. 1. Massachusetts General Hospital & Johns Hopkins Hospital 

The 4 general hospital website online appointment screens were simulated and the 
results showed that all 4 places used the basic screen color usage of white, gray, and 
blue and accent colors were used in high value yellows in Seoul National University 
Hospital an Johns Hopkins Hospital to give a strong impression while the Samsung 
Medical Center and Massachusetts General Hospital used similar colors to create a 
clear impression. The common theme was that the purple blue and non-color 
combinations were applied to increase the visibility among the color schemes. 

3 Conclusion 

The 4 general hospital website online appointment screen colors were realized and 
analyzed to show that the Samsung Medical Center had the lowest visibility even with 
non color vision deficiencies, which prompted the color improvement suggestions.  

The improvement suggestions were simulated to prove to the color vision 
deficiencies perspective. 
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Fig. 2. Improvement 

Before the Improvement, Samsung Medical Center screen had small differences in 
brightness between the background colors and text colors, which made the overall 
screen, look blurry as it presented the information. Therefore, the improvement 
increased the brightness differences to 7 between the background colors and text 
colors and the headline background colors did not change but the brightness and hues 
were adjusted to increase the color contrast. After the improvement, each information 
section became clearer even from the non color-blind person’s perspective and even 
in black and white screens without any colors showed higher visibility.  

Therefore, the following color guidelines can be suggested to be used in website 
color planning to be used.  

A simple and direct screen should be organized with the minimum brightness 
difference between the background and text colors to be 5 and as high as possible to 
increase visibility. In addition, when using the similar color combinations, the 
brightness contrast should be increased or an outline should be used to distinguish 
them.  
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This study aims to be useful by providing a model for websites to consider the 
needs of color vision deficiencies. Through this study, I wish to establish a foundation 
to realize the concept of universal design; therefore, it could be used in many ways in 
the design field. 
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Abstract. When developing technologies for older adults, it is important to 
have them involved in the design process to identify needs, expectations and 
requirements correctly and comprehensively. However, communication gaps 
often exist, which call for the need to have continuous relationships with the 
target segment. In this study, older adults who have previously participated in a 
home technology study are interviewed to comfortably talk about their thoughts 
and experiences. User comments on various technologies are analyzed in 
relation to various stages of technology use. This paper discusses design 
implications, as well as topics for future research. The study can be expected to 
contribute to setting strategic design goals. 

Keywords: User-centered design, user experience, gerontechnology, assistive 
technology, technology adoption. 

1 Introduction 

When the target users of a technology are older adults, it is more difficult to identify 
needs and translate them into design than when products are targeted toward younger 
people. For example, it is hard to simply ask what they need due to communication 
barriers, as well as experiential, cultural and knowledge gaps between designers and 
older users [1-2]. Due to such difficulties, many technologies have been designed 
based on incomplete understanding that focus only on the physical and cognitive 
limitations. Also, many have relied on stereotypes for the design of features [3-4]. 

It has been claimed that building a strong, continuous relationship with older adults 
is essential to minimize possible communication gaps [2]. In this exploratory study, 
we use an in-depth interview method to investigate older adults’ perceptions, 
experiences and behaviors around various technologies. To minimize potential gaps 
and to have a common context in which the older respondents can comfortably talk 
about their thoughts, participants of a previous long-term field study were 
interviewed.  

This paper describes the study design, including the original study and the 
interview, and detailed results with voices from older adults. The results are discussed 
as general design properties that can be applied to a broad range of technologies. 
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2 Study Design 

2.1 Original Field Study 

In the original study, an integrated system was developed for medication management 
and remote communication. The system integrated a medication management 
component with an RFID reader and a precision scale, and a communication module 
with notes and video chat function, along with a PC for user interaction.  

The system was evaluated in an eight-week field trial with potential users in their 
homes. More detailed descriptions can be found in [5] and [6]. Older adults taking at 
least one medication without any management services and living at least 25 miles 
apart from family were eligible for participation. Based on a questionnaire and an 
interview, four older adult and adult child pairs were selected. The age range of the 
older adults selected for the field study was from 65 to 76. The systems were kept on 
all day during the study, and were used as needed. Researchers visited each 
participant four times to collect data and to get feedback. The PCs used for the study 
were given to the participants after the study ended, with the software removed. 

2.2 Follow-up Interview 

The participants were contacted ten months after the original study for a follow-up 
interview. Out of the four older adults, three took part in the interview. At the time of 
the interview, they had aged a year since the original study. Each session lasted 
between 30 to 60 minutes. Interviews were done in participants’ homes to have a 
comfortable setting, and to enable observation of the types of technologies being 
used. 

The interview was designed to discuss their experiences with the original system, 
thoughts around various technologies, and behaviors around purchase and use of new 
technologies. Questions were prepared to investigate their perceptions about the 
original study and the study system, interactions with technologies they have 
experienced in the past, and thoughts around new technologies. In the semi-
structured, open-ended interviews, questions with broader coverage, listed below, 
were asked first, and questions for probing details were asked later as necessary.  

• In general, what were the impacts of having the system in your home? 
• You were provided with the PC after study. How are you using it now? 
• What suggestions do you have for improvement or extension of the system? 
• Did your study experience have an impact on the way you think about technology? 
• Have you bought or started using any new technologies recently? What and why? 

3 Interview Results 

3.1 Reflection on Field Study Experience 

Retrospective comments were given around the system design. Since the system for 
the original study was a prototype, it was found to be sometimes “a little bit 
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frustrating” and “kind of aggravating” to operate the system. One older adult said that 
he had to “slow down” when using it. In terms of detailed physical design, they found 
the interface to be “real easy,” but thought “it would be better if the printing was 
bigger.”  

Respondents agreed that they benefited the most from the communication features, 
as in the comment “it was good because I could get to see my grandkids a little bit 
more.” They also talked about how the system gave them a sense of presence, as they 
liked “having the little thing beep at me” and thought it was “good to come home and 
see that light.” It was found that communication was made more frequent and richer 
by sharing medication information, as in “more of a connection and a conversation… 
a little bit more about me.” Medication information seemed to have triggered 
conversation, as in “that started interaction, which branched off and blossomed.” 

When they were asked about the PC they were given after the original study, their 
answers varied. One said that she “got rid of the computer,” because “it was too much 
money” to “have an Internet thing.” The other two said that they “installed Windows 
7” instead of the XP that the PCs originally had. One of the two was planning to move 
it to a different room because “it will be a lot more useful in there.” 

Suggestions for the system were also collected. A concern was raised on the 
involvement of family as “if you don’t have the right person on the other end, it’s 
kind of a waste,” and suggested “a company or service that would do it, so if you 
don’t have family, you can pay somebody to do it.” Ideas for additional features were 
included tools for managing nutrition, fitness, and medical appointments. 

3.2 Thoughts on Various Technologies 

The effect of the field study experience on their perceptions toward technology in 
general was discussed. Positive effects were found, as one person said “it just opened 
up my eyes to different things that might be helpful,” while another respondent said “I 
feel more confident (about using technology) now.” One mentioned that she “would 
love to have the whole house computerized,” and explained it as, “maybe that had 
come about from the study, because that’s something that had not been in my life to 
have something beeping at you and helping you manage your medication and stuff.” 

Similar to their thoughts on the system used for the original study, emotional 
values seemed to be important for technology in general. For example, while they had 
different opinions about using Facebook, they all based their thoughts on emotional 
gains and losses. One who liked Facebook said “I'm more on Facebook just to know 
what my kids are doing… I just look at their page and I know what’s going on. I don’t 
have to worry,” but another older adult who didn’t like using Facebook said “I’d 
rather talk to your face here like this. I think it’s taking away from a lot of things.” 

As they talked about getting new technologies and choosing what to buy, several 
factors were found to be important. When they were first introduced to the existence 
and key functions of a new technology, social connections played a big role. For 
example, one respondent said that her grand-sons put her on Facebook, and another 
older adult started using computer tutorials after her boss told her about it.  

When choosing what to get after they become aware of a new technology, they 
based their decisions on the fit with their lifestyle. For example, one recently replaced 
his old air conditioner with a new one because “the management (of his residence) 
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gave me a hard time”. Another said that she recently bought a coffee machine and 
chose the particular model because “it was small… I have a small kitchen.” Another 
key criterion was the related costs. High cost was described as “the stopping factor,” 
because “when you’re retired, you look at cutting costs not adding costs.” They, 
however, said that they evaluate costs in relation to potential benefits, as in “(it’s) a 
matter of the service you get as to whether it makes sense financially.” Also at this 
stage of use, accessibility, visibility and past experiences were important as they just 
“went to the store” to see what’s available and wanted to “stick with” brands they 
have used. 

Technical support was found to be important through long-term use, as well as at 
the initial learning stage. For example, one older adult “bought an extended warranty” 
and was happy about the “help line.” On the other hand, one older adult wasn’t using 
her Kindle because she “hasn’t figured it out yet.” One expressed frustration with 
computer training programs because “they really don’t tell me what I want to know.” 

During continued use, older adults said they often decided if they liked or disliked 
a technology based on its usability. For example, one complained about his mobile 
phone because “I get arthritis in the thumbs. The buttons are way too small. You can’t 
see enough on the screen. I have to wear glasses for reading and stuff. When you go 
to a website, it’s like next to impossible to read it.”  

Older adults complained about the lack of interoperability in the technologies that 
they are using. For example, one described his data back-up process as “every-thing 
goes into this machine, and then I duplicate it onto this computer and I put it onto my 
netbook, and I have external hard drives… time-consuming and not automatic.”  

Problems were also discussed on conceptual compatibility. For example, they were 
confused with the use of the word “friend” on Facebook. One older adult didn’t get that 
her daughter-in-law’s friend could add her as a “friend” on Facebook, and another said 
“I posted it (a picture) on Facebook and so my grandson got it, because he happens to be 
listed as a friend, not family. Why, I don’t know.” Frustrations related to service 
structures were also expressed. For example, they had problems with communication 
services because they “get a lot of dropped calls,” experienced “the services has all gone 
down,” and “don’t trust when you do it out in the cloud or online.” 

4 Discussion and Conclusion 

In this study, results from a set of interviews with older adults, who participated in a 
previous study, are described. Because they were familiar with the research setting, 
they comfortably shared perceptions and experiences in detail. In the interviews, they 
shared retrospective thoughts about the system they used during the original study, 
experiences with technologies in general, and perceptions toward new technologies.  

User comments collected from the interview can be interpreted as design properties 
that address broader issues. Particularly, past experiences, practical value, emotional 
benefits, ease of use, social support and technical assistance, are consistent with 
findings from existing studies on older adults’ technology adoption factors [7-8, 9].  

However, results also suggested that there may be important factors that were not 
identified by previous studies. These factors include making systems reliable and 
trustable, and designing for compatibility with other systems, life-styles, and 
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conceptual models. While these have rarely been discussed for older adults, other 
areas of study, including ergonomics and engineering systems, have already described 
them as important system properties [10-11]. Such gaps in research address the need 
for a more comprehensive understanding of older adults’ thoughts, behaviors and 
values. 

While the interviews were conducted in depth with probing questions, the study is 
limited in that it is based on a small sample. For a better representation, the process 
can be replicated to see how results converge. While this study took a more 
exploratory approach, future studies can also make use of quantitative methods for 
description or explanation of related topics, such as the effect of the design factors 
identified on user satisfaction. In addition, the mapping between the design properties 
and product lifecycle can be discussed in future studies, as respondents talked about 
various design properties at various stages of use. 
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Abstract. The aim of the Ambient Assisted Living Project Social Interaction 
Screen is to support social interaction of elderly people by easing access to 
existing Social Networking Services. In this paper, we present the solution that 
was developed in the project, the elderly interaction and service assistant (elisa). 
We discuss the design of the prototype and present first results of its evaluation 
in Germany and Spain. In general, the results showed that elderly participants 
with different social activeness and technical affinity enjoyed the social 
interaction with family and friends through a user-oriented tablet interface. 
Nevertheless, we were unable to convince members of social networks to share 
their activity streams due to privacy concerns. 

Keywords: Ambient Assisted Living, Social Networking Services, Social 
Interaction Screen, elderly people. 

1 Introduction 

Research suggests that Social Networking Services on the Internet foster social 
interaction and awareness of individual activities resulting in a feeling of 
connectedness that could eventually lead to real-life meetings and new 
relationships [1]. In Germany 88% of persons aged 14‐19 already use private 
online communities, but only 10% of people 60 years and above [2]. Based on our 
findings in the Ambient Assisted Living (AAL) project Social Interaction Screen 
(SI‐Screen), we propose that the reason for the low presence of older people in 
Social Networking Services (SNS) is that older people encounter existing user 
interfaces of computer hardware and Internet platforms as usage barriers [3]. 
Elderly people with low technical affinity seem to have more difficulty learning to 
use computers [4]. As an alternative to requiring computer training, we focused on 
developing a simpler user interface and interaction paradigm suiting their personal 
needs. In our holistic approach, we recombined existing hardware components, 
applied new graphical user interface concepts and created a new way of accessing 
different SNS. In this paper we will present the solution we developed to make 
access to SNS easier and discuss the results of the first evaluation of the elderly 
interaction and service assistant (elisa). 
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2 Related Work 

Several approaches exist to address user interface barriers and make SNS accessible 
for elderly users. Particular contributions can be found in projects on Ambient 
Displays and in the field of AAL.  

The CareNet Display by Consolvo et al. [5] and the ePortrait by Tentori et al. [6] 
use digital displays to enable social interaction by connecting elderly people with 
SNS. With ePortrait Tentori et al. [6] developed a digital picture frame enabling 
elderly people to stay aware of the activities of their kin network. In their study 
elderly people tested ePortrait at home watching family photos of their relatives on 
the digital picture frame supplied by SNS. They found that elderly people in their tests 
began to integrate the ePortrait device in their daily life routine. In addition, family 
members started to upload photos and status messages more than usual. Even though 
the presented digital photo frames offer access to activity streams including awareness 
support, the devices’ social interaction capabilities for the end users are rather limited. 
The Go-myLife AAL project1 uses a web interface customized for elderly users to 
consume aggregated content from various SNS. However, computer skills are 
mandatory for using these advantages. Similar to our effort, InclusionSociety2 

develops a comprehensive solution supporting the elderly person with a tablet device. 
In contrast to our solution they require communication partners to use a dedicated 
web portal. A holistic approach comprising of dedicated hard- and software, relying 
on touchscreens was followed by Doyle et al. [7]. A commercial product focusing on 
fostering social interaction of elderly people is the Doro Experience3 offering 
applications for desktop and tablets. Instead of integrating SNS they rely on email 
communication. 

3 Social Interaction Screen 

The core innovation of the SI-Screen project is the creation of an easy to use digital 
device supporting social interaction of elderly people via the Social Web motivating 
the participation in real-life activities. Elisa is a portable tablet computer with 
customized graphical user interface and a server-based social middleware. Essential 
part of the solution is an innovative middleware that simplifies access to different 
SNS. 

3.1 Overview 

The basis of the hardware design is a 10.1-inch Android tablet. It is surrounded by a 
leather-covered frame, has a softly shaped back part that improves the grip and a solid 
stand for a safe two-hand operation for touch interaction. Hardware shape, user 
interface colors and tablet materials were evaluated by elderly people. 

                                                           
1 http://www.gomylife-project.eu/ 
2 http://www.inclusionsociety.com/ 
3 http://www.doro.com/ 
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The graphical user interface of elisa (elisa UI) is a replacement for the classical 
Android home screen that hides apps and technical details. The front end is dedicated 
to visualize activity and content streams of SNS using a consistent card layout. The 
card layout is designed as simple and comprehensible metaphor for an information 
unit, abstracting from the appearance of underlying web platforms. For instance, a 
card resembles an article, a friend’s status or an event summary. 

The Social Software Integration Layer (SSIL) middleware enables elderly users on 
their portable elisa devices to individually access various SNS in a unified way while 
technical details remain opaque to them [3]. For this purpose the SSIL uses 
CommunityMashup [8] to unify profile data, activity streams (status updates) and 
content streams (comments, recommendations, photos) of existing social networks 
(e.g. Facebook, Google+), content sharing platforms (e.g. Flickr, Picasa), contact 
management (e.g. Google Contacts) as well as emails, website feeds, and personal 
blogs. The combination of the SSIL and the elisa UI enables the homogenous 
presentation of content from different sources in the front end. New information is 
frequently collected for each user from various SNS sources and synchronized for 
visualization. 

3.2 User Interface Views 

The elisa UI is divided into three main views offering information according to 
personal interests of the user: 1. Interests view presenting articles and news, 
2. Friends view combining activity streams from different online communities, and 3. 
Activities view proposing daily events in the user’s neighborhood.  

The Interests view enables internal and external publishers to provide articles and 
news for elderly readers either through their proprietary web interfaces or using a 
content management system (CMS). We also introduced a photo of the day article 
taking high-quality photos from Flickr.  

The Friends view promotes awareness of the family's and friend's activities. Users 
see one aggregated activity stream of emails and status messages from members of 
online social network services (Facebook and Google+). To achieve the homogenous 
presentation of the elisa UI we avoided to visually differentiate between direct 
messages (e.g. email) and status messages from different SNS. Instead we abstracted 
from the technical platform and ensured that every comment or reply from the elisa 
user is forwarded to the originating email server or SNS. 

The Activities view is about the discovery of daily events to facility social activity 
within the near environment according to the interests of the elderly person. The elisa 
user is able to participate in any event and invite their acquaintances to join in the 
activity. In preparation for the field test we used predefined activities supplied by the 
SSIL. In Germany we were also able to integrate the web feed of a cultural center.  

3.3 Limitations 

The implementation of elisa and the integration of external SNS for the field test 
revealed several organizational and technical obstacles. 
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Articles view: Existing web content is semi-structured and cannot be easily 
extracted and presented in our layout. Due to copyright issues, reusing articles from 
publishers like newspapers would require a license agreement. As articles might be 
shared by elisa users publishers refrained from supporting the field test.  

Interests view: The integration of members of family and friends was challenging 
due to privacy concerns. In order to protect the privacy of our elderly test persons, we 
tried to setup anonymous Facebook accounts, which were against the Facebook 
guidelines resulting in blocked accounts. Furthermore family and friends of test 
participants denied the integration of their personal Facebook accounts. Consequently, 
we were not able to integrate activity streams for the duration of the field test. 
Moreover it was difficult to convince family and friends to share their email addresses 
and Skype usernames for communication purposes.  

Activities view: Integrating content on web feed basis had additional limitations. 
Most of the tested websites did not provide structured web feeds on RSS or Atom 
basis. For every remaining web feed we tested no images were available and the 
description text was cut off after a specific character length, requiring the user to visit 
the corresponding website. However, using a web browser broke with our card layout. 

4 Evaluation 

For verifying our concept we built and evaluated three evolutionary prototypes based 
on requirements gathered from end users. We followed a user-centered design process 
in order to assure a usable solution for our target group. Involvement of elderly people 
was archived by focus groups, interviews and user studies.  

The first prototype was realized as clickable mockup application to evaluate the 
comprehensibility of our graphical layout designs. For the second prototype, we 
concentrated on testing the user's acceptance of the elisa UI with horizontal navigation 
and animated transitions. The evaluation revealed a high acceptance rate for applied 
usability concepts [9]. Finally, for the third prototype, we improved the usability of 
elisa and introduced the SSIL back end system to synchronize data from SNS. 

The third prototype was tested during field studies in Spain and Germany over a 
period of 12 days. For every country we selected ten elderly participants differing in 
social activeness and technical affinity. The aim was to evaluate the effectiveness of 
elisa with different types of elderly people and if our solution achieves our goal to 
foster social interaction and activity. During the first week the test persons had to 
solve three tasks every day, for example to find and participate in an interesting event. 
In the second week, no specific tasks were assigned and the users had to use elisa on 
their own. Besides automatic logging in back end and front end, the user had to fill in 
a prepared diary every day, noting down difficulties, duration and location of use. 

First results seem promising and qualitative data from the German field test [10] is 
provided in the following. The data was collected during a focus group at the end of 
the field test. All participants stated that the system is user-friendly and met their 
personal needs. Elisa was perceived suitable for people with low technical affinity. 
Test persons with prior no or little technical experience required guidance during the 
first week but they used the application confidently during the second week and 
finally enjoyed the advantages of elisa. 
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5 Conclusion 

In this paper we presented the third prototype of the elderly interaction and service 
assistant with its three user interface views. We highlighted our limitations for 
integrating existing SNS during the field test and concluded with our initial findings. 
Although we were not able to test the integration of activity streams of members of 
social networks, elderly participants irrespective of their prior technical knowledge 
enjoyed the ability to communicate and stay aware about the activities of others using 
email. For a future product, we have to convince publishers to use elisa as platform 
for publishing articles or at least to make articles published elsewhere available for 
elisa with all the meta information. Apart from technical challenges, we still have to 
overcome social barriers in order to fully take advantage of online communities to 
foster social interaction for elderly people. 
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Abstract. We focused on Japanese font types to design better user manuals for 
elderly people. We used four different Japanese fonts provided by Morisawa 
consisting of three universal design fonts and a font designed based on 
"kawaii". We created three user manual design elements and performed an 
experiment to reduce the number of candidates of combinations between font 
types and design elements and refine experimental design. 
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1 Introduction 

According to the National Institute of Population and Social Security Research, by 
2050 in Japan, one person in three is expected to be 65 years old or older. In such an 
aging society, products, services, and environments for the elderly and the 
handicapped must be designed using specialized design concepts, such as universal 
design, accessible design, inclusive design, design for all, and barrier free. Since 
Japanese society continues to age rapidly, it is necessary for us to consider methods 
beneficial to the elderly. Therefore, we must not only improve the design of such 
industrial products as IT devices, but also provide support for the elderly so that they 
can live safe, peaceful, and comfortable lives. To improve the usability of IT devices, 
we focused on the design of paper-based user manuals because few researches have 
addressed the use of  IT-device user manuals by elderly people. 

In a previous experiment, we ascertained that emphasis on target action is an 
effective design element for optimizing the ability of the elderly to understand user 
manuals [1]. 

In this paper, we focused on Japanese font types to propose a better user manual 
design for the elderly. We used four different types of Japanese fonts, provided by 
Morisawa, that consist of three universal design fonts and a font designed based on 
"kawaii" (the quality of cuteness). For our experiment, we defined three design 
elements: step title, target procedure, and details of operations. We created sixty-four 
combinations of user manuals that contain combinations of the four Japanese fonts 
under three design elements and performed a preliminary experiment to reduce the 
number of combination candidates for two of the design elements: target procedure 
and details of operations. 
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We conducted a preliminary experiment and used the results to help us refine our 
experiment so that it is more effective for the elderly. 

2 Candidates of Font Types 

In this study, we focused on Japanese font types of user manuals and designed an 
experiment to investigate which font types affect the elderly’s understanding of user 
manuals. We used a printer as a target device and the same user manual as in previous 
study. We selected Morisawa as our font vendor since Morisawa provided the fonts 
used in the prior user manual. Because our focus was on universal design, we selected 
UD Ryumin, UD Shin Go, and UD Shin Maru Go, recommended by Media Universal 
design[2] , as candidates for this experiment. As we also focused on a “kawaii” 
feeling for this study, we selected Kamoraimu, which was developed by Morisawa to 
represent “kawaii.”  Figure 1 shows the four font type candidates used in this study. 

 

Fig. 1. Font type candidates 

 

Fig. 2. Three design elements 

3 Previous Experiment to Reduce Candidates 

In our previous experiment, we defined the following three user manual design 
elements. Figure 2 shows examples of each design element. 

                   
 UD Ryumin UD Shin Go UD Shin Maru Go Kamoraimu 

 

 
1.Step title 3. Details of operations 2. Target action 
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1. Step title: The step title is the title of each procedure. 
2. Target action: The target action indicates the operation location on the printer. 
3. Details of operations: The details of operations describe the operation steps. 

We performed a preliminary experiment to reduce the number candidates from the 64 
combinations of the four font types and three design elements. 

As a result, we obtained the font type combinations shown in Table 1. From this, 
we determined that UD Shin Go and UD Shin Maru Go are similar font types. 

Table 1. Candidates for target action and details of operations  

# Target action Details of operations 

1 UD Ryumin Kamoraimu 

2 UD Shin Go (UD Shin Maru Go) UD Ryumin 

3 UD Shin Go (UD Shin Maru Go) UD Shin Go (UD Shin Maru Go) 

4 Experiment  

4.1 Method 

The purpose of this preliminary experiment is to refine the experimental design. The 
experimental method is the same as in our previous preliminary experiment. 

The subjects read twelve variations of a section of the user manual containing a 
combination of the font types shown in Table 2 and answered a questionnaire. On the 
questionnaire, we used a three-point Likert scale to evaluate font type combinations: 
1. Easy to read and high visibility; 2. Neither easy nor difficult to read nor high or low 
visibility; and 3. Difficult to read and low visibility. In addition, the subjects answered 
the following questions: 

1. Why do you feel some manuals are easy to read or have low visibility? 
2. Why do you feel some manuals are difficult to read or have high visibility? 

4.2 Results 

The subjects were sixteen male and female students in their twenties and thirties. 
Figure 3 shows the results of our questionnaire. The horizontal axis shows the ratio of 
the number of answers and the vertical axis shows the combinations of font types 
shown in Table 2. 

Most subjects felt that the combination of UD Shin Go and UD Shin Maru Go on 
target action and details of operations was easy to read and had low visibility, 
followed by the combination of UD Shin Go or UD Shin Maru Go on target action 
and UD Ryumin on details of operations. 
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Table 2. Combinations of font types 

# 
Design elements 

Step title Target action Details of operations 

1 UD Ryumin UD Ryumin Kamoraimu 

2 
 UD Shin Go  

(UD Shin Maru Go) 
UD Ryumin 

3 
 UD Shin Go 

 (UD Shin Maru Go) 
UD Shin Go  

(UD Shin Maru Go) 

4 
UD Shin Go  

(UD Shin Maru Go) 
UD Ryumin Kamoraimu 

5 
 UD Shin Go  

(UD Shin Maru Go) 
UD Ryumin 

6 
 UD Shin Go 

 (UD Shin Maru Go) 
UD Shin Go  

(UD Shin Maru Go) 

7 
UD Shin Maru Go 

(UD Shin Go ) 
UD Ryumin Kamoraimu 

8 
 UD Shin Go  

(UD Shin Maru Go) 
UD Ryumin 

9 
 UD Shin Go 

 (UD Shin Maru Go) 
UD Shin Go  

(UD Shin Maru Go) 
10 Kamoraimu UD Ryumin Kamoraimu 

11 
 UD Shin Go  

(UD Shin Maru Go) 
UD Ryumin 

12 
 UD Shin Go 

 (UD Shin Maru Go) 
UD Shin Go  

(UD Shin Maru Go) 

 

Fig. 3. Results of questionnaire 
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Table 3. Combinations of font types 

# Step title Target action Details of operations 

1 
UD Shin Go 

(UD Shin Maru Go) 
UD Shin Go 

(UD Shin Maru Go) 
UD Shin Go 

(UD Shin Maru Go) 

2 
UD Shin Go 

(UD Shin Maru Go) 
UD Shin Go 

(UD Shin Maru Go) 
UD Ryumin 

3 Kamoraimu 
UD Shin Go 

(UD Shin Maru Go) 
UD Shin Go 

(UD Shin Maru Go) 

4 UD Ryumin 
UD Shin Go 

(UD Shin Maru Go) 
UD Shin Go 

(UD Shin Maru Go) 

5 Discussion and Conclusion 

In this paper, we performed an experiment to refine our experimental design. Most 
subjects felt that the combination of UD Shin Go and UD Shin Maru Go was easy to 
read and had low visibility in target action and details of operations. From this, we 
obtained our candidates of the font type combinations shown in Table 3. 

Based on this result, we will design an experiment on the usability of user manuals 
focusing on different font types and conduct the experiment with elderly people. 
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Abstract. We work on studying and developing support applications for aged 
and handicapped people. First, we developed a new communication assistant 
application for autistic children, ”Let’s Talk!”. We especially focused on an 
easy and simple manipulation. We also developed a to-do application for kids, 
“Hanamaru” and a scheduler application for elderly people, “Anshin”. We used 
ICT infrastructure, especially computer network systems such as SNS (Twitter, 
Facebook), e-mail, Skype, Line, and a message board on the web site, to collect 
the requests and opinions of users, and tried to feed it back to improve the 
applications. 

1 Purpose of the Study 

Lately, an electrical device that support people who are unable to use natural speech 
to express their thoughts or needs has been developed. It is called a Voice Output 
Communication Aid (VOCA). And also, PDA (Personal Digital Assistant) is getting 
attention as assistant tools for communication with its advantages as a communication 
tool. Fist of all, it is easy to carry around. A user can create symbols by him/herself 
that are suitable his/her situation with easy steps. And also, a user can actually talk to 
others by the voice of the application. Some assistant applications for PDA, such as 
Drop Talks[1], Voice4u[2], Tap to Talk[3], aimed to help autistic children have 
already introduced. Although many studies about VOCA [4][5] had been made and 
school educational fields have adopted these applications, they are not come into 
general use because of the high price and complicated operations. Therefore, we tried 
to develop a new VOCA for PDA with simple and easy manipulation in low price, 
and named it “Let’s Talk!” 

2 Construction of the System 

2.1 Usability of the Application 

We focused on a simple manipulation without complicated explanation to develop 
this application. In most of the existing VOCA applications, a user needs to choose 
the suitable words from a large amount of symbols. (Figure. 1, Left) It is hard for the 
autistic children that have severe mental disturbance. On the other hand, in “Let’s 
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Talk!” a user needs to tap only one button and a sentence of two words comes out 
automatically. (Figure. 1, Right) The autistic children can learn this easy operation 
quickly. It gives them a feeling of satisfaction at having achieved to communicate 
with others by themselves. 
 

 

 

 

Fig. 1. Left: The example of screen of VOCA application Right: The example screen of “Let’s 
Talk!” 

2.2 Supportive Mode/Self-use Mode 

On Supportive Mode of the application, a supporter starts to pick symbols fitting to 
the situation and the condition of an autistic child who needs assistant for 
communication. When an autistic child touches the symbol what he/she wants to tell, 
a sentence comes out by voice sound. It is difficult for autistic children to choose 
what they really need to say among too many choices. So we limited the numbers of 
symbols picked by a supporter from 1 to 4 and make it easy to choose. 

If an autistic child understands how to manipulate this application, he/she can tell 
what he/she wants directly with categories or symbols in Self-use Mode.  

2.3 Make / Original Page and Stamp Mode 

This application has about 120 icons that fit our daily life, but more icons may be 
required depending on the situation.  On Make Page, a user can make his/her original 
icons with a camera or a voice recorder the PDA has or using an illustration or sound 
founded on web sites. It is sure to broaden the communication if there are some 
original icons that suitable with an autistic child’s dairy life, such as the places he/she 
goes frequently, familiar people or the dairy activities. Original Page is customizable 
to put icons that are created by a user or existing symbols freely. 

On the newest version of “Let’s Talk!”(iPhone / “Let's Talk!”AppVersionNumber:4.0 
June 10, 2012), we added Stamp Mode. On this mode, a user can make a chart with a goal. 
Children get a stamp whenever they have done what they needs to do.  

3 Updating the App with ICT Infrastructure 

After we released “Let’s Talk!”, we have collected suggestions and requests from 
users through ICT infrastructure and the data from schools for handicapped children. 
We modified and updated the app 14 times till September 2012 referring to those 
opinions and the data.  
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We used ICT infrastructure, especially computer network systems such as SNS 
(Twitter, Face book), e-mail, Skype, Line, and a message board on the web site, to 
collect the requests and opinions of users, and tried to feed it back to improve the 
application. There were some inconveniences which beyond our expectations. For 
example, freezing when a child swipe the screen too fast, malfunctioning when the 
button is hit repeatedly, the icons were too small to see, the sound is not big enough to 
use outside or noisy classroom, and so on. We modified  the application based on all 
of these requests.  If a company tried to develop a same application for profit, it 
would have cost a lot.  Since we developed the application as a part of our study in 
the laboratory, we could cut down on expenses. There is a big possibility to apply the 
supporting system for handicapped people. 

4 Experiments at School for Handicapped Children 

Introducing “Let’s Talk!” on the experimental basis was carried out at Miai Yogo 
School, which is the school for handicapped children in Aichi, Japan.  

4.1 Case Study 1 

The subject of investigation was a 8 year-old autistic boy (T) with no ability to speak. T 
tried to tell his teacher he wanted to have another plate at lunchtime with the application. 
Figure 2 shows how his behavior had changed when he started to use this application.  

 

Fig. 2. The alteration of request behavior with iPod at lunchtime (8 year-old boy) 

The dark bar graph shows how many times the teacher thought T the manipulation 
of this application. The manipulation is divided into 5 levels. 1) To get the iPod   2) 
To release the lock of the iPod  3) To start the application  4) To choose an icon  5) 
To show it to someone. Autistic children will learn 1) to 4) quite easily, but they will 
not understand 5), which means they need to show the screen to someone to 
communicate. The light bar graph shows how many times the teacher told him to get 
the attention of others. The teacher’s support was needed more than 50% till 10th 
week for T. The Solid line graph shows how many times he actually used this 
application. The dashed line graph shows how many times he tried to get attention of 
his teacher. In this case study, it is clear that his motivation to communicate with the 
teacher had been increased by using iPod with this application.. 
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4.2 Case Study 2 

The subject of observation was a 11 year-old autistic boy (M) with  severe mental 
disability. In April 2011, we gave iPad to M with “Let’s Talk!” on the screen. He 
understood that the screen would change when he touched it immediately. In May, he 
became to show the words such as “ Can I start?” “Can I have some more?” and so on 
with iPod at lunchtime. In late May, we took pictures of the lunch menu and saved them 
in “Let’s Talk!” as original symbols. M showed what he did not like to eat when he saw 
the pictures. At this point, he did not try to arouse someone’s attention. In June, M 
started to use “Let’s Talk!” in different situations besides lunchtime. For example, he 
told his teacher that he had done with his test by tapping “I’m done” button. (Figure 3) 
He started to arouse someone’s attention by tapping his/her shoulder or arm. In 
September, M became to be able to create original symbols by himself.  And in 
November, he became to be able to use some other application besides “Let’s Talk!”.  
In February, M has been using “Let’s Talk!” less often at this point. He used his 
gestures to tell us simple requirements such as “Can I start to eat?” or “Reduce some of 
this, please.” If the person he tried to tell his request could not understand his gesture, he 
used pictures in iPod or typed words on memo function. He sometimes made voice 
sound to get someone’s attention that he had never done before.  

 

Fig. 3. M tells the teacher “I’m done” with iPod 

M understood the function of communication quickly with this application and 
became to be able to communicate with others. We consider repeating the experiences 
to communicate with others stimulates the desire for communications and arouses 
initiative. It is obvious “Let’s Talk!” is useful to raise the communication ability. 

5 Another Support Application 

5.1 Hanamaru 

It is a To-do application for autistic children. It will show you a schedule by voice 
sound and text.  A user can also show the processes of a behavior by symbols with 
this application. It is easy to understand for child what he/she needs to do next and 
he/she can get on the next step by him/herself. Figure 4 shows the situation of 
students in the school for handicapped children using “Hanamaru” to make a cake. 
The student confirms the process of “check the cake” on the screen of iPod. The 
students can figure out what they need to do next with this function by themselves 
without the instructions of the teachers. 



270 I. Torii et al. 

 

Fig. 4. Using “Hanamaru” to make a cake 

5.2 Anshin 

We also developed a scheduler application for elderly people, “Anshin”. It is easy to 
understand "what to do next" at a glance by pictures, letters, and voice. We tried to 
make the manipulation as simple and easy as possible for the elderly people who are 
not familiar with portable equipments to be able to use it by own. In Japan, it has been 
a social problem that solitary death, which means someone who lives alone dies at 
home without anyone knowing. If a user doesn't use "Anshin" for 3 days, it will send 
e-mail to his/her family or friends (up to 2 people) automatically and let them know a 
user’s situation.  

6 Conclusion 

We developed a new communication assistant tool with PDA, “Let’s Talk!”, for 
autistic children. If autistic children feel the joy of communication by using this 
application, they will be strongly motivated to try to understand others thoughts. This 
application may have much possibility to be used by not only autistic children but 
also people who have problems of communication because of some diseases, such as 
pharyngeal cancer, cerebral palsy from a stroke, or senile dementia. We think if 
people can communicate with each other regardless of disabilities, it will provide new 
human resources and encourage developing the society where people support each 
other. In future prospective, it is urgently necessary for us to develop supporting 
systems for children with Limb/Trunk Dysfunction or bedridden old people who even 
cannot touch the screen. We consider the core categories and symbols for basic 
communication is established through the development of “Let’s Talk!” We will 
apply the method for future studies.  
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Abstract. The objective of this article is to present an interface model that 
enables the integration of deaf, blind and non-disabled people on internet 
forums, considering their different linguistic features. Therefore we designed a 
theoretical model that uses Sign Language (LS) Sign Writing (SW), text and 
speech. The shortage of automatic SL translators makes it difficult to 
implement the interface and its evaluation, undermining researches in the area 
of digital accessibility. 

Keywords: Interface, fóruns acessíveis, surdos, cegos. 

1 Introduction 

The integration between people on Internet forums depends on the Human-Computer-
Human (HCH) interaction, considering not only the needs and goals of users, but also 
their characteristics and capabilities [1]. The implications increase as the user's 
sensing abilities become limited, making visual or auditory interaction impossible. 

As blind, deaf and non-disabled people interact in an environment such as a forum, 
challenges rise. There is a need for a mediator capable of making a syntactic and 
semantic translation according to the different communication models being used. 
 Language and comprehension problems arise, hampering the integration between 
users with different sensory capabilities. 

This article aims to develop a model that supports communication between deaf, 
blind and non-disabled people, in order to minimize the difficulty of communication 
between these user profiles, facilitating learning and the exchange of experiences. 

2 Method 

2.1 User Profiles 

Different groups of users participate in web forums.  However, this study adhered to 
three specific groups of people: deaf, blind and non-disabled. The choice was not by 
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chance, since deaf people make constant use of their vision to communicate [2], [3], 
while blind people basically use the oral-auditory canal and tact. Thus, there is a 
heterogeneous group with very different needs. 

Deaf. Most deaf people use a language of their own that differs from their native 
country's spoken language. This language, known as Sign Language (SL), is based on 
the use of gestures, through movements of hands, face, eyes, lips and body, with 
different meanings as the position, orientation, movement and facial expression 
change. Moreover, the structure of sign language does not resemble the spoken 
language and it has its own grammar [3]. 

Even though SL is the natural language of the deaf, its use and acceptance is not 
unanimous among them, dividing opinions between those who advocate its use and 
those who advocate the use of spoken language. One of the main problems associated 
with SL is the difficulty of the written record. Recently, Valerie Sutton developed the 
Sign Writing (SW), a system that facilitates reading and can be applied to different 
communication platforms [4]. 

Blind. Blind people are distinguished from deaf people for having language as their 
primary communication channel.  Unlike the deaf, all visual information that can not 
be played must be described in some way, either by a screen reader or a specialized 
browser. For multimedia content to be accessible to blind people, images, videos and 
other multimedia resources must contain an equivalent textual or audio description. 

Non-disabled People. The non-disabled participate in those two user groups because 
they use both vision and hearing to communicate. However, most of these people do 
not know Sign Language. 

2.2 Related Studies 

Similar projects were studied by Campr et al [5], who developed a system capable of 
turning dactylology in speech and vice versa, assisting in communication between 
people with visual and hearing disabilities. Dactylology consists of a manual alphabet 
that corresponds to the alphabet of the spoken languages and not exactly to the SL, 
natural language of the deaf, as proposed by this work. 

2.3 Theorical Model 

Considering the standard language pattern used by deaf, blind and non-disabled, it 
was possible to establish a theoretical model that would enable communication 
between all users. It was found that as the deaf can be taught spoken language, they 
can make use of both Spoken Language or Sign Language. And the ones who use 
Sing Language may or may not be familiaar with Sign Writing. According to these 
parameters, we identified three profiles of deaf people: SL, SW and text. At the other 
end there are blind people who use text and speech. Non-disabled people most 
commonly use text, but can also make use of speech, SL and SW. The model that 
describes the transformation of the interface can be seen in Figure 1. 
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Fig. 1. Interface model for accessible forums to deaf, blind and non-disabled people. (Source: 
The authors) 

For each user profile there is an input device that is required to interpret the type of 
communication used by them: webcam (SL), SW editor (SW), text editor (text) and 
microphone (speech). However, to be understood by people who are at the other end, 
these data must be interpreted and translated by technical agents, such as automatic 
translators SL-text/text-SL, SL-SW/SW-SL, text-SW/SW-text; speech recognition 
systems, and speech synthesizer system. This article does not focus on the 
development of these agents, but rather on the interface integration between users. 

3 Graphical Interface Model 

A graphical interface that integrates different user profiles is challenged to represent 
text, SW, LS and sound. Several studies [3], [6] show that the most common way to 
use SL video on a page, ie, which is at a specific location on the screen, is not the 
most appropriate way because it takes space from other elements such as images or 
multimedia. Furthermore, the use of a movable sign language video in a transparent 
background on the page is encouraged because it enables the visualization of elements 
on the lower part of the page. The use of semi-transparency in the video is suggested 
for the same reason [7], but in this case the level of transparency has to be adjustable 
by the user. In relation to the content in SW it is not advisable to use semi-
transparency, nor the transparent background, because it impairs reading. A 
proposition of the interface can be visualized on Fig. 2. 
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Fig. 2. Interface of the accessible forum to blind, deaf and non-disabled 

In the proposed interface, each forum topic would have three icons next to it that 
correspond to the icons of SW, SL and speech synthesizer. As you click on the first 
icon a balloon with the SW translation would appear; clicking on the second icon 
would bring a SL video into view, and clicking on the last icon, would synthesize the 
text into speech. When editing messages, each user would use the most adequate 
mode for their needs: a deaf who uses SL would use a camera, a deaf who uses SW 
would use a SW editor (there are already a few options available in the market), a 
blind person would use a speech recognition software and a non-disabled person 
would use a text editor. All models would be arranged on the page in text form and 
converted to SW, SL or speech through the icons.  

4 Research Limitations 

There are many studies being held on SL automatic translators for LS, however, 
regarding the softwares in Portuguese, many are not yet ready for use and others are 
unstable [8], which hinders the implementation of the proposed interface. The lack of 
a working interface makes it impossible to test it with real users, based only on 
studies from the references submitted. Thus, validation of the interface is not part of 
this work and should be the focus of future researches. 
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5 Conclusion 

Human-Computer Interface has provided, in addition to the human-machine 
communication, interpersonal communication, linking users with different 
characteristics and needs, as deaf, blind and non-disabled. Even if language barriers 
remain, advances in technology tend to allow these people to interact and to exchange 
ideas and experiences in accessible forums. 

The proposed interface model considered linguistic differences, searching to 
present the most suitable language for each user profile. An evaluation will be needed 
in the future, when the proposal is implemented. In this course, other factors must be 
mastered by technology, such as providing a wide supply of eficient automatic 
translators. 
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Abstract. Learning mediated by teaching and learning virtual environments 
(AVEA in Portuguese) contributes to disseminating knowledge in a more 
pleasurable way to people who have disabilities. However, the technologies 
used for teaching should satisfy recommendations on usability and accessibility. 
This article sets out to present a case study regarding evaluating a virtual 
environment using the technique of interviews with deaf users. The case study 
enables issues relevant to accessibility as well as possibilities for development 
and innovation to be identified. Furthermore, the use of the tool of evaluation 
by interviews prompted reflections related to the specificities  required for using 
the technique with deaf users. 

Keywords: The Deaf, Web accessibility, AVEA. 

1 Introduction 

Distance Education (DE) in its design is a backdrop for making inclusion effective. 
However, this has been incipient. Therefore, discussions as to the accessibility of 
Teaching and Learning Virtual Environments (AVEA, in Portuguese) and the 
characteristics of their users are crucial to the inclusion of people with disabilities. 
With a view to assisting developers to produce accessible material, WAI (Web 
Accessibility Initiative) drew up Web Content Accessibility Guidelines (WCAG), for 
which there is currently a 2.0 version. [14] 

This paper reports on the evaluation of the accessibility of an AVEA for deaf users, 
by means of a case study. The objective was to identify general aspects of 
accessibility from the point of view of the deaf. To do so, the Moodle environment 
[7], configured within the standards of an educational institution, was selected. 

2 Evaluating Accessibility 

There are different approaches to evaluating accessibility, some of which use 
automated tools, and are evaluated by experts and by the user. Although evaluation by 
the user is an onerous process, it gives the developer a better understanding of topics 
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such as accessibility, namely, how these audiences use the web, the use of assistive 
technologies and the forms of interaction best suited to each of them [14]. 
Consequently, new perceptions of and insights into development can be obtained, thus 
generating more effective solutions in terms of accessibility. 

2.1 Evaluation with the User 

To work with users, use is often made of strategies for evaluating interfaces by: a 
focus group, testing interaction with participant observation and conducting 
evaluation interviews with the user [10]. Evaluation by interviews is a strategy of 
qualitative research. This approach seeks to analyze deeper aspects of the complexity 
of human beings, their habits, culture, and behavioral trends [6]. The authors identify 
two categories of interviews [6]: 

• standardized or structured - script previously established and strictly followed; 
• non-standardized or semi-structured - the interviewer has the freedom to explore 

and deepen the issues that he/she deems relevant. 

3 Case Study 

The study set out to obtain an overview of the elements of accessibility in a Teaching 
and Learning Virtual Environment for the deaf. The methodology for the study is 
given below: 

• Selecting the AVEA to be studied; 
• seeking information about the characteristics of the target audience by means of 

current readings on the topic; 
• defining the profile of the audience that is to be evaluated; 
• identifying partners or collaborators who may be members of the target audience; 
• defining the structure and script of the evaluation instrument; 
• selecting interviewees; 
• implementing and recording the interviews (on video, audio or the most 

appropriate instrument); 
• transcribing and analyzing the interviews; 

The evaluation instrument was in the format of a semi-structured interview with a 
deaf user, with a view to the possibility of identifying barriers to and opportunities for 
innovation in the interface structure of the Moodle. This audience is characterized by 
communicating in a visual-spatial modality using Sign Language (SL). Because of the 
characteristics of communication and the history of different approaches in education, 
the deaf have difficulties with Portuguese in its written mode [3], [9], [11]. 

Within the group of deaf people, the profile defined for the data collection was that 
of deaf people who had had higher education, are teachers, and have a good command 
of Portuguese in its written form, and also of technology. This profile was determined 
while bearing in mind one of the dimensions of assessing the Moodle environment 
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was to be evaluated. The choice aimed to identify how deaf people with a good 
knowledge of Portuguese evaluate the environment. In addition, the sample consisting 
of teachers set out to produce a vision of those who have daily contact with deaf 
students, and so are really involved in the processes of drawing up learning materials 
and content relevant to students. 

The activity was applied in the context of an educational institution, the 
interviewees being three post-graduate deaf students, and teachers whose job it is to 
educate deaf people. Although the sample is small, the relevance of the respondents’ 
profile of knowledge and activity was assessed as being extremely relevant. The 
interviews were conducted directly in Sign Language. 

4 Results and Analysis 

For discussion purposes, the results compiled from the analysis were summarized into 
five categories for discussion: the Portuguese language, viz., the relationship of the 
deaf with the Portuguese language in its written form; the need for value to be given 
to their own language, namely the Brazilian Sign Language (Libras); matters  related 
to the visuality of the deaf, and the use of visual resources; and finally, the question of 
Distance Education and of the new tools and technologies as means to facilitate the 
education of the deaf. Each of the categories is described below. 

4.1 The Portuguese Language 

Despite their being deaf and yet having a high level of education and a good 
command of the Portuguese language, the respondents emphasized their difficulties 
with long texts as well as the difficulty of navigating a menu structure based on texts. 
The difficulty stems from their not knowing certain written words/ terms in 
Portuguese, as well as the cognitive effort they spend on the activity of reading. The 
turmoil that oral languages in the written form cause the deaf has been reported in the 
literature [3] [4] [9] [11] and derive from the approaches to educating deaf people that 
until recently they set in phonocentric logic.Another important question was with 
regard to the use of subtitles in videos, when the time set for reading is often not 
enough for deaf people to be able to follow the text properly. There is no denying the 
importance of this resource, but they are not always effective in their objective. 
However, respondents reported that the subtitles are sometimes very fast or have 
words that are unknown to the deaf. Similar arguments were identified when using 
interaction and communication tools, such as chat, which in practice has textual 
resources.   

4.2 Giving Value to Sign Language, Called LIBRAS in Portuguese 

All respondents were emphatic about the need to include resources in Libras or linked 
to it, such as SignWriting, to improve the accessibility of the AVEAs. SignWriting is 
the written form of sign language. [13] 
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4.3 Visual Resources 

The importance of visuals also gained prominence in the search environment 
precisely because of the characteristics inherent in the mode of visual-spatial 
communication used by the deaf in SL. At various times in the interviews, the deaf 
reported the need for the presence of visual resources in the virtual environment and 
the materials and activities therein developed. Therefore, it is appropriate to reflect on 
the quality of the messages conveyed by visual elements. These should be used in 
order to inform, and to aid communication, besides meeting aesthetic ends. 

4.4 Distance Learning and New Tools 

The technological media combined with the Internet and its possibilities for 
communication, create opportunities to develop and evolve Distance Education. In 
Brazil, there are still few initiatives really targeted on the deaf. Starting in 2006, the 
Letters-Libras Distance Learning Program (BA and Licentiate in Brazilian Sign 
Language) of the Federal University of Santa Catarina (UFSC) in its face-to-face and 
distance modes is considered a pioneer and remains a reference centre for the deaf 
community. All respondents at some point cited the AVEA of that course, 
emphasizing that the interface and tools of the environment bring greater stimulus to 
its users. Reports give evidence of the need to develop a greater number of research 
studies and initiatives from the perspective of someone who is deaf. 

5 Final Remarks 

This article set out to present a case study on evaluating the accessibility evaluation of 
the Moodle environment for an audience of deaf users, who use the Brazilian Sign 
Language. By virtue of the specificities of the audience of this study, a set of 
reflections on the use of the interview technique could be raised. For effective results, 
it is important that barrier-free communication is carried out so that it is fluid. 

The results, even though from a restricted sample, enabled reflections to be made 
on the deaf, who have a culture and a language of their own, but who are placed 
within a context where the vast majority do have hearing. Using indications from the 
deaf respondents’ reports and by further reading, the need for in-depth studies became 
explicit as to the elements that lend greater accessibility to an AVEA. There is need to 
reflect on the current standards of design environments in order to exploit the visual-
spatial communication characteristics of the deaf. The development of navigation 
features and support materials must not only be giving the logic of thought of oral 
languages, using transcripts and captions. Besides this, current technologies allow 
new features to be designed which bear the specificities of the deaf in mind. A 
proposal has been identified regarding the use of video in activities that normally take 
place in the form of preparation of written texts, quizzes and discussion forums. There 
is a need to propose new, more visual tools given that innovations which explore 
strategies for visual narratives and the visualization of knowledge lie in fertile ground 
for developing research in the field of teaching and learning in virtual environments. 
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For more effective results regarding the accessibility of the environment of this 
study, it is important that the same procedure be applied to deaf students with other 
educational profiles and that their profiles are identified using an AVEA. What is also 
recommended is the use of other participatory processes when evaluating and 
redesigning an AVEA interface so that drafting the concepts to be proposed is carried 
out by involving users to a greater extent. 
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Abstract. Touch-screen interfaces do not offer tactile cues for the visually im-
paired users to distinguish interaction controls. As touch based interactions be-
come more pervasive in our everyday lives, they present critical accessibility 
concerns. The recent advancement of touch screen technology makes design so-
lutions possible. This research investigates the usability of accessible solutions 
on touch interfaces. Findings from our user study suggest that (1) proper voice 
feedback enables blind users to navigate touch-screen interface; and (2) differ-
ent touch gestures have significantly different impacts on blind users’ touch 
performances, such as efficiency and accuracy. 

Keywords: Accessibility, touch interaction, gesture, auditory feedback. 

1 Introduction 

With the rapid advent of smart phones such as iPhone and Droid, touch screens are 
becoming pervasive across a wide range of technologies in our everyday lives. Touch 
based interactions are used in not only smart phones, but also personal computers 
(e.g., Windows 8), public kiosks, bank ATMs, printers, and various home appliances. 
This presents critical accessibility concerns for the 285 million world-wide visually 
impaired people [1]. 

Different from the physical controls on traditional interfaces, touch interfaces do 
not offer tactile cues to distinguish interaction controls and are extremely visual-
demanding. In addition, the action controls and their positions vary from screen to 
screen, which makes it impossible for blind users to learn and remember the function 
and location of each control. As the physical keypad, knobs, buttons disappear from 
mobile phones, microwaves, and printers, it significantly reduces the degree of inde-
pendence and equal opportunities for the visually impaired community. 

A large body of research has been carried out in the last decade to improve the ac-
cessibility of touch interfaces [2-7]. These innovative techniques can be categorized 
in three areas: (1) gesture based interaction, (2) screen overlays with haptic or vibra-
tion for tactile feedback, and (3) earcons or readout as auditory feedback. These  
approaches alleviate the accessibility concern, but not without problems. Gesture 
interaction allows fast but less accurate input. It brings new challenges to the blind 
users as 82% of the blind people are 50 years and older [1] and many have cognitive 
or motor disabilities [8]. It is difficult for them to remember, distinguish, and accu-
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rately reproduce the required gestures like sighted users [9]. Tactile feedback helps 
because many visually impaired users are spatial and pressure sensitive [10]. Howev-
er, the static physical overlays suffer from its inflexibility. Similarly, very limited 
information can be conveyed via the non-speech earcons or vibro-tactile feedback. 

New solutions are made possible by the recent advancement in interaction technol-
ogy. Tactus [11] provides a tactile solution by enabling application-controlled trans-
parent physical buttons that dynamically rise up from the touch surface on demand. 
Neonode [12] introduces Z-force to allow accurate detection of different pressure on 
the touch screen. With such opportunities becoming available, this research investi-
gates the usability and feasibility of accessible solutions on touch interfaces. We are 
particularly interested in understanding how to design touch gestures and feedback 
that are natural and effective, easy to use, and optimized for efficiency. 

2 Experiment Design and Procedure 

Our investigation comprised the following three phases:  

Phase I. We carried out one-on-one interviews with 6 visually impaired participants 
(36 to 74 years old, 3 females and 3 males) to identify their needs and concerns with 
touch based interactions. All interviews focused on the discussion of how everyday 
activities were supported (or limited) by technologies. The outcome of the interviews 
has confirmed the increasing accessibility challenges introduced by touch screen inte-
raction. For example, several participants mentioned that they had to add Braille tags 
on their home appliances to be able to identify the control buttons. Participants' top 
requests for accessibility improvement include: 

• Equal opportunities to access information and technologies as sighted people. 
• To use mainstream devices via effective yet inexpensive assistive technologies. 
• Adjustable speed for screen read-out to optimize efficiency. 
• Auditory feedback on the touch interface of home appliances and office devices. 
• Simple and intuitive touch gesture that is easy to discover, remember, and use. 

Phase II. We implemented the following five interaction methods (see Table 1) to 
investigate users' task performance (speed and accuracy) and satisfaction. 

Table 1. Gestures examined in the users study 

 Gesture to activate the selection
Press down Lift finger Single tap Double tap 

Gesture for 
speech feedback 

Touch Method 1 Method 2 Method 3 Method 4 
Single tap (N/A) (N/A) (N/A) Method 5 

 
Eight (8) participants were recruited for this within-subject evaluation. Each partic-

ipant completed 15 tasks, 3 tasks on each of the five prototypes. They were asked to 
start from a pre-defined screen position to locate a pre-defined target (on a 3x 3 grid-
layout) as quickly and accurately as possible. Task assignments were randomized to 
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reduce learning effect. We evaluated the five methods by examining participants’ (1) 
task completion time, (2) error rate, and their perceived (3) ease of use, (4) learnabili-
ty, (5) satisfaction. We also asked participant to indicate their preferred readout speed 
and overall ranking of the five interfaces. (Note: We will complete the data collection 
in Phase II with a total of twelve participants.) 

 
Phase III. Based on the results from Phase II, we will adjust the proposed solution 
accordingly to develop a prototype that simulates the printer interaction experience. 
Participants in Phase II will be re-recruited in this follow-up study. The evaluation in 
Phase III includes more complex tasks such as making copies with changed settings, 
faxing a document to a given 10-digit number, and sending a scanned document to an 
email address. The complexity of these tasks allows us to further examine users’ per-
ceived effectiveness and efficiency of various (1) speech feedback and (2) audio con-
firmation of selection. 

3 Preliminary Findings 

As of the submission of this paper, we have completed the data collection of the first 
eight participants (4 totally blind, 4 legally blind.) in Phase II. One-way Analysis of 
Variance (ANOVA) was used to analyze the quantitative data collected in this study. 
Preliminary findings are discussed in the following sections.  

3.1 Task Completion Time 

Task completion time was defined as the time elapsed from starting to selecting the 
target item. Different gestures had a significant effect on completion time (F4,115=5.04, 
p=.001), see Table 2. However, the difference was not significant (F3,92=0.47, p=.704) 
amongst the first four gestures (touch-press, touch-lift, touch-tap, and touch-double 
tap). The main contributors to the difference in task completion time are (1) naviga-
tion gestures (touch vs. tap), where Meantouch=25.88s, Meantap=60.14s (F1,118=19.59, 
p<.001); and (2) selection gestures (non-double-tap vs. double-tap), where Meannon-d-

tap=26.06s, Meand-tap=42.73s (F1,118=6.29, p=.014).  

Table 2. Task Completion Time (in seconds) 

 Touch-Press Touch-Lift Touch-Tap Touch-Double Tap Tap-Double Tap 
All 23.41 31.50 23.27 25.33 60.14 

Totally Blind 42.46 45.61 35.52 35.11 103.14 
Legally Blind 11.98 23.03 15.92 19.46 34.33 

 
Participants’ vision status also affected their task efficiency. In general, legally 

blind participants (i.e., central visual acuity of 20/200 or less) were able to complete 
tasks faster than totally blind participants (i.e., no vision): MeanLegalBlind=20.95s, 
MeanTotalBlind=52.37s (F1,118=25.11, p<.001). A significant interaction between Gesture 
and Vision was identified in this study (F4,110=5.84, p<.001). 
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3.2 Error Rate 

Error rate was measured as the total number of wrong selections divided by the total 
number of tasks. Results indicated that error rate was significantly impacted by differ-
ent gestures (F4,115=3.28, p=.014), see Table 4. Error rate with tapping-for-feedback 
was about 5 times higher than touching-for-feedback: MeanTouch=10.42%, Mean-
Tap=50.00% (F1,118=10.15, p=.002). Double tapping for selection had much higher 
error rate than other selection gestures: Meannon-d-tap=9.72%, Meand-tap=31.25% 
(F1,118=4.30, p=.040). Error rate was also affected by participants’ vision (F1,118=5.26, 
p=.024) and age range (F1,118=5.30, p=.023), but not gender (F1,118=2.33, p=.128). 

Table 3. Error Rate 

 Touch-Press Touch-Lift Touch-Tap Touch-Double Tap Tap-Double Tap 
All 0.00% 4.17% 25.00% 12.50% 50.00% 

Totally Blind 0.00% 11.11% 55.56% 33.33% 66.67% 
Legally Blind 0.00% 0.00% 6.67% 0.00% 40.00% 

3.3 Subjective Ratings 

Subjective ratings were collected on a Likert Scale (Perception: 1-lowest, 7-highest. 
Ranking: 1-lowest, 5-highest). No significant difference was found among the percep-
tion ratings (see Table 4), except Ease of Use (F4,35=3.46, p=.017). Whether to touch 
or tap for speech feedback had a significant impact on perceived Ease of Use, where 
Meantouch=6.3, Meantap=4.5 (F1,38=13.91, p=.001). Perceived Learnability was rated 
higher by younger participants: Mean35-44yr=7.0, Mean55-74yr=6.4 (F1,38=10.69, p=.002). 

Table 4. Subjective Ratings and Overall Ranking 

 Touch-
Press 

Touch- 
Lift 

Touch- 
Tap 

Touch-
Double Tap

Tap- 
Double Tap 

Ease of use (1~7) 6.375 5.938 6.375 6.375 4.500 
Easy to learn (1~7) 6.500 6.875 6.875 6.750 6.500 
Satisfaction (1~7) 5.750 6.188 6.500 6.313 5.125 
Overall ranking (1~5) 2.875 3.000 3.625 3.250 2.250 

4 Discussion and Future Work 

Participants’ comments explained why tapping-for-feedback was particularly difficult 
for blind users: (a) it had no point of reference – for totally blind users, tapping to find 
target was like “taking a stab in the dark”; (b) it was very easy to miss the target – 
sometimes they tapped on a target but moved away too quickly and missed the voice 
feedback; (c) continuous tapping on the same target was registered as a double-tap, 
which resulted in errors rather than voice feedback; and (d) several participants were 
able to find the target quickly, but they tapped slightly off the target, and had to spend 
much more time to re-find and select the target. In addition, the speed of double-tap 
varied individually, which made it difficult for the system to distinguish a slow double-
tap from two quick single-taps. Other interesting findings are summarized below: 
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• Preferred speech rate for blind users is 256 words/minute (from 187 to 421wpm). 
• Touching/sliding to navigate would have worked more effectively if the screen had 

different textures or haptic feedback for action area vs. non-action area. 
• Lift-to-select was easy to use and to learn. But some concerned that they might 

make many mistakes if accidentally lifted finger off the wrong target. 

We expect to finish data collection in Phase II and Phase III soon. Design guidelines 
will be proposed in the completed paper. We believe that results from this in-depth 
investigation will shed light on how to improve accessible design on touch interfaces 
universally. Applications of our design guidelines should provide blind users with 
easier access to information and technologies. 
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Abstract. The population of Japanese people with disabilities is growing day 
by day. And the population of sign language translator is too few to support 
them. In general life, people communicate with others through conversation but 
this is obviously impossible for deaf mute people who use sign language to 
communicate. So it is necessary to explore a recognition system of sign 
language which can help the deaf and mute to keep in touch with others. In 
order to solve that problem, a large amount of researches related to recognition 
system development and establishment have been reported by previous 
literatures. However, current paper introduced a novel method for system 
developing. In this paper, 3D sensors called Kinect were employed for hand 
gesture dataset’s collection following by data dealing from transformation 
matrix based on specific formulas. Although the hand gesture can be captured, 
but there still are a lot of noises left, so PCL (Point Cloud Library) was applied 
to do the 3D data processing.  

Keywords: Japanese Sign Language, Kinect, Recognition of JSL, 3D Sensor. 

1 Introduction 

In Japan, the population of people with disabilities who are deaf and mute or hard of 
hearing and speaking is about 2.7million. It is said that about 3 thousand people do a 
job as a sign language translator. There are so little people to support the deaf and 
mute. In general life, people take the communication with the others through talking, 
but it is impossible for the deaf mute people, who can take the communication with 
others just using sign language. So it is necessary to explore a recognition system of 
sign language, which can help the deaf and mute to keep touch with others. 

So developing a recognition system of sign language is the purpose of this paper. 
About the system, Sign language recognition is such a system which translate the 
picture of the sign language to data, and then translate the data to words, sentences or 
sounds. This paper presents the front part of the recognition system. Several ways are 
used to research the sign language recognition, such as Facial movement analysis in 
ASL [5], human detection [3], 3D model tracking [4] and so on. But in most of the 
researches, even though they carry important grammatical and prosodic information, 
the rate of the recognition is still low.  
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For increasing the rate of the recognition, we think that the most important step is 
taking a 3D data with the least noise. First we decided to use two Kinects to take the 
3D data. Each kinect can take a part of hand, and if we can do a data combination, so 
that we can take more data of hand. The second step, we plan to do a 3D data 
processing with PCL. PCL is an abbreviation of Point Cloud Library. The Point Cloud 
Library (PCL) is a standalone, large scale, open project for 2D/3D image and point 
cloud processing. Use the advantage of the PCL, it not only can take the noise away, 
but also can reconstruct the surface of the hand, in some means, it can increase the 
rate of the recognition, however, the step of superimpose is introduced only in this 
paper. 

 

Fig. 1. Recognition system of finger gesture 

2 Method and Condition 

2.1 Research Condition 

Launched in November 2010, Kinect is a motion sensing USB (Universal Serial Bus) 
input device by Microsoft that enables users to control and naturally interact with 
games and other programs without the need to physically touch a game controller or 
object of any kind. Kinect achieves this through a natural user interface by tracking 
the user’s body movement and by using gestures and spoken commands [1, 2]. Kinect 
holds the Guinness World Record as the fastest selling consumer electronics device, 
with sales surpassing 10 million units as of 9 March 2011. Kinect works in all room  
 
 

 

 

 

 

 

 

 

Fig. 2. Kinect Xtion 
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lighting conditions, whether in complete darkness or in a fully lit room, and does not 
require the user to wear or hold anything. Prime Sense also teamed up with ASUS to 
develop a PC-compatible device similar to Kinect, which they called ASUS Xtion and 
launched in the second quarter of 2011. Running proprietary firmware (internal device 
software), these components together can provide full-body 3-D option capture, 
gesture recognition, facial recognition, and voice recognition capabilities. 

2.2 Research Methods 

As it had been introduced, the Kinect is a strong powerful sensor, but it also has 
weakness. Certainly the front part of hand was easily captured and record by Kinect, 
however the data of side-part often be leaked without receiving. So in this part, we 
proposed a novel method to solve the problem. Two Kinects were located 
perpendicularly to each other, and hand positioned facing into the central of two 
Kinects as Figure 3. From the Figure 4, it is clearly known that no matter from each 
side, the data using two Kinects is more perfect than using one.   
 

 

Fig. 3. Recognition system of finger gesture 

F 
 

Fig. 4. Dataset combination 

 

Photography object 
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3 Experimental Results 

3.1 Superimpose  

For better analysis on two groups dataset’s overlapping from two Kinects, datasets 
were illustrated in Figure.4 in the form of two-dimension plotting which were 
departed from original 3D dataset. In which, red circle expressed the measuring range, 
the blue one expressed all space and the green one expressed the range of parameter. 
Circles were smaller, more accurate the positions can be captured and recognized. 
Therefore, the points fell within parameters’ scope were found smaller than outside of 
parameter range. However it also demonstrated that a lot of noises need to be 
removed, which can be done by the method introduced afterwards.  
 

 

Fig. 5. Recognition system of finger gesture 

4 Conclusions 

We proposed to develop a recognition system of sign language with a 3D sensor in 
this research. To date, we had done the important first step, generating 3D data from 
the sensors. Until now, although Kinect had been used to research in all kinds of 
areas, this kind of method had not been reported. However the previous research still 
takes us very important messages and it is a very important part for us to research the 
recognition system of sign language. 

3D camera was utilized in evaluating the sign language recognition system. 3D 
sensor is useful for developing sign-language recognition system because it is very 
easy to extract a hand shape. From the previous research it is said that the recognition 
rate of the finger alphabets was about 40%, and low recognition rate was the biggest 
problem. Through the method of using two Kinects, we found that we can get more 
datasets of hand than use one, from the section 2, it is fully proved that the data of 
superposition can construct hand gesture more consummately.  

About the future research, the most main work is 3D processing and evaluation of 
the system of sign language. PCL had been introduced as a powerful filtering in this 
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paper. Therefore 3D data processing will be implemented using PCL. Although the 
previous job had been finished as it was expected, it is not sure whether the method 
and condition match the JSL system until we get the data of rate of recognition. 
Evaluating the datasets which had not been processed and which had been can prove 
the significance of the proposed approach, so we will use some ways to evaluate the 
rate of the recognition. In future study it is the most important to perfect the JSL 
recognition system as much as possible.  
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Abstract. The demography of the Federal Republic of Germany predicts that 
the average age of the society rises in future. A generation ago, elderly people 
died only a couple of years after being retired. Nowadays elderly people enjoy 
their after work-life for approx. 20 additional years. These are very active and 
they enjoy traveling, meeting friends or find new purposes in life. The research 
project “Home Interaction Service” develops new mobile assistants by using 
Smart Watches for continuously monitoring of physical activities to identify life 
anomalies and to assist elderly people in their daily life. New algorithm also 
enables the Smart Watch also to be a new gesture interaction device to control 
home consumer products and to support new services that might become 
available in future. 

Keywords: SmartWatch, Activity, Sleep, Pattern Recognition, Acceleration 
Sensor, Mobile Assistance. 

1 Motivation 

In future, the demographic change will affect the everyday life of elderly people. 
Years ago, each generation of a family lived together in one household and they did 
take care about each other. Nowadays the family is separated; elderly people often are 
living for their own or left alone in nursing homes. Furthermore, the low birth rate 
leads to the circumstance that fewer children can take care and communicate for a 
higher number of parents and grandparents. In the most European countries, the birth 
rate is very low. In Germany the total fertility rate has been rated around 1.4 in 2010 
[1] but should be about 2 to ensure a constant population. 

A century ago, elderly died in relatively young age (only a short period after their 
retirement), now people become much older. Even ill people who would die in the 
past are today obtaining a good medical care and enjoy additional years of living. This 
leads to the condition that the relation of available caregivers to elderly people is 
decreasing tremendously. 

The elderly people in the age between 65+ and 85 are a new class of people in our 
society, the fit elderly. Some of the elderly people are using computer, mobile phones 
and touch pads, but the internet communication services are not well designed for 
them. 
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Elderly people are used to wear wrist watches. Currently the technological progress 
provides a new kind of watches on the market: Smart Watches. Smart Watches with 
integrated sensor functionality and wireless connectivity are capable to provide new 
methods of user support. These devices are inexpensive and enabling a new usage of 
internet services for elderly people.  

The aim of this work is to show that the integrated sensors of Smart Watch 
recognizes not only physical activity such as walking, doing homework or car driving 
but also provide important information about periods of being physically and socially 
inactive. Hereby a new algorithm enables a detection of the duration and performance 
of sleep, periods of recovery and number of received or sent messages and compares 
these parameters to activity pattern during the day.  

2 Related Work 

2.1 Hardware 

Smart Watches are wrist watches with additional computer functionalities. Smart 
Watches provide a wireless connectivity to a phone or to the internet. An important 
component is the sensing feature of acceleration forces. The first Smart Watches were 
designed in the early 80s to be a permanent but small “window to internet news” [5]. 
Nowadays the main functionality of a Smart Watch is the displaying of short 
messages, e.g. SMS, facebook-, RSS messages, or incoming calls. One of the main 
advantages of smart watches is not to have to take the phone out of the pocket, to see 
who is calling. 

Current models of Smart Watches provide a micro display in the dimension of 
approx. 100 x 100 pixel, an acceleration sensing with 32 Hz and Bluetooth 
connectivity. Some watches can´t compute data on board, they are event triggered. 
These watches have to transmit every event (display touch, button event, sensing 
data) via Bluetooth to a smart phone. Also the other way round, the action events 
(vibration, screen display) are also to transmit wirelessly which costs a lot of 
transmission energy on both devices.  

The other type of watches are capable to process all data on board, a wireless 
connection is only needed for external data exchange. Depending on the hardware, 
internal design and application purposes, the battery stamina is about a week. For 
future watch models the prediction is a battery lifetime of up to a year. 

Figure 1 shows a commercial Smart Watch (Meta Watch [6]), equipped with an 
activity recognition algorithm. The watch itself contains an integrated 3D acceleration 
sensor, light sensor, Bluetooth connectivity, 96x96 pixel monochrome display and 
256kb ram/flash memory. 

2.2 Application 

The main purpose of Smart Watches is the usage of the micro displays to present 
various messages. For displaying social messages (by e.g. facebook) the watch need 
the access to the internet. Specialized hardware is designed to be applied in nursery or 
private homes to monitor elderly or handicapped people. The manufacture of Limmix 
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watch, a device with integrated GSM module, Loudspeaker and microphone, is the 
world first watch which directly can call the emergency [4] by pressing an emergency 
button. Other watches [7] are using ISM connectivity to send button triggered 
messages to a connected external device or a phone. This phone is able to send 
emergency calls with phone generated GPS positioning information. 

The usage of a constantly worn sensor enables new interaction possibilities as well 
as a monitoring of physical activity or vital life signals. Industrial applications are 
using Smart Watches as an interaction device to control maintenance video on tablet 
PCs, which is not possible in case of wearing gloves or having greasy fingers [2]. The 
constantly monitoring of physical activity might allow an automatic emergency call in 
case of detected anomalies. The idea of internet of the things could be shown by the 
eWatch [3], designed to be one of many connected devices of the wearer or intelligent 
environment.  

The commercial Sophia Vivago watches are used for monitoring elderly people [8] 
and are sending alarms in case of a detected inactivity. Even these devices are 
excellent for elderly monitoring, they don´t cover social connectedness or social 
interaction.  

The potential of using of physical activity, inactivity, and sleep pattern or 
communication behavior will be used in our approach to achieve new communication 
input for a social communication between the generations. 

3 Basic Concept 

The combination of Smart Watches, tablet PCs and smart phones can be used for a 
new approach of an unobtrusive, social connectedness. The basic concept is to 
support elderly people by providing an easy to use and inexpensive monitoring and 
interaction system that opens the internet world for them. Hereby a digital picture 
frame  (realized by an android tablet or digital t.v.) is used as the main gateway to the 
internet. The metaphor of a digital picture frame is used because the user is not forced 
to react immediately to the displayed information. Some elderly people enjoy having 
more time to receive and work with information. The concept of asynchrony also 
occurs on SMS or Emails but unfortunately only a few elderly people are used to 
these new technologies.  

Because a digital picture frame is just displaying information, a further back 
channel is needed. This back channel can be realized by touch interaction on the 
screen of the device, similar to a browser webpage. Another very promising approach 
is the constantly monitoring of the user by the integrated sensors of the Smart 
Watches. Beside the effect of retrieving activity data, the wearer can use the Smart 
Watch as a gesture interaction device and remote control for other devices e.g. t.v., 
light control or other purposes. The ensemble of all these devices is collecting data 
about the frequency of the received and outgoing messages.  

This concept enables that for instance the adult son can check if grandma is doing 
fine, he can communicate by electronic messages and is able to post pictures or 
messages to the grandma´s display. The elderly still can use traditional information 
methods, e.g. to write a note on a piece of paper with a pen and hold it in front of a 
camera for sending these picture messages to their relatives. 
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4 Project Home Interaction Services 

The research project “HIS – Home Interaction Service” combines the given basic 
concepts and intents to let elderly people live comfortable and safe in their own 
homes. Primarily, HIS is developed for seniors and people needing care. HIS is a 
central communication platform, which provide transparent, simple to configure and 
user-friendly intelligent services to connect seniors with their family members, 
careers or other peoples. Beside easy messages or picture posting, various services 
can be integrated by external service-providers. 

Furthermore, the project supports the connection of seniors with the younger 
generation, the Facebook generation. The family members can check if the elderly 
person is doing fine (anomaly recognition, sleep and unconsciousness separation), 
communicate by electronic messages or pictures. Finally a senior gets useful 
information i.e. medical reminder, food plan or important dates. 

 

Fig. 1. Sleep (red) and Activity diagram (blue) of two days, recorded by a Smartwatch 

HIS combines home automation and assistive technologies in the home 
environment for an ambient assisted living. The main features are security, health, 
comfort, information, activity, services, anomaly recognition supported by Smart 
Watches and social living. The frequency and quality of received or sent messages is 
checked and if someone seems to suffer of social communication, some auto-
generated messages will transmit to the senior. Furthermore, coffee-meetings or other 
events between or with seniors will be automatically organized by electronically 
generated invitations (like senior flash-mob). The project HIS is funded by the 
Federal State of Mecklenburg-Vorpommern, Germany. 

5 Conclusion and Future Work 

Smart Watches are a new technology for the new generation of interaction, messaging 
(alarming) and micro displaying that is originally designed for the young internet 
generation. Smart Watches enable multiple application fields because of their free 
programming capabilities, the nice display and sensor functionality. Smart Watches 
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will push especially elderly people into the world of internet. The research project 
“HIS – home interaction service” addresses new services and technologies to support 
healthy elderly people in their everyday life and enables their way into the internet. 
The first indicators show that Smart Watches and a specified backend technology are 
well suited for this purpose. The project HIS provides new services and possibilities, 
e.g. identification of anomalies, sleep recognition, gesture interaction. 

The further work of this project is to improve activity monitoring with wrist worn 
sensors and to design a complete message pipe to the elderly people. This message 
pipe should provide the optimal tradeoff between too much information (information 
overflow) and only a few (seldom messages). This will raise the acceptance for the 
complete system. 
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Abstract. All Greater Good Foundation, in conjunction with students and 
faculty at the University of Advancing Technology, are using music as a tool to 
help children and teenagers in difficult circumstances communicate and express 
themselves visually. The program called, My Music Mosaic, will connect to a 
musical keyboard which will allow for real time visual/emotional input. My 
Music Mosaic gets children who have experienced trauma in their lives to share 
their feelings in a more innovative manner. The team will be making 
connections to abstract emotions with input like time, sound, and force. Input is 
then transferred into shapes, transparency, line, three dimensions, size, color 
and movement on the computer.  

Keywords: new forms of communication, music as communication, music and 
emotions, high risk teenagers use music to express themselves, music mosaic, 
turning music into visual art, visualizing music. 

1 Introduction 

This paper will be used to describe the methodology and research behind the My 
Music Mosaic program. It will show research into the users, decisions behind color 
and design choices as well as how it was implemented. At the end there is brief 
section about the user testing that has been conducted since the first version of the 
program came out.  

2 Defining the Users 

2.1 Context of San Diego 

San Diego is located in Southern California by the Pacific Ocean. The average 
temperature is 70 degrees Fahrenheit [1]. The San Diego area was approximately 
4,206 sq miles with an overall population of about 3,095,313 in the 2010 census [2]. 
According to the same census, the San Diego area was composed of approximately 
26.5% or 821,263 children and teens under the age of 19. The mean household 
income is $63, 857. About 2.6% of the population were victims of a crime in 2010; 
this number increased to 2.8% in 2012 [3].  
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2.2 Children and Teenagers 
Teenagers and children born around 1994 or beyond are considered part of both 
Generation Y and Generation Z. Cell phones become prevalent around 1995 along 
with computers, meaning most children and teens of the Y and Z Generation have 
always known about or owned cell phones and computers. A recent Pew survey 
indicates that nearly 25% of teens use their cell phone to access the internet [4].  

2.3 Victims of Abuse 
Abuse. According to the National Child Traumatic Stress Network (NCTSN) in 1997 
nationally 64% of 12 to 17 year olds experienced a traumatic event like being sexual 
assaulted, physically assaulted or witnessing violence [5]. In 2011 3.4 million 
referrals were made to Child Protective Services and 19% were sustained [6]. These 
victims suffered neglect, physical, and sexual abuse. According to Administration for 
Children and Families 76,644 children and teens under the age of 18 were abused in 
California in 2010 [7]. 
 
Treatment Programs. There are treatment programs like the San Diego Center for 
Children that offer support to children and teens that have had traumatic experiences 
happen to them. Places like this offer counseling and learning. It is not just physical 
safety that is important after a child or teen is abused, but also emotional safety as he 
or she tries to get used to a new environment [8]. My Music Mosaic was specifically 
requested as a way for children and teens living at this group facility to express their 
emotions and reduce stress as they become familiar with their new surroundings. The 
artwork created can then be shared and put up in their rooms to help them feel a sense 
of accomplishment and to help with feelings of loneliness or stress.  

3 Color 

3.1 Basic Color Schemes 

Color Palettes. My Music Mosaic allows the user to choose his or her own color 
palettes. Each note on the keyboard is assigned a color value based on the color 
palette chosen. The color palettes themselves have been designed to take various 
themes inspired by popular culture, different kinds of sight and everyday life. Some of 
the basic color palettes include a rainbow palette, a shades-of-blue palette, and a 
shades-of-purple palette.  
 
Perception. While considering the users and the original intention of the project, a 
decision was made to research the effect color can have on the mind. Colors can 
represent certain ideas and feelings based on previously-cemented perceptions [9]. 
While choosing the color palettes, the team chose to create colors that stereotypically 
represented these perceptions. For example, rainbows are usually representative of 
things that inspire happiness and excitement, while grays paired with dark blues might 
represent depression. 
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3.2 Color Blindness 
When developing this program, some careful consideration was put into the fact that 
the team did not have access to specifics about the intended users. One avenue that 
was explored was color blindness, because one of the main components of the 
program was the use of color. Using a triadic color scheme, a color palette was 
created representing a few different types of colorblindness [10]. These color palettes 
were designed specifically for color blindness so the series of colors may appeal to 
someone with color blindness, but may not be appealing to those who do not have 
color blindness. Since these colors are not commonly seen together in what is 
considered normal vision, these color palettes explore different areas of expression. 

3.3 Borrowing from the World 
Many of the remaining color palettes that were not considered basic or for color 
blindness were designed represent colors of objects in everyday life or experiences in 
everyday life. Some of these palettes include a fire palette (composed of reds, oranges 
and yellows), a traffic palette (composed of yellows, reds, greens, grays, whites, and 
blues), and an ocean water palette (composed of various shades of blues and greens). 

4 Design 

4.1 Overall Aesthetic 
The My Music Mosaic interface was designed to be especially accessible for children 
and teens. The program was designed to incorporate the idea that the user should be able 
to interact with the keyboard and program as intuitively and easily as possible. The 
design limits complicated interactions by hiding the save menu and not cluttering the 
start menu with too many options. This allows for the users to focus on playing music 
and not having to go through the process of learning a complex program beforehand. 

4.2 User Interface 
The beginning start screen was designed to be minimalistic so users can explore the 
variety of color pallets and change the background color at their leisure. If the user 
did not want to choose anything, they can just hit start and go with the default options 
to begin playing. As users choose different palettes and backgrounds, their choices are 
reflected in the My Music Mosaic title and the on-screen background changes. After 
pressing the start button, a simple message appears on-screen that communicates to 
the user that they can start playing and that they can click for the menu. Once the user 
starts playing with the keyboard, the message disappears and brushstrokes start to 
appear on screen representing the colors chosen from the color palette and the 
instrument they are using. When the user has finished playing, they can click the 
mouse to access the pause menu where they can save, start over, quit, or get help. The 
pause menu is designed in a similar art style as the main menu, so that the user knows 
that he or she is still in the program. 
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4.3 Brushes and Paths 
The brushes that are used in the main part of the program were made by the designers 
to represent different kinds of real world art supplies. The different types of brushes 
are roller brush, palette knife, dry brush, paint splat, paint drip, watercolor, 
calligraphy, spray paint and chalk. Most of the brushes were composed of three 
separate images combined in the code. The reason for this is that some brushes follow 
a different path than other brushes when they are being drawn. Each of the splats 
consist of only one image, as these images were intended to show up on screen very 
quickly to represent percussion instruments. All of the brushes start on a sine wave 
and a random angle is chosen in code for where they get drawn, but their path is either 
another sine wave or a straight line. 

5 Implementation 

Open Source Programs 
Since the project was being completed on behalf of a non-profit organization, the 
choice was made to create the project using open source technology. My Music 
Mosaic was created in Processing [11] using a library called proMIDI [12]. One 
programmer completed all of the programming for the project for the sake of 
consistency.  

Variables 
The location of brushes, the effect of holding down a note on a brush, and the size of 
the brushes were modified throughout the process using code. The location of a note 
is dependent on when the key is pressed, and follows the path of a sine wave. If a user 
hits a note hard, it will appear larger than if he or she played it softly. When a user 
plays the notes quickly, the brush will appear short, whereas if they hold a note it will 
appear much longer. Otherwise, the colors of the notes and the background of the 
program are chosen by the user at the start screen. 

Iterations 
From the programming aspect of the project, the first step was to learn how to read 
input from the musical keyboard to draw a line on the screen. The line drawn was 
based on the timing of the note. The program uses a black and white brush image that 
is then colored in the specific manner created by the designers. Color palettes were 
added once the brushes were perfected. 

6 User Testing 

The first round of user testing provided meaningful feedback. It was a small sampling 
of college-aged students who volunteered to try the program. The students were given 
a small survey before they tried using the program to compare how similar these users 
were to the target audience. The students were observed by the team using the 
program with little to no direction, to test how intuitive and easy the program was for 
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a first-time user. Afterwards, they were given another longer survey to see if their 
mood had changed, whether they felt the program represented the music they were 
playing, and to give them a chance to explain any problems they encountered. The 
user-testing yielded clues about some of our menus, how users exit a program or 
menu and whether they read instructions. Further user testing will continue in May in 
San Diego with the intended users being observed and surveyed. 
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Abstract. Touchless remote interaction empowers users to interact with 
systems at a distance without the burden of actually coming to physical contact 
with any tangible object. The research presented in this paper focuses on 
motion-based interaction in public spaces through hand detection using 
Microsoft’s Kinect, in order to allow natural interaction in mid-air. The paper 
presents the development of a system that allows browsing and exploring large 
collections of multimedia information (images and videos).  

Keywords: Interaction Design, touchless interaction, interactive media gallery, 
Kinect, hand tracking, public display. 

1 Introduction 

Multimedia information browsing is a common task that may apply to a wide set of 
activities, ranging from medical information systems to public displays in museums 
and exhibition spaces. The ongoing decrease of hardware cost is leading to the 
incorporation of touchless interaction technologies in a variety of application 
domains, e.g., the manipulation of every-day objects such as household appliances 
[3], in operating rooms during surgery operations [7], etc. The majority of such 
systems in the past involved wearable components such as gloves or specially 
designed clothes. However, Microsoft’s Kinect has been a breakthrough in terms of 
precision and responsiveness and is therefore widely adopted for supporting various 
natural interaction techniques such as 3D reconstruction, speech recognition and 
skeleton tracking [2]. Its primary advantages include a relatively low cost, the 
provision of both depth and RGB cameras and the lack of strict lightning 
requirements. 

Touchless interaction is mostly accomplished through gestures, which are defined 
by Kendon [5] as “a label for actions that have the features of manifest deliberate 
expressiveness”. Gestures are widely used supplementary to other interaction modes 
to accomplish specific tasks, providing a natural way of interaction similar to every-
day human to human communication. For instance, a user may respond to a yes/no 
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dialogue by raising or lowering his or her hand in order to communicate with a 
system. However, the inclusion of gestures in a system’s interaction repertoire holds 
some important drawbacks, such as the necessity to memorize the rules defined by the 
interface in order to communicate with the system. Apart from task-specific gestures, 
another common procedure includes pointing with a hand in a specific direction so as 
to select an area or an object, usually using a cursor. In order to select items, many 
approaches exist in literature. For instance, Wilson et al. [9] embed a button in a 
physical wand in order to select items. Another approach suggests the application of a 
cursor dwell time threshold as a click event [4; 8]. Other solutions apply speech as a 
signal for making selections [1] but are limited by the addition of supplementary 
auditory constraints. Finally, another approach includes the combination of a small 
time threshold to focus on an item and successively a click in the air (by pushing and 
pulling) [6], in order to eliminate accidental selection. 

2 MAGIC 

2.1 System Design 

The main goal of the MAGIC system is to provide a straightforward way for easily 
and efficiently browsing and exploring large collections of multimedia, i.e., images 
and videos, in public spaces. Some key requirements include that its users should be 
able to: 

1. Have a quick overview of the entire collection.  
2. Focus on a single item and obtain additional information (e.g., a short description) 

but also easily browse items in the vicinity of the selected one. 
3. Zoom in the details of the selected item. 

Based on the above, it was decided to support three distinct views/modes respectively: 

1. A two-dimensional grid containing large thumbnails of the multimedia elements of 
the collection. Since the system is used from a certain distance, the thumbnails’ 
size is fixed in order to ensure the visibility of their contents. Users can scroll the 
grid horizontally and vertically in order to view items which lie beyond the screen 
boundaries. To minimize the gesture distance between items located at opposite 
ends of the grid, the grid wraps around in both axes. 

2. If users select to focus on a single item, it appears in full screen accompanied by a 
descriptive caption. This mode also allows scrolling to adjacent items on both axes, 
as well as changing the caption’s language. 

3. When in single view mode, users can utilize a magnified glass to zoom in on the 
details of the selected item. 

In addition to the above, touchless interaction was deemed to be highly appropriate 
for public spaces for several reasons. First of all, it allows system manipulation from a 
distance, without the burden of physical contact, also avoiding hygiene-related issues 
and preserving the clearness of the visual display. Then, all the “fragile” technological 
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components are situated far from the user’s reach, thus minimizing potential 
vandalism acts. Last but not least, touchless interaction can support larger displays as 
well as interaction spaces, also allowing users to move around. 

2.2 First Prototype 

The first version of the system supported interaction through a small set of hand 
gestures. In order to initiate interaction, users had to wave their hand to “get the 
system’s attention”. To provide feedback about this fact, a waving hand appeared on 
the display when the system was inactive. Once interaction started, a virtual hand 
appeared over the grid of multimedia items, instantiating a cursor metaphor, i.e., the 
virtual hand moves in 1-1 correspondence to the user’s one. Since the system is 
intended for use by a single person, any other hands are ignored until the current 
user’s hand is no longer tracked. In order to select an image from the grid and view it 
at full size, the user had to perform a ‘click’ gesture over an item of interest. While 
viewing the item in detail, the user could perform swipe gestures (up, down, left or 
right) which resulted into scrolling to the adjacent item in the respective direction. 
The click gesture was used as a mechanism for toggling between different modes; i.e., 
clicking while viewing a single item resulted into entering zoom mode, where the 
hand worked as a virtual magnifying glass. A click in this mode would switch the 
system into the grid mode. 
 

 

Fig. 1. MAGIC version A 

This first prototype was meant to explore the potential of more “natural” 
interaction avoiding the use of typical computer-based metaphors such as buttons. 
The prototype was installed for one month in a public space inside the premises of 
ICS-FORTH and informally tested with visitors and staff members using 
observational methods and thinking aloud. As a result, a number of usability problems 
were identified. First of all, users not familiar with the system or other gesturing 
technologies could not figure out how to use it without a short introduction and some 
training. Furthermore, selecting an item from the grid view using a click gesture was 
not accurate, as jitter and minor instabilities often resulted in erroneous selections. 
Additionally, there was some unpredictable system behavior when a user tried to 
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hidden when users hold their hand still, so as to make them as unobtrusive as possible. 
The grid view was also enhanced with an effect to favor the photos at the center of the 
display by enlarging them (Fig 3), while also shrinking the others. Finally, 
multilingual legends were added so as to enhance the multimedia elements with a 
short textual description. The active language may be changed at any time through a 
corresponding button on the top left corner of the display. 

3 Conclusions 

The usage of MAGIC led to the conclusion that although gestural interaction may be 
more natural, its employment is not so intuitive to the users, resulting in their inability 
to manipulate the system without guidance. Currently, the system’s new version is in 
public display at the premises of ICS-FORTH and evaluated using both formal and 
informal methods. Preliminary results show that the usability and intuitiveness of the 
system has greatly improved. Future work involves supporting multiple users and also 
exploring the possibility of developing a hybrid approach which will include both 
virtual buttons and gestural interaction. 
 
Acknowledgments. This work has been supported by the FORTH-ICS RTD 
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Abstract. Touch devices have become one of the major elements in
today’s most electronic products. Touch technology can be divided into
different types as resistive, capacitive, infrared, and so on. However, as
the amount of detection sensors increases, most types of touch screen
suffer from more cost and lower yield when the accuracy of touch location
or larger size is required. Therefore, it is essential to design a different
kind of touch technology with accurate detection and the cost is not
proportional to its size. This paper proposed a kind of touch system
using the distance between the object (eg. finger or stylus) and its shadow
to determine whether the object touched the screen or not, and locate
the touch point. It can be applied to any interactive projection system
without using a lot of touch detecting sensor. Therefore, no additional
costs are required for a large touch screen. The proposed touch system
only requires one camera and one IR source, and cooperates with an
interactive projector to detect the occurrence of touching and its location.
The proposed system achieves an average detection rate of 97.53% if the
tolerance of detected touch coordinates is in ± 10 pixels.

Keywords: Shadow touch, touch screen, interactive projector.

1 Introduction

Panels are quite popular due to its instinctive input method as a human-machine
interface. There are three units in this kind of system. Most of them have sensors
and coordinates calculation units, and some have the special signal transmission
unit. The sensor unit is used to receive signal and generate information that can
define the coordinates. The coordinates calculation unit transforms the infor-
mation generated by sensor unit to coordinates or some other signals that can
determine the location. There are some special touch system such as electromag-
netic touch system must have additional transmission unit to generating specific
signals for sensor unit.

The most common materials covered on the intermediate or small-sized touch
panel are resistors and capacitors. However, as the panel size increases, the num-
ber of sensor units increases and leads to higher cost and lower yield rate. There-
fore, these types of touch systems are not suitable for large-sized touch screen.
On the contrary, ultrasonic, optical, electromagnetic, infrared, and vision-based
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touch system are more feasible to make a large or even extra large touch system
since the sensor units will not increase with the panel size. However, these touch
systems still have some drawbacks. For example, the cost of ultrasonic based
touch system is relatively expensive. The electromagnetic based touch system
requires an electromagnetic pen. The infrared and vision based system need more
than one camera to locate the position.

This paper focused on developing a vision-based touch system with large-sized
screen. The vision-based touch system is quite suitable for large touch screen. It
has a camera that can catch images to calculate the location and decide the event
of touching. There are many similar techniques of vision-based touch systems
proposed by other researches [1]-[5]. The main issue of these touch systems is
to determine whether the action of object really ”touched” the screen or just a
movement [2].

This paper proposed a vision-based touch technique that use the shadow in-
formation to detect the touch event and location. This system uses only one
camera and does not use the gesture recognition to distinguish the touch event
and movment. Hence it is more instinctive, user-friendly, and save more cost
relative to two camera system.

2 Proposed System

The proposed touch system is shown in Fig. 1. The touch system includes an
interactive projector with an infrared camera, an IR filter, a projection screen
and an infrared light source. The interactive projector projects contents on pro-
jection screen, and the camera capture user’s action in front of projection screen.
The IR filter is installed in front of the camera lens to filter out interferences from
the projection contents and other visible light. The infrared light source supply
illumination to the system. The images captured by camera will be processed.
Therefore, when the user touches projection screen, the system will detect the
touches, and estimating the touching location.

Fig. 1. Proposed System Framework



310 L.-R. Dung and R.-Y. Huang

2.1 Shadow and Object Bi-level Images

After noise reduction and illumination correction, we can seperate the shadow
pixels by using the threshold estimated in the initializaiton step. The preliminary
bi-level image of shadow can be obtained by the following equation:

S(x, y) =

{
1 ,if f(x, y) < θs(x, y).
0 ,otherwise.

(1)

Before segmenting the object from image, we first subtract current frame from
the background image. Since the difference of two images in the same scene
contains real object or noise. Hence we have to set a condition to reduce the
noise effect. If the pixel absolute difference is greater than some pre-defined
constant Tf , then set the pixel as the ”foreground” pixel. This makes the system
robust to segment the object from image. In our experiments, Tf = 9 is enough
to distinguish the difference of object from difference of noise. The bi-level image
of object can be obtained by:

O(x, y) =

⎧⎨
⎩

1 ,if f(x, y) > θo(x, y) and
|f(x, y)− bg(x, y)| > Tf

0 ,otherwise.
(2)

2.2 Tips Detection

After extracting the bi-level images of object and shadow, we have to find the
possible locations of fingertip or stylus tip. We detect the tips of object and
shadow by checking the four boundary of a 16x16 scanning mask, as shown
in Fig. 2. If there is only one boundary contains the object or shadow pixels,
then the tip is detected; otherwise, there is no tip in the mask. When the tip is
detected, we calculate height and width of the tip. If the height is large enough
and the width is small enough, then calculate and record the direction and
coordinates of the tip.

2.3 Touch Judgement

After detecting the tips of object and shadow, we use the information of tips
to determine touch-timing and touch-point. We trace the tips for more than
one frame, and use four parameters to judge whether the object’s tip touches
the projection screen or not. The four parameters are direction of tips, the dis-
tance between object tip and shadow tip, frame counts which is the number of
frames that include the same tip, and the approaching velocity of object’s tip
and shadow’s tip. If the object’s tip and shadow’s tip are in the same direction
and close enough, the the object’s tip might be the peak of finger or stylus.
If two successive frames have the same close object’s tip and shadow’s tip, the
frames counts will increase by one. Then we calculate the approaching velocity
of the object’s tip and shadow’s tip, if the object’s tip and shadow’s tip are
getting closer in two successive frames, the approaching distance is added by the
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Fig. 2. Tip detection

Table 1. Detection rate and False Alarm Ratio

Test
Pattern

Touch
Number

Hits
Detection

Rate
(DR)

False
Alarms

False
Alarm
Ratio
(FAR)

1 81 81 100.00% 0 0%
2 122 119 95.90% 0 0%
3 51 49 96.08% 0 0%
4 72 72 100.00% 0 0%
5 104 101 97.16% 0 0%
6 83 79 95.18% 0 0%
7 87 84 96.55% 0 0%
8 58 58 100.00% 0 0%
9 59 59 100.00% 0 0%
10 61 58 95.08% 0 0%
11 73 70 95.89% 0 0%

Total 851 830 97.53% 0 0%

difference of the distance between object’s tip and shadow’s tip in two frames.
Approaching velocity is approaching distance divided by frames counts, if the
object’s tip and the shadow’s tip are getting closer in these successive frames,
the approaching velocity will be positive. The formula for calculating approaching
velocity is shown as Eq. (3).

Vapproach(k) =
Dapproach(k)

Frame Counts
(3)

Dapproach(k) = Dapproach(k − 1) +ΔD

ΔD = D(k)−D(k − 1)

Where D(k) is the Euclidean distance between object’s tip and shadow’s tip in
the k-th frame, Dapproach(k) is the approaching distance, and Vapproach(k) is the
approaching velocity.
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3 Conclusion

This paper proposed an touch system which takes advantages of the relative
relationship between finger or stylus and its shadow to determine whether a finger
or stylus touches the screen. The touch system proposed in this paper needs only
one camera and one IR source, and cooperate with an interactive projector to
detect the occurrence of touches and locations. The proposed system does not
using any touch detecting elements, hence no additional costs are needed for a
greater touch screen. Comparing to other large-size touch panels, the proposed
touch system is relatively low cost and portable.

We use 11 test sets to evaluate the performance of the proposed touch system.
The test patterns are videos with 15 frames per second, and the frame size is
320x240 pixels. The performance of the proposed method is shown as Table 1.
The proposed system achieves an average detection rate(DR) of 97.53% and false
alarm ratio(FAR) of 0% if the tolerance of detected touch coordinate is in the
range of ±10 pixels.
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Abstract. This paper proposes a new modeling methodology about the 
interaction with the ambient environment such as tables, windows, physical 
objects and so on. We analyzed interaction factors in existing scenarios that 
involve the interaction, and then classified the result of analysis. We made 
modeling elements though the classification results and designed modeling 
method combining the elements. The modeling method can reduce the time to 
understand the existing interactions or the interactions that are designed by co-
workers. Moreover, we believe that it can be useful when designers make a new 
scenario or modify the existing scenarios.  

Keywords: Interaction Modeling, Pervasive Computing, Ambient Interaction, 
Interaction Categorization, Type of Interaction. 

1 Introduction 

Pervasive Computing opened the way that users get information or services from the 
ambient environment such as tables, windows, physical objects and so on. Therefore, 
many researchers have proposed a variety of scenarios based on Pervasive Computing 
and suggested scenarios that users interact with the ambient environment. [1-5]. Sixth 
Sense [1] is a typical study that makes user’s ambient environment the interaction 
space using wearable system. Previous studies about modeling method of interaction 
have focused on expressing interaction flow [6-7]. The systematic approaches in 
modeling interaction type have been rarely studied. For the purpose of systemic 
ideation and analysis, we present a new modeling methodology about the interaction 
with the ambient environment by analyzing existing scenarios.  

2 Interaction Analyze and Categorization 

We analyzed the type of interfaces, the type of information, the presence of related 
digital devices and its relationship from the scenarios to figure out the category of the 
interaction with the ambient environment. As the result of the analysis, we classified 
the category as shown in the Fig.1. These categories are divided into two cases: the 
ambient environment used for 1) interfaces or 2) information. The former is 
categorized into two types. One is that the ambient environment always became an 
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interface (we named this ‘Static Ambient Interface’); another one is that the ambient 
environment temporarily became an interface depending on the related digital device 
(we named this ‘Dynamic Ambient Interface’). The Dynamic Ambient Interface has 
five different types according to relationship between the device and the ambient 
environment. (1) Move: The interface of the device is moved to ambient environment. 
Therefore, the interface of the device becomes no longer available. (2) Expand: The 
interface of the device is expanded to ambient environment. (3) Divide: The interface 
of the device is functionally divided into ambient environment. (4) Duplicate: The 
interface of the device is duplicated in ambient environment. (5) Create: The interface 
on ambient environment is created by the digital device. 

 

Fig. 1. Result of Classifications 

(a) Environment/Real Objects always provide their own interfaces. 
(b) Environment/Real Objects temporally provide their own interfaces depended on  

related digital devices. 
(c) Information of Environment/Real Objects is inputted into interfaces. 

3 Modeling Method Design 

We made modeling elements (see Table.1) for designing interactions based on the 
result of the category in Fig.1. Then we designed a new method for modeling 
interactions by combining the modeling elements. The modeling elements categorized 
into four categories: 1) the interface/information factors, 2) the interface for user 
interaction, 3) the line that defines the relationship between factors, 4) the description 
about user actions in the relationship. 1) The Factor has three elements: Original 
Interface Device is the device that is made for the role of input/output interface (e.g., 
keyboard, mouse, display, and touch screen). Ambient Environment Interface is the 
original common thing, but become input/output interface by an embedded computer  
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or a support device for ambient computing (e.g., projector, camera). Ambient 
Information is the information element of ambient environment received by input 
interface. 2) The Interface is divided between Input Interface and Output Interface, 
and each can contain elements of Factor. 3) The Flow defines the relationship in case 
of Dynamic Ambient Interface. The five elements of Flow (Move, Expand, Divide, 
Duplicate, Create) except for Input Information define the relationship between 
elements of Factor. And the Input Information of Flow defines the relationship 
between Factor and Interface. 

Table 1. The modeling elements for designing interaction with ambient environments 

 

 

Fig. 2. Modeling examples 
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Elements in Table.1 can be expressed as one diagram in Fig.2 by combining 
elements. The Interface can have both input and output or have one of them. In case 
of having both, the Output Interface must be drawn under the Input Interface. Each of 
the Interfaces can contain elements of Factor except for the Ambient Information to 
indicate the interface composition. The contents of the Factor should be filled in the 
Factor. If the Interface has more than one Factor, Factors must be defined a 
relationship among elements of Factor by using elements of Flow. If Input Interface 
receives the Ambient Information, Input Interface must be linked to Ambient 
Information using Input Information of Flow. Therefore, Interaction designers can 
express only one diagram instead of a long and complicated description using the 
modeling method, as shown in Fig.2. 

4 Conclusion and Future Work 

The modeling method can reduce the time to understand the existing interactions or 
the interactions that are designed by co-workers. Moreover, we believe that it can be 
useful when novice designers make a new scenario or modify the existing scenarios.  

Based on this study, we have a plan to apply the application of the method to other 
interaction theme, especially organic interaction. 
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Abstract. The development of Human Computer Interfaces steadily
moves away from peripheral devices like mouse and keyboard in cer-
tain areas, as is obvious when looking at the evolution of smart-phones,
tablet-PCs and touch-enabled operating systems over the last few years.
Nowadays we can even witness the transition from touch-based interfaces
to touch-free interfaces. One common method to realize such interfaces
is to incorporate new state-of-the art 3D cameras (often called ”Time of
Flight” cameras). The difficulty lies within the evaluation of the sensor-
data, to achieve robust detection and tracking of people within the scene
in real-time. We try to solve this task without using expensive knowledge-
based approaches by employing standard image-processing algorithms
because we wanted to keep the required manpower and development
time, as well as costs, as low as possible.

Keywords: Natural User Interface, Human Computer Interface,
Segmentation, 3D-Camera, Time-of-Flight, Region Growing, Edge
Detection, Convexity Defects, Tracking, Gestural Interaction.

1 Introduction

The main research areas of this work have been as follows. What kind of image-
processing methods can be used to segment and evaluate the sensor data of
monocular 3D cameras in respect of tracking and evaluating human gestures?
How fast (in terms of calculation time) can this be done? How reliable can we
analyze and interpret human motions to achieve gestural interaction without
using knowledge-based approaches?

To evaluate these questions we made use of a ToF1 camera to record humans
from the front (see figure 1). We then used the OpenCV Framework and some of
it’s standard image processing algorithms like edge detection, region growing and
geometrical classification to segment and interpret the measured 3D data. We
intentionally wanted to refrain from utilizing knowledge-based approaches like
human-pose-databases in combination with classifiers that need to be trained
(see [16] for example).

1 ToF stands for Time-of-Flight and will be used as an abbreviation in this paper from
here on.
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2 System and Algorithm

The implemented system consists of three main modules. These involve a camera-
data server, a processing module and the client application. The camera server
polls the data of the ToF camera and distributes it to the local network. The
distributed data can then be accessed and processed by any number of so-called
tracker-modules. This modular structure allows to disassemble complex tasks
into partial solutions and distribute the computational load of the system onto
multiple machines if needed. For example, it is conceivable that several track-
ers work cooperatively at the same or at completely different tasks within the
same scene. The processing-module itself is divided into three distinct areas:
segmentation, classification and tracking of objects.

Our goal is the segmentation of objects solely based on their depth infor-
mation. The first step of the algorithm is to perform a pre-segmentation of the
recorded depth-data to extract relevant areas for the subsequent main segmenta-
tion. This is achieved by the removal of static (unmoving) areas from the actual
recorded depth-data. The next step is to remove depth-values with poor signal
quality (values with low amplitudes). This ensures a solid basis for the subse-
quently described main-segmentation. After the aforementioned steps are done,
only depth-values relevant to our goal remain and a region growing algorithm
is utilized to clusterise spatially connected 3D points depending on their depth
data. Based on the size of these clusters, areas of interest are identified which can
then be processed further. Clusters that contain only few pixels, for example,
will be eliminated using a threshold function. Depending on the application, it
may be advantageous to select this threshold relative to the distance of an ob-
ject. One of the possible reasons to do this is that the ratio of the areas between
corresponding hands and torsos of people stays roughly the same, no matter how
great the distance is between the user and the camera.

To realize hand-based interaction it is important to classify the identified ob-
jects, which remain after the segmentation, as certain body-parts. The goal here
is to distinguish hands from other segmented body parts. For this task (the recog-
nition of hands) we use geometrical classifiers based on convex hull polygons and
so-called convexity defects as seen in figure 1 (image 9). The system later on ba-
sically tracks all segmented areas, but the intended human-computer-interaction
should be made possible exclusively with the users hands. If a segmented area
is identified as a hand, this classification will remain in the system as long as
this body-part is visible to the camera, even though the hands pose might be
changing. Following that preamble, a segmented area can either belong to the
super-class body-part or to the derived class hand.

After this step is done, we can now track the classified body-parts (hands in
this example) over time and send this data to multiple client applications, where
the tracked data (movement paths of the detected hands, number of visible
fingers on each hand and detected hand-pose) is processed.
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3 Results and Discussion

The nature of monocular Time-of-Flight cameras allows the use of simple but
efficient algorithms like region growing and edge detection to segment the mea-
sured data. Objects which are spatially connected in the 3D point-cloud will
be clustered together and can then be classified as described in the foregone
chapter. The Results of our implementations are visualized below:

Fig. 1. Image processing chain of the segmentation algorithm

Images in Figure 1 (from left to right, top to bottom):

1. Intensity values (2D greyscale image)
2. Actual depth data (3D floating point image)
3. Initial depth data for background subtraction
4. Background subtraction result
5. Signal quality check
6. Remaining depth data after signal quality check
7. Region growing results
8. Edge detection results
9. Body-part classification through geometrical classifiers
10. Augmented intensity image with tracking results

The ToF camera we used2 is capable of 3D-data-capturing with 25 frames per
second. ToF cameras still have a relatively small resolution compared to state
of the art 2D sensors (the camera we used has a sensor-resolution of 204 x 204
pixels) and limited operating range (the model we incorporated is capable of
measuring 3D data in a range from 0.3 to 7 meters). As we can see in figure
2, the calculation-time progression of our algorithm directly depends on the
number of segmented objects and its time-incrementation is nearly linear. With
9 segmented objects visible in the frame, a number common for our task as

2 PMD CamCube 2.0, http://www.pmdtec.com

http://www.pmdtec.com
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Fig. 2. Statistical analysis of calculation time in correspondence to segmented objects

empirical data shows, our yet un-optimized approach is capable of processing
at least 28 frames per second. In a realistic situation we should not have more
than 2 users inside the field of view of the camera because of it’s aforementioned
limited range and resolution. This shows that the implemented system is fast
enough for real-time interaction under the described circumstances.

The main problem we encountered was based on the occlusion of objects
within the 3D scene, for example when two persons visible in the scene stand or
walk behind each other. Without incorporating knowledge-based approaches we
were not able to eliminate these occlusion problems for now.
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Abstract. We explore new possibilities for interactive music consumption by 
proposing an audio-only augmented reality system for social interaction. 

We designed and built an Android application that measures the relative 
position of the device from freely moveable Bluetooth beacons. Based on this 
information, an algorithm dynamically changes the music that the users hear in 
their earphones. 

We assessed the interactive component of the system in the context of a 
silent rave party in a controlled experiment by comparing the system 
positioning readings in interactive and non-interactive control segments. We 
also directly assessed the user experience using self-report pre/post surveys. 
Our results suggest that the system facilitated higher levels of user movement in 
space and enhanced social interactions, thereby displaying the potential of using 
audio-only augmented reality in future mobile applications. 

Keywords: Interactive Music System, Social Interaction, Augmented Reality, 
Indoor positioning system. 

1 Introduction and Framework 

In the past 60 years the development of new technology has fundamentally 
transformed music creation and consumption [1]. Today, interactive music systems 
are used in many different contexts ranging from instrument design [2] to socially 
interactive installations [3]. With the emergence of modern mobile devices, 
interactive music systems have become accessible to non-musicians (for example 
AutoRap by Smule [4], and RjDj [5]) as well as facilitating a shared process of music 
creation between different users in social context [6-7]. 

Meanwhile, the emergence of location-based services for mobile devices led to 
new demands for indoor positioning technologies [8]. Most indoor positioning 
systems for mobile devices today use Wi-Fi or Bluetooth communication and require 
external infrastructure [9]. In order to eliminate the need for external infrastructure, 
researchers have suggested relative indoor positioning systems using Bluetooth 
technology [10] or a device’s built-in accelerometer and compass [11]. 

The main goal of our research is to propose an audio-only augmented reality 
system for social interaction based on relative indoor positioning Bluetooth 
technology. We implemented and evaluated the proposed system in the context of a 



 Audio-Only Augmented Reality System for Social Interaction 323 

silent rave party [12]. More generally, our work explores the potential for a new way 
of music consumption through mobile devices, considering their effect on social 
behavior, location-based services and augmented reality concepts. 

2 System Description 

Figure 1 shows a schematic diagram of our system, which consists of a mobile 
application developed for Android OS [13] and six specially designed Bluetooth 
beacons [14]. Participants can freely move the beacons that are installed on physical 
objects, thereby changing the structure of the music in the virtual space. The Android 
application repeatedly searches for nearby Bluetooth beacons (see figure 1, BB1-BB6). 
Received signal strength indication (RSSI) is used as an estimation of the distance 
between the user and the beacon. This is then sent to a Pure Data (Pd) patch [15] 
through the libpd API [16]. The Pd patch plays an audio loop corresponding to the 
nearby beacon. Every audio loop, played by the sound zone players SZP1-SZP6, is 
identified by a distinct musical style, and uses the RSSI value differently; for example 
by controlling volume, filter and granularity of the sound zone. In addition, the 
different sound zones are modules which can be rhythmically and harmonically 
synchronized with each other in almost endless combinations.1 

 

Fig. 1. System architecture 

3 Experiment 

According to Azuma, one of the main motivations for augmented reality (AR) 
systems is to enhance the user's interaction with the real world [17]. However, most of 

                                                           
1  The interactive music composed for the system by the author T.G. 
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the research in AR nowadays does not describe a formal user evaluation of the 
interactive elements of the system [18]. 

In order to evaluate our system we invited eighteen volunteers to participate in an 
interactive silent rave party. Each participant installed the Android application on his 
or her phone and filled pre/post party surveys that included questions regarding their 
musical background and preferences as well as system evaluation feedback. The 
participants could freely move the six Bluetooth beacons which were installed on 
colored balloons. The party consisted of four alternating interactive/control blocks of 
duration 5:40 minutes each (see figure 2). The participants were randomly assigned to 
two groups: A and B, comprising the interactive and control blocks respectively.2 
They were generally informed that the experiment consists of interactive and control 
segments, however they were not informed about the exact schedule and timing of the 
blocks or the group assignments. Both groups started the experiment together. In the 
interactive blocks, the application generated music as described above, whereas in the 
control blocks the participants heard recorded non-interactive music created in 
advance using the musical material of the interactive system.3 

Interaction with the system’s components was assessed by counting the number of 
Bluetooth device discoveries made by each participant’s phone during both the 
interactive and the control blocks. In order to eliminate edge effects, we analyzed only 
the two middle blocks of the experiment. 

 

Fig. 2. Experiment design 

4 Results and Conclusions 

In the post-party survey, participants self-reported significantly higher levels of 
movement (paired t-test, t(15)=3.9, p<0.01) using the system, compared with their 
                                                           
2  Group A (interactive first) consists of 8 participants (4 females and 4 males) with mean age 

of 36.7 (s.d=12.3); group B (control first) consists of 10 participants (3 females and 7 males) 
with mean age of 29.6 (s.d=10.2). Participants had a diverse musical background with 4.7 
mean years of musical training (s.d=5.2). 

3  The control block music composed by Noam Elron (http://www.noamelron.com). 
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behavior on other parties as reported in the pre-party survey. Figure 3a shows that 
there was a significant difference (unpaired t-test, t(33)=6.2, p<0.01) in the mean 
response to these questions (at a scale of 1-3). 

 
        (a)                                                                       (b) 

Fig. 3. Results from experiment surveys 

In order to objectively assess if participants moved more in space, we measured the 
counting of Bluetooth discoveries made by the application’s relative positioning 
system. Our results show slightly higher counts (paired t-test, t(16)=1.7, p=0.06, n.s) 
during the interactive blocks of the party compared with the control blocks. This 
suggests that the interactive components of the system facilitate greater participant 
movement in space, thereby offering more frequent opportunities for social 
interactions. Indeed, in the post-party survey participants reported that they danced 
significantly less with people that they knew in advance, compared with their usual 
behavior (paired t-test, t(14)=-2.5, p=0.01). Figure 3b shows that there was also a 
significant difference in the mean response to these questions in the pre/post surveys. 
Overall, participants showed a slightly stronger tendency (paired t-test, t(16)=1.46, 
p=0.08, n.s) to participate in an interactive party in the post-party survey, compared 
with their answer to identical questions in the pre survey. 

Our preliminary results demonstrate the potential for audio-only augmented reality 
to significantly enrich the experience of music consumption and its attendant social 
interaction. We also show that this can be validated in a controlled experiment using 
both direct reports of subject and indirect objective measurements. In future research 
we plan to extend the evaluation of the system using live video tracking and 
accelerometer readings. 
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Abstract. This manuscript conducts an experiment in usability of
shadow cursor for calibrating screen coordinates of tabletop displays.
Shadow cursor is a mouse cursor without any visual feedback or an
imaginary mouse cursor. To calibrate the screen coordinates properly,
users have to move the shadow cursor in an indicated direction correctly.
The experiment shows that its accuracy is about ± 5 degrees and the
calibration is completed within about 700 milliseconds.

Keywords: shadow cursor, screen coordinates calibration, tabletop
display, interaction design.

1 Introduction

A tabletop display is a horizontal display which multiple users sit down around
and use together. The tabletop display is suitable well for collaborative work,
so that it leads to a strong demand for a large screen space. One of key issues
around large tabletop displays is how to make a pointing interface in the case
that users cannot reach the contents by their own hands.

There have been three major ways of how a pointing interface is made for
large tabletop displays. The first one uses sophisticated pointing sensors such as
6DOF magnetic ones, which may be used in CAVE systems. This often leads to
expensive and cumbersome equipment. The second one uses a handheld camera
to capture the quadrilateral of the entire screen so that the center of the camera
performs a graphical cursor. Nintendo Wii remotes take this way. This way
however works as far as the camera captures the quadrilateral of the entire
screen. The third one uses invisible gray-code for the camera to capture not
the entire screen but a position on the screen to locate it. Gray-code binary
patterns appear on the screen in order then the temporal pattern at a position
of the screen uniquely represents its own position. This way requires the screen
to display invisible data to users like infrared one.
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Fig. 1. Screen coordinates calibration with shadow cursor

Our pointing interface uses a common mouse. It is inexpensive and requires no
infrared technique. One of major problems is that the coordinates of the screen
(screen coordinates) are not always aligned with the coordinates of the mouse
control space (mouse control coordinates). The first attempt to align the screen
coordinates with the mouse control coordinates used a reflex in eye-hand coordi-
nation [1]. The experiments showed that the reflex would take about 4 seconds
to align them and it was impractical. This manuscript reports on the second at-
tempt which relies on the basic idea of shadow cursor. Shadow cursor allows users
to perform a simple mouse-manipulation to align them, so that the calibration is
expected to be completed in less than a second.

2 Shadow Cursor

A shadow cursor is an imaginary mouse cursor. Figure 1 shows how the shadow
cursor works to align the screen coordinates with the mouse control coordinates.
In the figure, there is the angular distance of 30 degrees between the screen
coordinates and the mouse control coordinates. First, (1) a vertical arrow to the
screen appears on it and (2) the user moves the mouse in the direction indicated
by the vertical arrow and then (3) the mouse cursor will move at an angle of x
degrees. In this case, x equals 30 degrees. At the step (3), the mouse cursor will
move in the direction that the user does not expect, so that the mouse cursor
is hopefully set invisible (invisible mouse cursor). The user needs to move the
mouse without seeing the mouse cursor. In other words, the user needs to move
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Fig. 2. Experiment settings

the mouse so that an imaginary mouse cursor (shadow cursor) moves in the
direction indicated by the vertical arrow, where the user normally expects the
invisible mouse cursor to move.

3 Experiment in Usability

We conducted an experiment in how accurately and fast the shadow cursor aligns
the screen coordinates with the mouse control coordinates. Figure 2 shows the
design of the experiment. The rectangle represents a laptop screen of Dell XPS
L702X, which is 385mm wide and 215mm high (1600x900 pixels in resolution).
The laptop has a quad-core processor of 2.40GHz. It is also equipped with a
graphics card of nVidia GT 555M. The laptop screen is set in an angular po-
sition of -150 to 180 at 30 degree intervals and a vertical arrow appears where
the subject right-clicks on the screen. Then the mouse cursor becomes invisible
and the subject is asked to move the shadow cursor in the direction indicated by
the vertical arrow. After that, the angular distance between the screen coordi-
nates and the mouse control coordinates is calculated when the invisible mouse
cursor goes out of the circle of 10 mm radius as shown in Figure 3. The screen
coordinates are rotated by the observed angular distance.

There were 10 subjects between the ages of 22 and 36. All were right-handed
and had an experience working with a mouse. Each subject had 10 trials for each
angular position, resulting in 1200 trials. To avoid learning effects, the sequence
of trials is in random order but it is the same between subjects.

10 subjects× 12 angular positions× 10 trials = 1200 total trials (1)
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Fig. 3. Detecting the angular distance

4 Results

Figure 4 shows the result on calibration accuracy. The horizontal axis shows
the initial angular position of screen and the vertical one shows accuracy of the
observed angular position at each initial angular position across all the subjects.
From the figure, there seems to be a certain positive correlation between the
initial angular position and accuracy. This could be due to what the subjects’
dominant hand is: They all are right-handed. There is also an increase in the
center and two decreases around ± 30 to 60 degrees, two increases again at
both sides. This could be due to directions where users think they move the
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mouse comparatively easily: 0 and ±90 degrees. Analysis of variance shows that
there is a significant impact of the initial angular position on calibration accu-
racy [F(11,1188)=4.91 at p=0.001]. The accuracy is however within about ± 5
degrees. Figure 5 shows the result on time efficiency. The vertical axis shows
the elapsed time to complete the calibration across all the subjects. From the
figure, all the calibration is completed within about 700 milliseconds. The time
efficiency is improved by 17% as compared to the previous way [1].

5 Conclusions

This manuscript conducted an experiment in usability of shadow cursor for cal-
ibrating screen coordinates of tabletop displays. The results showed that the
shadow cursor presents a good performance in accuracy and time efficiency.
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Abstract. In response to the need for more accessible and engaging informal 
learning environments (ILEs), researchers have studied sonification for use in 
interpretation of live aquarium exhibits. The present work attempts to introduce 
more interactivity to the project’s existing sonification work, which is expected 
to lead to more accessible and interactive learning opportunities for visitors, 
including children and people with vision impairment. In this interactive 
sonification environment, visitors can actively experience an exhibit by using 
tangible objects to mimic the movement of animals. Sonifications 
corresponding to their movement can be paired with real-time animal-based 
sonifications produced by the existing system to generate a musical fugue. In 
the current paper, we describe the system configurations, experiment results for 
optimal sonification parameters and interaction levels, and implications in terms 
of embodied interaction and interactive learning.  

Keywords: Embodied interaction, interactive learning, interactive sonification, 
interactivity, tangible objects. 

1 Introduction 

To improve the accessibility of exhibits and promote universal design in aquariums, 
researchers have studied real-time animal-based interpretive sonification as a strategy 
for translating visual aspects of live animal exhibits [1-2]. The Accessible Aquarium 
Project has focused on designing sonifications for individuals with vision impairment 
that convey the informational (e.g., animal type, location, movement, and facts) and 
aesthetic aspects (e.g., the “feeling” or mood perceived by visitors) of live exhibits. 
This enables visitors with vision impairment to experience an exhibit in both 
cognitive and affective aspects, and it also provides a shared experience so that all 
visitors could discuss their understanding and impressions of the exhibit. One way to 
accomplish this is through music that communicates both information and feeling. 
Previous studies [1-2] showed that we could match musical features such as pitch and 
tempo with animal information such as height in tank and swimming speed to 
facilitate understanding of exhibit dynamics. To fulfill and strengthen those aspects, a 
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new, interactive sonification project attempts to enrich visitors’ experiences in 
aquariums by combining and harmonizing animal-and audience-inspired 
sonifications. By increasing interactivity among animals and audience, it is expected 
that visitors will have richer experiences.  

Interactivity. The Accessible Aquarium Project has contained coherent reactivity with 
a consistent feedback loop between animals and sounds, but it does not allow for 
interactivity [3] between the animals and audience. Rafaeli [3] has suggested a 
distinction between quasi interactivity (e.g., two way communication or reactive 
communication) and full interactivity depending on the nature of the communication 
responses. Both reactive and fully interactive communications require that 
communicants respond to each other. However, with quasi interactivity the content of 
response might have just a reaction to previous messages, whereas with full 
interactivity responses should incorporate references to the content already exchanged 
and conjure up memorable interactive exchanges. Based on Rafaeli’s discussion, the 
initial sonification system can be categorized as quasi-interactive communication 
(Fig. 1. A (a)). Once the animal moves (M1), the sonification system creates music 
(M2) based on that movement. However, when the animal moves again, it is 
autonomous and not a response to the previous messages (M1 or M2). Thus, the 
previous system does not enable interactive communication between the animal and 
the visitor. In the latest interactive sonification configuration, communicants respond 
to each other in full interactivity (Fig. 1. A (b)). Once the animal-based sonification 
system generates melody 1 (M1), the audience (or audience-based sonification 
system) will generate counter-melody 1 (M2) based on the melody 1. Because melody 
2 (M3) is not only based on the newer movement of animal, but also structurally 
based on M2, which is based on M1, the melody 2 incorporates references to all of the 
previous messages and responses. Thus, this new work adds full interactivity to the 
sonification of live exhibits by communication exchange between animal–and 
audience–based sonifications. 

(a)     (b)   

Fig. 1. A. Different communications in (a) the fish-based sonification system and (b) the 
interactive sonification system. B. View of the experiment 

2 System Configuration and Experiment 

System Configuration. Our first attempt at building an interactive system leveraged 
the existing real-time animal-based interpretive sonifications to enable a collaborative 
sonification. Consequently, visitors were able to contribute to a cooperative 
sonification of the live exhibit by generating a counter melody. For the rapid 
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prototyping of the interactive sonification system, we took a simple movement-to-
sound mapping approach to complement the real-time interpretive sonification of live 
animal movement. Based on the results of the preliminary pilot study [4], we 
enhanced the system configuration in several ways and conducted a lab experiment to 
identify optimal sonification parameters such as mapping, polarity, and interaction 
levels. First, we changed our tracking system from reacTIVision and TUIOs into 
Microsoft KinectTM for better detection in terms of resolution and degree of freedom 
in users’ movement. Second, we changed our graphical dataflow program from 
Max/MSP into Pure Data, which is an open source version of Max/MSP. Finally, 
instead of sequencing software, we employed a standalone virtual instrument to set up 
a lighter system platform. In this experimental system, the y-axis of space represented 
the pitch of the notes, and consisted of four different musical scales: major chord 
arpeggio (C3-E3-G3-C4), pentatonic scale (C3-D3-E3-G3-A3-C4), diatonic scale 
(C3-D3-E3-F3-G3-A3-B3-C4), and chromatic scale including all the semi tones in 
one octave (C3-C#3-D3-D#3-E3-F3-F#3-G3-G#3-A3-A#3-B3-C4). The x-axis 
represented panning of the sound, but was not used in the experimental task for 
control purposes. For the virtual instrument, LegacyCell patch 116: Poly Pad was 
used. A 40″ TV was used as a monitor and sounds were generated from the TV 
speakers with volume level 25. 

Procedure. A total of 51 people participated in this study. 42 people were 
undergraduate students (27 male, 15 female; mean age = 20) and 9 were children (5 
male, 4 female; mean age = 8). Of the 42 undergraduates, 36 had musical experience 
(23 male, 13 female; 21 mean age = 20; 2 with absolute pitch). Of the 9 children, 7 
had musical experience (4 male, 3 female; mean age = 9). After the informed consent 
procedure, participants had a short practice session (1-2 minutes) to become familiar 
with how to control the toys and generate sounds. For this practice, the pentatonic 
scale was used, which was not included in the experimental session. Then, they were 
randomly presented with different polarity mapping (ascending and descending) 
between the movement of animal and sounds and asked to assess which they 
preferred. For example, in ascending mapping, if the toy animal moves up, the sound 
was generated from the lower note to the higher note and vice versa. Next, 
participants assessed an appropriate frequency range based on the size of the two fish 
toys of the same type (a small and large ray). They could select the frequency range 
among 36 (C1 range), 48 (C2 range), 60 (C3 range), 84 (C5 range), and 108 (C7 
range). They were given the chance to hear each frequency range with a large animal 
and small animal. After completing polarity and size mapping tasks, participants were 
asked to perform a pitch-matching task. The overall goal of this task was for 
participants to generate the same sound as the target sound, which consisted of a 
successive three-note motif. The participant would move the toy until the target note 
was heard and then click the clicker to select the note. The experiment included three 
different scale conditions (major chord arpeggio, diatonic, and chromatic scales) and 
each condition had two blocks, which was composed of three different trials. Each 
condition was counterbalanced across participants and each trial was randomized in a 
block. With children participants, the conditions were not counterbalanced; thus, all 
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children performed the major arpeggio, the diatonic, then the chromatic condition. 
This was done to help remove frustration when initiating the task. In the experiment, 
frequency range 60 (C3 range) was always used. After each condition, participants 
rated how ‘difficult’ and ‘fun’ the task was using seven-point Likert type scales. 

Results. Overall, there was no difference based on musical experience or training. 
However, there were some interesting differences between adults and children 
participants. For the polarity of the sounds, the majority of the undergraduates (28/42) 
preferred the ascending direction. They wanted the sounds to go up in pitch when they 
moved the toy animal upwards, whereas most of the children (6/9) preferred the 
opposite (p < .05). For the size mapping, the undergraduates favored the large animal 
to be mapped onto lower frequency ranges (M = 60) and the small animal onto higher 
frequency ranges (M = 63.7) (p < .05), which confirms previous research [1-2]. 
Surprisingly, the children oppositely favored mapping the large animal onto higher 
frequency ranges (M = 76) and small animal onto lower frequency ranges (M = 65.3). 
In terms of pitch-matching task, both subjective and objective data revealed a 
challenging “cut-off” point in the interaction. As expected, as the scales increased in 
complexity, so did the reported difficulty. The major chord arpeggio scale (M = 3.7, 
SD = 1.6) was easier than the diatonic scale (M = 4.7, SD = 1.4), which was easier 
than the chromatic scale (M = 4.9, SD = 1.3). Somewhat similar results were shown in 
the fun rating with the least complex, major chord arpeggio scale (M = 5.1, SD = 1.3), 
being the most fun. However, there was no significant difference between the fun 
rating of the diatonic scale and chromatic scale (Both: Ms = 4.9). This tendency was 
similarly reflected in objective data. The more complicated scale yielded longer task 
completion time and lower accuracy (chromatic: 19.3s, 9.1%; diatonic: 17.9s, 18.7%; 
chord: 13.8s, 61.1%) (ps < .05). In short, the major chord arpeggio scale was the 
easiest and most fun. The diatonic scale was more difficult and less fun and although 
the chromatic scale was rated at the same level, it was too difficult to enjoy. Taken the 
results together, matching specific pitches might not be a desirable way of interaction. 
Therefore, a further analysis of “pattern matching” instead of exact pitch matching 
was performed. For example, if the given melody was note 1, 10, then 6 of a given 
scale, then the required pattern would have been “Up 9,” (1  10) “Down 4” (10  
6). Over all scale conditions, the undergraduates matched the exact pitch sequence 
29.6% of the time. However, they matched the pattern direction of the sequence 
87.7% of the time (chromatic: 86.1%, diatonic: 76.1%; chord: 79.4%). In cases where 
these users made errors in the magnitude of movement, they showed to differ by an 
average of only 1.9 notes (chromatic: 2.3 notes, diatonic: 1.6 notes, chord: 1.2 notes), 
which is promising for this type of approximate pattern matching interaction design. 
The pitch-matching task with children resulted in intriguing data. Both the difficulty 
and fun ratings did not follow the expected pattern. Interestingly, the difficulty rating 
of the major chord arpeggio scale (M = 4.3 SD = 1.9) was the highest compared to 
that of the diatonic scale (M = 3.9, SD = 2.1) and the chromatic scale (M = 3.8, SD = 
2.4). The fun rating showed the opposite of what was expected with an increase in fun 
from the major chord arpeggio scale (M = 5.7, SD = 1.6) to the diatonic scale (M = 
5.9, SD = 1.3). The fun rating then decreased for the chromatic scale (M = 5.7, SD = 
1.2). However, these differences were not statistically different and might reflect 
innate order effects. 
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3 Discussion 

The present work serves to approximate the ideal levels of interaction for various 
users. Parameter recommendations for polarity, pitch range, animal size, and note 
resolution have been derived from these experimental results. Given that most 
participants showed relatively low accuracy when matching specific pitch sequences, 
but a high ability to match the pattern of the movement, the next iteration of this 
system will allow visitors’ approximate movement to automatically generate 
musically harmonized sounds with the animal-inspired sonification. The interaction 
between animals (or animal-based sonification system) and audience could further 
evolve into the interaction between audience and audience, which will lead to 
interactive learning [5]. Additional users could create 3rd or 4th counter-melodies by 
interacting with their fellow visitors. These multifaceted efforts could create 
innovative and engaging soundscapes in aquariums that attract diverse visitors, 
regardless of their age, visual, or musical abilities. It is clear that flexibility according 
to users’ different preferences and abilities must always be considered. More specific 
recommendations and discoveries are likely to result from further research in this 
continuing project.  
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Abstract. In this paper, an emotional speech conversion method using pitch-
synchronous harmonic and non-harmonic (PS-HNH) modeling of speech is 
proposed. The proposed method converts neutral speeches into expressive ones 
by controlling emotional parameters for each syllable of the neutral speech. To 
this end, the proposed method first carries out syllable labeling by Viterbi 
decoding using acoustic hidden Markov models of the neutral corpus. Next, the 
PS-HNH analysis is performed on the neutral speech to modify the emotional 
parameters by the linear modification model of target emotion in a syllable-wise 
manner. Finally, the modified parameters are synthesized back into the 
emotional speech by the PS-HNH synthesis. The performance of the proposed 
method is evaluated by a subjective AB preference test for four types of target 
emotions (fear, sadness, anger, and happiness). It is shown from the preference 
test that the proposed method give better speech quality than the conventional 
method that is based on speech transformation and representation using 
adaptive interpolation of weighted spectrum (STRAIGHT). 

Keywords: Emotional speech, speech conversion, pitch-synchronous, harmonic 
and non-harmonic modeling. 

1 Introduction 

Speech and audio processing are the major tasks to improve sound user interface 
(SUI)-based human computer interaction (HCI) applications [1]. Various studies have 
been performed to improve the SUI experience by expressing emotional speech 
[2][3], reducing unwanted signals [4][5], providing sound-based emotional interaction 
functionality [6][7], and improving the robustness of speech transmission [8][9]. 
Among these research fields, the expression of emotional speech by converting 
neutral speech into emotional speech is particularly important for the SUI to give 
emotional feedback to users [2][3].Recent studies related to emotional speech 
conversion techniques have commonly applied speech transformation and 
representation using adaptive interpolation of weighted spectrum (STRAIGHT) to 
control emotional parameters such as fundamental frequency (F0), duration, and 
intensity of neutral speech segments [2][3]. Due to its flexible speech modification 
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property, STRAIGHT is suitable for the emotional speech conversion task [10]. 
However, it can cause the quality degradation of the modified speech due to the lack 
of phase information [11]. Thus, the quality of the emotional speech conversion can 
be further improved by applying a more sophisticated speech modification 
technique.In this paper, a novel emotional speech conversion method based on pitch-
synchronous harmonic and non-harmonic (PS-HNH) modeling is proposed. The 
proposed method expresses various emotional speech signals by controlling four 
emotional parameters such as intensity, pitch, frequency, and duration of each syllable 
of the neutral speech. To this end, the proposed method first performs syllable 
labeling by Viterbi decoding using acoustic hidden Markov models (HMMs) that are 
trained by using the neutral corpus. The PS-HNH analysis is then performed to 
decompose the neutral speech of the syllable unit into the harmonic and non-harmonic 
components [11]. Further, the emotional parameters for both the harmonic and non-
harmonic components are modified as specific factors by the linear modification 
model (LMM) of the target emotion, which is defined in [2]. Finally, the prosody-
modified harmonic and non-harmonic components are synthesized back into the 
emotional speech by using pitch-synchronous overlap-and-add (PSOLA) and pseudo-
random overlap-and-add (PROLA), respectively [11]. Following this introduction, 
Section 2 proposes an emotional speech conversion method based on PS-HNH 
modeling. Section 3 then evaluates the performance of the proposed method. Finally, 
Section 4 concludes this paper. 

2 Proposed Emotional Speech Conversion Method Using PS-
HNH Modeling of Speech 

Fig. 1 shows the framework of the proposed emotional speech conversion method. As 
shown in the figure, syllable labeling is first performed by concatenating the phoneme 
sequence that is obtained from Viterbi decoding using the acoustic HMMs of the 
neutral corpus [12]. Specifically, for a given neutral speech, ,s  and its acoustic 
model, ,λ  the phoneme of s  for the neutral speech, ,w  is estimated by 
maximizing the likelihood as )}.,|(max{arg λswpw =  From ,w  syllable labeling is 

conducted using the context-dependent label format that is used in statistical speech 
synthesis [12]. Second, the proposed method decomposes the syllable units of the 
neutral speech signal into harmonic and non-harmonic parts by PS-HNH analysis [11] 
for the syllable-wise prosodic modification. In other words, the syllable unit of the 

neutral speech, ),(ns j  is represented as ),()()( nsnsns j
nh

j
h

j +=  where )(ns j
h  and 

)(ns j
nh  represent a harmonic signal generated by vibrating vocal folds and a non-

periodic signal having noise-like characteristics, respectively. Note that j denotes the 
syllable unit index. In fact, )(ns j

h  is modeled by the sum of harmonically related 

sinusoidal components within each analysis frame, which is written as 
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Fig. 1. Framework of the proposed emotional speech conversion method 
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and )(lak  is an amplitude of the l-th harmonic sinusoid at the k-th analysis frame. In 

addition, kf0  is the fundamental frequency of the k-th analysis frame, sf  is the 

sampling frequency, and, m  indicates a frame shift that is defined as .kLm =  and In 

Eq. (1), kf0  is obtained by applying the F0 extraction technique in STRAIGHT [10], 

and )(lak  is estimated by using the least-square method introduced in the harmonic 

plus noise model [13]. 
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where  nhs ffL /=  is also the number of non-harmonic sinusoids and nhf  acts as a 

fundamental frequency for non-harmonic modeling but is set to a constant value. In 
this paper, nhf  is set to 50 Hz. Moreover, )(kr  in Eq. (2) is a pseudo-random 

number whose value ranges from -0.1 to 0.1. Note that )(kr  in the analysis step must 

be identical to that in the synthesis step. In addition, Lm =′  is a frame shift for 

).(ns j
nh  Finally, syllable-wise prosodic modification is conducted in PS-HNH 

synthesis [11]. Specifically, four emotional parameters such as intensity, pitch, 
frequency, and duration of )(ns j

h  and )(ns j
nh  are modified as 
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Table 1. Preference test results of emotional speech processed by the conventional conversion 
method and the proposed one 

Target Emotion 
Preference Score (%) 

Conventional Proposed 

Fear 18.18 81.82 

Sadness 27.27 72.73 

Anger 36.36 63.64 

Happiness  9.09 90.91 

Average 22.73 77.27 
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where  5.0)1/()1()( +−−= KMMKkkT pt  is a warping function with the total 

number of synthesized frames of .K  In addition, ,iM  ,tM  ,fM  and pM  are 

intensity, time, frequency, and pitch modification parameters, respectively. In this 
paper, all the modification parameters are differently selected for each syllable by the 
LMM of the target emotion to be converted [2]. 

3 Performance Evaluation 

The performance of the proposed emotional speech conversion method was evaluated 
by carrying out an AB preference test, where the proposed method was compared 
with a conventional method based on STRAIGHT [10]. In the test, neutral speech 
clips of 10 males and 10 females were selected from the CMU US ARCTIC database 
[14]. Next, each neutral speech clip was converted into four different ones 
representing target emotions by the proposed method and the conventional one. Then, 
11 listeners without any auditory disease, all between 20 and 30 years old, were asked 
to choose their preference between the emotional speech obtained by the proposed 
method and that obtained by the conventional one. Note that the participants were not 
informed of which method was used to obtain the emotional speech clips for the test. 
Table 1 compares relative preference of the proposed method to the conventional 
method for all target emotions. It was shown from the table that the proposed method 
gave better emotional speech quality than the conventional method. 

4 Conclusion 

In this paper, a PS-HNH-based emotional speech conversion method was proposed. 
The proposed method modified the prosodic parameters of the neutral speech signals 
to obtain emotional speech signals in a syllable-wise manner. In other words, the 
proposed method consisted of syllable labeling, PS-HNH analysis, prosodic parameter 
modification, and PS-HNH synthesis. The proposed method was evaluated by an AB 
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preference test for the various target emotions, and the test demonstrated that the 
proposed method converted neutral speech into emotional speech with more favorable 
quality than the conventional method based on STRAIGHT.  
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Abstract. To complement visual displays, auditory researchers have developed 
various auditory cues such as auditory icons, earcons, spearcons, and spindex 
cues. Even though those auditory cues were successfully applied to a number of 
electronic devices, they still require some improvements. From this 
background, the present work introduces more intuitive and fun auditory cues, 
“Lyricons (Lyrics + Earcons), which integrate the benefits of speech (i.e., 
accuracy) and earcons (i.e., aesthetics). We categorized functions of electronic 
products into meta-functional groups and devised a plausible earcon set for each 
functional group. Nine students conducted the sound card sorting task to match 
earcons with functional groups and brainstormed to generate lyrics for each 
functional group. Based on the results, several lyricon sets were created and 
improvements and application directions were discussed in focus group 
sessions. The use of lyricons is expected to increase accessibility to electronic 
devices for multiple users, including novices, older adults, children, and people 
with vision impairment.  

Keywords: Auditory displays, lyricons, speech sounds, non-speech sounds. 

1 Introduction 

For two decades, auditory displays have been actively studied to complement or even 
replace visual displays for both visually impaired and sighted users. The most obvi-
ous means of using auditory representation is speech. However, speech is not the 
entirety of auditory displays. Just as visual icons allow users for quick scan, auditory 
icons [1] (representative part of sounds of objects) have been introduced and followed 
by earcons [2] (ear + icons, short musical motives as symbolic representations of 
objects). As compensating for their innate issues (e.g., practicality of auditory icons 
and arbitrariness of earcons), researchers have returned to speech and tweaked it for 
glance purpose, which led to creation of spearcons [3] (compressed speech) and 
spindex [4] (speech + index). Both auditory cues were successfully applied to various 
mobile and vehicle contexts. Yet spearcons require minimum learning and spindex 
cues can be applied to only the menu with an alphabetical order. Based on these 
backgrounds, the current paper introduces new auditory cues, “Lyricons”, which 
combine the benefits of speech (i.e., accuracy) and earcons (i.e., aesthetics). Lyricons 
are composed of two parallel layers including earcons (e.g., “Do-Re-Mi”) and 
corresponding lyrics of the designated function (e.g., “Func-Tion-On”).  
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2 Function Analysis and Earcon Design 

Because using auditory cues for every function of electronic products might result in 
auditory pollution, we categorized functions of electronic products (appliances, 
mobile devices, and in-vehicle devices) into meta-functional groups [5-6] using 
preliminary function analysis. Then, a professional sound designer created a plausible 
earcon set for each functional group (see Table 1). For the experimental purpose, all 
sounds were uniformly played as the same timbre, piano sound.   

Each meta-functional group represents several functions of electronic products.  
For example, the “Cancel” group includes ‘cancel’, ‘back’, and ‘magnitude change 
limit’. The “Function off” group includes ‘pause/stop’, or ‘end function’. The 
“Function on” group includes ‘play’ or ‘start cycle’. Likewise, the “Power off”  
group includes ‘terminate products’, ‘turn off’, or ‘power off’. The “Power on” group 
includes ‘initiate products’, ‘turn on’, ‘power on’, or ‘boot up’. The “OK” group 
includes ‘accept’, ‘select’, or ‘check’. The “Touch” group includes ‘basic control’, 
‘press’, ‘enter’, or ‘touch on screen’. The “Unavailable” group includes ‘unavailable 
button’, ‘unavailable touch area’, etc. In addition to short auditory feedback, there is 
relatively longer auditory feedback: “reminder” for prospective memory (e.g., mom’s 
birthday or meeting time) and “informing” (e.g., cycle completed” in washing 
machine) as neutral information, and “alarm”, which means danger happens now, 
(e.g., fire alarm) and “warning”, which means danger will happen if user action is not 
taken (e.g., door open in oven while cooking) as negative information. 

Table 1. Meta-functional group and corresponding earcon designs 

No. Meta-Functional Group (Musical Notes of Earcons) 
1 Cancel/ Back/ Magnitude Change Limit (G5G5).wav 
2 Function Off (E4D4C4).wav 

5 Function On (C4D4E4).wav 

8 Informing or reminder (“Over the rainbow”).wav 

9 Informing or reminder (“Unfamiliar Melody”).wav 

10 Magnitude Change Down (A4G4).wav 

11 Magnitude Change Up (G4A4).wav 

12 OK (G5E5).wav 
16 Power Off (C5G4E4G4C4).wav 
17 Power On (C4G4E4G4C5).wav 
21 Touch (G5).wav 
22 Unavailable (G1).wav 

23 Warning or alarm (C5D5C5D5C5D5).wav 

24 Warning or alarm (C5D5C5E5F5E5).wav 
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3 Sound Card Sorting Task and Lyricon Design 

To identify how intuitively users can match earcons with intended functions, the 
sound card sorting task [7] was used. In total, nine graduate students (male 5; female 
4) participated in the subsequent sessions. Each participant was given four sound 
cards, each containing a recording of one experimental sound stimulus and four index 
cards, each containing a functional description. First, an experimenter explained the 
meaning of each function to participants. Before they start a sorting task, participants 
were told to listen to all of the sound recordings. Then, participants paired each sound 
stimulus with the function that best relates. Participants were allowed to have as much 
time as they wanted to complete the sorting task. Upon completion, responses were 
recorded by the experimenter. The session consisted of two blocks (i.e., sets 1 and 2, 
1 and 3, or 2 and 3 for each participant), and thus all participants paired eight sound 
cards with the eight functions in total. At the end of the session, they were urged to 
label (i.e., making lyrics of) each sound. 

Table 2 shows the sound card sorting task results. Even though all of the sounds 
were created by a sound designer, based on the guidelines which have been used in 
industry (e.g., Samsung Electronics, LG Electronics, and General Electric), the 
average of the matching accuracy was less than 60%. Only “unavailable” and “power-
on” sound attained 100% accuracy as a designer’s intention. Even neutral auditory 
signals such as reminder and informing and negative signals such as alarm and 
warning were confusing with each other, which implies that although non-speech 
sounds are carefully designed, it is still hard for users to intuitively match those 
sounds with the intended functions, which led to the design of lyricons. 

Table 2. Participants’ responses from the Sound Card Sorting Task. The intended response is 
bold. 

 
Based on participants’ naming, the following sets of lyricons were designed. 

Lyricons for the reminder, informing, alarm, and warning functions were not created 
in this study. Lyrics can be classified largely into two categories: words imitating 
sounds (e.g., TaDaDong) and functional names (e.g., FuncTionOff). 
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Table 3. Functional groups and Lyrics for each group 

No. Functional Groups  (Musical Notes) “Lyrics” 
1 Cancel/ Back/ Magnitude Change Limit (G5G5).wav PiDing/ Back/ Ceiling 

2 Function Off (E4D4C4).wav 
FuncTionOff/ SleePing 
Mode/ TaDaDong 

5 Function On (C4D4E4).wav 
FuncTionOn/ 
WaKingUp/ TaDaDing 

10 Magnitude Change Down (A4G4).wav 
DaDong/ DeScend/ 
Down/ GoDown 

11 Magnitude Change Up (G4A4).wav 
DaDing/ Ascend/  
Up/ GoUp 

12 OK (G5E5).wav OKay/SuCess  

16 Power Off (C5G4E4G4C4).wav 
DaRaDaRaDong/ 
TurnItOff 

17 Power On (C4G4E4G4C5).wav 
DaRaDaRaDing/ 
TurnItOn 

21 Touch (G5).wav Ping/ Tink 
22 Unavailable (G1).wav Bumb/ Dumb/ Nope 

4 Focus Group 

Using the lyricon sets, successive focus group sessions were conducted with a total of 
6 participants (male 2; female 4). They discussed plausible usage, advantages, and 
improvements of several designs of Lyricons. Out of the two types of lyricons, they 
encouraged researchers to apply functional names over words imitating sounds to 
train users to be familiar with sound patterns and their meanings. One commented, “It 
would be helpful for my grandma.” The other said, “It seems to give the machine 
identity and users would not throw away their ‘speaking’ or ‘singing’ mobile phone.” 
Participants agreed that this auditory user interfaces could be more appropriate to 
mobile phones and in-vehicle technologies because those systems are more privately 
attached to users and this humanization (adding human voice) would facilitate such 
relationship. Moreover, participants reported that they are already familiar with 
human voices from the navigation devices in their car. One participant pointed out 
that the lyric part is sometimes hard to understand due to the earcon part. This balance 
issue should be addressed in the next design iteration.  

5 Discussion 

The present work provides a novel approach to devising auditory cues, lyricons, in 
electronic products by combining the two layers of earcons and speech. This new 
approach is expected to enhance accessibility of auditory user interface for children, 
visually impaired users, older adults and even sighted users. Moreover, this idea can 
contribute to auditory user interfaces in terms of the implementation of funnology (fun 



346 M. Jeon 

+ technology) and the improvement of interface aesthetics. More practically, once 
users get familiar with this type of auditory user interface and automatized in using it, 
then they may use only “earcons” part without the “lyrics” part just as in the 
spearcons case – once users are familiar with “spearcons + text-to-speech”, they can 
use “spearcons-only” mode without text-to-speech part [8]. We plan to conduct 
experiments using lyricons in various mobile contexts including in-vehicle 
infotainment. 
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Abstract. In this paper, a sensitivity evaluation of digital contents with dynamic 
motion, including linguistic and visual functions, and musical and visual 
rhythms was performed. In order to improve student’s expressive and utilizing 
skills by using digital contents with dynamic representations and to support of 
the design education in the new environment of media, it is necessary to 
understand sensitivity evaluation of digital contents with motion as the most 
new form of communications. As a result, it was confirmed that static content 
with music and content displayed a similar change in sensitivity than music’s in 
the static digital content with music.  

Keywords: Digital contents, Music, Contents, Movement, Emotion. 

1 Introduction 

Through the preliminary study and this paper, investigations aimed at understanding 
the sensitivity of digital contents which include linguistic and visual functions, and 
musical and visual rhythms in the new environment of media. To understand the 
influence which music and content bring to digital content, the difference in sensitivity 
towards a) music as the focus on emotional communication, b) static digital content 
(poem) with music and c) content (using b) were compared in the preliminary study. It 
was confirmed that static digital content with music and content displayed a similar 
change in sensitivity than music. However in another preliminary study using the 
digital contents with dynamic motion (kinetic typography) and music, some inquiries 
have revealed that kinetic typography with music and music which was produced by 
are considerably influenced by sensitivity evaluation of music then the content which 
was used. Therefore, this research was conducted in order to understand the influence 
of the motion in kinetic typography carefully for the next step. 

2 Purpose and Method of Study 

In the preliminary studies, stimulus material of static digital contents with music and 
kinetic typography with music were used to the identity contents and music. 
Therefore, to make it easy to understand and to carry out the emotion measurement, 
positive music, positive contents, negative music, and negative contents were used.  
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For this study, based on the result of the preliminary study, the AVSM (affective 
value scale of music: It was introduced by Taniguchi in 1995), was used to understand 
the emotion of kinetic typography. The emotion measurement was conducted with 
adjectives of 24 items after watching stimulus materials. Then the positive emotion 
was determined by the average measure score of the ‘Uplift’ factor. It gained 16 or 
more and ‘Depression’ factor gained 6 or less, also negative emotion was determined 
the average measure score of the ‘Depression’ factor gained 16 or more and ‘Uplift’ 
factor gained 6 or less using AVSM. 

   

Fig. 1. Left Stimulus material (Survey 1): "music" which is auditory information and "contents" 
with a semantic action overlap except for a "motion" with positive emotions or negative 
emotions, Right Stimulus material (Survey 2): dynamic typography as a preceding paragraph 
story for inquiring about a musical and visual rhythm with a semantic action. 

3 Survey Participant 

The participants were 102 students for the Survey 1(static digital contents with 
music), emotion values were measured in 53 male and 51 female student volunteers 
(the average age: 20.39). Then, the participants were 91 students for the Survey 
2(kinetic typographies with music), emotion values were measured in 44 male and 47 
female student volunteers (the average age: 20.16).  

4 Result of Research 

It was investigated whether three groups (music, digital content with music, and 
content) would have a statistical significant difference for each factor. The results 
were shown in Table 1.  
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Fig. 2. This figures shows the result of the investigation 1. The left figure is the results of 
positive emotion values and the right figure is the results of negative emotion values. Both 
figures were similarly compared in the order of music, digital content with music, and content. 

Table 1. Statistical significant difference of each factor among music, digital content with 
music, and content 

Positive  PM_PMPC_PC Negative NM_NMNC_NC 
Uplift F(2,261)=12.07, p<.01 Uplift F(2, 261)=0.65, ns 
Depression  F(2, 261)=1.16, ns Depression  F(2, 261)=0.40, ns 
Strength  F(2, 261)=20.65, p<.01 Strength  F(2, 261)=10.15, p<.01 
Solemnity F(2, 261)= 8.08, p<.01 Solemnity F(2, 261)= 19.87, p<.01 
Affinity F(2, 261)= 5.72, p<.01 Affinity F(2, 261)= 63.68, p<.01 
Lightness F(2, 261)=1.81, ns Lightness F(2, 261)=1.59,ns 
 

As Table 1 shows, some factors in positive or negative emotion had a significant 
difference among 3 groups. Then, to understand the significant difference between 
two means (static digital contents with music and content) and another two means 
(static digital contents with music and music)were calculated by LSD test.  

In case of positive emotion, it was confirmed that there were no significant difference 
in Uplift(MSe=5.77, p<.05), Strength(MSe=14.52, p<.05), Solemnity(MSe=5.20, 
p<.05)  between static digital contents with music means and content means. On the 
contrary, there were no significant difference in Affinity(MSe=11.95, p<.05) between 
static digital contents with music and music. Also, in case of negative emotion, there 
were no significant difference in Solemnity(MSe=15.14, p<.05) between static digital 
contents with music and content, in Strength(MSe=7.66, p<.05) between static digital 
contents with music and music.  

As a result, it was confirmed that static content with music and content displayed a 
similar emotion than music.  

It was investigated whether a significant difference would be in three groups 
(music, kinetic typography with music, and content) in Survey 2 like the Survey 1. 
The result is summarized in Table 2. 
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Fig. 3. This figures shows the result of the investigation 2. The left figure is the results of 
positive emotion values and the right figure is the results of negative emotion values. Both 
figures were similarly compared in order of music, kinetic typographies with music by maker 
A, kinetic typographies with music by maker B, and content. 

Table 2. Statistical significant difference of each factor among music, kinetic typographies with 
music and content 

Positive  PM_PKTM_PC Negative NM_N KTM_NC 
Uplift F(2, 383)=6.27 p<.01 Uplift F(2, 383)=3.17 p<.05 
Depression  F(2, 383)=0.05,ns Depression  F(2, 383)=12.30, p<.01 
Strength  F(2, 383)=18.25, p<.01 Strength  F(2, 383)=9.06, p<.01 
Solemnity F(2, 383)= 8.92, p<.01 Solemnity F(2, 383)= 15.86, p<.01 
Affinity F(2, 383)= 6.41 p<.01 Affinity F(2, 383)= 68.12 p<.01 
Lightness F(2, 383)=3.44, p<.05 Lightness F(2, 383)=0.97, ns 

 
As Table 2 shows, some factors in positive or negative emotion had a significant 

difference among 3 groups. Then, to understand the significant difference between 
two means (kinetic typography with music and content) and another two means 
(kinetic typography with music and music) were calculated by LSD test.  

In case of positive emotion, there were no significant difference in Uplift 
(MSe=10.87, p<.05) between kinetic typography and content. On the contrary 
between kinetic typography and music, there were no significant differences in 
Solemnity (MSe=7.07, p<.05) and Affinity (MSe=11.66, p<.05). Even 
Lightness(MSe=15.01, p<.05) had a statistical significant, however in post-hoc 
analysis, there were no significant difference between kinetic typography and content, 
and kinetic typography and music. In case of negative emotion, there was no 
significant difference in Uplift (MSe=4.14, p<.05), Affinity (MSe=13.41, p<.05) and 
Strength (MSe=9.66, p<.05) between kinetic typography and content. 

5 Conclusion 

In order to understand how music and content influence in kinetic typography, the 
authors investigated whether a significant difference would be in three groups (music, 
kinetic typography with music, and content) in this paper. As a result, it was 
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confirmed that positive kinetic typography with music and music displayed a similar 
change in sensitivity than the content which was used. The above result differed from 
the effect of the preliminary study about static digital content with music and content. 
Therefore it was necessary to carry out additional survey out in order to verify the 
result. The survey with three new stimulus materials (positive kinetic typography with 
music) was done with more than 80 students. Result of the survey has supported the 
main survey result that positive kinetic typography with music and music displayed a 
similar change in sensitivity than the content which was used. 

For this study, based on the result of the preliminary study, the AVSM (affective 
value scale of music: It was introduced by Taniguchi in 1995) was used to understand 
the emotion of kinetic typography. 

References 

1. Clark, L.A., Watson, D.: Temperament: A new paradigm for trait psychology. In: Pervin, 
L., John, O. (eds.) Handbook of Personality, 2nd edn., pp. 399–423. Guilford Press, New 
York (1999) 

2. Erez, A., Isen, A.M.: The Influence of Positive Affect on Components of Expectancy 
Motivation. Journal of Applied Psychology 87(6), 1055–1067 (2002) 

3. Watson, Clark, Tellegen: Development and validation of brief measures of positive and 
negative affect: The PANAS scales. Journal of Personality and Social Psychology 54(6), 
1063–1070 (1988) 

4. Jieun, L., Masashi, N.: The difference of Emotional Structures between the Kinetic 
Typography and the Printed Typography. The Journal of Korean Society of 
Typography 3(2), 963–985 (2011) 

5. Jieun, L., Mitsuko, H., Masashi, N.: The effect of a visual element on musical sensitivity. 
In: Stephanidis, C. (ed.) Posters, Part I, HCII 2011. CCIS, vol. 173, pp. 303–307. Springer, 
Heidelberg (2011) 



C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 352–356, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Study on the Interaction between Human and Smart 
Devices Based on Emotion Recognition 

Jong-Sik Lee and Dong-Hee Shin 

Department of Interaction Science, Sungkyunkwan University, Seoul, South Korea 
jongsic@hotmail.com, dshin@skku.edu 

Abstract. In this study we focus on the effect of the interaction between 
humans and device when emotion recognition smart device is used. We propose 
that emotion based smart device is the most effective device in interacting with 
human when it comes to user-centered device. Forty participants watched Smart 
TV with three different user interfaces; remote controller, gesture recognition, 
voice recognition system and emotional recognition system. When they used 
the TV with the remote controller and voice recognition system, gesture 
recognition, they were given interesting and sad contents and were to choose 
any contents they want to see within a limited time. With emotion recognition 
system, Fraunhofer IIS SHORE™ demo software, participants’ facial 
expression was automatically detected and they were provided with contents 
according to their emotions. This research offers a new concept that emotion-
based smart device that can interact with humans will be the most effective user 
interface in HCI. The study will discuss how people feel and how Smart TV 
will respond accordingly. 

Keywords: Cognitive Smart TV, Emotion recognition in Smart device, Usability 
in Smart TV, User interface, User-centered design, Smart TV. 

1 Introduction 

From the early days, user interfaces for products and services have continued 
evolving. The most important fundamental design principles that will allow successful 
user experience are: focus on helping the user perform tasks quickly and easily, 
providing flexibility to allow users to have a seamless visual experience as they 
switch to different devices, providing effortlessness by keeping the look of the Smart 
TV simple, clean and consistent, and, finally, emotional engagement.[2] Recently, as 
research and technologies are going around, it seems that things around us will slowly 
be replaced by non-touchable interaction. The focus of this paper is mostly on the 
advances in emotional and social aspect of interaction and shows the effectiveness of 
this kind of interaction compared to different methods of interactions (remote 
controller, gesture recognition, voice recognition system). These sensory based 
interfaces are mostly passive interaction system in which human controls the devices 
but not vice versa. With respect to the elements of interactivity, emotion recognition 
based user interface is the most adequate interface in smart devices. Emotion involves 
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both physical and cognitive actions. Our body responds biologically to external 
stimulus and we somehow interpret that into a particular emotion. That biological 
response changes the way we deal with different situations and this has an impact on 
the way we interact with computer systems. [1] In this paper, we tested the Smart TV 
usability in four different interfaces; emotion based facial expression recognition 
interface, the TV remote control unit (RCU) based interface, the voice recognition 
interface, gesture recognition interface. We found several research papers on our 
study and extracted important theoretical background from those papers.  

2 Theoretical Backgrounds – Motivation 

Most of the people watching TV consume contents according to their emotions and 
characters. Thus, the more complex the user centered interface, the higher the demand 
for user centered smart devices in HCI.[4] People should not change radically to “fit 
in with the system”, rather the system should be designed to match their requirements 
(Brooke et al, 1990).[5] The purpose of watching TV is to get information or get 
entertained [3], and the latter is especially important in watching TV. Thus, in order to 
attain the representativeness and universality of contents of different genre, pilot 
TESTs were taken and programs and genres were set based on the results. We can 
clearly see that emotion plays a significant role in selecting contents. 

Different Methods of User Interface. 1) Remote controller 2) voice recognition 3) 
Emotional recognition 4) Gesture recognition systems 

3 Emotion Based Facial Expression Recognition Interface 

People usually use their facial expressions, gestures, verbal pitches, and postures to 
express their emotional state.[7] Emotions can be divided into two layers: momentary 
emotion and mood. Momentary emotions are the behaviors that we display briefly 
when interacting to events (e.g., angry, happy, or sad). Ekman’s six emotional 
expressions [8] show happiness, sadness, anger, surprise, fear, and disgust/ contempt. 
Emotions and moods are displayed in our bodily movement more apparently than in 
personality. The attitude toward other people displays the interpersonal relationship.  

Different Emotion of Sadness contents in Gender. Males and females understand, 
interpret, and regulate the emotion of sadness differently in accordance with gender-
specific social norms. Sadness is stereotypically perceived as a Feminine emotion 
associated with weakness and lack of control (Brody, 1985).  

4 Structure of Emotion Recognition Detection 

The research focused on improving the accuracy of emotion recognition for accurate 
measure of tendency of personality. The camera receives a fixed image of a 
participant’s face which is automatically sent to the software. Then, the software detects 
the facial expression of the participant. The image is then used to recognize emotion 
expression. According to the categorization of data, four emotions are displayed.  
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From Ekman’s six basic categories of emotion (i.e. happy, sad, angry, fearful, 
disgusted, and surprised) [8]. 

7 Results 

Remote Controller Unit (RCU) Based Interface. All of the result is not significant. 

Voice Recognition Based Interface. All of the result is not significant. 

Gesture Recognition Based Interface. Most of the results may not be significant, 
but the results for expectation is significant (T(38)= -3.78,P <0.05). In addition, the 
level of perceived (Mmale = 5.45, SE = .35) was the highest for men when 
experiment with gesture recognition was con-ducted, and women had the highest 
expectation (Mfemale = 5.95, SE = .26). Men had the lowest satisfaction level 
(Mmale = 4.27, SE = .41) using the remote control and usefulness (Mfemale = 4.37, 
SE = .35) was at the lowest for women. 

Emotional Recognition Based Interface. Most of results may not be significant, But 
evaluation is significant (T(38)= -2.134,P <0.05) and satisfaction is significant 
(T(38)= -3.388,P <0.05)  In addition, perceived level (Mmale = 5.25, SE = .29) was 
the highest for men when experiment with gesture recognition was conducted, and 
women had the highest satisfaction (Mfemale = 5.85, SE = .28). Men had the lowest 
usefulness (Mmale = 3.88, SE = .32) using the remote control and usefulness 
(Mfemale = 4.53, SE = .26) was also at the lowest for women. 

8 Conclusions 

In this study, in order to find out the most satisfactory user interface, we experimented 
with 20 men and 20 women of ages between 19 and 31, average age of 25 and they 
spend one hour in average, on watching smart TV. 

Among the four user interfaces, Gesture recognition interface had the highest level 
of expectation (T(38)= -3.78,P <0.05). However, the overall satisfactory level of 
gesture recognition was at the lowest. Especially, the emotion recognition interface 
had the highest evaluation and satisfaction level (Mean= 4.96) (T(38)= -3.38,P <0.05) 
when compared to other user interfaces. Overall, the satisfaction level was the highest 
on emotion based recognition interface and next came voice recognition (Mean = 
4.85). The next was the remote control (Mean= 4.82) and the next was gesture 
recognition (Mean=4.08). Especially, women were very satisfied with emotion 
recognition interface (Mean=5.85). Men’s satisfactory level on emotion recognition 
interface was (Mean=4.08). In terms of QUIS (Questionnaire for User Interaction 
Satisfaction) satisfaction, those who were highly satisfied with remote control also 
had high level of satisfaction of voice recognition, and those who were highly 
satisfied with voice recognition also had high levels of remote control and gesture 
recognition. Those who were satisfied with gesture recognition were also satisfied 
with voice recognition and those who were highly satisfied with emotion recognition 
interface were also highly satisfied with gesture recognition. 
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With the experiment on emotion recognition user interface, we also found out that 
in terms of preferences of contents, those who had negative feelings preferred 
watching sad dramas. (Mean=5.25).  Those who had positive feelings preferred 
entertaining contents. (Mean=4.28).  Since women tend to be more sensitive to 
emotion when watching the contents, ways to approach women in a different way is 
needed.  

Thus, this paper proposes the most appropriate user centered interface since the 
way to approach and use contents on Smart TV is very complicated. In terms of 
approaching media contents, we cannot ignore the mood of the viewers. Thus, it is 
important to provide the right content according to different moods and it holds 
significant influence on the satisfactory level of the user. Although emotion 
recognition may not be applied universally, it may be very effective when applied at 
the right spot.  Thus, recommendation of the user centered interface and appropriate 
contents will present the future direction of an innovative user interface. 
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Abstract. Virtual auditory environments (VAEs) can be used to com-
municate spatial information, with sound sources representing the loca-
tion of objects. A critical factor in this type of immersive system is the
degree to which the participant can interact with the virtual environ-
ment. Our prior work has demonstrated that listeners can successfully
locate virtual spatialized sounds, delivered over headphones, in a VAE
using a mouse and screen to navigate the virtual world. The screen indi-
cates the avatars position on the vertical plane. The present study seeks
to determine the effects of plane mapping on listener performance. In the
horizontal-plane interface, the listener used a WACOM tablet and pen
to navigate the VAE on the horizontal plane. Results suggest that there
is no significant performance difference when locating a single sound
source. In the multi-source context, it was observed that the time taken
to locate the first sound was significantly larger than the time taken to
locate the remaining sounds.

1 Introduction

Digital sounds can be processed, creating auditory cues that convey spatial in-
formation within a virtual auditory environment (VAE). In this type of environ-
ment, locations are indicated by sound sources. To increase immersion, a user
needs to explore this VAE as naturally as possible. A challenge in developing
VAEs is choosing the proper mediation through which the user will interact with
the environment. An interface that allows the listener to easily explore the world,
while minimizing potential perceptual overhead is desirable.

Generally speaking, most people are familiar with using a mouse interface
and receiving locational feedback through a standard computer monitor. On the
surface, one might assume that using a mouse driven interface to navigate a
VAE is ideal since it is inexpensive, does not present calibration issues, can be
used by virtually any computer application, and requires little training to be
used by most people. On the other hand, the use of a mouse and screen also
requires the perceptual overhead of mapping horizontal mouse movements to
vertical locations on the screen.

The present experiment assessed the effects of horizontal to vertical plane
mapping on the listener’s ability to find a virtual sound source. Listener per-
formance was assessed as they searched for sounds in an interface that required
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plane mapping and compared to an interface that did not require such mapping.
In the non-mapping interface, the listener navigated the environment by moving
a pen on a WACOM tablet (on the horizontal plane) while absolute position was
indicated by the pen’s location on the tablet.

2 Methods

An experiment was designed to determine the performance effects of using a
mapping vs. a non-mapping interface during a search task in a VAE. The VAE
was comprised of acoustic sources arranged along a circle in an otherwise ane-
choic environment. In the search task, listeners were asked to find a sound source
by moving to the location of that source. Participants moved through the VAE
by physically moving the pen on the WACOM tablet or by using the mouse
to change position, presented on a vertical display. Henceforth, the mouse and
vertical screen display will be referred to as the mouse mediation and the WA-
COM tablet and pen will be referred to as the tablet mediation. A training task
was used to acclimate participants to each mediation. During training, each user
practiced locating a single sound source as quickly as possible. Next, in the test
phase, listeners were presented with four sound sources and asked to locate each
in a prescribed sequence.

2.1 Procedure

In the training and test phases, each trial began with a source (or sources)
positioned randomly along a fixed circle placed horizontally on the ear-level plane
and the participant positioned in the center of that circle. Participants moved to
the sound source and were notified with a diotic auditory cue when they arrived
within a fixed radius of the source. Training continued until a participants current
and past four search times had a standard deviation of 2.5 seconds or less.

Four sound sources were used in the test phase of the four-source environ-
ment. At the beginning of a trial, participants were cued with the source they
should search for. Then, all four sources were presented and the participant be-
gan their search. Upon successfully locating the first source, the sources were
turned off, the second cue was presented, and all sources were turned back on.
This sequence continued until all four sources were cued and located. Once a
participant finished the test and training phases for one modality, they repeated
for the alternate modality.

The four sources were selected from a publicly available database of audio
recordings [1]. Recordings of a typewriter, street crowd, brook, and electronic
sounds, as might be heard in a piece of computer music were selected.

Eight paid volunteers participated in the experiment. These students were
chosen from the undergraduate Performing Arts Technology Program at the
University of Michigan. Half began using the mouse mediation while the other
half began using the tablet mediation.
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3 Results

3.1 Training

The scatter plot in Figure 1 displays the mean search times, once optimality
was reached, for each subject. The mouse-first subjects are labeled “M-subject
Number” and tablet-first subjects are labeled “T-subject Number”. The mouse
interface search time is on the x-axis and the tablet mediation search time is
on the y-axis. The 45 ◦ diagonal line indicates where each subject’s time would
be plotted if there were no difference between either mediation. During opti-
mal performance, listeners took significantly more time to search in the mouse
mediation than the tablet mediation [F1,78=4.14, p<0.05].

Fig. 1. Mean search times are shown for mouse-first (M-subject number) and tablet-
first (T-subject Number) subjects during the training phase

3.2 One Source Context

Figure 2 shows the mean search times for each subject while searching for
one source in the single-source environment. There was no significant difference
observed as an effect of mediation type [F1,318=0.84, p=0.33].

3.3 Four Source Context

Figure 3 shows the mean search times for each subject while searching for the
first source in the four-source environment. Search time for one source in the
four-source environment was significantly higher than the single-source condition
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Fig. 2. Single-source environment search times for mouse-first (M-subject Number)
and tablet-first (T-subject Number) subjects

Fig. 3. Search times for the first source within the 4-source context for mouse-first
(M-subject Number) and tablet-first (T-subject Number) subjects.
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[F1,638=70.58, p<0.01]. Collapsed across subjects, no significant difference was
observed as an effect of interface type [F1,318=0.21, p=0.65]. It should also be
noted that tablet-first subjects had a significantly lower search time with the
mouse mediation than the tablet mediation [F1,158=4.92, p<0.05].

4 Discussion

The present work examined the effect of plane mapping on a listener’s search time
while looking for a sound in a VAE, with and without competing sources. Overall,
training and testing results suggest that search performance is not affected by
mediation type.

During training, it was observed that listeners needed significantly more time
when using the mouse mediation, however, once the listener performed more
trials in the one-source and four-source context, the increase in time for mouse
mediation was not observed.

It was also observed that listeners needed significantly more time to search for
one source in the four-source context than in the one-source context. This finding
suggests that competing sources in the background may create a distraction for
the listener, perhaps making the task a bit more challenging. This observation
could also be attributed to the subjects’ need to spend additional time orienting
to the environment.

Tablet-first listeners performed significantly better using the mouse interface
than with the tablet interface, in the four-source context. This could possibly
be due to the four-source task presenting more of a challenge, which resulted in
better performance with the more familiar interface.

The key finding of our experiment is that overall, there is no significant differ-
ence in search time for listeners interacting with a VAE using mouse mediation
or tablet mediation. Once the participants are adequately trained, they appear
to use both interfaces equally as effectively.
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Abstract. In this paper, we present an automated approach for recognizing 
seven facial expressions including the neutral expression. The approach is based 
upon efficient feature extraction, feature compression, and an artificial neural 
network (ANN) classification. In the proposed method, the basic components of 
face, eyes, eyebrow, and mouth, are first segmented from the whole face using 
modified Wavelet based salient points. Then, the features of the eye and the 
mouth are extracted using Gabor-wavelet filters. Afterwards, the dimension of 
the features is reduced using principal component analysis (PCA). Finally a 
multi layer perceptron neural network is used to classify the facial expressions. 
The simulated results show high recognition rate as well as the low 
computational complexity that makes the proposed algorithm remarkable for 
accurate and fast facial expression recognition. 

Keywords: Facial expression recognition (FER), Wavelet-based salient point, 
Gabor-wavelet filters, Multi layer perceptron neural network. 

1 Introduction 

Psychological and social research indicates that facial expression provides as much as 
55 percent of the context of a spoken message [1]. Research has also shown that from 
a behavioral cognition point of view, intrinsic emotions and facial expression have a 
strong relationship [2]. Hence, facial expression recognition has become an important 
part of many scientific fields such as behavioral science, psychological studies, 
robotics, security and anti-terrorism systems, and human-computer interaction. 
Ekman et al. categorized facial expressions into six basic expressions namely sadness, 
happiness, fear, anger, disgust, and surprise. These are called universal expressions 
[3]. All the methods that have been used for facial expression recognition have similar 
steps. After face detection and segmentation, the next step is feature extraction and 
feature selection. The final step is feature classification. The differences between 
methods are based on the variety of features selected, the feature extraction method 
and the feature classification method. 

Feature extraction methods are categorized as either analytic or holistic techniques. 
Holistic methods include model-based techniques that analyze the entire face, making 
one pattern without decomposing the face to sub components [4, 5]. Analytic methods 
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or geometric feature-based methods divide the face into smaller components or sub 
sections from which the expression can be identified. The number of sub-sections and 
the extraction method used has a direct effect on the speed and accuracy of the 
system. Therefore a simple, fast, and accurate method that is invariant to noise, 
illumination, brightness and individual change is needed. Though much progress has 
been made, recognizing facial expression with a high accuracy remains a difficult 
problem due to the complexity and variety of facial expressions. In this work, after 
brief preprocessing, the eyes and the mount area are segmented by a modified wavelet 
based salient point method, because extraction of proper face component strongly 
affects recognition rate and decreases the computational volume. After that, Gabor 
filters are employed to extract discriminative feature vectors from the segmented 
areas. In order to reduce the dimensions of the feature vectors, PCA is then used. The 
preferred classifier is neural network, which results in significant computational 
efficiency without decreasing of the recognition rate. So, the reduced dimension 
feature vectors are classified utilizing a multi-layer perceptron neural network. 

2 Modified Wavelet-Based Salient Points 

Salient points are conceptually the components of an image, which a person would 
remember when looking at an image for a brief moment [2]. For saliency point 
detection, the multi-resolution wavelet decomposition is implemented for several 
levels to decompose the original image into several levels. The subset of points at 
level  is called the children of  where the child with great gradient value has the 
most critical role in the saliency measure of an image. These subsets at  are known 
as the salient points of the . The saliency point selection is started from last level. 
At this level the entire coefficient values higher/lower than the two predefined 
thresholds are selected from the coefficient set, equation (1).   | |  | |  & ∑ | |              (1) 

Where  denotes the gradient operator,  is the total number of preselected 
saliencies, ∑  is the cumulative number of saliencies.  denotes the index of the 
level.  is the index of last level. Attention is given the proper selection of  and to 
prevent the ∑ at the last level. The values outer this boundary is set to zero. 
The selected coefficients are then reconstructed up to the level zero. The same selection 
and reconstruction mechanism is used for the coefficient at lower levels to extract other 
saliency points at level zero. The total saliency is the sum of all saliencies obtained from 
all levels. The total number of saliencies should not exceed a specified value. In order to 
accelerate finding the coarsest level, an entropy criterion is used. The determination of 
the proper number of levels by entropy criterion depends on the shape of mother 
wavelet and the original image as well. A correlation coefficient for finding a particular 
relationship between the image and the mother wavelet function is used. It is noted that 
the density of salient points in eyes and mouth area is greater than for other parts of the 
face. Based on this, eye and lip areas are segmented using a window, which sweeps the 
image. The location of the sweeping window with most concentration of salient points 
indicates right and left eyes and the mouth areas. 
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3 Feature Extraction on Facial Components Using Gabor Filter 

Gabor features analysis is one of most effective and successful techniques in the facial 
recognition fields, facial features extraction, and facial expression analysis [6]. 
Various resolution information, very critical in face and facial expression recognition, 
is provided by Gabor features. Frequency locality, spatial locality, and orientation 
selectivity for a given facial images can be represented by set of multi-frequency, 
different orientation Gabor features [7]. Here, Gabor filter kernels in six orientations 
and two stages are applied to the segmented main face components to extract 
expression discriminative features. Experiments show that the features extracted by 
just two first frequency channel decompositions can reach discriminatively good 
performance and require much less computations. 

4 Experimental Results 

The JAFFE data set including 213 images of Japanese female facial expressions is used 
[8]. Initially, salient points of an image are extracted using modified wavelet based 
salient points. In the next step, Gabor filter kernels are applied to the segmented eye and 
lip segmented areas. Experiments show that the features extracted by just two first 
frequency channel decompositions and six orientations in 0, 60, 120, 180, 240, 300 
degrees can reach discriminatively good performance and require much less 
computations. The output of Gabor filter kernels for happy and sad lip, and also 
surprised left eye and feared left eye, are shown in the figures (1) and (2). Afterward, 
applying PCA, feature vector length is reduced to 40. The result of PCA convergence is 
shown in figure (3). In figures (4), a specific representation of mapping of happy lip 
feature vector and disgusted lip feature vector on lip subspace are shown. With side-by-
side comparison of the result of mapping feature vector on forty PCA Eigen vectors, it 
is recognizable that our goal to acquire obviously different and discriminative features is 
elevated.  

Finally, extracted feature vectors are classified using a neural network classifier, 
which is a back propagation feed forward multi-layer perceptron with 40 input nodes, 
3 hidden layer nodes and 1 output node. The advantage of multilayer perceptron is 
that it makes no prior assumptions regarding the data distribution. Moreover, it can 
model highly non-linear functions and can be trained to accurately generalize when 
presented with new, unobserved data [9]. In this work, using 10 fold cross validation, 
80% of data are chosen to train the ANN and the remaining unseen subjects are used 
to test it. The classification accuracy is 93.2±2.1% and 90.4±2.3% when just lip 
feature vectors and just eye feature vectors are applied, respectively. The 
classification accuracy increases up to 95.8±2% when the combination of the lip and 
eye feature vectors is applied. Comparison of recognition rate of our study and some 
other studies is presented in Table 2 [10-15]. The confusion matrix of seven-class 
FER results is shown in Table 1. Two expressions joy and anger have the highest 
classification accuracy, and fear and sadness have the lowest one. Fear is highly 
confused to neutral and disgust and sadness is highly confused to neutral and fear.  
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Fig. 1. Twelve Gabor filter kernels applied on a happy lip (left), and a sad lip (right) 

    

Fig. 2. Twelve Gabor filter kernels applied on a surprised left eye (left), and a feared left eye 
(right) 

  

Fig. 3. Result of mapping of feature vector of 
a happy lip (left) and a disgusted lip (right) on 
forty PCA vectors 

Fig. 4. Convergence of PCA Eigen-vector on 
40th vector, lip (a), eye (b) 

Table 1. Confusion matrix of seven class facial expressions recognition using lip & eye 

 Anger  
(%) 

Disgust 
(%) 

Fear 
(%) 

Joy 
(%) 

Sadness 
(%) 

Surprise 
(%) 

Neutral 
(%) 

Anger 97.4 1.0 0 0 1.4 0 0.2 
Disgust 0.6 96.3 1.1 0.4 1.6 0 0 

Fear 0 1.9 93.4 0.2 0.9 0.5 3.1 
Joy 0 1.0 0.5 97.6 0 0.3 0.6 

Sadness 1.2 0 1.8 0 93.8 0.6 2.6 
Surprise 0.3 0.4 1.5 0 0 96.9 0.9 
Neutral 0.9 0.4 1.2 0.4 1.8 0 95.3

Table 2. Comparison of recognition rate of different studies for the JAFFE database 

Study Z. Zhang et 
al_1998 

X. Feng et 
al_2005 

M.J. Lyons
et al_1999

I. Buciu at 
al_2004 

S. Liao et 
al_2006 

Y. Shinohara 
et al_2004 

Our 
Study 

Accuracy 92.3% 93.8% 92% 91% 90.54% 69.4% 95.8% 

5 Conclusion 

The facial expression recognition based on modified wavelet-based salient points, 
Gabor filters, principle component analysis, and neural network was proposed. It can 
be seen that the combination of modified wavelet-based salient point method and 
Gabor transform help to acquire effective feature vector for a successful 
classification. The multi-layer perceptron neural network with three hidden layer 
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could appropriately be trained and classify the expression with acceptable accuracy. 
The proposed method could increase the recognition rate up to 95.8 2% while it 
keeps the computational intricacy low. Segmentation of eyes and mouth reduce the 
computational complexity and increase the speed in next steps. In future work, the 
classification accuracy could be improved using other classification methods. 
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Abstract. In this paper, we describe an algorithm and an interactive content 
using the idea to experience feeling of bird’s flying by using gesture recognition 
of a user’s upper body. In the algorithm we assume that gesture is composed of 

several key poses. So, in order to recognize the user’s gesture, we firstly classify 

the user pose into the several predefined key poses and then analyze the 
sequence of the poses. In the key pose recognition procedure, the information of 
upper-body configuration is estimated by using joint locations of depth image 
from a Kinect camera. If the user performs a consecutive motion, the content 
recognizes the key poses and then synthesizes a gesture according to the order 
of the key poses. The stage of the content is consisted with three parts in order 
to enjoy the various flight experiences. 

Keywords: Virtual Flight Experience, Gesture Interface, pose recognition. 

1 Introduction 

Body Gesture is one of the most important non-verbal communication methods for 
human being. Since it does not need direct contact and any physical channel, it has 
been used as a key technology for constructing multi-modal information system. 
However, it is very difficult to use gesture for real-time interaction system because 
human body is a very complicated object with many limbs and the gesture is 
composed of articulated motion with very high degree of freedom. In this paper, we 
present an algorithm and interactive content using that idea for animating bird’s flying 
motion synchronized by user’s gesture. Using the predefined gestures on our system, 
the users can vividly enjoy various feeling of bird’s flying in real time. 

Recently, KINECT camera is very popular in constructing interactive system such 
as game. It can easily segment moving region of human body by using depth 
information and produce sequential information of the joint locations of the user. 
However, even though the camera gives good information about a motion or human 
pose, it is another thing to recognize sequential static poses as a gesture. That means 
that gesture recognition needs some specific knowledge and procedures. 
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In this research we assume that a gesture is composed of sequential specific poses, 
and we call it key poses. Therefore if we sequentially classify the poses captured with 
camera in correct order, we can recognize the meaning of the motion as the gesture. 
That implies if we are able to set a certain scenario which ruling the user’s pose as we 
can meet in simple situation of interactive game, and then gesture recognition 
becomes more convenient and effective one to be used in various applications. In this 
paper, we suppose such simple situation of animating flying motion and gesture of 
upper-body would be applied to make a dynamic motion of a flying object. 

2 The Plot of the Flying Animation 

In the beginning of the animation, a user can see an avatar having a shape of human 
bird in virtual world, and the avatar waits for admission from the user. As the user 
comes on the playing stage, it gets a signal to start and animation is executed 
according to user’s gesture. While the user is watching the scene of the virtual world 
with two bare eyes makes specific gestures to control the speed, direction, and height 
of avatar. Flapping of the both arms of the user can produce beat of flying motion; 
speed of the flight, and the height difference of the arms decides the direction of the 
flight. All the behavior of the both arm and upper-body is mapped onto the motion of 
the avatar. 

When user makes slow swing in steady speed, the avatar flies upward from 
standing position and it continues the flying animation according to user’s gesture. 
The flapping speed of user’s arm determines the acceleration or deceleration 
condition. Namely that speed is calculated from the number of the flapping arms per a 
second. During the simple flying animation, we cannot have immersive feeling of real 
flight, so we insert some missions of avoiding obstacles and taking coins. When the 
avatar arrives the fixed landing position, a specific routine for landing motion is 
executed. Otherwise, the animation ended with failure. 

Avatar used in the contents utilizes only predefined particular gestures and as the 
player’s response is requested, it imitates the motion of the player in the virtual world. 
Using this animation repeating the player’s motion, we can have the feeling of free 
flight with the virtual object which can overcome the space limitation. 

 

Fig. 1. The 3D Avatar used in the content and some examples of specific pose 
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Fig. 2. The objects which are used for special missions: obstacle avoidance, coin collection, and etc 

The animation routines which are used in the content are shown in figure 3. It is a 
sequential motion of taking-off, steady flying(flying without flapping), flying, 
turning, and landing motion as we can suppose. These animation routines are invoked 
by particular gestures which are defined as key poses, and consequently user can 
execute animations of flight by using only simple upper-body motion. 

The whole experience of the content is divided into three stages. In the first stage, 
it makes the user to learn flapping motion which is needed for the continuous flight by 
acting the taking-off gesture. In the second stage, user can enjoy the experience of 
specific mission; avoiding obstacles by using the “steady flying” and “turning” 
gesture as already mentioned.  

In the third stage, we can collect coins scattered in the virtual space to experience 
feeling of immersive interaction. When the user arrives the finish point, user should 
stop flapping to make landing at the finishing point. 

 

Fig. 3. Some examples of animated scene using gesture recognition 
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3 Key-Pose Definition and Gesture Recognition 

In figure 4, we show the key-poses which are used for the “taking-off” gesture, “right 
or left movement”, and “flight maintaining” gestures. All gesture of upper-body is 
judged by these key-poses. In order to recognize the gestures we compare the 
information of body joints obtained with Kinect to the model joints which are 
previously constructed as a gesture template for the individual key-poses. The 
advantage of our approach is that joints configuration is very simple, and so that pose 
estimation is very fast because joint locations are estimated by sequential 
transformation for a base joint. In order to compare the configuration of the joints, it 
is needed to estimate the angle between the joints. In this step, we use only major 
joints; red joints in figure 5, which determine important appearance of the body. In 
the right image of figure 5, it shows one example of the angle estimation of the left 
elbow joint. 

 

Fig. 4. Key-Poses used in Contents 

 

Fig. 5. Some examples of animated scene using gesture recognition 

In Equation (1), V1 is the left shoulder joint vector and V2 is the left elbow joint 
vector. The angle of the left elbow joint can be extracted by using these two vectors. 
The angle of the two vectors can be extracted by projecting the two vectors onto the 
x-y, y-z, and z-x plane respectively. 

 (1)

 (2)

 (3)
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 (4)

In above equations, x, y, and z are used for expressing 3D location of joints in camera 
space. After obtaining the inner product of two vectors with equation (3), we 
determine the angle between two vectors by using the equation (4). We can obtain 
three angles per one joint if we repeat these processes to each projection plane. These 
angle values are used for evaluating matched level of the joints. Each pose template is 
composed of the joint vectors of 11 joints. It means one pose template has 10 vectors 
as feature information. When user makes some pose, it recognizes gesture to compare 
to closest pose template. 

4 Conclusion 

In this paper, we describe an algorithm and an interactive content using the idea to 
experience feeling of bird’s flying by using gesture recognition of a user’s upper 
body. In the algorithm, a gesture is previously defined as a set of some sequential 
poses. And a pose is estimated with difference of joint angles between models and 
input joints coming from Kinect camera. Combining the consequential pose 
estimation, we can recognize the meaning of user’s motion as a gesture. Using this 
result we can animate the player’s motion with the avatar, and then we can experience 
the feeling of free flight of virtual object. 
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Abstract. Multimodal systems that adapt their interface to the surroundings and 
the user shall be able to handle uncertain data provided by ubiquitous sensors. 
This has to be realized for the complete communication cycle and therefore 
demands collaboration between the system’s output and input processes. In this 
article we demonstrate how dedicated fission and fusion components that 
handle uncertainty can be connected via an additional interaction content 
management component. We present the overall architecture of the resulting 
adaptive system and discuss the status quo of our implementation. 

Keywords: Adaptive HCI, Multimodal Interaction, Fission, Fusion, Collaboration 
of Output and Input Processing. 

1 Introduction 

While interacting, human beings continuously adapt their way of communication to 
their surroundings and their communication partner. Although present context-aware 
ubiquitous systems gather a lot of information to maximize their functionality, they 
predominantly use rather static ways to communicate. In order to fulfill the user's 
communication needs and demands, ubiquitous sensors' diverse information can be 
used to dynamically adapt the user interface. Until now, reasoning algorithms used for 
that purpose are bound to clearly defined information, often ignoring the uncertain 
and sometimes ambiguous nature of information provided by diverse sensors.  
This means that the way of how different user input information fragments are  
fused should consider this uncertainty. In the same way the method of how a  
system represents its communicable information has to respect the same contextual 
real-world decision knowledge that is fraught with uncertainty. 

In this paper we demonstrate, how multimodal fusion based on evidential 
reasoning and probabilistic fission with adaptive reasoning can act together to form a 
highly adaptive and model driven interactive system. A special component, called 
interaction content management facilitates this. The resulting system can handle 
uncertain or ambiguous data throughout the complete interaction cycle with a user. 

2 Importance of Uncertainty in HCI 

In order to realize flexible, adaptive interactive systems, a model-based procedure can 
be seen as the de facto standard approach in HCI. Starting from abstract models of tasks, 
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users, dialog, information, and context knowledge, refinement steps automatically lead 
to a final user interface that is realized on the end use devices. The incorporation of 
uncertainty in this process is important, because only this allows for informed decisions 
in any situation, where non-perfect sensors gather user and context data. This not only 
holds true for the observed user actions containing possible inputs, but also for the 
information output, that shall be adapted to uncertain contextual knowledge. Although 
many approaches for each direction of communication exist, integrated systems, which 
offer the best of both worlds, are virtually non-existent. To fill this gap, and to form a 
highly dynamic and adaptive user interface, we introduce a so-called interaction content 
management, as explained in the next section. 

3 Own Approach 

The simplified overall architecture of our adaptive multimodal system is depicted in 
Figure 1. In order to realize a complete interaction loop, an abstract description of a 
dialog output is handed over from the application/dialog management to the 
multimodal fission component.  Using an extensible set of decision functions, the 
best way to output the given information in the current situation and the currently 
available devices is computed and realized [5]. Our model-based implementation 
extends the often theoretical approaches of the state of the art [1-4] and introduces 
probabilistic reasoning to integrate uncertain and ambiguous knowledge [5]. It is 
designed to easily integrate new reasoning knowledge at runtime. With respect to the 
reasoning time, the approach is qualified to be used without any noticeable time lag 
while interacting. 

knowledge base 
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Fig. 1. Architectural overview of our adaptive multimodal system where the interaction content 
management mediates between the fission and fusion components 
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Once the concrete final user interface is realized on the assigned device 
components, the interaction content management (ICM) provides an interaction 
description of the realized output to the multimodal fusion component. This 
description is generated automatically from the fission’s interaction output and the 
linked output device components’ models. It contains information about all possible 
multimodal inputs the system may encounter. In addition, the ICM’s information can 
be used as configuration data for the input device components. The fusion component 
then uses the approach described in [6] to receive uncertain observations from the 
available input device components, fuses them and decides on the most likely input. 
At the same time the robustness of input recognition is increased by the combination, 
disambiguation, reinforcement, and conflict detection capabilities of the adapted 
Transferable Belief Model (TBM) when compared to existing approaches [7-9]. This 
input is then handed back to the application/dialog management to finally proceed in 
the application logic. The aforementioned approaches, which only focus on one 
direction of interaction (input or output), are extended by the ICM, facilitating the full 
collaboration of both directions. Figure 2 shows an example for one complete 
interaction cycle of an assistant that helps users wiring up a home cinema system. 

mul$modal(fusion(

interac$on(content(management(

Applica$on/(
Dialog(Management(

mul$modal(fiss i on(

input(device(components(

output(device(components(

pointing on Scart cable 
but saying HDMI cable 

<dialogueOutput-dialogueID="cable_selection">-
--<topic>-
----<abstractInformation-objectID="topic"-

---informationID="cable_selection_topic"/>-
--</topic>-
--<dialogueAct>-
----<selection-objectID="cable_selection_container"--
---------------informationID="cable_selection_request">-
------<abstractInformation-objectID="cinch"-

-----informationID="cinch_information"/>-
------<abstractInformation-objectID="scart"-

-----informationID="scart_information"/>-
------<abstractInformation-objectID="hdmi"-

-----informationID="hdmi_information"/>-
----</selection>-
--</dialogueAct>-
</dialogueOutput>-

!

<interactionOutput-dialogueID="cable_selection"-language="en">-
--<outExpression-deviceID="PC_7"-deviceComponentID="TouchScreen">-
----<topic>-
------<text-objectID="topic">cable-selection</text>-
----</topic>-
----<dialogueAct>-
------<selection-objectID="cable_selection_container">-
--------<text-objectID="cable_selection_container">-
----------Please-choose-a-cable:-
--------</text>---------
--------<selectionItem-objectID="hdmi">-
----------<picture-objectID="hdmi">data/CINCH.png</picture>-
----------<text-objectID="hdmi">CINCH-cable</text>-
--------</selectionItem>-
--------<!KK-two-other-selectionItems-[...]-KK>-
------</selection>-
----</dialogueAct>-
----...-
- -

--...-
--</outExpression>-
--<outExpression-deviceID="PC_7"-deviceComponentID="TTS">-
----<dialogueAct>-
------<selection-objectID="cable_selection_container">--
--------<text-objectID="cable_selection_container">-
----------Please-choose-a-cable.-
--------</text>-
------</selection>-
----</dialogueAct>--
--</outExpression>-
</interactionOutput>-

<InteractionInput-dialogueID="cable_selection"-
------------------deviceID="PC_7"-componentID="ASR">-
--<Observation-confidence="0.75">-
----<Action-actionID="hdmi"/>-
--</Observation>-
</InteractionInput>-
-

<InteractionInput-dialogueID="cable_selection"-
------------------deviceID="PC_7"-componentID="Kinect">-
--<Observation-confidence="0.8">-
----<RefAction-actionID="scart"/>-
--</Observation>-
</InteractionInput>-
- -

<State&ID="cable_selection">&
&&<Action&ID="cable_selection_container|cinch">&
&&&&<Representation&deviceID="PC_7"&componentID="TouchScreen"/>&
& <ROI&x="100"&y="300"&xdim="1720"&ydim="80"/>&
&&&&</Representation>&
&&</Action>&
&&<Action&ID="cable_selection_container|scart">&
&&&&<Representation&deviceID="PC_7"&componentID="TouchScreen"/>&
& <ROI&x="100"&y="600"&xdim="1720"&ydim="80"/>&
&&&&</Representation>&
&&</Action>&
&&<Action&ID="cable_selection_container|hdmi">&
&&&&<Representation&deviceID="PC_7"&componentID="TouchScreen"/>&
& <ROI&x="100"&y="900"&xdim="1720"&ydim="80"/>&
&&&&</Representation>&
&&</Action>&&
</State>!

<dialogueInput.dialogueID="cable_selection">.
..<topic>.
....<abstractInformation.objectID="conflict".

...informationID="conflict"/>.
..</topic>.
..<dialogueAct>.
....<selection.objectID="cable_selection_container">.
......<abstractInformation.objectID="scart"/>.
......<abstractInformation.objectID="hdmi"/>.
....</selection>.
..</dialogueAct>.
</dialogueInput>.

!
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Fig. 2. Example of an interaction cycle from an assistant that helps the user to wire a home 
cinema system. The content management provides the necessary information, so that the 
multimodal fusion component can correctly detect a conflicting user input. As the graph shows, 
the action for scart “A [scart]” and the reference to hdmi “RA [hdmi]” are not directly 
connected via an edge and therefore yield a conflict if observed at the same time. All 
components communicate via XML messages, from which the most relevant are shown. 
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4 Discussion 

The presented architecture and the embedded components represent a complete 
implementation of Norman’s action cycle [10] on the side of the multimodal system. 
Both directions of interaction (fission and fusion) are realized via new methods yielding 
unprecedented capabilities compared to other approaches [5, 6] and are connected via 
the addition of the dedicated ICM component. Besides, our system is fully functional as 
presented in [11]. At this stage, the implementation allows for a user and context 
adaptive system of dialog navigation and selection tasks. Currently we are working on 
the full utilization of the fission and fusion capabilities in collaboration to allow a 
broader range of application domains. For the future, we plan to conduct a case study 
emphasizing the architecture’s functionality and the ICM’s benefit. 
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Abstract. With increased popularity of large tiled displays, a range of user 
interaction techniques have been explored in HCI, but gesture-based interaction 
mechanisms for tiled displays are still under investigation. This paper presents 
the design and implementation of gestural interaction techniques using Kinect 
sensors, designed for supporting natural user interaction for tiled display 
system. In particular, the Kinect interaction manager aggregates user skeleton 
data from the sensors, analyzes positions and changing user postures to 
recognize user gestures and triggers the Kinect handler to generate gestural 
interaction events that can be used for tiled display applications. We have built 
two tiled display applications with this interaction mechanism and it shows 
promising results in terms of user experience and performance. 

Keywords: Tiled Display, Natural User Interaction, Gestural Interface, Kinect 
sensors. 

1 Introduction 

Nowadays public display devices tend to become increasingly large and high-
resolution as the cost of display hardware has fallen and consumers prefer high-
quality images. However, current public displays (composed of a single large display 
or tiled displays) are primarily used for information delivery. With the fast growth of 
emerging technology, multiple user interaction with contents on large public displays 
has received more growing attention. Large and scalable high-resolution tiled displays 
have been used in scientific visualization and analysis of multidimensional complex 
data sets allowing visual detection of patterns that increases user performance. Now 
they are used in many other application domains such as virtual reality, game and 
digital signage. However human-computer interaction on tiled displays is challenging 
as it leads to more physical user movements. 

Clearly, tiled display user interaction is not well supported by traditional desktop 
computer interfaces such as mouse and keyboard due to the screen size and 
resolution. Typically the tiled display is too wide so that users cannot perceive all 
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Fig. 2. The snapshot of user’s navigating and catching insects in the Insect Safari (left) and 
selecting and manipulating images in the ImageWorld (right) 

Microsoft’s Kinect sensor consists of RGB camera, depth sensor (IR projector and 
camera) and multi-array microphone configuration. Kinect SDK library provides the 
color image, grayscale depth image, and the users’ skeleton information (twenty-one 
points in 3D coordinates) using RGB camera and depth sensor through two-dimensional 
face recognition and three-dimensional depth value. 

In the Kinect manager, each Kinect adapter collects raw user skeleton data 
obtained from the Kinect device. The Skeleton Selector analyzes raw data received 
from the Kinect adapter to classify the valid data and the Skeleton Identifier assigns 
the identification number for the valid skeleton data. Then, these data are accumulated 
in the Data Pool. The Gesture Classifier recognizes the position of user skeletons and 
the pattern of changing user posture. For example, when a user moves knees high 
above the ground, “walk-in-place” gesture is recognized. Finally, such recognized 
gestures are stored in the shared memory to be used as inputs to the tiled display 
application.  

The gesture types and events are then used by the Event Handler to generate events 
in the master’s tiled display application. Only the necessary gesture information is 
processed and sent to the Event Implementer of the tiled display application. The 
event implementer is defined to suit the characteristics of each tiled display 
application to handle the event of the user’s gesture. A separate event implementer is 
used for each tiled display application depending on the user’s gesture interaction 
design. For example, “Swing-Right-Hand” gesture recognized by the Kinect Manager 
can be processed to throwing a ball in the baseball game or wielding a fist in the 
fighting game.  

Fig. 2 shows the photograph of user’s standing in front of the tiled display and 
interacting with the application using hand and body gestures without the need for any 
interface devices. This tiled display system has a high quality resolution of 
2456x12288 pixels (42.5 M pixels). In the Insect Safari (on the left image of Fig. 1), 
the player’s “walking-in-place” and “twisting shoulder” gestures are used for 3D 
navigation in the virtual world and “swiping-hand” or “shaking-hand” gestures for 
catching flying or ground insects. In the ImageWorld (on the right image of Fig. 1), 
the users can freely move their hands in mid-air to select images directly by 
“pushing” gesture and then translate, rotate and scale the images by two-hands 
“sliding”, “turning”, “pinch-and-stretch” gestures. 
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3 Conclusions 

In this paper, we presented the design and implementation of gesture-based user 
interaction techniques using Kinect sensors designed for supporting natural user 
interaction on a scalable high-resolution tiled display. Unlike other user interaction 
technologies, this gesture-based user interaction mechanism allows users to freely 
interact with the tiled display applications without having to use separate input 
devices. We developed two applications built using this interaction method, 
demonstrating the possibility of using various kinds of gestural user interactions for 
the tiled display. The proposed method meets the scalability of tiled display system 
while allowing multiple users to interact with tiled display applications in a certain 
distance from the screen. Thus, we expect that it will contribute to increase the 
utilization of tiled display system. 
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Abstract. Though the human-computer interaction (HCI) design of mobile 
devices and various applications become diversified, the HCI design of the 
tablet computer desktop no longer satisfies the needs of users. This paper 
describes a new Shake-Screening Human-Computer Interaction Type (SSHIT) 
for solving these problems. The aims of SSHIT are to optimize the management 
and selection mode of applications on the tablet computer desktop and propose 
a 3D virtual environment facilitates user interaction in ambient intelligence 
environments. Meanwhile, SSHIT can be also adapted for screening function 
for various mobile devices and applications. 

Keywords: Shaking screening, Human-computer interaction (HCI), Natural, 
3D desktop environment. 

1 Introduction 

The improving mobile communication capability and faster processing speed allow 
people to access a large amount of information on mobile devices. What’s more, 
varieties of input and output technology of the software and hardware provide 
abundant expressions for the interaction design of tablet computers, but effective 
supports for interaction design on tablet computer desktop are not so advanced.  

At present, the management and selection mode of applications on the desktop is 
usually inefficient or not intuitive. In this condition, interaction design limitations, 
especially in tablet computers desktop, could be the potential detriments for the 
expressiveness, effectiveness and appropriateness of the interaction design methods of 
tablet computers desktop. Therefore, an innovative method is required to optimize the 
interaction design of the management and selection mode of tablet computer desktop. 

2 Related Work - Current Interaction Design on Tablet 
Computer Desktop VS. SSHIT 

Take iPad as an example. According to the latest user surveys, many users would like 
to arrange the application icons reach 5 to 9 pages, indeed, lots of users make it more 
than 10 pages through external software. Currently, the management mode uses page 
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show and folder classification. Users feel that it is usually not intuitive or not easy to 
operate. But SSHIT can maximize the screen usage, and more icons can be arranged 
in table space. 

The current selection mode of applications uses paging navigation and the searching 
tool, it is monotonous and significantly decreasing the efficiency of selection operations. 
Therefore, we provide SSHIT to decrease the number of interactions when a user 
finding an application. The target application can be easily located. 

Table 1. Current Status‘ Interaction times and SSHIT’s Interaction times 

The page number of the target icon 3 5 9 
Current Status‘ Interaction times >

3 
>

5 
>

9 
SSHIT’s Interaction times >2/4 

3 Results - Characteristics and Operation Steps  

3.1 The Management of Applications  

SSHIT creates a real hierarchy by piling up all the application icons in the desktop 
naturally. (Figure 1)  

 

Fig. 1. Hierarchical structure 

Hierarchical Structure. According to “recently used”, “used frequency”, 
“applications category” or “download time”, all the application icons are arranged 
hierarchically. The default status is “recently used”, and users can set or switch any 
category of hierarchical structure based on their needs or using habits. 

The icons in the hierarchy simulate the objects’ form in real space. The size of the 
icons on the first layer is the largest, with clearest and closest shadows. The size of 
the icons on the least layer is the least, and the shadows are the blurriest and the 
furthest. (Figure 2) 
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Fig. 2. The 3D virtual environment 

3.2 The Selection Mode of Target Applications 

3.2.1   Convert the Application Icons as the Navigation Elements 
SSHIT allows the users to easily find a target application by sliding the repositioning 
icons on the desktop. When users shaking the tablet computer for screening the target 
application icons, the icons simulate how objects move in the real space. In other 
words, the icons are given inertia and acceleration. 

3.2.2   The Operation Steps of the Selection Interaction of SSHIT  

• Step1: Choose or switch the hierarchical structure type of application icons 
through shaking. Firstly, confirm the category of hierarchical structure, then keep 
the category button depressed with the thumb, and shake the tablet computer with 
both hands. The shaking operations as the way of simulate how people screening 
objects in real life. (Figure 3) 

• Step2: Choose or switch the filter category through shaking. Firstly, choose the 
filter category. There are three types of filter categories: “use frequency”, 
“applications category” and “download time”. Secondly, repeat the above shaking 
action. After the operations, the application icons belonging to the target category 
are arranged on the desktop naturally, and the other types of application icons are 
screened out of the desktop. (Figure 4) 

• Step3 (optional step): Further options. Due to the natural characteristic of the 
hierarchical structure, some of the icons may be arranged in large angle or overlap 
each other. These cases may be in low recognition for users to select and identify 
the target icons. Therefore, SSHIT provides the following process: 
─ Step1, circle the target area with a finger on the desktop.  
─ Step2, slide other icons out of the desktop by fingers.  
─ Step3, shake the tablet computer with both hands, then icons which are in the 

target area are arranged on the desktop naturally. (Figure 5) 
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Fig. 3. Choose the hierarchical structure category of application icons 

 

Fig. 4. Choose the filter type through shaking 

 

Fig. 5. Further options 

3.2.3   Technical Support 
SSHIT takes advantage of the accelerometer or/and three-axis gyroscope to analysis 
the motion of tablet computer in X axis, Y axis, and Z axis, and measure the direction 
of motion and the dynamic acceleration t in detail to get the needed data. The running 
Platform uses IOS, development language uses Objective-C, development tool is iOS 
SDK, development environment is the VMWare virtual machine in Windows System, 
Install Mac OS X System. We use an engine called Ogre enabling 3D graphics 
applications. 
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4 Conclusions 

In this paper, we proposed a new Shake-Screening Human-Computer interaction type 
(SSHIT) for solving problems found in some current proposed interactions of tablet 
computer desktop. SSHIT can also take advantage of the 3D Virtual environment to 
maximize the screen usage of the tablet computer and enable the users to construct a 
whole desktop in a realistic desktop space courteously and seamlessly. Moreover, all 
of the designs of SSHIT increase operational efficiencies.  

SSHIT can be used in academic research as well as a direct human-computer 
interaction testing method of tablet computers. SSHIT also can be used in smart 
phone, MP4, and information selection type of applications. Although this technique 
is still under refinement, we believe it will be a valuable tool for mobile devices. 
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Abstract. The purpose of our study is to construct a system where a user can 
register his/her own arm gestures as templates and entered gestures are 
recognized precisely on a real-time basis. In order to realize them, we propose 
the following method: (1) 3D positions of both user’s wrists are captured by 
using a Kinect sensor. (2) Sequences of motion vectors of both wrists are 
detected from the time series 3D position data. (3) The entered gesture is 
recognized based on the similarity between the entered gesture and each 
template. The similarity can be calculated by applying continuous DP matching 
to the sequences of motion vectors of them. The templates are gestures which 
are recorded by the user before the recognition process. In our experiments, 
good results were obtained. 

Keywords: gesture recognition, continuous DP matching, Kinect. 

1 Introduction 

In most of gesture recognition systems, users have to enter gestures in accordance 
with pre-defined system constraints which are rules for how to move their hands. In 
other words, the users can not register their own gestures and the systems can cope 
with only gestures which are pre-defined for the systems [1],[2]. In these systems, 
there are the following disadvantages: 

• Users have to learn how to enter the system-defined gestures. 
• The system-defined gestures would be suitable for most of users, but they would 

not be for some of users. 

As a result, they would lack of both usability and intuitive operation. Therefore, in 
order to improve the operability, we propose a system where a user can register 
his/her own gestures and entered gestures are recognized precisely on a real-time 
basis. 

To realize gesture recognition, an arm tracking system is required. In some of the 
existing systems, a Wiimote equipped with an acceleration sensor, is used to get 
positions of a hand [3],[4]. However, it would be a burden on users since they have to 
handle it or wear it. To reduce user’s burden, we use a sensor camera ‘Kinect for 
Windows’ [5] produced by Microsoft. By using the camera, we can acquire the 3D 
positions of a human skeleton without users wearing any devices. 
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Many gesture recognition methods have been proposed. Murakami et al. proposed 
a method by using recurrent neural networks [6] and Chen et al. proposed a method 
using hidden Markov models (HMM) [7]. In these approaches, it is necessary to 
prepare a large number of gesture samples to train the identifiers. In other words, 
users have to enter a large number of gestures before use. To reduce the tedious user 
inputs, we use continuous DP matching method [8], [9] which can recognize gestures 
by using only a small number of template gestures. 

2 Arm Gesture Recognition 

In our system, a user has to register his/her arm movements as user-defined gestures 
(template patterns) before use. After the registration process, when the user inputs an 
arm gesture, the system compares the gesture with each of the template patterns 
successively, if a similar pattern is found, the system outputs a recognition result 
corresponding to the pattern. In this section, we will describe the representation of 
gestures and the gesture recognition method by using the continuous dynamic 
programming matching (continuous DP matching). 

An arm movement can be represented by sequences of motion vectors of user’s 
wrist. The sequences for both arms are obtained as follows: 

• 3D positions of both user’s wrists are captured every 200ms by using a Microsoft 
Kinect sensor. In this process, the positions of both wrists are captured 
synchronously. 

• A motion vector is calculated for 2 adjacent data in the captured time-series data. 
As a result, time-series motion vectors can be obtained for each arm movement. 

Next, we describe a matching method between one of the template patterns and an 
input pattern. For template pattern c, time-series motion vectors of a user’s right arm 
and ones of a left arm are represented by , , , ,  and  , , , , , 
respectively, where  and  are captured data at same time t. On the other hand, 
for the input pattern, time-series motion vectors of a right arm and ones of a left arm 
are represented by , ,  and , , , respectively. For the input pattern, the 
time index ‘1’ denotes the starting point of the input and ‘τ’ denotes the newest 
captured point. The comparison between the template pattern c and the input one is 
done by continuous DP matching [8]. If the τth motion vector of the input pattern 
coincides with the tth motion vector of the template pattern c , the local cost is 
calculated by the following equation: , . (1)

The accumulated distance ,  is calculated as follows: 
Initial value: , 2 , 1 ∞, 0 1  (2)

Recurrence formula (τ 0 : 
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1, 3 1,  (3)

2, 1, 1 3 2,  1, 3 2,  1, 2 2 2, 1 2,   (4)

 

, 1, 1 3 ,1, 2 2 , 1 ,2, 1 3 1, 3 , , 2 1  (5)

Using the above formulas, the minimum accumulated distance ,  is calculated. 
To reduce the effect of difference number of motion vectors, this value is normalized 
as follows: , ,3  (6)

If the value is less than a certain threshold value, the system outputs a result 
corresponding to the template pattern c. However, if there are two or more template 
patterns which satisfy the above condition, the pattern which produce the minimum 
value, is adopted as the most similar pattern. After the output of the result, the starting 
point of the input pattern is reset for the following gesture recognition process. 

3 Registration of Gestures 

In order to accept the slight difference of wrist’s positions in arm movements for 
same gestures, 3 template patterns are prepared for one gesture (recognition class). In 
this system, we call the first entered template ‘base template’, and call the second and 
third entered templates ‘auxiliary templates’. Each of the template patterns is 
registered by the following procedure: 

1. A user holds his/her hands for a while at the starting point of the registration. 
2. Motion vectors are calculated and registered while the one or two hands are 

moving. 
3. The user also holds his/her hands for a while at the ending point. 

To improve the recognition performance, the system does not allow a user the 
registration of the following patterns: 

1. A pattern which is similar to one of already registered templates belonging to 
another recognition class 

2. An auxiliary template pattern which is not similar to its base template. 
3. A pattern which consists of low number of motion vectors. 

In the constraints 1 and 2, a similarity measure among the patterns is calculated by the 
normalized accumulated distance ,  described in section 2. 
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DP matching. In the experiments, a test user registered 4 gestures with one arm and 4 
ones with both arms, where 3 templates were prepared for each gesture (recognition 
class). In the recognition process, the same user entered 20 gestures continuously for 
each class. As a result, high recognition rate of 88.1% was obtained. The processing 
time from the user enters a gesture till the recognition result is obtained, was less than 
1 second for all of the gestures. Therefore, the system can cope with the registration 
of new gestures and can recognize the user-entered gestures precisely and quickly. 

The future works are as follows: 

• The recognition rate for both arm gestures tends to be low. Therefore, we have to 
improve the calculation method of the local cost in DP matching for them. 

• In our system, it cannot cope with registration of a pair of patterns which are 
similar to each other in the course of arm movements. For example, if a user wants 
to register Arabic numbers ‘2’ and ‘3’, they were not allowed to be registered since 
part of the arm movement for ‘3’ is similar to that for ‘2’ and the system cannot 
distinguish between them. It would cause to reduce a degree of freedom of the 
system. We are planning to remove the restriction. 
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Abstract. This work explores ways to unobtrusively capture biometric data, 
calculate metrics important to the user, and deliver the metrics in ways that 
empower people to lead more mentally balanced lives. An initial experiment 
explored how one type of biometric data (EEG) could be unobtrusively 
collected and analyzed in real time to differentiate user task engagement for 
single and dual tasks. We found statistically significant differences in mean 
engagement values across tasks, with a higher engagement mean when 
participants were asked to monitor a constantly updating news-feed than when 
they were asked to complete a math test, or the two simultaneously. Similar 
biometric inputs could be used to explore mental state from cognitive variables 
like interruption. Future work focuses on how devices worn or carried by the 
user can provide on-demand information about daily mental activity, balanced 
by web dashboards that can provide a rich contextual viewport.  

Keywords: Interruption, Engagement, Attention, Biometric Feedback, 
Encephalography (EEG), affective computing. 

1 Introduction 

Research in the last 10 years has shown how frequently knowledge workers are 
interrupted in their work day[5, 6, 8]. It is evident that increasingly more knowledge 
workers manage multiple digital projects in our regular work environment. This 
means that interruptions often cause not just a disruption of work but also constant 
change of context for work. This research explores the impact on “mental fitness” of 
interruptions and context switches. These types of activities used to be typical only on 
managerial level of workers, but today, with information technology facilitating the 
distribution of digital information, most knowledge workers face similar situations. 

Today’s mentally stimulating world presents a need for mental balance, which we 
describe as a cognitively-centered set of measures that can help guide a person’s 
choices of activities. This work leverages the informed-user perspective seen in both 
industry and academia (e.g., [2-4]), with a focus on providing both short-term and 
long-term fitness information to users--empowering them to make decisions that best 
fit their goals and lifestyles. This approach is in contrast to affective computing and 
other AI-based approaches, in which decisions are made on behalf of the user based 
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on measured data [2-4]. Affective computing is commonly known as computing that 
influences or influenced by emotion or other affective phenomena. The goal of this 
work is philosophically contrasting to that definition. This work is focused on 
providing data/information about a person’s state in the moment, and displaying that 
information through physical/portable artifacts with the purpose of empowering the 
user to influence making decisions towards a positive state of wellness. In this case, 
wellness refers to cognitive activity. Affective computing relies on some core level of 
automation that detects and interprets emotion/stress before making recommendations 
or context sensitive switches. The difference here is a focus on providing information 
to the user to make a change to their current action, versus offloading such decision 
making to an outside source and having actions take place automatically. 

Our approach enables the users to make informed decisions about their choices for 
tasks moving forward by creating models of the users’ cognitive experiences through 
biometric monitoring, and by aggregating the data in a way that is meaningful to the 
end user. Much of the recent work in this area has proposed to automatically adjust 
aspects of an interface based on possible or perceived interruptors [5, 6]. This 
approach ignores the explicit desires of the user: perhaps the user is focused on a 
single critical task, or the user is working on several critical tasks that all require 
taxing cognitive attention. Often interfaces seek to do things for the user, e.g., to 
control when interruptions take place by limiting access to information when they 
could play a more supplemental role. This work seeks to make information available 
to users that can help them assess their current and temporal mental state--toward 
empowering the decision about whether to take a walk, turn off their email and 
messaging services, make a self-promise of an evening out, or carry on with their 
activities. Specifically, this project explores ways to unobtrusively capture biometric 
data, derive what information is important to the user to create a truly empowering 
interaction, and ways to appropriately share it with people that empower them to lead 
more mentally balanced lives. 

2 Engagement and Affective Computing 

Technology connects to humans through emotional inputs and outputs, seeking to 
understand the emotions of users in order to adapt behavior based on this 
understanding. There have been many researchers, practitioners, and philosophers that 
have worked on this topic [1, 7]. Perhaps the most concrete realization of the work is 
seen in the area of affective computing, as pioneered by Rosalind Picard and her 
colleagues at MIT. For example, in [8] Rosalind Picard says a mentor might detect 
frustration level as an indicator of when to intervene with a student. The frustration in 
that example is prompted by the problem that the student is solving unsuccessfully. It 
is not clear at which point student's stress (as indicated by EEG measures or other 
autonomic metrics) has reached a point that prompts an intervention by a tutor. But 
more importantly, and in particularly in situations outside of education, a user might 
decide to take a break on the problem if the stress produced by a problem reaches a 
point where productivity will decrease. 
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Also important in examining this prior work is considering how the information is 
communicated. Affective systems have used a wide range of techniques, including 
avatars, desktop notifications, cumulative dashboards, and email summaries. In 
addition, there’s also a lot of “pop psychology” solutions that purport to be in the area 
of affective computing-things like mood rings, mood shirts, or emotive buttons-that 
lack scientific credibility but do reflect the types of “displays” that the people wearing 
them wish that they had. These approaches often seek to match emotion, show 
sympathy, and thus connect more deeply-even at the risk of disempowering the user. 
Our work certainly draws from one side of affective computing: the probing of 
emotive cues from people. But we seek a different goal in this work, choosing instead 
to focus on the cognitive cues that are best suited to help humans guide their own 
decision-making-cues that are often considered to guide or influence our emotions. 
We are considering the myriad ways that affective data is presented, but are doing so 
through the lens of providing data that empowers the user to emote rather than 
seeking to elicit any particular emotion. As EEG devices become more ubiquitous, 
they become viable tools for long period of non-intrusive cognitive data collection. In 
particular, this work uses a Bluetooth enables NeuroSky Mindset EEG device. The 
Mindset gathers EEG measurements from the FP1 region of the cortex. This cortex is 
commonly associated with visual working memory, mental states, learning, 
concentration, and problem solving. Grounding is achieved by connecting three nodes 
to the A1-T3 region. The device samples at a rate of 512Hz and is sensitive to 
frequencies in the range of 3-100Hz. It communicates wirelessly via Bluetooth and is 
capable of tracking alpha (high and low), beta (high and low), theta, gamma (high and 
low), delta, as well as two proprietary metrics: attention and meditation. Diagnostic 
data such as error rate, battery life, and raw signal can also be read in real time. 
Filtering is accomplished by passing the raw data through high- and low-pass filters to 
remove any EMG anomalies that were captured. The raw signal is converted into 
individual wave readings using Fast Fourier Transforms. 

 

Fig. 1. Participant Wearing Neurosky Mindset EEG 

The Mindset EEG device has been used to track attentional performance (referred to 
in this paper as engagement) a calculated engagement index ratio based on α, β, and θ 
waves [9, 10]: 

E = β/ (α + θ) (1)
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To investigate the impact of multi-tasking on multiple devices, we designed and 
conducted a laboratory experiment in which participants completed a set of multi-
tasking and single tasks in succession. EEG data was used to calculate changes in 
activity engagement in real time, and questionnaires were used to collect subjective 
evaluations of the participant experience. Performance data was collected through 
numerical scoring and action rates. 

3 Engagement Differences When Multi-tasking 

We conducted a 3x1 within-participants study in which the activity that the 
participant completed was manipulated. The independent variable was the task type 
for each condition: conditions 1 and 2 were single mode tasks, condition 3 was a dual 
mode task. In condition 1, participants were asked to complete a 5-question math test 
consisting of questions taken from the 8th grade level Virginia Standards of Learning. 
In condition 2, participants were asked to actively monitor a top-to-bottom scrolling 
twitter-style ticker for approximately 6.5 minutes. They were asked to identify any 
headlines that related to “Virginia Tech Dining Services, specifically Turner Place” 
by clicking a “READ LATER” link directly under the headline. In condition 3, 
participants were asked to multi-task by completing a similar 6 question math test 
with questions from the 8th grade Virginia SOL while monitoring a scrolling headline 
twitter-style ticker for stories also related to Virginia Tech Dining Services. Each task 
was displayed on an individual 21.5” Apple iMac computer located directly next to 
each other. To help mitigate distraction, inactive computer monitors were turned off 
during single-mode tasks.  

As expected, the EEG measurements of engagement showed that seemingly more 
engaging tasks (in this instance the continually updating ticker) evoke a higher level of 
engagement. There was a significant difference in the mean engagement scores of 
participants for dual-task (m=0.350, SD=0.0417) and single-task twitter-style ticker 
(m=0.407, SD=0.088) conditions, as well as in the mean engagement scores of 
participants for single-task math quiz (m=0.352, SD=0.060) and single-task twitter-style 
ticker (m=0.407, SD=0.088) conditions. A one-way analysis of variance found 
F(2,34)=11.33, p=0.00017. To determine which of the levels of Condition differed from 
one another, a pair-wise T-test with the Bonferroni correction for alpha inflation was 
computed. The pairwise t-test findings indicated that engagement scores for the twitter-
style ticker condition were significantly higher than for the Math (p=0032) and dual-
task (p=0.0098) conditions. The engagement mean results were in line with Szafir and 
Mutlu’s recent work[17], with a mean of approximately 0.4 engagement units.  

4 Conclusions and Future Work 

The reported experiment demonstrated that changes in engagement could be 
successfully monitored with portable EEG devices, were complementary to traditional 
tools, and the context of the activity influenced the change. This was just one of 
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several possible metrics that could be tracked in real time and displayed to the user. 
The next step is determining what users associate with the metric, and how they 
respond to it at a behavioral level.  

Wearable devices could provide constant feedback about biometric measures to 
users during their daily lives, either implicitly or explicitly suggesting activities that 
will positively affect their mental well-being. Information dashboards could support 
the user’s ability to delve into biometric measures, toward identifying healthier 
behavioral patterns that support a goal of better mental balance. An important design 
goal is to have the information consistently available, through smartphone apps and 
web dashboards. Additional metrics besides engagement need to be evaluated, with 
the possibility of increased modality by combining biometric device information.  

The core work of novel information metric design needs to be completed. To date 
this work has focused on the collection of biometric data and analysis of its meaning. 
That information presentation must be meaningful and easily interpretable to truly 
impact users. This work has the potential to impact the way people view mental 
balance and the impact cognitive action has on their everyday lives. 
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Abstract. In this paper, we examine the concept of challenge in video games 
and argue that the current way of defining challenge is faulty in nature. Since 
challenge should be considered a core component to any digital video game, it 
is of importance that we understand the concept of challenge in-depth while 
designing games. With challenge being generally defined by its level of 
difficulty, we propose to define challenge by how challenge should be designed 
instead and have defined six characters by which a proper challenge should 
adhere. The goal of this paper is to clarify the concept of challenge and to 
redefine it according to the way challenge is created, not through the height of 
its difficulty.  

Keywords: Mental model design, Patterns of DUXU solutions, Usability 
methods and tools, Challenge design, Video game design. 

1 Introduction 

Even within the design field, challenge is in many ways a unique concept. For design, 
the goal is generally to make experiences more accessible for users whereas challenge 
aims to achieve the opposite by making obstacles much more difficult to overcome. In 
the field of game design, challenge takes a very important role as most of a game 
revolves around overcoming challenges of various kinds. To games, challenge is a 
very important element to create a good user experience [1]. This is further confirmed 
by Johannes Huizinga, who stated that games are largely about overcoming 
something [2], giving further weight to the notion that challenge is integral to games. 
Juul, J., also heavily hints at this in his definition of what is a game, as games need to 
be “challenging” [3].  

Since the earliest games like the famous Pong from the 1970’s, games have 
developed into a huge industry that is now catering to millions of people. Within this 
timeframe, the industry has gone through many transformations and innovations. Not 
just in the sense of scope, but also in how games are being designed. One element that 
has not changed is how challenge remains a core component to the majority of games. 
However, while the need for challenge has not diminished, the ways challenges are 
designed has. Back in the earliest renditions of games, designers simply didn’t know 
what made a good challenge. The result was a large variety of games that were too 
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difficult, impossible even, an issue that remedied itself as designers gained more 
experience. Along with the experience gained, designers have found a large variety of 
ways to incorporate challenge into their games.  

However, along with this experience, the definition of what is challenge in games 
has become vague, with a tendency of defining challenge through its difficulty. This 
is a particular trend for instance among game developers and players of games, as 
they often refer to challenge in games in how difficult they are [4][5][6][7]. The goal 
of this paper is to redefine challenge, in such a way that it can be properly designed 
and used for further research.  

2 The Challenge Dilemma 

Even though the challenge has become something of interest, the field remains largely 
unexplored and has led to an erroneous interpretation of what challenge entails. Game 
designers and Academics alike seem to agree that a good challenge is one that is not 
too difficult nor to easy. Game designers often use the term “easy to learn, hard to 
master”, as an ideal to strive for [8][9]. This gives the impression a player should be 
eased into the game, giving the player enough instructions and practice for the player 
to master the basics. Through this definition, game challenge can be likened to the 
zone of proximal development. 

 

Fig. 1. Zone of proximal development, modified for game design 

However, when looking at challenge, this is actually of little consequence. This is 
because no matter the difficulty level, there will always be players for whom the 
challenge is either well or ill-suited. Making a game too difficult will alienate new 
players of games, but making a game too easy will turn off experienced players as 
well. When defining challenge through the means of difficulty, we are not defining 
the nature of the challenge, but we are defining the user group for whom the challenge 
is intended. In other words, if one talks about challenge in the context of difficulty, 
challenge becomes very subjective.  
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Furthermore, when defining challenge through its difficulty, we are actively 
ignoring the existence of various forms of challenge. If we look at this in reverse that 
also means that we are not able to effectively determine the difficulty of a challenge if 
we are not able to distinguish between what form of challenge we are looking at. A 
player of a role playing game, where most often a core component is to strengthen the 
player’s avatar through patient grinding1, is experiencing a different form of challenge 
than someone who is playing a first person shooter, where the player needs to gain 
mastery of weapons in order to be competitive in the game.  

Taking all of this into account, it makes a definition based on the difficulty of the 
challenge problematic. But why is defining challenge of such importance? In related 
research so far, it is hard to find a proper definition of what challenge truly is 
[10][11][12]. Crawford, C. has tried to define challenge, but defined it through its 
difficulty and concluded there is no objective answer to what challenge is [13]. 
However, by defining challenge, we will be able to better design one of the core 
components to a game. Furthermore, if we are to create a standard for genres within 
games, knowing what challenges there are within games becomes important, as a 
game cannot only be classified by its theme and setting, much like you would with a 
book or a movie. It is also a necessity for other challenge studies to have a base set of 
definitions in regards to challenge. For instance, in studies such as those for dynamic 
difficulty [14], to know what forms of challenge exist in order to create dynamic 
renditions from those. 

3 Redefining Challenge 

When looking to define challenge, we should not be looking at the height of the 
challenge, but rather what the challenge entails. For this paper, we will be looking at 
challenge in its most basic form; challenge is an obstacle in the game world for the 
player to overcome. In order to properly define what makes a good challenge rather 
than a bad design, we propose a new paradigm to define it; we are going to be looking 
at what characteristics makes a challenge well designed and define challenge based on 
those characteristics.  

For this paper, we have played a large variety of games across a large variety of 
platforms, spanning from the earliest platforms like the Nintendo Entertainment 
System, to current day platforms such as the Playstation 3.  

Through our empirical research, we have found six characteristics to which 
challenge needs to abide for it to be well designed.  

3.1 Core Game-Play 

A Challenge Should be Solvable through the Core Game-Play as Established by 
the Game. A game should clearly establish what core game-play the game offers and 
should not deviate from that established core. All challenges the player must solve 

                                                           
1 Grinding is an activity where the player collects experience points through defeating enemies 

within the game world, in order to make the player’s avatar grow stronger and become more 
competitive. 
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need to be solved through this core game-play. It should be noted that this does not 
refer to additions which complement the core game-play, but rather elements that 
completely differ from the core game-play.  

An often recurring problem in Japanese Role Playing Games is that the game 
requires the player to complete a mini-game 2 . This becomes an issue when 
successfully completing that mini-game is a necessity in order to complete the game 
or gain important resources for progression that cannot be gained otherwise. 

 

Fig. 2. Xenogears. The left part of the image shows the core game-play, where the right part 
shows a mini-game that needs to be completed to advance the game. 

The core game-play of the game Xenogears3 involves the player and enemies 
taking turns. When the turn arrives, the player can choose what actions the player’s 
avatar has to take. However, during the game the player will have to play a mini-game 
called “battling,” which is essential in advancing the game. This mini-game is the 
opposite of what is established during the core game-play, in that it does not have the 
turn mechanic and is thus much more action oriented.   

3.2 Technical Implementation 

Challenge Should Not Be Marred through Bad Technical Implementation. A 
challenge should not be dependent on a faulty control scheme or otherwise faulty 
elements that prevent the player from overcoming challenge encounters within a 
game, such as (game breaking) bugs. Overcoming challenges should only be made 
more difficult through the encountered challenge itself, e.g. by introducing additional 
obstacles to a challenge that was previously overcome by a player. We should note 
that these concern flaws that affect the actions the player can undertake. 

A common example of this flaw is the player camera. Since a player camera 
influences how much the player can see at any given time, the role of a player camera 
is of utmost importance in a game. Especially in games where the game-play requires 
the player to make skillful maneuvers, it is important that the player has a good 
understanding of the area in which the player current resides in. However, what often 

                                                           
2  A mini-game is a small game within the main game itself, with rules that often differ from 

those established by the core game-play of the game.  
3  Xenogears, 1998, Square Co., ltd. 
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happens in games is that the player camera cannot be controlled or the camera 
working against the player, thus making maneuvers needlessly complex and often 
even frustrating.  

3.3 Player Actions 

The Outcome of a Challenge Should Largely Be Determined through the Actions 
of the Player. A player should have the ability to contribute a reasonable amount of 
input in order to overcome a challenge. When the outcome of a challenge is 
predominantly determined through outside influences, such as luck, it becomes a 
design flaw.   

A common example of this particular challenge design flaw is in games where co-
operation with a computer controlled character is necessary in order to beat the game, 
especially when the loss of said character results in a game over for the player. In 
these events, the AI of the character is of utmost importance in order to make the 
game playable. In the event that it is not and the computer controlled character causes 
more work and frustration for the player, it becomes an example of this particular 
design flaw.  

 

Fig. 3. Resident Evil 5 

In Resident Evil 54, the player controls one character, whereas the other character 
is either controlled by a friend or by the computer. To finish the game, the player 
cannot lose this partner. However, if the partner is controlled by the computer, it will 
rush into enemies, fail to help the player or spend necessary items without any 
foresight thus creating a challenge where the player has little to no influence on the 
outcome.   

3.4 Information  

The Player Should Have at all Times all the Necessary Information in Order to 
Complete a Challenge. A game should provide all the necessary information required 

                                                           
4  Resident Evil 5, 2009, Capcom Co., Ltd. 
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to overcome the challenges in the game and should not require additional knowledge 
from outside of the game in order to complete it. This also refers to obscured content 
within the game that is essential for the player to see in order to effectively overcome it 
(such as an enemy sniper that can shoot the player from outside of the player camera’s 
field of view). 

An example of this design flaw regards platforming games5, games where the 
player needs to control an avatar and make his way through an obstacle course to 
reach the end of the level. Often, in these games, there are so called endless pits, holes 
that mean instant death if you fall into them. Because of this, these holes are 
associated with certain death and give the impression that they should be avoided at 
all times. Certain games however, require you to dive into one of those holes in order 
to find exits or secrets. Since this goes contrary to the player expectations and the 
game never gives the information that these endless pits could contain secrets, it 
should be considered a design flaw. 

 

Fig. 4. Mega Man X 3 

In Mega Man X36, the player needs to avoid pits, as falling in a pit means the 
player has to start over. However, oftentimes there are passageways that look 
identical to pits, thus requiring the player to make a leap of faith.   

3.5 Effects on Future Challenges 

The Player Should be Aware of the Ramifications Player’s Actions can have on 
Future Challenges.  A player should always be aware what he can expect to happen 
in the future course of the game, when it regards elements that can impede the 
player’s progress.  

A very common example consists out of so called “missables”, which are items in 
a game that are only available for a limited amount of time. Oftentimes, the player is 
                                                           
5  A platforming game is a particular type of game where a large part of the challenge comes 

from running and jumping over obstacles.  
6  Mega Man X 3, 1995, Capcom Co., ltd. 
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in order to make the game more competitive to the player and to compensate for 
lacking processing power. This gave rise to a myriad of ways in which the AI could 
be “cheating” the player. 

An example of this challenge design flaw is “rubber band AI,” which is an AI often 
used in the Mario Kart series of racing games8. What this particular kind of AI does is 
that when computer controlled opponents are lagging behind the player, they are 
given advantages in order to remain competitive and thus keep the challenge 
interesting. However, in various games this causes the AI to gain abilities that were 
otherwise impossible to have (e.g. having cars that become faster than their supposed 
maximum speed in racing games). This in turn causes frustration for the player as the 
player is unable to overcome the odds even though technically, the player should be 
able to do so.  

4 Conclusion 

This paper has proposed a new paradigm of defining challenge for video game design. 
Instead of looking at challenge through its difficulty, we proposed to look at challenge 
through how it is designed, as difficulty is too subjective to be an effective definition. 
For this reason, we state the most basic of a challenge as an obstacle the player has to 
overcome, which has to abide to six characteristics by which a proper challenge 
should be designed. 

Using this new way of defining challenge, we believe that this will open up new 
research possibilities not just when it comes to challenge in games, but also in other 
fields that have been hard to define before due to lack of any standards. For instance, 
genre study for game design is notorious for being difficult to research as everyone 
has their own genre definitions.    

5 Future Works 

Using the way of describing challenge as defined in this paper, we wish to distill 
forms of challenge from them that can be applied to design. The goal is to gain 
definitions of forms of challenge that are not dependent on the definition of difficulty. 
We are going to do research this through the same means we have come to the results 
of this paper, namely through empirical reviews of games.  
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Abstract. The goal of this study is to investigate how decision making takes 
place in social contexts by emotion and cognition. This study had two kinds of 
tasks; Need for Cognition (NFC) and Iowa Gamble Tasks (IGT/ modified IGT). 
The results show a significant main effect in the NFC conditions as well as 
interaction between types of NFC and types of IGT in significant ways. In other 
words, in the IGT, differences between types of NFC did not appear, whereas 
they did appear significantly in the mIGT, which was manipulated to include 
social contexts. These results can be used to estimate that when two types of 
NFCs make a decision, social contexts can work as a social facilitator (to the 
NFC-high) or as a social inhibitor (to the NFC-low) respectively.  

Keywords: Decision making, Emotion, Cognition, Social context, Need for 
Cognition, Iowa Gamble Task. 

1 Introduction 

Decision making is a cognitive process through which choices are made from among 
several alternatives; this process occurs at every moment of daily life. In addition, all 
decision making leads to a resulting final selection [1] and this can affect life in large 
or small ways. From the perspective of cognitive psychology, decision making is a 
successive process that occurs while humans are continuously interacting with factors 
such as the environment and the context; therefore, it takes place through the 
interaction between individuals’ characteristics and diverse contextual characteristics. 

As mentioned above, decision making is context-dependent [2]. In particular, 
decision making in social contexts, which contexts are generated by the existence of 
others, inevitably involves interactions between emotion and cognition [3]. This is 
because the element of emotion, which is inherent in social relationships, coexists 
with cognitive elements, which seek to hold a more varied and prudent position. In 
other words, when one makes decisions in consideration of others rather than alone, 
one is bound to be more affected by emotional factors rather than by cognitive factors. 
According to previous research [4], emotional factors play important roles in 
individuals’ decision making; therefore, it is natural that there is a strong impact of 
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emotion, which affects decision making in social contexts that are generated by the 
presence of others or of social relationships. However, there has been not any research 
that has considered the impact of two factors on decision making at once. Thus, we 
conducted a study in order to verify the effect of cognition and emotion on decision 
making, particularly in social contexts. 

Consequently, we used the Need for Cognition (NFC) scale and two types of Iowa 
Gamble Task (IGT) to achieve the aim of this study. First, the NFC is a concept that 
can explain individual differences in the degree to which circumstances requiring 
cognitive efforts are accepted and enjoyed, NFC has been used in numerous 
psychological studies [5] [6]. In addition, the IGT was developed to experimentally 
simulate real-life decision making [7]. Because emotions can be seen as important 
factors in decision making, and because IGT is frequently used in research into 
cognition and emotion [8], we used this as the tool of the decision making task; we 
also modified IGT to include social contexts.  

2 Materials and Method 

2.1 Participants 

The present study was conducted on a total of thirty undergraduate and graduate 
students. The participants volunteered for the experiments through a website; 15 
males and 15 females, aged 25.4 on average, received $5 for participation. 

2.2 Need for Cognition (NFC) 

In the present study, the NFC was used as a tool for measuring individuals’ cognitive 
efforts, and it was expected that those with a high NFC would put more effort into 
cognitive processes such as decision making than would those with a low NFC and 
that those with a low NFC would make decisions based on more emotional 
elements.We used an eighteen-questioned version of the NFC scale [9]. 

2.3 Iowa Gamble Tasks (IGT) 

Participants performed IGT as well as the modified IGT (mIGT), this second of 
which was modified to suit the purposes of the present study. The number of times 
a participant selected a card in each task amounted to 100; the rules followed those 
of the conventional IGT. In the case of the mIGT, however, a gray colored border 
as a guide was presented to create a circumstance involving social contexts. 
Through the explanation that this guide constituted opinion from others who had 
performed the same task earlier, the presentation of the guide served as a condition 
for the participants’ decision making in the social context (examples of task are 
shown in Fig. 1). 
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Fig. 1. IGT and mIGT 

3 Results 

3.1 NFC 

For the thirty respondents who participated in the surveys, the male-female ratio was 
adjusted, and, by grading the responses to the questions, those with high scores and 
low scores were classified into NFC-high (17) and NFC-low (13) groups, respectively 
(seventeen NFC-high). 

3.2 IGT and mIGT  

The IGT consisted of two types: the original task and the modified task. The 
participants had to perform each of the tasks, which were presented randomly. In the 
IGT, with the difference between the number of times that the advantageous card 
decks were selected and the number of times that the disadvantageous card decks 
were selected making up the rationality score, differences between the NFC-high and 
NFC-low groups were verified. The converted scores, which had been turned into 
standard scores with an average of 50 and a standard deviation of 10, were used in 
this study. 

The converted scores in the IGT were analyzed using a two-way analysis of 
variance (ANOVA) with two factors: NFC type (high or low within subject) and task 
type (IGT or mIGT between subjects). The main effect of the type of NFC was 
significant[F(1,56)=10.450, p<.01], and there was a significant NFC  task 
interaction[F(1,56)=6.818, p<.05], whereas no significant main effect in the type of 
task condition was found. The results are shown in Table 2, Fig 2. 
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Table 1. Results of 2-way ANOVA (NFC  IGT) 

Source SS df Mean Square  Sig. 

NFC 827.212 1 827.212 10.450 .002 

IGT 9.596 1    9.596     .121 .729 

NFC×IGT 539.743 1 539.743   6.818 .012 

Error 4433.045 56  79.162   

Total 155799.962 60    

a R Squared = .236 (Adjusted R Squared =.195) 

 
Fig. 2. NFC (high/ low)  task (IGT/ mIGT) interaction 

4 Discussion 

The present study was conducted to verify the effect of emotion and cognition on 
decision making in social contexts. As the scale for measuring individuals’ cognitive 
efforts, the NFC was used. High NFC scores were assumed to be linked to the ability 
to make more rational decisions; low NFC scores were assumed to be linked to a 
tendency to make decisions based more on emotional factors. As for the decision 
making task, the IGT, which is known to reflect emotional decision making, was 
used, as was the mIGT, to which a social context condition was added. The results 
showed that, while differences between types of NFC did not appear in the original 
IGT, they did appear significantly in the mIGT which had been manipulated to 
involve social contexts. Such results indicate that when cues for making decisions 
increased, choices could change, in the present study, according to the social context 
and the NFC. In addition, it was possible to estimate that when people with the 
characteristic of NFC-high makes a decision in social contexts, some factor of social 
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contexts works as a social facilitator, on the other hand, it worked as a social inhibitor 
for the NFC-low. These two mechanisms could possibly be used in future work, 
therefore, to consider new factors that have effect on decision making. 

The present study has some limitations. First, in the statistical results of the present 
study, the standard deviation within groups was considerable. It is necessary to 
conduct controlled follow-up experiments to determine whether the characteristics of 
the groups classified through the NFC are clear. Second, because the experimental 
design was made without emotional manipulation, there were no results for emotional 
effect or for effect of interaction between emotion and cognition on decision making 
in social contexts. Thus, it is necessary to develop a way to measure how emotional 
factor affects decision making and to redesign the experiment to consider the effect of 
interaction between emotion and cognitive factors on decision making. In conclusion, 
in terms of conducting a follow-up study, this study was conducted as a pilot test with 
missing factors and imperfect experimental design, as mentioned above. Thus, future 
work should focus on the effect of interaction between emotion and cognition on 
decision making in social contexts in order to for the future experiment to be more 
elaborate. 
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Abstract. Assessment of mental workload is an important aspect of many 
human factors and HCI applications. Not surprisingly, a number of workload 
measures have been proposed. This study examined the sensitivity, convergent 
and concurrent validity of several subjective self-report and EEG workload 
measures. Most measures displayed adequate sensitivity to task difficulty 
manipulations, but relatively modest convergent and concurrent validity. 
Overall, we believe these result serve to aid human factors practitioners in 
selecting measures of workload for varied applications. 

Keywords: Mental, Workload, EEG. 

1 Introduction 

Most methodologies for assessing workload fall into three categories, performance-
based, subjective, and physiological measures - with subjective and physiological 
measures receiving the most attention [2]. While several studies have compared the 
individual suitability of various subjective and physiological metrics [1, 3-10], to our 
knowledge no research has employed and examined them all in the same experiment. 
Without such an inquiry, it is difficult to know the capabilities of each measure, and 
the possible relations between them. Therefore, the purpose of the current study was 
to examine several subjective and EEG-based measures of workload for their 
intercorrelations and relationships with task performance. To this end, three 
psychometric properties will be specifically examined across measures: sensitivity 
(i.e., measurement response to changes in task difficulty), convergent validity 
(correlation of measures with each other), and concurrent validity (correlation of 
measures with performance).  

2 Methods and Materials 

2.1 Participants 

Twenty-five participants (20 men and 5 women; MAge = 26.52, SDAge = 5.36) were 
recruited, all of who had normal (or corrected to normal) vision/hearing and were free 
of neurological disorders. 
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2.2 Subjective Workload Measures 

Four subjective workload measures were employed: NASA Task Load Index (TLX), 
Multiple Resource Questionnaire (MRQ), Workload Profile (WP), and Subjective 
Workload Dominance Technique (SWORD) [6-9]. For all multidimensional 
subjective measures, a global score was computed for each. 

2.3 EEG-Based Workload Measures 

EEG measures were collected using an Advanced Brain Monitoring (ABM) X-10 
wireless headset. Signals were sampled at 256 Hz, band-pass filtered at 0.01 to 100 
Hz, and decontaminated using ABM’s proprietary software. Log power spectra were 
calculated from 1-second windows (for Fz, POz and P3, respectively) and averaged 
across each trial. Measurements of average band power were computed for each 
participant of the theta (4-7 Hz), alpha (8-12 Hz), and gamma (30-40 Hz) bands. In 
addition, a measure of EEG-based task engagement employed by Prinzel et al. [11] 
was included for evaluation. 

2.4 Experimental Task 

The Air Force Space Shooter (AFSS) simulation, a variant of videogame Atari 
Asteroids, was employed. In AFSS, participants control a spaceship (using a hand-
held gamepad) in a simulated “asteroid field.” The goal was to destroy as many 
asteroids as possible without colliding with them. Task difficulty was manipulated by 
changing the number of asteroids on the screen. The easy, medium, and hard 
conditions featured 10, 15, and 20 asteroids, respectively. A performance score was 
calculated as the number of asteroid destroyed (per trial) divided by the total number 
of asteroids featured in that trial (i.e., 10, 15, or 20). 

2.5 Procedures 

Upon arrival, participants were given written and verbal instructions concerning the 
study and how to play AFSS. Next, the X-10 headset was applied and calibrated. 
Participants were then given two practice trials, each lasting 10 minutes and featuring 
a reduced number of asteroids (2 and 5, respectively). During the second practice 
trial, participants were required to demonstrate sufficient proficiency with the task in 
order to proceed to experimental trials. Next, participants were assigned to an order of 
difficulty conditions and completed the three experimental trials. Each experimental 
trial lasted 15 minutes. Post-trial, participants completed the TLX and the MRQ; after 
concluding all trials, participants completed the WP and SWORD. EEG measures 
were recorded continuously during each trial. 
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3 Results 

Performance scores were examined for sensitivity to task difficulty using a single 
factor (trial difficulty) repeated measures ANOVA. In this analysis an omnibus effect 
was detected, F (2, 48) = 45.56, p < .05. Post-hoc analyses indicated that performance 
scores decreased linearly from the easy (M = 60, SD = 18) to the medium (M = 49, SD 
= 14) and hard (M = 40, SD = 12) conditions.  This confirmed that the task difficulty 
manipulation was effective in reducing task performance.  

Analysis of the sensitivity of workload measures to task difficulty indicated that 
with the exceptions of average Fz theta and POz alpha power, each measure 
demonstrated a degree of sensitivity to the manipulation (Table 1). Notably, it 
appeared that the subjective measures were generally more sensitive to this effect 
compared to the EEG measures. 

Table 1. Summary results of repeated measures ANOVAs and paired sample t-tests for each 
workload measure 

  Paired sample t-tests 

Measure Omnibus F 
Easy vs. 
Med. 

Easy vs. 
Hard 

Med. vs. 
Hard 

Subjective     
   TLX 13.87* -2.37* -5.08* -3.17* 
   MRQ 4.46* -1.35 -2.65* -2.20* 
   WP 28.34* -5.78* -6.49* -2.32* 
   SWORD 29.94* -5.60* -6.93* -3.63* 
EEG     
   Fz Theta .96 - - - - - - - - - 
   POz Alpha .17 - - - - - - - - - 
   P3 Gamma 3.39* -.17 -2.31* -2.26* 
   Engagement 5.79* -2.03* -3.03* -1.56 

* p < .05 

 
Pearson correlations were calculated between the task performance score and 

each measure in each task difficulty condition. From these values mean correlations 
across conditions were computed (Table 2). With regard to correlations between 
each measure and the performance score (concurrent validity), values were 
generally low. Of the measures examined the MRQ, WP, and POz average alpha 
band power appear to demonstrate the greatest (though very modest) correlations 
with performance. 

Regarding the correlation of measures with each other (convergent validity), 
correlations between TLX, MRQ, and WP were moderate and positive, suggesting 
modest convergence between those instruments. In addition, the WP was moderately 
correlated with POz alpha and P3 gamma, also indicating some degree of 
convergence between those measures. Several of the EEG measures displayed 
reasonable convergence including POz alpha and Fz theta and P3 gamma, and EEG 
task engagement and Fz theta and P3 gamma. 
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Table 2. Mean Peason correlations between the performance score and each workload measure 

  Subjective EEG 

Measure  1  2  3  4  5  6  7  8  9 

1. Score - - -         

Subjective          

2. TLX -.019 - - -        

3. MRQ -.001 .251 - - -       

4. WP -.195 .437* .332 - - -      

5. SWORD .240 .078 -.111 -.016 - - -     

EEG          

6. Fz Theta -.076 .078 .029 .102 -.147 - - -    

7. POz Alpha -.172 .148 .229 .193 -.178 .594** - - -   

8. P3 Gamma .140 .009 -.061 -.338† .016 .056 .314 - - -  

9. Engagement .037 .227 -.038 -.098 .058 -.290 .072 .634** - - - 
†p < .10. *p < .05. **p < .01. 

4 Discussion 

The purpose of the study was to examine the sensitivity, convergent validity, and 
concurrent validity of several subjective and EEG-based metrics of mental workload.  

Regarding sensitivity, most of the metrics displayed some degree of responsiveness 
to the task difficulty manipulation. Overall, subjective measures performed more 
consistently, with most exhibiting significant differences in perceived workload 
across task difficulty conditions. In addition, P3 average gamma band power and EEG 
task engagement demonstrated sensitivity comparable to the subjective metrics. With 
reference to convergent validity, most workload measures exhibited only modest 
correlations with each other. Broadly, subjective multidimensional measures (i.e., 
TLX, WP and MRQ) exhibited stronger correlations with each other as compared to 
their respective individual correlations with EEG measures. Likewise, the EEG 
measures demonstrated some convergence with each other. Of the metrics examined, 
the WP exhibited the highest convergent validity, though the strengths of those 
correlations were moderate. The poor convergence observed between the subjective 
and EEG-based measures is not necessarily an unexpected outcome. For example, 
others [12, 13] have found little correlation between subjective and physiological 
workload measures. This may support the suggestion that physiological workload 
measures are more responsive to moment-to-moment changes in workload, and post-
trial/post-experiment subjective measures index aggregate or trial-average workload 
levels [13].  

Finally, analysis of concurrent validity suggested some dissociation between the 
included workload measures and performance. However, the observed correlations 
are within the range those reported in other experiments examining workload and 
performance in complex tasks [1, 14]. SWORD displayed the highest correlation with 
performance, followed by the WP and POz average alpha band power, respectively. 
The results of the current study tend to support the utility of the WP, and to a lesser 
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extent, the SWORD, over the other examined subjective measures. Additionally, P3 
average gamma band power and EEG task engagement both exhibited favorable 
qualities. Overall, we believe the results of this study will help human factors and 
HCI practitioners make informed decisions when selecting measures of workload. 

References 

1. Rubio, S., Diaz, E., Martin, J., Puente, J.M.: Evaluation of Subjective Mental Workload: A 
Comparison of SWAT, NASA-TLX, and Workload Profile Methods. Applied Psychology: 
An International Review 53, 61–86 (2004) 

2. Tsang, P.S., Vidulich, M.: Mental Workload and Situation Awareness. In: Salvendy, G. 
(ed.) Handbook of Human Factors and Ergonomics, 3rd edn., pp. 243–268. Wiley, New 
York (2006) 

3. Hill, S.G., Iavecchia, H.P., Byers, J.C., Bittner, A.C., Zaklade, A.L., Christ, A.E.: 
Comparison of Four Subjective Workload Rating Scales. Human Factors 34, 429–439 
(1992) 

4. Finomore, V.S., Warm, J.S., Matthews, G., Riley, M.A., Dember, W.N., Shaw, T.H., 
Ungar, N.R., Scerbo, M.W.: Measuring the Workload of Sustained Attention. Proceedings 
of the Human Factors and Ergonomics Society Annual Meeting 50, 1614–1618 (2006) 

5. Vidulich, M.A., Tsang, P.S.: Absolute Magnitude Estimation and Relative Judgment 
Approaches to Subjective Workload Assessment. Proceedings of the Human Factors and 
Ergonomics Society Annual Meeting 31, 1057–1061 (1987) 

6. Hart, S.G., Staveland, L.E.: Development of NASA-TLX (Task Load Index): Results of 
Empirical and Theoretical Research. In: Hancock, P.A., Meshkati, N. (eds.) Human Mental 
Workload, pp. 239–250. North Holland Press, Amsterdam (1988) 

7. Tsang, P.S., Velazquez, V.L.: Diagnosticity and Multidimensional Subjective Workload 
Ratings. Ergonomics 39, 358–381 (1996) 

8. Vidulich, M.A.: The Use of Judgment Matrices in Subjective Workload Assessment: The 
Subjective Workload Dominance (SWORD) Technique. Proceedings of the Human 
Factors and Ergonomics Society Annual Meeting 33, 1406–1410 (1989) 

9. Boles, D.B., Adair, L.P.: The Multiple Resources Questionnaire (MRQ). Proceedings of 
the Human Factors and Ergonomics Society Annual Meeting 45, 1790–1794 (2001) 

10. Gevins, A., Smith, M.E.: Neurophysiological Measures of Cognitive Workload During 
Human-Computer Interaction. Theoretical Issues in Ergonomics Science 4, 113–131 
(2003) 

11. Prinzel, L.J., Freeman, F.G., Scerbo, M.W., Mikulka, P.J., Pope, A.T.: A Closed-Loop 
System for Examining Psychophysiological Measures for Adaptive Task Allocation. The 
International Journal of Aviation Psychology 10, 393–410 (2000) 

12. Myrtek, M., Deutschmann-Janicke, E., Strohmaier, H., Zimmermann, W., Lawerenz, S., 
Brügner, G., Müller, W.: Physical, Mental, Emotional, and Subjective Workload 
Components in Train Drivers. Ergonomics 37, 1195–1203 (1994) 

13. Wilson, G.F., Hankins, T.: EEG and Subjective Measures of Private Pilot Workload. 
Proceedings of the Human Factors and Ergonomics Society Annual Meeting 38, 1322–1325 
(1994) 

14. Braarud, P.O.: Subjective Task Complexity and Subjective Workload: Criterion Validity 
for Complex Team Tasks. International Journal of Cognitive Ergonomics 5, 261–273 
(2001) 



C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 417–421, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Self Soothing by Reviewing Favorite Memories:  
An Exploration of Mobile Application Prototypes, Which 

Facilitate Positive Wellbeing via Reminiscing  

Alice Good, Claire Ancient, Georgiana Postolache, Alexandru Socianu,  
and Adam Afghan 

University of Portsmouth, PO1 3AE UK 
{alice.good,claire.ancient}@port.ac.uk 

Abstract. The premise of this paper is to promote the results from a small study 
which sought to evaluate the effectiveness of three different prototype mobile 
applications, in promoting well being by the reminiscing of positive memories. 
Interviews were carried out with mental health professionals, including 
psychotherapists and psychiatric nurses, who were questioned on their opinions 
as to the effectiveness of the proposed app after using the prototype.  The 
results indicate a significant interest in the proposed tool, with all professionals 
recognizing the effectiveness of positive reminiscing and indicating a 
willingness to take part in subsequent prototype evaluation developments.   

Keywords: Wellbeing, Mobile Applications, Reminiscing. 

1 Introduction 

There is potential for using mobile applications as a means to facilitate the process of 
reminiscing, and this is the focus of the presented research.  Whilst there are now a 
vast range of apps to support physical health, supporting mental health is still a new 
area, particularly in the area of behavioral therapy.    

Mobile applications could be used to facilitate positive reminiscing, and as such, be 
utilized as a self soothing or distraction tool, for people experiencing low moods or 
anxiety (Good et al, 2012).  The theory is based upon Reminiscent Therapy (RT), 
designed for people with dementia and involves using meaningful prompts, including 
photos, music and recordings as an aid to remembering life events (Norris, 1986).  
Some research states that it has been useful in reducing depression (Scogin F & 
McElreath, 1994) as well as being an important tool to facilitate socialization. 
Positive reminiscing can also promote a sense of wellbeing.  

The process of reminiscing as a self soothing tool is relatively under explored area.  
Whilst it has been predominantly utilized in people with dementia, there could be 
scope for applying the theory of RT in other mental health conditions, particularly 
where depression and general low mood are common Good et al, 2013).  This could 
potentially induce a ‘self soothing’ process which could lend itself well to people who 
struggle with day to day living as a result of low mood, or indeed who experience the 
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occasional ‘off-day’. The act of ‘self soothing’, that is calming us down, is in fact one 
of the most difficult things to achieve when you have mental health problems.  Yet 
the capability to be able to calm oneself down, to essentially self soothe, would be 
hugely advantageous to people with mental health problems, and could potentially 
prevent problems from escalating further, if only by means of a distraction.  It is the 
premise of this research to develop apps that can help facilitate positive reminiscing. 

2 Mobile App Prototypes for Reminiscing 

This research presents examples of reminiscent applications. Three alternative 
prototype mobile applications were designed on IOS and Android platforms, to 
display meaningful memorabilia which could be used to promote positive wellbeing. 

2.1 I Remember When 

‘I Remember When’ (Ancient et al, 2013) is designed as a tablet application, 
originally intended for people with dementia, but with potential to be utilised by 
wider user groups (See Figure 1). Users have the option of reminiscing with personal 
memories or memories through different eras.  The latter option would be particularly 
suitable for people with dementia, for promoting discussion (Norris, 1984).  

 

 

Fig. 1. Mobile App: I remember when 
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The app also provides the facility for users to add personal stories about their lives, 
which could be related to certain events that triggered positive memories. There is 
also the facility to assign a relevant sound track to this story, which could enhance the 
reminiscence process.   

2.2 Remember Me 

The second prototype – ‘Remember Me’ was designed for IOS phones.  Users can 
upload their favourite pictures, videos, audio and notes into the app.  There is the 
facility to assign meaningful comments/notes to the memorabilia.  In addition, users 
could copy and paste content from texts, emails and other files into the ‘notes’ 
section, for example poems or special messages (see figure 2). 

   

Fig. 2. Mobile App: Remember Me 

2.3 My Favourite Memories 

The final prototype, entitled ‘My Favourite Memories’ (see figure 3), was also 
designed as a tablet application but can also be used on Android phones.  With this 
app, users can store favorite photos and music as well as meaningful notes.  As with 
the previous apps, users can add descriptions or positive notes in the form of prompts 
to the uploaded media. 
 

 

Fig. 3. Mobile App: My Favourite Memories 
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3 Evaluation Study 

3.1 Method 

In adopting a user-centered approach to design, the researchers carried out an 
evaluation of the prototype applications with six experienced professionals who 
support people with a range of psychiatric disorders, including anxiety, depression 
and personality disorder.  These professionals, who were interviewed separately, were 
presented with prototypes of the three apps.  They were then questioned on the 
following criteria:  whether they thought the app would be suitable in promoting self 
soothing; likelihood of their clients using these types of apps; likelihood of clients 
becoming stressed using the app and lastly, whether they would be interested in 
participating in subsequent research using the proposed apps. 

3.2 Results 

Qualitative data was gathered and presented in table 1 below.  Rigorous analysis 
using methods such as content analysis and categorization was not deemed 
appropriate given the very small sample group.  This research should effectively be 
viewed as a pilot study and as such, the results viewed as indicative only.   

Table 1. Professionals’ Perspectives on the Effectiveness of Reminiscent Apps 

Potential to aid self 
soothing  

All professionals agreed that the ability to self soothe is very 
important. General consensus was that these types of reminiscent 
apps could potentially be used as a self soothing tool.  
 

Likelihood of clients 
using app 

All clients had a mobile phone but not all used smart phones.   
 

Likelihood of clients 
becoming stressed 
whilst using app 

Some issues with regards to getting started and maintaining the 
usage of the app.   
 

Interest in 
involvement in 
subsequent research 

Five out of six indicated an interest in becoming involved in any 
subsequent research and trials using the app. 
 

4 Discussion 

Self soothing is one of the most difficult and challenging things to achieve when 
feeling stressed. All of the professionals questioned, agreed it is an important skill and 
can reduce the likelihood of behavioral problems and improve mental health, as well 
as potentially reducing the likelihood of clients requiring intervention from mental 
health services.  Some professionals reported that not all of their clients had smart 
phones, others were not sure.  A possible solution for this could be to ensure the apps 
could be used via laptops or desktop computers.  Two professionals voiced concern in 
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relation to clients becoming stressed using the app, but this was more in relation to the 
likelihood of clients requiring encouragement to get started and to maintain usage.  
Whilst the application can be set up by individuals, it could also be set up with the 
support of service providers, for example community nurses/support workers. Five 
out of the six professionals indicated an interest in becoming involved in related 
research which involved user testing for effectiveness and usability.   

The results of the study suggest that mobile applications could be an effective, as 
well as accessible method to facilitate positive emotional wellbeing, when used as a 
self soothing tool. Further research is required to address design issues, particularly in 
relation to usability and user experience. The apps will need to be designed in such a 
way that they not only promote self soothing, but also a  positive  user experience, as 
clients could potentially be stressed prior to usage and will require an intuitive, easy 
to use app.  Furthermore, studies will be required with end users to evaluate 
effectiveness.  This study is part of a larger research project which focuses on the 
development of mobile applications for promoting self soothing and wellbeing. 
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Abstract. The ownership of mobile devices rapidly expand which results to the 
behavior of reading is transformed. A central feature to the success of mobile 
publications is the design of an effective interface to link text to image 
information. However, the suitability of the prevalent information formats in 
supporting various mobile reading tasks is not known. Using the cognitive fit 
theory as the theoretical framework, we developed a research model to 
investigate the fit between information format and reading task, and examined 
its influence on mobile user's reading performance and perceptions of reading 
experience. As the information format has been shown to affect readers’ mobile 
reading behavior, even when the information content is held constant, the 
practical implications for mobile publication designers include providing both 
types of information format on their mobile publications and matching the 
appropriate information format to the individual reader’s task.  

Keywords: cognitive fit theory, interface design, mobile publication, multi-
touch gesture, reading experience. 

1 Introduction 

Ownership of mobile devices (also known as pad, tablet and smart phone) are 
growing. In order to seize widespread business opportunities, individuals such as 
designers, traditional media publishers, ad agencies, and companies of all sizes want 
to create, distribute, monetize, and optimize engaging content and publications for 
mobile devices [1]. A central feature to the success of mobile publications is the 
design of an effective interface to link text to image information. However, the 
specification of mobile publication is totally different from web or even paper. 
Moreover, the suitability of the prevalent information formats in supporting various 
mobile reading tasks is not known. Therefore, in this research, our objective is to 
present a research model to investigate the fit between information format and reading 
task, and examine its influence on mobile user's reading performance and perceptions 
of reading experience. Grounded on our research, mobile publication designers could 
match the appropriate information format to the different purpose of the publications 
based on reader’s tasks in order to provide complete reading experience. 
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2 Theoretical Background 

2.1 Cognitive Fit Theory 

The cognitive fit theory was developed to help understand how the fit between the 
presentation format and the decision-making task can influence individuals’ problem 
solving performance [2]. It basically argues that the performance of problem solving 
depends on both the problem representation (hereinafter referred to as "information 
format") and the nature of the task. Different information formats, such as tables and 
graphics, emphasize different types of information and problem-solving processes. 
Similarly, different problem-solving tasks, such as trend detection and data value 
retrieval, also emphasize different types of information and problem-solving 
processes [3]. The cognitive fit theory suggests that when both the information format 
and the task emphasize the same types of information and processes, a cognitive fit 
will occur, which produces a consistent mental representation for problem solving. 
However, when there is a mismatch between the information format and the task, 
cognitive fit will not take place. Problem solvers will then need to transform some of 
the mental representation, inducing additional effort and resulting in relatively lower 
performance than when there is a cognitive fit. 

2.2 Reading Tasks: Searching versus Browsing  

The most important feature of content is segmentation due to the different preferences 
fulfilling various tasks. Take a female teenager as an example, she prefers scanning a 
gossip magazine to take some rest rather than skimming businesses journal because 
distinct readership has own interest on the specific type of publications. While 
searching and browsing are deemed to be distinct activities on the e-publications, 
researchers also recognized that they represent two ends of a continuum rather than a 
strict dichotomy [4]. Prior research mainly focus on e-commerce domain which 
means readers will act differently when they have different reading tasks in mind. [3] 
However, e-publications on mobile devices should renew an outstanding perspective. 
We differentiate between searching tasks and browsing tasks by the degree to which 
readers are specific about their studying objectives.  

2.3 Information Format: Tap versus Swipe 

Information format is defined as the presentation and organization of information 
about the available alternatives and their attributes [5]. Not mention to the mobile 
devices has already revolutionized the way that how people perceive the content 
presentation. The existence of multi-touch gesture or device sensors such as tap, 
swipe, gyroscope, and accelerator brings more playfulness for readers to have 
immersive reading experience. Take automobile chassis for an example, as Figure 1, 
readers can understand more detail about the structure of the car. These two 
presentations are used extensively in the present mobile publication applications 
including catalogs and magazines (which we will refer to as App in this paper).  
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Fig. 1. Screen demonstrations of tap and swipe format 

3 Research Model and Hypotheses 

The research model is presented in Figure 2. According to prior research in reading 
behavior and human-computer interaction, users read books online for both goal-
oriented and experiential reasons [6]. Therefore, two types of measures can be 
included when studying users’ reading behavior. The first type is performance 
measures, including reading efficiency (as reflected by the time used) and 
communicative effectiveness (as reflected by the text/image information that readers 
can recall from the App). The second type is related to reading experience, such as 
readers’ perceptions of cognitive effort in completing the reading tasks and their 
attitude toward using the App. Based on the prior theoretical background, we propose 
that when there is a match between the information formats (tap versus swipe) and the 
reading tasks (searching versus browsing), more positive outcomes in terms of the 
two types of measures will result. We firstly conducted a convenience subject in order 
to sketch the whole picture of the mobile reading experience, then in the next phase of 
our study we will collect more samples to evaluate the model. 

 

Fig. 2. Research model 

3.1 Performance 

Time is often used as an indicator of performance in certain tasks involving different 
information formats. [7] Less time indicates more efficient operation and better 
interface design, which are desirable to both system designers and system users. 
Recall is another dependent variable that is frequently adopted in IS research to 
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indicate the effectiveness of communication by different information formats [8]. 
Readers’ recall of text/image information on the publication App can be used as an 
indication of the degree to which the publication App is successful in conveying ideas 
to the readers. 

According to the earlier analysis, we propose an interaction effect between the 
information format and the reading task on performance measures. When there is a 
match between the two, readers will perform better in their reading processes, because 
effort expended on adjusting any mismatched mental representation can be 
minimized. Specifically, we expect that the swipe format, which supports local 
scanpaths, matches the browsing task, and the tap format, which supports global 
scanpaths, matches the searching task. As a result, not only will the readers’ 
information search time be shorter (H1), but their recall of text/image information will 
be higher(H2). 

─ H1: Information search time will be shorter when the information format matches 
the reading task (i.e., the swipe information format matches the browsing task, and 
the tap information format matches the searching task). 

─ H2: Recall of text/image information will be higher when the information format 
matches the reading task (i.e., the swipe information format matches the browsing 
task, and the tap information format matches the searching task). 

3.2 Reading Experience 

The cognitive fit theory suggests that when there is a mismatch between the 
information format and the reading task, the readers will invest more effort in reading 
processes. Hence, we propose that cognitive effort will be lower when the information 
format matches the reading task (H3). Similarly, a more positive attitude from the 
reading experience will be formed if the readers’ reading tasks are well supported by 
the information formats. Due to the matches between the swipe format and the 
browsing task and between the tap format and the searching task, we expect that 
attitude toward using the publication Apps will be more positive when the swipe 
format is provided for the browsing task and the tap format is provided for the 
searching task (H4). 

─ H3: Cognitive effort will be lower when the information format matches the 
reading task (i.e., the swipe information format matches the browsing task, and the 
tap information format matches the searching task). 

─ H4: Attitude towards using the publication Apps will be more positive when the 
information format matches the reading task (i.e., the swipe information format 
matches the browsing task, and the tap information format matches the searching 
task). 



426 T.-M. Tsai et al. 

4 Discussions and Conclusions 

Current study has proposed the role of information format in influencing readers’ 
reading behavior. Utilizing the cognitive fit theory as the theoretical framework, our 
analysis suggests that mobile users’ reading performance is influenced by both the 
presentation and tasks. By matching the information formats of an App page interface 
with mobile users’ reading tasks, the time that readers spend searching for desired 
information can be shortened while their recall of text/image information on the App 
page site can be improved. Furthermore, readers may not consciously be aware of 
these effects, suggesting that editors or publishers can influence readers in a desired 
way by manipulating the information format to suit readers’ reading tasks. 

Future research can build on the findings of this study in other settings using 
different intervening variables. For example, they can examine whether the findings 
still hold when the content is in varied domains such as education, retail, travel, health 
or fashion. Moreover, the effects of other interface characteristics, such as animation 
of images or text and use of device sensor, can be examined. The predictive power of 
the cognitive fit theory and vision research in investigating the effects of the App 
page interface on readers’ reading behavior can also be further explored. Continuing 
research will contribute to a better understanding of the role of the information format 
in improving reading performance in mobile cyberspace. 
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Abstract. Individual decision-making behaviors are affected by context proba-
bility, success experiences and individual difference. Experiment on difference 
of individual decision-making behaviors is designed to explore the rules.  
Subjects are tested as type A or B behavior pattern before participated in  
experiment. Decision-making tendency is main analyzed option. The con-
clusions show that given probability leads subjects’ decision-making beha-
viors in extreme probability states, last outcome and individual differences also 
impact subjects in average probability states. The causations about subjects’ de-
cision-making behaviors match choice’s probability, correct-unchanged ten-
dency was more than other tendencies, and difference with type A or B 
behavior pattern are discussed. 

Keywords: decision-making behaviors, probability matching, decision-making 
tendency, type A and B behavior pattern, last outcome. 

1 Introduction 

Kahneman found choices of individual decision-making matching with given proba-
bility but deviated from the rational choice, pointed those unrational deviation from 
typical model was followed some rules and could be predicted [1]. Anderson pointed 
given probability, successful experience and individual difference was main affection 
factors and simulated individual decision-making by ACT-R model in 1998[2].  

Personality will affect decision-making and Phineas Gage was the first sample due 
to brain injures inducing decision-making [3, 4]. We would explore whether type A 
and B behavior pattern will affect individual decision-making, whether individuals 
with different type pattern will make different choice in different probability, and how 
given probability and successful experience affect decision-making. Type A Behavior 
Pattern (TABP) was defined by Rosenman and Friedman, which included two type 
pattern: A and B [5]. Individuals with type A behavior pattern were impetuous, un-
steadily emotion, emulative, high efficiency, impatience and high time pressure etc, 
on the contrary, individuals with type B were peace and quiet, relaxed, comfortable, 
less ambition, obedient, reticent, cogitative, deep-voiced, costive etc. 

Subjects with type A or B behavior pattern are invited to test difference of  
decision-making behavior to prove those hypotheses: 
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1. In extreme probability states given probability would be dominant subjects deci-
sion-making behaviors, in average probability states last outcome and individual 
differences would all impact subjects.  

2. In average probability difference of subjects with type A or B behaviors pattern 
would be remarkable.  

Decision-making tendency is main analyzed option. Decision-making tendencies are 
choices after the last outcome. Last outcomes include correct and error and choices 
includes changed and unchanged, so there are four tendencies: correct-unchanged, 
correct-changed, error-unchanged, and error-changed. 

2 Difference of Individual Decision-Making Behaviors 
Experiment 

2.1 Testing of Type A or B Behavior Pattern 

Testing of type A or B behavior pattern mostly uses questionnaires, those question-
naires include Structure interview (SI), Jenkins activity survey (JAS), Common life 
scale (CLS) and Type A behavior pattern questionnaire (TABPQ). We use DXC  
psychometrical instrument, which was developed by the Fourth Military Medical 
University, and embodied a type A behavior pattern questionnaire which was self-
presentation and edited by Zhang Boyuan in 1984.There are 23 students as subjects to 
be invited to identify type behavior pattern. Table 1 is the outcome. One subject’ lie 
detector exceeded seven, and then his questionnaire was eliminated. 

Table 1. The outcome of type A and B behavior pattern identification 

type behavior pattern A（36~50） A-（28~35） M（27） B-（19~26） B（1~18） 

amount 3 10 0 5 4 

2.2 Methods 

The test process is developed by E-Prime software.  

Subjects: 22 students of College of Aeronautics. 

Material: There are two alarm lamps, master caution lamp and master warning lamp 
in the experimental interface. One lamp will light in each test, and the probability is 
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, then another will reverse. There 
are nine groups, and each group has fifty tests. Experimenters forecast and choose 
which one lamp will light between two alarm lamps. Software will give probability 
clue of one lamp will light for subjects before starting and correct or error clues after 
they each choose. The probability of lamp lighting is random and no name. Correct or 
error clue will show on the interface. Subjects will modify their choices according to 
clues and probability of lamp light. 
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3 Results and Discussions 

3.1 Affection of Given Probability 

Individual chooses according with option’ right proportion is defined as Probability 
Matching. The probability of subjects’ choices is gradually close to the given proba-
bility, as Fig.1 presents. This result consists with former’ experiments.  

 

Fig. 1. Subjects’ choices matching given probability 

Given probability is dominant subject decision-making in extreme probability such 
as 10%, 20%, 80%, 90% and subject prefers former option and ignores last outcome; 
in average probability such as 40%, 50%, 60% each choice option has near probabili-
ty and subject adjusts choice according of last outcome, finally probability of sub-
jects’ choices is also close to given probability, from another point of view, it affects 
subject. In significant level 05.0=α , difference of unchanged tendency and changed 
tendency is significant in all extreme probability state, and insignificant in all average 
probability state.  

3.2 Affection of Last Outcome 

Subject’ decision-making tendencies are mainly affected by last outcome in average 
probability, as Fig.2 shows. In extreme probability last outcome is ignored by sub-
jects. In average probability if last outcome is correct, subject will prefer correct op-
tion and correct-unchanged tendency is higher than correct-changed; if last outcome is 
error, subject will change their choice, then error-changed tendency is higher than 
error-unchanged. 

Correct-unchanged tendency is higher than other tendencies and correct-changed is 
lower than other tendencies in all probability. That is subject will prefer former option 
if last outcome is correct and weaken affection of given probability. For example, four 
tendencies would be same in 50% probability, but correct-unchanged tendency is 
highest, and correct-changed is lowest. Then last outcome is another main factor to 
affect subject decision-making. Literature 2 described subject choice was affected by 
last outcome and last last outcome, for example, the probability of A option was cho-
sen lower in turn from AA, BA, AB, BB. 



430 Y. Luan, H. Xue, and L. Ding 

In significant level 05.0=α , difference of correct-unchanged tendency and other 
three tendencies is significant in all given probability. 

 

Fig. 2. Differences of four tendencies in vary given probability 

3.3 Affection of Individual Difference 

In average probability subject’ personality affect subject decision-making liked Fig.3. 
Correct-unchanged tendency of type A is lower than type B, correct-changed tenden-
cy of type A is higher than type B, and other two tendencies is nearly. But in extreme 
probability, given probability cover other affection factors, and subject’ tendencies of 
type A and B is nearly, as Fig.4 showed.  

 

Fig. 3. Differences of subjects with type A or B behavior pattern in average probability 

In significance level 05.0=α , correct-unchanged tendency of subjects with type A 
is significantly lower than subjects with type B in average probability; correct-
changed tendency with type A is significantly higher than type B; two error tenden-
cies aren’t significant in average probability and differences of four tendencies of two 
types aren’t significant in extreme probability. 

 

Fig. 4. Differences of subjects with type A or B behavior pattern in extreme probability 
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3.4 Discussions 

1. Explaining probability matching in psychology could be considered that individual 
adjusts choices according to given probability for most incomes. Affections of last 
outcome and individual difference for subjects are unnoticed in extreme probability 
and very clearly in average probability. Explaining correct-unchanged tendency is 
more than other tendencies could be consider that there is subconscious inertia af-
fecting subject’s choices. This inertia is contrary with rational decision-making. 
When the last outcome is correct, subject prefers the former option, even though 
accurate rate of that option isn’t higher than other options. Hypothesis one is tena-
ble. 

2. In average probability difference of subjects with type A or B behaviors pattern are 
remarkable: Correct-unchanged tendency of subjects with type A is significantly 
lower than subjects with type B; correct-changed tendency with type A is signifi-
cantly higher than with type B. Hypothesis two is tenable. That could be consi-
dered subjects with type B are more affected by subconscious inertia, and more ob-
edient than type A. 

4 Conclusions 

Individual decision-making behaviors adjust mainly according to options’ given prob-
ability and also are affected by last outcome and individual difference. Affection of 
given probability results in probability matching, affection of last outcome results in 
correct-unchanged tendency is more than other tendencies, and affection of individual 
difference results in significant difference of subjects with type A or type B in aver-
age probability. But whether correct-unchanged tendency is more than other tenden-
cies, whether difference type pattern behavior results in different decision-making 
behaviors, those would be proved by more experiments.  
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Abstract. The error prevention effects of “point and call checks (P&C 
Checks)” are known and  used in several industries in Japan. We investigated 
whether or not “pointing” had an error prevention effect and if the effect is due 
to eye focusing. Participants performed tasks under different experimental 
conditions: (1) with pointing, (2) without pointing. The density of the dots were 
controlled (high or low). This task had two subtasks. One, focusing on the only 
target dots and two, remembering the dots which have been counted. The result 
indicated that only in low density condition the number of counting error in 
“with pointing” conditions was significantly fewer than that in “without 
pointing” condition. The result supported the memory enhancing effect of 
pointing. 

Keywords: “point and call checks”, human error, error prevention. 

1 Introduction 

In various industries, human error is indicated as the main cause of accident. For the 
purpose of preventing human error, several tangible and intangible countermeasures 
have been developed. Although both countermeasures are important for enhanced 
safety, tangible countermeasures usually get most attention. Intangible measures are 
also important for safety. “Point and call checks (P&C Checks)” is one form of 
intangible countermeasure broadly used in various industrial fields in Japan. Various 
workers, for example train drivers, factory workers, plant workers and nurses use 
P&C Checks in complicated perceptual situations or when operating complicated 
systems in order to prevent errors. In the railway field, various workers, not to 
mention train drivers and conductors, use P&C Checks in Japan. For example, train 
operators check a railway signal while pointing at it with their finger and calling out 
its state. Maintenance workers check project status with P&C Checks, too. P&C 
Checks is a method for confirming an action or status by pointing at the object or task 
with index finger and calling out its state or status [1]. Several studies have 
demonstrated that the P&C Checks have error prevention effects, but the error 
prevention mechanisms of P&C Checks have not been verified sufficiently. Therefore 
we need to confirm each mechanism in detail. 
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In this paper we focus on the mechanism of eye fixation with pointing. We 
experimentally investigated whether or not “pointing” had an error prevention effect 
and if the effect is due to eye focusing. We compare the error rate in the task of 
counting dots on the PC display in high and low density conditions. This task had two 
subtasks. One, focusing on only target dots and two, remembering the dots which 
have been counted. For the purpose of confirming the eye focusing effect of pointing, 
eye movements were recorded. Because of the deterioration of the data due to the 
head movement of the participants, the data was not analyzed. Details of the results of 
the eye tracker data will therefore not be fully described. 

2 Procedure 

2.1 Participants 

Forty people (nineteen male, twenty one female) participated in the study; they had 
the mean age of 21.35 years. All participants were aware of their right to withdraw 
from the study at any time and had a full debriefing about the aims of the study. 

2.2 Equipment 

We collected data using the experiment software (developed with Microsoft Visual 
Basic 2010). Experiment software was installed to the PC (FUJITSU 
FMVDE2A0L1). Output was shown on the 17in. display (Mitsubishi RDT1713LM ) 
at 1024 × 768 pix. The responses of participants were recorded with a keyboard 
connected to the PC. The display was positioned 60 cm from the participants. 

2.3 Task 

The task was to count the dots on the display. This experiment consisted of two 
sessions. The first session was a trial session. Participants performed the task under 
different experimental conditions: (1) with pointing, (2) without pointing. The density 
of the dots was controlled (high or low: Figure 1). In the trial session, participants 
experienced one high density trial and one low density trial without pointing, and the 
order was randomly selected. One session consisted of twelve trials: six high density 
trials and six low density trials in each experimental condition. Each trial was selected 
randomly. With or without tests alternated. The dot density was controlled not to be 
the same in the six consecutive trials. In the trial session, forty dots on the screen in 
one trial. In one session, the number of the dots on the screen was selected from 37, 
38, 39, 41, 42, 43 (average 40). 
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Fig. 1. Flow of experiment 

The screen was divided into the 70 x 50 arrays of cells. In high density trials, the 
locations of the dots presented on the screen were selected from all cells. On the other 
hand, in low density trials, the locations of the dots presented on the screen were 
selected from limited cells (from rows eighteen to fifty three and from columns 
thirteen to thirty eight). 

The dots were presented for 400ms per each dot. When forty dots were presented, 
dots were presented for 16000ms. 

3 Hypothesis 

If the error prevention effect of pointing is due to the effect of eye focusing, the error 
prevention effect should be revealed more clearly in high density condition than in low 
density condition, because focusing on only target dots is more difficult. On the 
contrary, if the error prevention effect was revealed more clearly in low density 
conditions than in high density conditions, then pointing may have memory enhancing 
effect. The result indicated that only in low density condition the number of counting 
error in “with pointing” conditions was significantly fewer than that in “without 
pointing” condition. The result supported the memory enhancing effect of pointing. 

4 Results 

4.1 Control of the Density of Dots 

In order to confirm the control of the density of dots, analysis of variance was 
conducted. The results indicated that the main effect of the density and the average 
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mechanism. One possibility is that pointing has the memory promoting effect. 
Pointing accompanying physical movement may prompt spatial memory. 
Consequently, error prevention effect of pointing was seen only in low density 
condition. In order to count the dots accurately, remembering what dots have already 
been counted is important. Therefore, it can hardly be assumed that eye fixation have 
no relation with error prevention effect. Because of the deterioration in the accuracy 
of the eye tracker calibration, we couldn’t test the difference in eye fixation between 
each experimental condition. As a result, we can’t test to what extent eye fixation has 
relation with prompting memory and error prevention. We need to perform further 
experiments under various density conditions and to research using eye camera. 

Identifying the error prevention mechanisms is important not only in terms of 
academic progress, but also in terms of application to the field. One application is to 
education. Intangible counter-measures such as P&C Checks are easy to lose 
popularity. Learning the mechanisms of P&C Checks may contribute to enhanced 
understanding and retention of P&C Checks. We need further experiments to identify 
the error prevention mechanisms and to examine them in detail. 
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Abstract. The traditional approach to cognitive engineering involves reducing 
workload by providing operators with immediately accessible relevant 
information. We suggest that such immediate access may not always improve 
human performance. Somewhat counter-intuitively, making some information 
harder to access by slightly increasing the time, physical and mental effort to 
view it can induce a more memory-based planning strategy that can improve 
performance. Studies are described that find increasing access cost leads to 
improved recall, more efficient problem solving, and resilience to interruption. 
Implications for cognitive engineering are discussed. 

Keywords: Information access cost, cognitive engineering, display design, soft 
constraints, memory, planning, problem solving, task interruption. 

1 Introduction 

Rapid developments in information technology have far outstripped our ability to 
develop corresponding intellectual technology concerning its optimal use. Advances 
in computer processing speed, computer memory capacity, and networking 
capabilities, have afforded software engineers the scope to design interfaces that 
allow operators unprecedented access to large volumes of information. Operators of 
complex safety-critical systems such as aircraft, process control plants, and command 
centers, are increasingly flooded with immediately available information from 
multiple sources. The question is how should these technological developments be 
harnessed to design interfaces that optimize human performance? 

1.1 Traditional Approach to Cognitive Engineering 

The traditional assumption is that fast access to relevant information will reduce 
workload and improve performance [1, 2, 3]. Interface design has been driven by 
human processing capabilities and limitations when humans interact with systems [4]. 
                                                           
* Corresponding author. 



438 P.L. Morgan et al. 

Its main goals are to develop systems that: are easy to learn and use [5]; support 
effective cognitive functioning (e.g., attention, memory); improve performance, and 
reduce errors and accidents [6]. Consequently the traditional approach to cognitive 
engineering provides operators of complex systems with immediately available 
relevant information by taking advantage of human perception, attention, and 
psychomotor abilities. For example, Ecological Interface Design proposes that 
complex relationships between data should be made directly accessible to operators in 
a manner that allows effortless extraction of information from an interface [7]. 
Similarly, information fusion attempts to present operators with a more coherent 
‘situational’ picture [2]. Essentially, both methodologies assume that reducing 
cognitive workload when operators access and extract information from complex 
displays will always benefit performance. The present paper challenges this 
assumption by demonstrating how a brief delay in accessing important information 
can induce a more cognitively-oriented processing strategy that can improve 
performance in some specific situations.  

1.2 The Theory of Soft Constraints and Information Access Cost 

The theoretical underpinning for the effect of manipulating access cost comes from 
Anderson’s seminal work on adaptive cognition [8], and the theory of ‘soft 
constraints’ [9]. These approaches emphasize that any cognitive strategy is developed 
on the basis of its perceived benefits and costs. Increasing the millisecond cost of 
accessing information from an interface can affect the selection between a display-
based and more memory-intensive strategy [9]. The idea is that operators attempt to 
avoid small time delays in accessing information by adopting a more memory-based 
strategy. In display-based interaction, the interface is used as an external memory 
resource, thus minimizing the need for internal memory. Consequently information 
may not be deeply processed as it is easily available at the interface. However, 
increasing the cost of accessing information results in the operator trying to avoid this 
cost, with a powerful shift to a more memory-based strategy [9]. Thus, somewhat 
counter-intuitively, small delays in information accessibility can encourage 
deployment of a more cognitively intensive strategy that may subsequently improve 
task performance. 

Information access cost is defined as the time, physical and mental effort involved 
in accessing task critical information (e.g., the goal-state in a problem solving task). 
In the following studies, access costs were varied among three levels. With a Low 
access cost, the goal-state was permanently visible. With a Medium cost, the goal-
state was covered with a mask that disappeared immediately when a mouse cursor 
was moved into the goal area and reappeared when the cursor was moved out of that 
area. A High cost had an extra second or two lockout time for the mask to disappear.  

2 The Effect of Increasing Information Access Cost 

First, increasing access cost can improve recall. The Blocks World Task (BWT, 
Figure 1) involves copying a target pattern of colored blocks in a target window to a 
workspace window by dragging and dropping colored blocks from a resource palette.  
 



 A Novel Approa

Fig. 1. Example of a Low G
actual colors with no overlayin

Access costs for viewing th
by Waldron, Patrick, Morg
pattern in a surprise recall
access condition and a mo
more blocks correctly recall

Second, increasing acces
to encourage. Better recall 
Patrick & Duggan [11], usi
effect of varying access co
and when planning occurred
(i.e., 2.5 second cost to a
observed and less during a
and more moves per goal
investigated whether increa
problem solving task. Perfo
moves to solution and more

Table 1. Effect 

 
Third, increasing access 

recovery from interruptio
performance including dela
Inducing a more memory-
mitigate the effect of forget
problem solving studies by
not only promoted more ef
to solution, but participan
(Table 2).  

Red 

Dark 
Blue 

Violet 

S

ach to Cognitive Engineering: Manipulating Access Cost 

 

Goal Access Cost Start-state (BWT). Squares were presented
ng text as in Figure 1, and all blank squares were grey. 

he target pattern (Low, Medium, & High) were manipula
gan and King [10] and participants had to recall the tar
l test. A display-based strategy was adopted in the L

ore memory-based strategy in higher cost conditions, w
led in the Medium and High cost conditions (Table 1). 
ss cost can improve planning, which is notoriously diffic
and better planning go hand-in-hand. A study by Waldr
ing a problem solving variant of the BWT, investigated 
ost on the nature of planning (memory- or display- bas
d (before or during action). In a High access cost condit
access the goal-state), more planning before action w
action. This was evidenced by longer first-move latenc
l-state visit. A further study by Morgan & Patrick [
asing access cost improved planning in the Tower of Ha
orming the task under a High access cost resulted in few
e perfect solutions, as a consequence of better planning. 

of goal-state access cost on recall in the BWT [10] 

 cost can also improve memory-based planning that he
on. Interruptions have many detrimental effects 
ays in resuming a primary task and forgetting goals [1
based planning strategy by manipulating access cost 
tting goals after different types of interrupting task [13]
y Morgan & Patrick [12, 14] High access cost conditi
fficient problem solving, in terms of the number of mo
nts also maintained this efficiency following interrupt

Red Yellow 

Yellow 

Light 
Blue 

Light 
Blue 

Dark 
Blue 

Violet 

Pink White 

White Pink 

Black 

Black 

Green Salmon 

Green 

Salmon Stop Trial

439 

d as 

ated 
rget 

Low 
with 

cult 
ron, 
the 

sed) 
tion 
was 
cies 
[12] 
anoi 
wer 
 

 

elps 
on 

13]. 
can 

]. In 
ions 
oves 
tion 



440 P.L. Morgan et al. 
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or documents and when navigating menus. It is possible that these intrinsic costs 
could be exploited to obtain powerful changes in task strategy and subsequent 
improvements in performance akin to those discussed within the current paper. 
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Abstract. Metacognitive ability demonstrated in algebra word problem solving 
for primary school pupil is directly not applicable to more complicated and 
advanced problem solving such as electronic circuit. The aim of this study was 
to analyze the metacognitive process when solving basic problems concerning 
electronic circuit. In spite of mastering scientific knowledge and formula 
necessary for the solution，the lower performance group could not reach a 
higher score like higher performance group. We judged that this difference of 
performance must be due to the lack in metacognitive ability, especially the 
plan and the control and execution abilities．Thus, the importance of meta-
cognitive ability，especially the plan ability was identified in the problem 
solving of basic electric circuit.  

Keywords: metacognition, problem solving, plan, monitior, basic electric 
circuit. 

1 Introduction 

When solving a science problem such as a mathematical or a basic electric circuit 
problem, in spite of mastering knowledge and formula necessary for the solution, we 
sometimes encounter a situation where we cannot reach the correct answer. The 
reason can be contributed to the lack in metacognitive abilities. ”Metacognition” 
refers to one’s knowledge on one’s own cognitive processes and products and 
products related to them. The role metacognition plays in mathematical performance 
is explored [1-4]. It has been conceptually shown that successful problem solving 
depends on not only adequate knowledge related to the problem but also sufficient 
awareness and control of the cognitive process during problem solving, that is, 
metacognition.  

Lawanto [5] developed a lecture system using enhanced guided notes (EGN) in an 
electric circuit course for beginners. The difference between the traditional lecture 
system and the proposed one was that the proposed one made an attempt to prompt 
students to evaluate their metacognitive knowledge. Although he showed that the 
proposed lecture system led to higher performance of students, the problem solving 
process was not analyzed at all.  
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In general, metacognitive abilities consist of (1) comparing the difficulty of 
problem with own ability, (2) proper plan of solution process, (3) conscious 
monitoring of solution process, and (4) control of solution process. Although Lawanto 
[5] suggested the importance of metacognitive knowledge in the problem solving 
process, he did not explore how the metacognitive knowledge contributed to the 
enhanced performance in each of the processes (1)-(4) above. In this study, we judged 
that this difference of performance must be due to the lack in metacognitive ability. 
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I1=2A
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Problem1. 
Calculate the value of resistance R2.  

E R

I

Problem4.
Voltage E is proportional to current I.
I is equal to 2[A] when E is equal to 
10[V]. Calculate current I when E is 
equal to 5[V].  

I=0.5A

R=30ΩE1=20V E2＋

－

＋
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Problem2.
Voltage E1＝20[V] resistance R=30[Ω] 
and current I=0.5[A]. Calculate 
voltage E2.  

Problem5.
Initially, current I=2〔A〕 and resistance 
R=5〔Ω〕. Calculate the increment of 
voltage E[V] so that I increase from 2[A] 
to 3[A].  

E R

I

 

Problem3.
E=24[V], and R1=2[Ω]. Current I at 
R1 is 6[A] . Calculate current I1 at R2 
when R3 is equal to 3[Ω].

E
24V

I=6A

R1=2Ω

R3=3ΩR2

I2I1

Fig. 1. Problems1-5 used in this study 

The role and importance of metacognitive ability mainly in algebra word problem 
solving for primary school pupil was explored [2-4]. These results are directly not 
applicable to more complicated and advanced problem solving such as linear algebra, 
differential calculus, integral calculus, or electronic circuit. The aim of this study was 
to analyze the metacognitive process when solving basic problems concerning 
electronic circuit. 
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Fig. 2. Mean score of five basic electric circuit problems as a function of cognitive process and 
classification of score (upper and lower score groups) 

2 Method 

Participants. Participants were 22 male or female college students aged from 19 to 
20 years old. All of them specialize in economics, and had few experiences learning 
basic engineering such as basic electric circuit.  

Task. Participants were required to solve five problems related to basic circuit 
problem．Examples of basic circuit problems are demonstrated in Fig.1. Before 
solving these problems, the participants took a lecture and learned basic knowledge 
necessary for solving basic circuit problems. After the lecture, all took a brief test 
consisting of seven problems (full mark: 28 points (4 points/problem) and was 
checked whether they mastered basic knowledge or not.  

Design and Procedure. For each problem, the solution process was divided into (a) 
recognition of mathematical problem, (b) plan of solution, and (c) execution (monitor 
and control) of solution. Participants were required to rate the anticipation whether 
they can solve it or not, and to rate the confidence of their own answer. Participants 
were also required to describe the reason why they selected the anticipation rating. 
According to the total score of preliminary test mentioned above，the participants 
were categorized into the group of the higher test score (more than or equal to 14 
points) and the group of the lower test score (below 16 points). 

3 Results 

In Fig.2, the mean score of five basic electric circuit problems is compared among 
cognitive process and between high and low score groups. In Fig.3, the mean score of 
problems 1 and 5 during the prediction process of result is compared between higher 
and lower performance groups. Similar results for the understanding of problem, the 
plan of solution, the execution of solution, and the evaluation of result of problem 
solving are depicted in Figs. 4-7. Figs.8, 9, and 10 plot the mean score as a function of 
cognitive process and classification of score (upper and lower score groups) for 
problems 2, 3, and 4, respectively. 
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4 Discussion 

As shown in Fig.2, as a whole, statistically significant differences were detected 
between the high and low score groups, especially at the plan and the execution 
processes. As for the rating on the anticipation of result and the confidence of own 
answer, significant differences were found between both groups. Moreover, the 
relationship between the score of plan process and the score of execution process was  
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Fig. 3. Mean score of problems 1 and 5
during the prediction processes whether he
or she can correctly solve the problem 
compared between classification of score
(upper and lower score groups) 
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   Fig. 4. Mean score of problems 1 and 5 during 
the understanding processes of the problem 
compared between classification of score (upper 
and lower score groups) 
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Fig. 5. Mean score of problems 1 and 5
during the plan processes of the solution 
between classification of score (upper and
lower score groups) 
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   Fig. 6. Mean score of problems 1 and 5 during 
the execution processes of the solution between 
classification of score (upper and lower score 
groups) 
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Fig. 7. Mean score of problems 1 and 5
during the evaluation of result between
classification of score (upper and lower
score groups) 
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   Fig. 10. Mean score as a function of 
cognitive process and classification of score 
(upper and lower score groups) (Problem4) 

statistically correlated. In other words, the more proper the plan process was 
conducted, the more proper solution the participants reached. In such a way, the 
importance of metacognitive ability in the solving process，especially the plan and 
execution abilities, which must be accompanied by sufficient awareness and control 
of the cognitive process, were identified. 

From the individual results shown in Figs. 3-7, similar results were observed. The 
higher performance group tended to be superior to the lower score group in the plan 
and the execution abilities. 

Metacognition is one of mind works related to knowledge, monitoring, and control 
of own cognitive processes. It is believed that metacognition plays an important role 
in a variety of problem solving. In other words, successful problem solving depends 
on not only adequate knowledge related to the problem but also sufficient awareness 
and control of the cognitive process during problem solving, that is, metacognition. 
As the score of understanding of the problem, plan of the solution, and the execution 
of the solution differed between high and low test score groups, we can speculate that 
the difference of metacognitive function must be reflected in this difference.  

In spite of mastering scientific knowledge and formula necessary for the solution, 
the lower performance group could not reach a higher score like higher performance 
group. In the range of this experiment, this must be due to the lack in metacognitive 
abilities, especially the plan and the control and execution abilities. Thus, the 
importance of meta-cognitive ability, especially the plan ability was identified in the 
problem solving of basic electric circuit. Future research should propose a lecturing 
method that enhance the metacognitive ability of students and lead to higher test 
performances (scores).  
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Abstract. Our study indicates that combined measures of brain activity and eye 
movement are useful parameters for quantifying the attention devoted to 
memory storage. We measured eye movements with an Eye Tracker and 
prefrontal cortex activity using a wearable Optical Topography in 18 
participants performing a visual working memory task. We used these measures 
to calculate a combined index of brain activity and eye movement, which 
revealed that increased brain activity and higher fixation counts were related to 
improved task performance.  

Keywords: memory, attention, eye movement, brain activity. 

1 Introduction 

Eye movements can indicate where others direct their gaze and focus their atten-tion, 
but they cannot indicate whether an item is stored into memory. Therefore, we used 
simultaneous measurements of brain activity and eye movement to develop an index 
that quantifies the attention devoted to memory storage. Our index is a useful 
parameter for optimizing memory-learning systems and for designing advertisements. 

2 Methods 

Participants. Eighteen subjects (twelve male and six female: mean age 37.2 years) 
participated in this study. All subjects provided informed consent after they received 
an explanation of the experiments. 

Measurement Settings. The WOT-220 system (Hitachi) measured changes in 
cerebral blood volume at 22 positions (channels) in the prefrontal cortex [1]. Eye 
movements were measured with the TX300 eye tracker system (Tobii). WOT system 
had a black rubber sheet that shaded light from the eye tracker system. 

Task Paradiam. Participants performed a working memory task that was similar to 
those used in previous studies [2]. A single task trial was performed in three periods: 
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memorization, maintenance, and retrieval (Fig. 1). In the memorization period, the 
participants memorized four pictures that were presented simultaneously on a display 
for 8 s. In the maintenance period, the participants had to maintain in memory the 
contents and positions of the four pictures for 4 s. In the retrieval period, a colored 
target appeared at one of the four previous picture positions (target picture), and the 
participants were allowed 5 s to correctly select the corresponding picture from four 
pictures presented at the bottom of display. Each participant performed 20 task trials, 
with a 20-s rest period between each trial. During the rest period, the participants 
were instructed to push a keyboard button according to a left or right arrow presented 
on the monitor. The arrows appeared every 0.5 s with a 1-s duration. Eye movements, 
brain activity, reaction time, and task response were recorded for each participant. 
The pictures presented in the task were randomly selected from 32 pictures for each 
subject. The eye tracker system was calibrated for each subject prior to beginning the 
task. 

 

 

Fig. 1. Task paradigm 

3 Results and Discussion 

The time, duration, and locations of gaze fixations, as well as the number of fixa-tions 
counted (fixation count), were calculated for the target picture in the memoriza-tion 
period by using Tobii Studio. The fixation count was used as an index for eye 
movements. The WOT signals were translated into oxy- and deoxy-hemoglobin (Hb) 
signals by Platform for Optical Topography Analysis Tools [3]. Six channels (3 on 
each side) were excluded because of the noise from the analysis. We corrected the 
Oxy-Hb signal with a three-degree fitting, channel exception (over 0.3 mM*mm in 
one sampling or over 0.8 mM*mm in maximum amplitude), band pass filtering (high 
pass: 0.02 Hz, low pass: 0.80 Hz), and by averaging over an 18-s period that began 5 s 
before each task trial. We confirmed significant changes in brain activity in each 
participant by comparing the rest and task periods with t-tests (Fig. 2-1). The index of 
brain activity was determined by the average activity across the channel that showed 
the most significant change from the rest period. 

The correct task rate was determined for each participant from the answers they 
provided during the task. All trials were divided into four groups on the basis of the 
fixation count and Hb averages. The four groups were as follows: high brain activity, 
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high fixation number (H:brain-H:eye); high brain activity, small fixation number 
(H:brain-S:eye); low brain activity, large fixation number (L:brain-H:eye); and low 
brain activity, small number of fixation (L:brain-S:eye). Criteria for determining high 
or low activity or high or small numbers were based on the percentile among all trials: 
the upper 25% were considered high and the lower 25% were considered low or 
small. After the trials were categorized, we compared the correct rate among the four 
groups. We found that the high brain activity and the high fixation number group 
(H:brain-H:eye) demonstrated the highest correct rate (Fig. 2-2). This suggests that 
the combination of brain activity and eye movement is useful in quantifying the 
amount of attention devoted to memory storage, more so than eye movement or brain 
activity alone. Our future studies will aim to validate this combination index. 

 

Fig. 2. Data analysis and correct rate for the four trial groups 

1) Time course of Hb-signals (red:oxy-Hb, blue: deoxy-Hb). 
2) Correct rate for each trial group. 

4 Conclusion 

We examined the relationship between brain activity and eye movements in sub-jects 
performing a working memory task. A high correct rate in the task was related to a 
combined index that revealed high brain activity and a high fixation number.  
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Abstract. Distraction while driving is a serious problem that can have many 
catastrophic consequences. Developing a countermeasure to detect the drivers’ 
distraction is imperative. This study measured Electroencephalography (EEG) 
signals from six healthy participants while they were asked to pay their full 
attention to a lane-keeping driving task or a math problem-solving task. The 
time courses of six distinct brain networks (Frontal, Central, Parietal, Occipital, 
Left Motor, and Right Motor) separated by Independent Component Analysis 
were used to build the distraction-detection model. EEG data were segmented 
into 400-ms epochs. Across subjects, 80% of the EEG epochs were used to train 
various classifiers that were tested against the remaining 20% of the data. The 
classification performance based on support vector machines (SVM) with a 
radial basis function (RBF) kernel achieved accuracy of 84.7±2.7% or 
85.8±1.3% for detecting subjects’ focuses of attention to the math-solving or 
lane-deviation task, respectively. The high attention-detection accuracy 
demonstrated the feasibility of accurately detecting drivers’ attention based on 
the brain activities. This demonstration may lead to a practical real-time 
distraction-detection system for improving road safety. 

Keywords: Distracted Driving, Attention, Safety. 

1 Introduction 

Driving is a skill that requires drivers pay full attention to control cars and respond to 
the events on the road [1]. Distraction while driving has become a leading cause to 
many catastrophic motor vehicle crashes [2]. As mobile devices and automotive 
electronic devices such as dashboard Internet become increasingly commonplace and 
accessible while driving, the drivers’ attention is easily shifted away from the primary 
driving task to others [3], causing a serious and growing threat in the daily life. 
Developing a countermeasure to detect the drivers’ attention is imperative. This study 
explores the feasibility of detecting the focus of attention of a driver based on brain 
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activities collected noninvasively from the scalp. The goal of this study is to develop a 
closed-loop system that can accurately detect driver distraction continuously and 
deliver warning signals to alert the driver. 

2 Methods 

2.1 Experiment and Subjects 

Ethical concerns would prohibit exposing subjects to physical danger of distraction 
while driving an automobile on the road. This study thus developed a virtual-reality 
(VR) dynamic motion simulator as a test bed for studying the EEG dynamics 
associated with distraction during driving. The driving simulator includes 3D 
surround scenes, consisting of seven projectors projecting highway and driving scenes 
in 360o (see Fig. 1). Two tasks were randomly displayed on the screen in this 
experiment. These two tasks included a lane-keeping driving task [4] and a math 
problem-solving task. During the lane-keeping driving task, the car cruised with a 
fixed velocity of 100 km/hr on the VR-based highway scene and randomly drifted 
either to the left or to the right away from the cruising position with a constant 
velocity. Participants needed to steer the vehicle back to the center of the cruising lane 
as quickly as possible when they detected a drifting event. During the math problem-
solving task, mathematic equations were haphazardly displayed one at a time on the 
screen (Fig. 2a). The participants had to validate the mathematic equations by 
pressing a ‘right’ or a ‘wrong’ buttons on the wheel (Fig. 2b). The allotment ratio of 
correct-incorrect equations was 50-50.   

 

Fig. 1. A virtual-reality driving simulator consists of (a) Am immersive 360o VR-based 
highway and driving scenes projected from 7 LCD projectors. (b) A real car mounted on a 6-
DOF dynamic Stewart motion platform, which provides the kinesthetic stimulus to the 
participants. 

Six healthy young (20-28 years of ages; mean, 24.3) participants were recruited 
from National Chiao Tung University in this study, and all of them owned valid 
driver’s licenses. Before the experiments, they were asked not to drink coffee, smoke, 
drink wine, or take medicine, because all of which might influence the central and  
 



452 Y.-K. Wang et al. 

 

Fig. 2. The steering wheel and the tasks (a) The participants can interact with virtual driving by 
the steering wheel in the car. Two buttons are assembled on the both sides of the steering 
wheel. (b) The mathematic equation is displayed randomly at the center of the screen. The 
participants need to calculate it and response through the buttons on the steering wheel. 

autonomic nervous system. The participants had to pay their full attention to the 
assigned tasks and respond as quickly as possible during the experiment. Every 
participant needed to finish four runs, separated by 10min rest, to complete an 
experiment, and each run lasted 15 minutes. 

2.2 Data Processing and Feature Extraction 

Continuous EEG signals were acquired by a 32-channel EEG system ((Neuroscan, 
Compumedics Ltd., Australia). Scalp electrodes were placed according to the 
modified International 10-20 system and referred to the linked mastoids (average of 
channel A1 and channel A2). The data were recorded with 16-bit quantization levels 
at a sampling rate of 500 Hz. The impedances of skin-electrode interfaces were kept 
below 5 kΩ through injecting a NaCl-based conductive gel. 

The recording data were down-sampled into the 250 Hz sampling rate. Then the 
data were filtered by a low pass and a high pass filtering with frequencies at 50 Hz 
and 0.5 Hz, respectively. Independent Component Analysis (ICA) was applied to the 
pre-processed EEG data to separate source activities arising from different brain or 
extra-brain areas. The separated sources from each subject were selected according to 
the scalp maps. Six brain components activated in or near Frontal, Central, Parietal, 
Occipital, Left Motor, and Right Motor areas were selected. Component activations in 
each trial were segmented by 400 ms overlapping window, and the time latency 
between two segments was 50 ms, resulting in a total of 17 epochs from each 1.2-sec 
trial. Fast Fourier Transform (FFT) was then applied to each epoch to obtain 
estimated power spectra at 20 frequency bins between 1 to 20 Hz. The Wilcoxon 
signed-rank test (signrank, Matlab statistical toolbox, Mathworks) was used to test if 
the spectral difference between driving and math tasks was significant.  

This study then focuses on investigating the feasibility of using EEG spectra from 
the driving and math tasks and machine-learning methods to detect the attention of the 
subjects (to the driving or problem solving). The EEG spectra of the six selected 
independent components were used to build the distraction-detection model. Across 
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subjects, 80% of EEG data and their labels (driving vs math) were used to train the 
various classifiers which were then used to test the remaining 20 % of EEG data. It is 
worth noting that the training or testing data were selected on the trial basis. If one 
trial was the training data, all 400ms segments extracted from the trial were grouped 
as the training data. 

3 Results 

Fig. 3 shows the averaged spectra time series of six components. The spectra were 
calculated from the EEG data 1.2 sec after the onsets of math equation or lane 
deviation. The spectra were significantly different between the two tasks in all six 
component clusters. These results suggested the possibility of using EEG spectra to 
detect the focus of attention of the participants. 

 

Fig. 3. The power spectra of distinct brain areas in two task conditions. The red and blue curves 
are the averaged spectrum related to driving and math, respectively. The black horizontal lines 
mark the frequency bins where spectral differences between driving and problem solving were 
statistically significant. 

Table 1 lists the classification performance of different machine-learning 
classifiers across all the subjects. All results were repeated 100 times for reliability 
and stability. Most classifiers reached the accuracy of 80%. Particularly, support 
vector machines (SVM) with the radial basis function (RBF) kernel achieved accuracy 
of 84.7±2.7% and 85.8±1.3% for detecting subjects’ focuses of attention to the 
problem-solving (math) or lane-deviation (driving) task, respectively.  
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Table 1. The accuracy of various classifiers 

 LDA NMSC 13NN PARZEN PERLC DRBMC SVM 
Math 80.9±3.5 81.3±5.0 77.2±3.1 73.6±2.9 81.0±2.8 83.0±1.9 84.7±2.7 
Drive 81.8±2.2 79.2±5.1 71.7±5.5 69.0±5.2 82.6±2.7 82.8±1.7 85.8±1.3 

4 Conclusions and Future Work 

This study demonstrated the feasibility of accurately tracking subject’s attention 
through the noninvasively recorded brain activities. The best performance of the 
distraction-detection model is based on the SVM with the RBF kernel. Our future 
work includes testing the distraction-detection system on EEG data in a dual task, 
which involves shifts of attention between two different tasks, to correlate the 
predicted attention and task performance. Presumably, if participants were distracted 
from the math (or driving) task, their task performance would impair.  This 
demonstration may lead to a practical real-time distraction-detection system for 
improving road safety. 
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Abstract. There have been numerous studies related to useful field of view with 
regard to ensuring safety during activities and preventing recognition failures 
that can result in human error. As a result, the form of the useful field of view 
has been determined and methods for its measurement have been proposed. 
Most studies have assumed a fixed gaze, however, thus failing to consider the 
useful field of view during eye movement. The present research takes an 
experimental approach toward discovering the effects of eye movement speed 
and direction on useful field of view, limiting eye movement speed to 30°/s. As 
a result, the direction of gaze movement, increases in speed, and the direction of 
the recognized object with respect to the focal point cause variation in the 
narrowing of the useful field of view.  

Keywords: useful field of view, eye movement, effects of binocular 
summation. 

1 Introduction 

Visual information processing is performed on information obtained from not only the 
center of the field of view, but also along its periphery. The range of visual 
information collection that can be effectively used during visual cognitive tasks is 
called the useful field of view (UFOV), and is an important visual characteristic for 
recognition of, for example, obstacles and markers [1,2]. There have been numerous 
studies related to UFOV with regard to ensuring safety during activities and 
preventing recognition failures that can result in human error. As a result, the form of 
UFOV has been determined and methods for its measurement have been proposed. 
Most studies have assumed a fixed gaze, however, thus failing to consider UFOV 
during eye movement [3-5]. Yet in actual working environments there are few tasks 
that workers perform with a fixed gaze; in most cases, necessary visual information 
will be collected during eye movement. It is therefore important to better understand 
the features of UFOV in unrestrained situations.  

The present research takes an experimental approach toward discovering the 
effects of eye movement speed and direction on UFOV, limiting eye movement speed 
to 30°/s (the accepted maximal speed at which perception can occur). 
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2 Experimental Outline 

Fig.1 shows a diagram of the experiment and the path of the tracking markers. A 
participant was seated with the head secured by a chin rest (HE285, Handaya Co., 
Ltd.), and visual stimuli were presented via a rear projector (HD70MH700, Victor) at 
a point located 225 cm in front of the eyes. A program developed by us in Microsoft 
Visual Basic 2008 generated the visual stimuli. In the presentation, a white, circular 
marker with 1.25° diameter moves randomly in horizontal, vertical, and diagonal 
directions, and upon reaching the center of the screen a Landolt ring is randomly 
shown in the screen center and at the screen edge in one of three directions 
(horizontal, diagonal, vertical) at one of five distances (between 1.25° and 3.25°) from 
the center. The participant then presses arrow keys on a keyboard to indicate the 
direction of the center and edge Landolt rings. The tracking marker moved at one of 
three speeds (10, 15, or 20°/s) in one of three directions (horizontal, diagonal, or 
vertical). Lighting in the participant’s visual area was 122.2 lx, verified according to 
the 5-point method in JIS C7612 (Methods for Measuring Illumination). 

Ten university students aged 23.7 ± 1.1 with corrected or uncorrected vision of 0.8 
or better participated in the experiment. An eye tracker (EMR-8, NAC Image 
Technology) monitored whether participants continued visual tracking during the 
experiment, and those who did not were excluded from analysis. We also 
simultaneously performed experiments with an unmoving focus point as a measure of 
UFOV with a fixed gaze. 

3 Measurements of Useful Field of View 

The purpose of this experiment is to measure the threshold of recognition when the 
response category changes from “possible to detect” to “impossible to detect” or vice 
versa. It is well known that the function linking the possibility of detection and the 
strength of the stimulus can be obtained as a psychometric curve [6]. Since the  
 

 

Fig. 1. Experimental setup 
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distance of the boundary between the “possible to detect” and “impossible to detect” 
categories indicates the threshold of recognition, the latter can be estimated by using a 
psychometric curve. Therefore, it may be possible to obtain the psychometric curves 
in any direction from the fixation point, and it is also known that the stimulus 
threshold can be obtained as a probabilistic percentile of this psychometric curve. One 
of the examples of this threshold with a 50% probability is the point of subjective 
equality (PSE), which is equivalent to the threshold of recognition. As shown in Fig.2, 
if we can assume that the region plotted within these stimulus thresholds is defined as 
UFOV, then the outer limit of the region connected with PSE for each angle is also 
defined as UFOV [7]. 

4 Experimental Results and Discussion 

Table 1 shows average values for the edge of UFOV for all participants during eye 
movement in each direction. The results in that table show that for all directions, the 
range of UFOV decreases as tracking speed (eye movement speed) increases. Two-
way analysis of variance with eye movement speed and direction with respect to focus 
point as factors reveals that as focal point movement speed increases, the visual field 
narrows in all directions. 

 

Fig. 2. Definition of UFOV 

Table 1. Average values of UFOV (o) 

 
Horizontal eye 

movements 

Diagonal eye 

movements 

Vertical eye 

movements 

Eye movement 

speed (o/s) 
10 15 20 10 15 20 10 15 20 

Direc-

tions 

from 

fixation 

Hori-

zontal 
7.74 6.23 5.44 6.77 5.94 4.43 6.46 4.75 3.75 

Diag-

onal 
5.37 4.64 4.85 5.22 4.59 3.89 5.03 4.01 2.21 

Verti-

cal 
6.07 5.15 5.13 5.30 4.40 3.50 4.90 3.67 3.09 
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We next focused on the amount of narrowing of the effective visual field for each 
eye movement direction. Fig.3 shows eye movement speed and area of UFOV as 
estimated according to direction of the focus point. Fig.3(a)–(c) respectively show 
values during horizontal eye movement, diagonal eye movement, and vertical eye 
movement. The figures indicate that UFOV is reduced most during vertical eye 
movement, and least during horizontal eye movement, suggesting that the reduction 
of field of view varies with the direction of eye movement. 

We next consider reasons for this remarkable narrowing during vertical eye 
movement. Numerous previous studies have reported that the forward field of view in 
humans has a greater horizontal range than vertical range. The reason for this remains 
unclear, but one possible explanation is the horizontal positioning of the eyes, which 
may broaden the range in which objects can be detected. While only one of the left or 
right eye detects objects near the horizontal periphery of the field of view, both eyes 
are involved in detection of objects near the vertical periphery. This means that 
detection thresholds are lower due to the effects of binocular summation. In other 
words, at the edge of the field of view for a single eye one can expect a higher 
sensitivity for object detection by both eyes in the vertical direction than in the 
horizontal direction. The effects of binocular summation means that functionality is 
increased for a pair of eyes rather than one alone, and there have been reports that 
when corresponding points in the retinas of both eyes are given equal stimuli the 
functioning of both is high, and that the functioning of both eyes decreases with 
increased imbalance in sensitivity between the nasal retina and the temporal retina 
[8,9]. This supports the idea that the expansion of the field of view may be greater in 
the vertical direction than in the horizontal direction due to the effects of binocular 
summation. In other words, for a given reduction with respect to the field of view for 
a single eye regardless of direction, vertical reduction of the field of view for both 
eyes may be more significant, because there was a larger increase in that direction due 
to The effect of binocular summation. This may also explain the remarkable 
narrowing of the field of view when the view is shifted vertically: the vertical 
rotational speed of the eye would increase, imparting a greater control load for eye 
movement than if the movement were horizontal. Verification of this hypothesis is a 
topic for future research. 

 

Fig. 3. Eye movement speed and area of UFOV (*:p<0.05, **:p<0.01) 
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5 Conclusions 

In this research, experiments were conducted to investigate the effects of the speed 
and direction of eye movement on the effective field of view during ocular following 
response. Our investigation resulted in the following conclusions: 

1. The direction of gaze movement, increases in speed, and the direction of the 
recognized object with respect to the focal point cause variation in the narrowing 
of the effective field of view. 

2. The effect of binocular summation likely explain the phenomenon of remarkable 
narrowing of the field of view in the vertical direction. 
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Abstract. Human can quickly recognize the state of object surface. This 
sensation is called “Sense of Material”. When simulating materials with CG, the 
method of complex physical model is mainstream. However, this method 
causes large production time and cost so we propose simple material models 
based on human visual characteristics called “Tri-Contrast Perception Model” 
and “Binocular Parallax Model”. The results of discriminant analysis to some 
material samples, we found that binocular parallax is important affect for sense 
of material. 

Keywords: CG, Texture, Visual Characteristic. 

1 Introduction 

Human can quickly recognize the state of object surface such as smooth or rough. 
This sensation is called “Sense of Material” and it is said significant sensation to 
recognize outside world. When simulating materials with CG, the method of complex 
physical models is mainstream. However, this method is effective for only skilled 
person of CG drawing and causes production time and cost. We supposed human 
could finally perceive sense of material processing in the brain. However, the 
perception process of sense of material is still unknown. By simulating the process of 
this perception, we thought it be possible to express the state more effectively and 
simply. In this paper, we propose a visual model based on our hypothesis that 
describes sense of materials. 

2 Previous Works of Sense of Materials 

Human can perceive light reflection characteristics as simple information of 
brightness in the brain. Motoyoshi, et al said brightness is an important reason of 
sense of material. [1] They revealed that global feature using brightness parameter 
could explain glossiness and semi-transparency of object. Humans have photoreceptor 
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cells that reacts prominently not only global brightness but also changes in local 
brightness contrast. Retinal ganglion cells (RGC) have a mechanism to properly 
recognize human brightness and color contrast. [2][3] When we see something, it is 
naturally happen. Therefore, we have developed a visual characteristic model based 
on local contrast perception stimulation. 

3 Methods 

3.1 Tri-Contrast Perception Model 

As one of the models to quantify the human visual stimuli, Michelson Contrast is 
known. [4] This is a model that represents the amount of human stimulus received 
from the local brightness contrast in the image. Based on this visual stimulation 
model, we have developed a perceptual model of the material texture. [5] 

3.2 Binocular Parallax Model 

Human eyes are set part from one another; also visual images reflected several retinas 
are different. Human eyes have mechanism that can determine the distance to the 
target by adjusting the angle of convergence. [Fig.1]; therefore our brain can perceive 
distance and depth. [6] Human can determine whether the target is three-dimensional 
or not by binocular parallax. Also human can perceive state of surface, such as 
ruggedness, roughness and so on. Therefore, We have defined as Binocular Parallax 
Model to add feature vector left image to right image. (1) 

 

Fig. 1. Binocular Parallax 

 .  1, … ,  (1) 
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4 Experiment 

In order to evaluate our methods, we extracted feature of texture images from eight 
different samples (Table 1), and verified the classification accuracy by using a liner  
discriminant analysis. In chapter 4.1, we explain how to convert "real" texture 
samples into image "data" to extract features from samples. In chapter 4.2, we show 
the results of the classification accuracy. 

Table 1. Texture Samples 

Texture Sample Counts 

Carpet 4 

Felt 4 

Paper File 4 

Leather 4 

Stone – Rugged 5 

Stone – Smooth 5 

Wood 5 

Wool 4 

4.1 Photographing Samples 

To prevent avoid noises and to suppress decreasing amount of real data, we used 
High-Resolution Cooled CCD Camera [Fig. 2]. We put the camera away from the 
sample 300mm and then rotate the sample 8 degrees to left and right. Also we took 
three image data per 1 sample. 

 

  

Fig. 2. High-Resolution Cooled CCD Camera & The Way of Photographing Samples  

4.2 Result 

The results are shown below (Fig. 3). 
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Fig. 3. Comparison of Average of Discrimination Accuracy 

We found that when considering parallax, discrimination accuracy increased in all 
models. Among them, “Brightness Histogram and Tri-Contrast” model is the highest 
accuracy. As a result, binocular parallax is important affect for sense of material.  

4.3 Consideration 

We examined factors of discrimination to “Brightness and Tri-Contrast” model by 
using the random forest [7] for. We converted feature vector to five scalar values 
(median, mean, variance, skewness, kurtosis). As a result, we found that mean of Tri-
Contrast, median of Tri-Contrast and variance of Brightness Histogram are affecting 
the discrimination of sense of material.  (Fig.4).  In other words, sense of material can 
be classified by intensity of the brightness contrast in the image. 

 

Fig. 4. Mean Decrease Accuracy 
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5 Prospects 

In this paper, we proposed “Binocular Parallax Model” to modeling sense of material. 
We found binocular parallax is important for classification of sense of material. As a 
result of examining influence of the feature, sense of material can be classified by 
intensity of the brightness contrast in the image. In the other hand, we assume there 
are two residual problems. First, we must develop rigorous models on binocular 
parallax and second, we should develop a new perceptual model of intensity of the 
contrast. 
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Abstract. This study evaluates the relationship between eye gaze and mouse 
cursor movements in a debugging task. 9 students with relevant programming 
experience participated in this study. Debugging difficulty was manipulated 
(error types; lexical, logical and syntactic) in order to measure the effects on 
debugging performance (accuracy and reaction time), eye gaze and mouse 
cursor behavior (frequency and duration of visits of target areas vs. non-target 
areas). Performance data showed that lexical errors are easier to find than 
logical errors. Mouse cursor behavior was a significant indication of the level of 
difficulty and therefore performance. The general pattern of mouse movements 
was comparable with eye gaze patterns. This study indicates that mouse data 
does add relevant information on top of eye gaze. These results support the idea 
of using mouse tracking as an alternative for inferring intentions.  

Keywords: eye-hand coordination, eye tracking, mouse tracking, debugging. 

1 Introduction 

A trend in human-computer interaction is to link eye tracking data to underlying 
cognitive processes. The study of eye gaze is becoming more common in HCI 
research. The eye tracking technique, however, is still limited to the laboratory. This 
study is an attempt to infer searcher’s gaze position from mouse movements to see 
what additive information the mouse can give us. According to Chen et al. [1], the 
mouse can be used as an alternative for eye tracking systems. Although, the mouse is 
the most widely used, it is still an issue what it can tell us relatively to eye gaze for a 
given task. The focus of this study is to find common patterns of eye gaze and mouse 
cursor behavior in a debugging task. The process of debugging is very crucial in 
programming, a main activity when developing new technologies. To debug, a 
programmer has to understand the program thoroughly and be able to troubleshoot. 
When developing software applications, not finding bugs in early stages can be vital, 
since it is expensive to fix bugs in later integration or testing phases. Several issues 
exist with the process of debugging. First, experts often have troubles to teach 
beginners how to find for bugs because of the difficulty to transfer knowledge 
verbally. Experts seem to recognize patterns without explicit awareness [2]. Second, 
more training and communication occur from a distance. Therefore, there is a need to 
find solutions on how to improve debugging processes. 
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One way for improving debugging processes is to look at differences of debugging 
behavior between novices and experts as they seem to differ in 1) the focus of 
attention, 2) the integration of multiple sources of information and 3) the use of 
keyboard and mouse actions [3, 4]. Debugging behavior has also been studied using 
eye-tracking systems to analyze individual performance of source code review [5] or 
to find repetitive patterns of visual attention associated with novices [6]. The use of 
eye tracking metrics can contribute to several software traceability tasks [7] or help 
another person in doing the same task [2].Beside for being restricted to the laboratory, 
there are reasons to question the utility of eye tracking with alternative approaches as 
being more effective. In a recent study done by Bieg et al. [8], users tend to minimize 
pointing amplitudes with little effort by carrying out approximate pointer motions in 
parallel to visual search when the target is unknown or initiate movements before 
fixating the target when the target location is known. It also seems to be possible to 
predict with over 70% accuracy whether gaze position and mouse position are 
coordinated in search tasks such as implicit feedback, query suggestion, and click 
prediction [9]. Furthermore, mouse movements have the potential to provide insights 
into users intentions behind a web page query [10. 11].Therefore, having the ability to 
track mouse cursor behavior that indicates users intentions would add a great value on 
the debugging process, which could have implications for programming instructions. 
Being able to infer intentions through mouse movements will also have advantages in 
other areas than debugging. 

2  Participants, Procedure and Method 

Participants consisted of 2 female and 7 male students from the University of 
Madeira, with the age between 21 and 35. All participants had programming 
experience but only 6 were doing a Computer Science related major. Figure 1 shows a 
source code participants were presented with containing one of the three following 
error types; lexical, logical or syntactic. Each considered as different levels of 
difficulty. The trials were presented in random order without participants’ awareness 
on which type of error to find. A total of 27 trials, 9 for each error type, were 
presented. A trial ends when participants click on a chosen target. The experiment and 
data analysis programs were developed in C# and Java. A Tobii T60 eye-tracker was 
used in this experiment. Dependent variables were debugging performance (used as 
baseline to compare with eye and mouse data), eye gaze behavior and mouse cursor 
behavior. Debugging performance was measured by accuracy and duration (in 
seconds) of trials. Eye gaze behavior was measured by the number of eye visits inside 
the target area, the average number of eye visits in other areas (8 other defined non-
target areas), the duration of the gaze being inside the target area and the average 
duration of the gaze being inside other defined non-target areas. The same data was 
collected to indicate mouse cursor behavior. A target area is defined as within 30 
pixels on each side of the bug. 
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(Lexical, M = 0,210, SE = 0,037 vs. M = 0,029, SE = 0,004; Logical, M = 0,192, SE 
= 0,042 vs. M = 0,059, SE = 0,006). While for the syntactic error type conditions, 
duration seem to be comparable (M = 0,099, SE = 0,013 vs. M = 0,077, SE = 0,021). 
No significant main or interaction effects were found on the average duration of the 
eye being inside other defined non-target areas.  These results implies that debugging 
performance cannot be extracted by looking at eye gaze duration spend in target vs. 
non-target areas. 

3.3 Mouse Cursor Behavior 

Significant main effects were found for error type (F (2,240) = 4.455, p < 0.05) and 
correctness (F (2,240) = 15.557, p < 0.01) on the frequency of mouse visits inside the 
target area. The mouse visited the target area more often in the logical error type 
conditions (M = 1,948, SE = 0,389) than the lexical error type conditions (M = 1,076, 
SE = 0,161). The mouse also visited the target area more often (p < 0.01) in correct 
trials (M = 2,033, SE = 0,288) than incorrect trials (M = 0,989, SE = 0,288).  No 
significant main or interaction effects were found on the average frequency of mouse 
visits inside other defined non-target areas. These results supports performance data 
as the mean frequency of mouse visits during the lexical error conditions is much 
lower compared with the frequency of visits in the logical error type condition for 
correct trials. When the task is harder, in this case during the logical error type 
conditions, subjects visits the target area more often indicating that they are less 
confident. A significant main effect was found for correctness (F (2,240) = 36.326, p 
< 0.01) on the duration of the mouse being inside the target area. The duration was 
significantly (p = < 0.001) longer for correct trials (M = 0,198, SE = 0,024) than 
incorrect trials (M = 0,027, SE = 0,010). No effects were found on the average 
duration of the mouse being inside other defined non-target areas. These results show 
the same pattern as duration of eye gaze visits.  

4 General Discussion and Conclusion 

The aim of this study was to evaluate the relationship between eye gaze and mouse 
cursor movements and the additive value of mouse information to eye gaze for 
indicating users intentions in a debugging task. This is a step towards inferring visual 
attention and intentions from mouse cursor movements, which could have 
implications on the way we measure attention when eye tracking is not available. In 
this study, debugging performance was evaluated across 3 types of errors with 
different difficulty levels. The results for debugging performance indicated the lexical 
errors as easiest to find and was used as a baseline to compare with eye gaze and 
mouse data. In general there were no findings of eye gaze data supporting debugging 
performance. An explanation is because eye movements is a bottom up process while 
hand movements are top down processes; people control gaze movements proactively 
to gather visual information for guiding hand movements. Therefore, hand 
movements could give better information on people’s real intentions [12]. This 
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explains the findings of the current study regarding the frequency of mouse visits. 
Based on the collected data, the overall pattern of mouse cursor behavior for both the 
frequency of visits and duration of visits in target areas seem to be highly related with 
eye gaze behavior. This supports earlier findings [9].This study indicates that mouse 
data does add relevant information on top of eye gaze. These results support the idea 
of using mouse tracking as an alternative for inferring intentions. As a result, we 
argue that a mouse tracker with some cognitive inference engine built in any 
Integrated Development Environment could potentially enhance debugging 
experiences. 
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Abstract. An innovative navigation interface with haptic support is developed 
based on the idea of multimodal interaction and adaptive control elements. 
Thereby, for people with visual impairments interaction with the interface, e.g. 
indication of directions is facilitated and haptic distinction between different 
menus is made possible. Due to the additional haptic feedback a safe and 
efficient transmission of information can be ensured during use. Apart from that 
the use of adaptive control elements partly compensates for the lack of 
information based on the impaired visual channel and enables the user to 
experience a more immersive way of interaction.  

Keywords: control elements, adaptive control elements, navigation interface, 
visually impaired people, user centered interface design, multimodal 
interaction. 

1 Motivation 

To improve the life of people with visual impairments a continuous development of 
assistive technology is essential to facilitate the mobility. Since most navigation 
systems only use auditory output there is a high chance that information is not being 
perceived properly, e.g., because of ambient noise. By adding an additional haptic 
output a safe and efficient interaction can be ensured. 

The present paper presents the development of a navigation interface with 
additional haptic support. This idea was realized during the research project "Hard- 
and Software Interface development of map-based haptic orientation and navigation 
systems for people with visual impairments". The project is carried out by the 
University of Stuttgart in cooperation with the industrial partner Handy Tech 
Elektronik GmbH and funded by the German Federal Ministry of Economics and 
Technology. The University of Stuttgart is represented by the Institute for 
Visualization and Interactive Systems (VIS) and the Institute for Engineering Design 
and Industrial Design (IKTD), Research and Teaching Department Industrial Design 
Engineering. IKTD which is mainly in charge of the interface focuses on the 
development of ergonomic devices. VIS realizes the software of the system. 
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2 State of Technology and Research 

Navigation systems which help people with visual impairments have been 
commercialized for about four years. At this point nearly all commercialized stand-
alone GPS navigation systems just use acoustic output. 

This shows that there is potential for improvement. Therefore, the concept of 
multimodal interaction can be chosen as a basic approach to improve the usability of 
navigation systems. Schomaker et al. [1] define an interaction as multimodal if it is 
"restricted to those interactions which comprise more than one modality on either the 
input (perception) or the output (reaction) side". According to [2] the user's capacity 
of perception is enhanced through the distribution of data via multiple modalities. 
People with visual impairments can use two modalities (auditory and haptic). Since 
auditory information like a sound can be easily disturbed by ambient noise during 
navigation there is a high chance that information is not being perceived properly by 
the user. By using the somatosensory modality as an additional source of input a safe 
and efficient transmission of information is ensured. 

An additional haptic user input for the interface of a navigation system can be 
made possible by the basic approach of adaptive control elements. Adaptive control 
elements are characterized by their ability to vary and adapt their gestalt (structure, 
shape) depending on the context of the human machine interaction [3]. As a 
consequence the user is being relieved in situations of complex information input. 

3 Method 

3.1 Conceptual Design 

To develop the conceptual interface design, a set of essential menu functions were 
derived from different user questionings. Twelve control elements were defined for an 
ergonomic handling of the device. According to [4] control elements can be arranged 
based on the anticipated rate of use. Therefore those control elements were divided 
into a key field with three main areas, a primary, a secondary and a tertiary area. The 
nine keys of the primary area are expected to be used frequently and situated in direct 
space of reach. The two keys of the secondary area will be used less and are placed 
above the primary area. The last key is expected to be used least frequently and 
therefore located in the tertiary area. The idea of adaptive control elements was 
realized by two types of additional retractable and liftable tangible elements, bridge 
and navigation elements, permitting additional haptic information encoding. Figure 1 
illustrates the final arrangement of the twelve control elements according to their 
absolute rate of use including the adaptive control elements. 

Four movable bridge elements vary the interface gestalt of the key field and thus 
facilitate haptic distinction between different menus such as input / setup mode or 
navigation mode. By lifting all four bridge elements the key field transforms into a 
cross gestalt intuitively being associated with the four cardinal directions. At the same 
time it indicates the user that he is in navigation mode. While entering a particular 
destination a homogenous key field is desirable being achieved by lowering the 
bridge elements. 
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Fig. 1. Conceptual design of the interface 

Four movable tangible navigation elements provide a haptic support during 
navigation mode. Depending on the element being lifted the aspired direction is 
indicated. By varying the frequency with which the elements are lifted and retracted, 
the distance toward the next change of direction is encoded continuously. The higher 
the frequency the closer the user is to the aspired waypoint. 

3.2 Haptic Specifications 

To develop an ergonomic device a centripetal user centered design approach is 
suggested. In this case the design is based on the haptic requirements of the human 
hand, so that the tangible feedback is well received. Especially important for proper 
haptic perception is the tangible height of elements which leads to deflection of the 
human skin during contact. According to Kaczmarek [5], the absolute threshold of 
haptic perception due to deflection of human skin of the fingertip is 10 µm 
(3.93x10-4 in).  For the design of haptic devices Kern [6] suggests a maximum height 
of 1 mm (3.93x10-2 in). Apart from requirements concerning the haptic perception of 
the human skin a basic understanding of the exerted finger forces is essential for the 
choice of adequate drive elements. In this context measurements published in 
standard DIN 33411 [7] state axial forces being exerted from the index finger of 7 N 
maximum. Those key specifications provide a basis for the dimensions of the tangible 
elements. 

4 Design of the Device  

To enable both, the bridge and navigation elements being lifted and retracted drive 
elements are necessary. While all four bridge elements must be connected in parallel 
since they either all lift or retract together, the drive unit must enable the navigation 
elements to lift and retract individually. A set of electrical drives was chosen 
considering the necessary holding forces and lifting range. The drives must have 
sufficient power so that the adaptive elements remain lifted during haptic exploration 
by the user. The key field consisting of button caps and switches is placed on a circuit 
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board. For support of the circuit board a support frame was designed. Below the key 
field four electrical drives are arranged ringlike to enable the individual movements of 
the navigation elements. Those navigation elements form the tips of spring elements. 
They are necessary to allow the navigation elements being pushed down with the 
affected keys which they are integrated into. This mechanism prevents the navigation 
element from causing exceeding deflection of the human skin while the adaptive 
control element is pushed down. A fifth electrical drive below the other four drives is 
connected to an upstroke mechanism. This mechanism enables the bridge elements to 
lift and retract. All drives are integrated into the support frame which also serves as 
guidance for the upstroke mechanism. This support frame with all functional units is 
integrated into an ergonomic housing. Figure 2 shows the assembled digital mock-up 
with the adaptively variable key field and the housing. 

 

Fig. 2. Perspective view of assembled digital mock-up 

5 Conclusion 

An innovative navigation interface with haptic support is developed based on the idea 
of multimodal interaction and adaptive control elements. Thereby, for people with 
visual impairments interaction with the interface is facilitated and haptic distinction 
between different menus is made possible. Due to the additional haptic feedback a 
safe and efficient transmission of information can be ensured during use. Apart from 
that the use of adaptive control elements partly compensates for the lack of 
information based on the impaired visual channel. This leads to an enormous 
improvement of the device's usability and introduces a new kind of haptic esthetics in 
assistive technology. This navigation interface can be used both, for outdoor and 
indoor navigation even though the basic approach of adaptive control elements is not 
only restricted to navigation systems. It can also be adapted to other types of assistive 
technology.  
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Abstract. Effective tacton parameters of stimuli have been identified for a 
young population of computer users. However, studies have shown that the 
detection of vibrations degrades as a natural part of the aging process. This 
work used stimulus parameters similar to those which have been shown to be 
effective in a young population, and conducted a comparison study between 40 
test subjects composed of a young population of computer users between 18 
and 25 years old and an older population of computer users between 55 and 75 
years old. The study compared both groups’ recognition rates of modulated 
sinusoidal waveforms and found that the older group had a significant decrease 
in recognition rates of modulated sinusoidal waveforms. 

Keywords: Tactons, vibrotactile devices, older computer users. 

1 Introduction 

There is an increasing amount of research that centers on vibrotactile devices that 
produce vibrotactile cues known as tactons. Tactons rely on cutaneous sensation as a 
haptic form of output that can be used as an additional modality in Human- Computer 
Interaction (HCI) [1]. Tactons and vibrotactile devices can have wide-ranging potential 
in HCI in areas like gaming, virtual reality, navigational aids, and mobile devices. 
Tactons are of particular usefulness for older populations. A few examples include: 
supplementing visual displays, which naturally lends itself to enhancing HCI for older 
adult users with vision impairment. Tactons can potentially be used in multimodal 
design to reduce cognitive overload and as an additional sensory stimuli.  Older 
populations are known to have additional challenges with sensory degradation and 
cognitive overload and thus including tactons as part of a multimodal interface could 
potentially be of benefit to this population [2]. The tacton works in conjunction with a 
vibrotactile device, which is placed on the body and mechanically produces sensations 
on the skin surface; these sensations can then be associated with computer functions. 
Defining tacton stimuli parameters and data structures as well as determining tacton 
recognition rates and detection thresholds, is an ongoing pursuit [5].  

Studies have shown that declines can be seen in vibrotactile thresholds as well as 
vibrotactile recognition and discrimination with advancing age [4]. Indeed, persons 
over the age of 55 years old have significantly higher detection thresholds of 
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sinusoidal waveforms than younger groups. In their studies, both Stuart et al. [9] and 
Goble et al. [7] found statistically significant differences of approximately 10 dB in 
actuator displacement from 10 to 400 Hz of detection thresholds of sinusoidal 
waveforms, between a young group under the age of 40 years old and an older group 
between the ages of 55 and 90 years old.  

Hoggan & Brewster [8] and Brown, et al., [3] found modulated sinusodial 
waveforms to be effective parameters of stimuli using a C2 Tactor from EAI systems. 
These results were based on a young population under the age of 40 years old. Since 
various studies indicate that older adults over the age of 55 years old have 
significantly higher detection thresholds, tacton parameters that incorporate 
modulated sinusoidal waveforms should be tested for their effectiveness in an older 
population. 

A comparison study was conducted between young- (18 to 25 years old) and older- 
(55 to 75 years old) adult computer users, using the C2 Tactor. This study used 
similar parameters established by Hoggan and Brewster [8] and Brown et al. [3] that 
used modulated sinusoidal waveforms. These parameters had recognition rates of 
61% [8] and 80% [3] in a young population under the age of 40 years old.  

2 Methodology 

A total of 40 participants, 20 males and 20 females participated in this study. The 
participants belonged to one of two groups: young group (18-25) years of age and 
older group (55-75) years of age. There were 9 males and 11 females in the young 
group and 11 males and 9 females in the older group. The age of the young group was 
(M=22.8, SD=2.197), while the older group was (M=63.2, SD=6.725). 

Participants were screened through a questionnaire to determine age and dominant 
hand. In addition, there were several exclusion criteria based on factors which affect 
vibrotactile sensation. These included: recent use of vibrating equipment, 
medications, and any relevant medical history. This study used the C2 Tactor 
vibrotactile device. The input signal to the C2 Tactor was generated by an Intel High 
Definition Audio sound card on a Windows based personal computer. A Crown D-75 
linear amplifier was used to drive the output. The experimental interface and data 
collection was done on a Windows based personal computer. The signals were 
analyzed using a Tektronix TDS 310 oscilloscope to verify the generated parameters 
and output levels. 

The experimental interfaces were GUI Java programs to generate the tactons, 
capture user responses, and write to a sequential file. 

3 Experimental Protocol and Parameters 

Three separate tactons consisting of three, two-second intervals of 1000 ms sinusoidal 
wave burst of 250 Hz, a sinusoidal wave burst of 250 Hz modulated by a  
sinusoidal wave of 30 Hz, and a sinusoidal wave burst of 250 Hz modulated by a 
sinusoidal wave of 70 Hz were generated. The modulated sinusoidal wave parameters 
of stimuli were similar to those used by Hoggan and Brewster [8]. The modulated 
sinusoidal waves were generated using Daqarta software and were produced by 
multiplying the base sinusoidal waveform of 250 Hz with the modulating waveform. 
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The baseline output amplitude for experiment 2 was determined based on an 
exaggerated value of threshold detection, which was done on the experimenter (49 
years of age) to ensure that stimulus was felt by both experimental groups, this output 
was ~500 mVpp. 

The chosen location for the C2 vibrotactile device was on the non-hairy portion of 
the volar forearm of the non-dominant hand, 5 cm from the wrist, and it was attached 
via a loose fitting Velcro strap. The Velcro strap was placed on the end of the wire 
and not the C2 Tactor itself, thus only the mass of the C2 Tactor rests on the subject’s 
skin. This ensures uniformity of pressure for all participants as well as avoids any 
damping effect that woul  d occur if additional pressure is applied to the C2 Tactor 
itself. The subject used the dominant hand to manipulate the mouse and to make 
selections on the experimental interface. In addition, to provide audible masking, the 
participants were required to wear headphones; pink noise was generated to ensure 
that no sound, which may have emanated from the C2 Tactor, was heard. 

An initial orientation and training period was conducted, before each experiment. 
During this training, the participants familiarized themselves with the interface and 
the vibration stimuli. These are a sinusoidal wave of 250 Hz that represents an 
incoming “voicemail”, a sinusoidal wave of 250 Hz modulated by a sinusoidal wave 
of 30 Hz that represents an incoming “text message”, and a sinusoidal wave of 250 
Hz modulated by a sinusoidal wave of 70 Hz that represents an incoming “email”. 
When the test subject felt they could effectively discriminate each tacton the 
experiment began. A maximum of 30 minutes was allowed for training.  

The computer testing interface presented the test subject with one of three random 
generated tacton cues. The subject was asked to respond which message they were 
receiving by selecting the appropriate response on the computer-testing interface. Test 
subjects were allowed only one attempt to identify a particular tacton and  were asked 
to identify a total of 30 random generated tactons, 10 of each type. 

4 Results 

The level of significance for statistical tests was set at 5% (α = 0.05). qqnorm analysis 
showed all data collected had normal to near normal distribution. Fisher’s exact test 
was performed to determine if there are nonrandom associations between the test 
results of the two groups. 
 

 
Fig. 1. Tacton recognition rates of both groups 

Each waveform recognition rate was analyzed and the results are shown in table1 
and figure2. 

Table 1. Recognition rate results of both groups 
Recognition rates 
P<=.001 Young Old 
Sinusoidal 250 Hz M=82%, SD=.1756 M=64%, SD=.2113 
MOD 30 M=79%, SD=.1899 M=57%, SD=.2183 
MOD 70 M=91%, SD=.1021 M=69%, SD=.2654 
Overall M=83%, SD=.1668 M=63%, SD=.2346 
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Each waveform recognition rate was analyzed and the results are shown in table1 
and figure1. 

Table 1. Recognition rate results of both groups 

Recognition rates 
P<=.001 Young Old 
Sinusoidal 250 Hz M=82%, SD=.1756 M=64%, SD=.2113 
MOD 30 M=79%, SD=.1899 M=57%, SD=.2183 
MOD 70 M=91%, SD=.1021 M=69%, SD=.2654 
Overall M=83%, SD=.1668 M=63%, SD=.2346 

5 Conclusion and Future Work 

This study shows that the overall recognition rates of the younger group were 
consistent with those findings by  

Brown et al. [3], which showed an overall recognition rate of 80%. This study 
confirms the findings of Brown et al. [3] that modulated waveforms with a base of 
250 Hz, can serve as an effective tacton parameter in young populations. In addition, 
it shows that recognition rates of the same parameters are significantly lower in older 
adults over the age of 55 years old. The study shows that there is a statistical 
significance between increasing age and decreasing tacton recognition rate.  

Studies have shown that persons over the age of 55 years old have significantly 
higher detection threshold of sinusoidal waveforms at the upper frequency range than 
younger groups [9]. It is also known that Pacinian receptors degrade the most with 
age; these receptors respond to higher frequencies, as the ones used in this study. The 
differences in tacton recognition rates may be a function of decreased detection 
thresholds at these upper frequencies. 

There are also indications that non-Pacinian receptors degrade less with aging than 
Pacinian receptors [7], [6]. Therefore frequencies associated with these non-Pacinian 
receptors, those below 40 Hz may be better suited to produce more equitable results in 
tacton recognition and discrimination between the two groups. Furthermore, 
modulated waveforms may not be suitable in achieving more parity between the two 
groups, particularly at lower frequencies where they may be less flexible to generate 
and may have less effectiveness. 

More studies are needed to see how effective tactons can be at this lower frequency 
range (10-40 Hz). If these studies show more equitable results, then tacton designers 
might focus on developing parameters which are most effect at these lower 
frequencies, and even though they are not at the optimal frequency for detection in 
younger groups, they may serve as a more universal parameter for detection and 
recognition across all age groups.  
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Abstract. Perceiving depth and spatial relations between objects in virtual 
environments is challenging and can be facilitated by the rendering process in 
3D graphics applications. Often the perspective projection is not sufficient to 
visualize all necessary information because the projected image can lead to 
position and orientation ambiguity. Therefore, additional indicators are needed 
to improve the visualization of information about spatial relationships and the 
structure of the scene. For this purpose, we introduce a toolbox that applies 
color as an interactive design tool. Within this toolbox, six algorithms can be 
used to dynamically modulate the coloring of single objects or the scene as a 
whole. For evaluation, we report a study that tested whether object coloring as 
implemented in the toolbox can change apparent depth. 

Keywords: Painting-like rendering, Non-Photorealistic Rendering, Drawing, 
Real-time Graphics. 

1 Introduction 

In computer graphics, perspective projection is used to determine spatial depth and 
the relations between objects, with the goal of providing a correct and natural 
representation of a scene. However, this projection has considerable shortcomings 
with regard to its visual appearance. In contrast, in the visual arts there is more to 
images than projection rules alone: beginning in the Renaissance, artists have 
developed various techniques to solve the problems associated with projecting a 
three-dimensional scene onto a two-dimensional surface. However, in order to 
communicate complex information effectively, other forms of visual abstraction are 
required. They should assist the viewer in directly perceiving which objects are 
relevant in the current context and in what relation they stand to other objects in the 
scene. As an overall goal, images need to be self-explanatory. A central technique is 
the manipulation of coloring to improve the quality of visualizations by creating depth 
in an image or directing the viewer to an area of interest. This paper proposes six 
algorithms that affect the coloring of objects based on the scene configuration and 
user interaction. 
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Fig. 1. Visualization results: (a) Reference scene (b) Object Identity (c) Object Interaction (d) 
Object Orientation (e) Spatial Depth (f) Camera Movement  (g) Object Movement 

2 Related Work 

Two crucial aspects of the visual quality of 3D scenes are their ability to convey depth 
information and enable the user to understand spatial and semantic relations between 
scene objects. Humans consistently underestimate spatial distances in virtual 
environments [7]. Therefore, accurately conveying depth information poses a 
considerable challenge in 3D computer graphics. Beyond photorealistic imaging, 
artistic techniques provide other approaches to intensifying the perception of depth in 
a computer rendered scene [5]. For instance, Meier illustrates in [8] that depth can be 
implied by varying brush size. Such means for creating a depth impression are tightly 
coupled to the process of painting itself and thus less straightforward to apply in 
computer graphics. However, art provides another cue which has a high potential to 
inform 3D visualizations of depth: color. Until the mid 1990s computer graphics 
concerned with the depiction of 3D objects had widely neglected color as a depth cue 
[10]. Shannon argues that virtual reality is situated between science and arts, and 
promotes algorithmic solutions in the domain of color perspective. Empirical studies 
have supported the important role of color as a monocular depth cue: When judging 
the depth of differently colored line drawings [6], textures [3] or even 3D models of 
realistic objects [1], red objects are perceived to be closer than blue objects. 
Variations of color can serve other functions in image perception than enhancing the 
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impression of depth. Coconu et al. [2] demonstrate that NPR is particularly efficient 
in conveying and transmitting selected visual information. Using Non-Photorealistic 
Rendering (NPR) techniques enables meaningful simplification for efficient 
stylization of silhouettes and realtime hatching of objects. A very effective use of 
color and NPR is presented by Mitchell et al. [9]. The presented methods are related 
to the technical illustration technique in [4] to indicate surface orientation relative to a 
given light source. 

3 Interactive Color Perspective 

Our toolbox contains six algorithms, which exploit coloring and shading in a three-
dimensional scene. The properties of each algorithm can be characterized according 
to their global or local implementation, their application for depth perception or object 
relations, and their dependence on user interaction to trigger dynamic color change. 
With regard to user interaction, there are algorithms that vary color depending on the 
way the user navigates through the scene or performs explicit mouse actions. In 
contrast, other algorithms work independently of the user: the color overlay is fixed or 
dynamically changes according to the objects’ own movements. Our reference scene 
Minitropolis depicts an abstract model of a virtual city, consisting of various buildings 
and moving objects like trams, cars, an airplane, and people (see Figure 1a). Despite 
such abstract models, further application areas are manufacturing engineering and 
automation or in facility and layout planning. 

Object Identity. In some contexts it is necessary to highlight specific objects and 
distinguish them from other less relevant objects in the scene. For completeness, we 
provide the obvious facility of applying an individual color overlay for selected scene 
objects. The color overlay is achieved by adjusting the ambient material color in 
combination with scene related shading and illumination. Furthermore, the diffuse 
color component can be adjusted. Lowering the diffuse ratio reduces all lighting and 
shading effects, which makes it even more easy to visually extract an object from the 
scene context (see Figure 1b). 

Object Interaction. Some tasks require an understanding of the user’s actions in 
relation to objects in the scene. Therefore, the Object Interaction color perspective 
features four interaction types which can be associated with color-related effects. For 
instance, approach colors extract objects located on the path the user has chosen to 
take through the scene, while touch color is used to tag already visited objects. Hence, 
Object Interaction can be used to depict the navigational path through a virtual scene 
(see Figure 1c). Clicking arbitrary objects can result in coloring which visually 
extracts them from the scene context. Further interaction with objects is conceivable 
and can be color coded as well. For instance, introducing multi-touch interaction with 
objects might require additional colors. Besides a touch color, the highlighting of an 
object could change after a dwell time to enable hold gestures that open menus.  

Object Movement. Moving objects readily attract the user’s attention. However, when 
several objects are moving concurrently, it can be hard to distinguish relevant objects 
from others and overcome distraction induced by irrelevant movement. The Object 
Movement algorithm can be used to visually group scene objects by applying a color 
overlay. This overlay can be configured with colors for slow and fast movements as 
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determined by a user defined speed threshold. Hence, a change in color emphasizes 
the change in speed of an object (see Figure 1g). Additionally, defining a color for 
Object Movement helps to distinguish it from Camera Movement. 

Camera Movement. Further disambiguation of scene movement and the users’ own 
movements is achieved by the Camera Movement algorithm. Color overlays can be 
defined to highlight movements of the camera (which are either induced by the user 
navigating through the scene or animations triggered by the system). Conversely, in 
achromatic mode camera movements do not lead to increased coloring but a reduction 
of colors in the scene by graying out pixels at the border of the screen. The 
achromatic approach helps to reduce color overload in a scene while still maintaining 
a specific coloring effect which can guide the user’s perception. 

Spatial Depth. As outlined before, depth information can be difficult to visually 
extract from virtual environments and should be emphasized. The Spatial Depth 
algorithm allows the definition of a differential color overlay for close-up and distant 
parts of the scene, respectively (see Figure 1e). Depth within the scene is calculated 
both in absolute and relative terms. Relative scene depth takes the position of objects 
relative to the camera into account, which results in a dynamic color change as the 
viewer navigates through the scene. In contrast, absolute scene depth is defined by the 
user by setting a near and far distance value, depending on the scene context. Such 
absolute criteria prevent undesired changes in coloring due to position changes.  

Object Orientation. Based on the experiences of interior design, color can be used to 
influence the appearance and mood of a room. Hence, users of 3D scenes should also 
be able to adjust the atmosphere and impression of virtual rooms. For that purpose, 
the Object Orientation color algorithm allows a selective manipulation of scene 
elements depending on their position, visibility and orientation in relation to the 
camera position. Our Object Orientation algorithm provides the user with the options 
to configure individual colors for ”walls”, ”ceilings”, ”floors” and ”fronts”. It then 
calculates the surface colors by analyzing the surface normals in relation to the 
viewing direction. The resulting effect is that of a consistently color-coded convex 
space, similar to the illusion of being inside a room. 

4 Study 

To evaluate the potential of our Spatial Depth algorithm to affect observers' depth 
perceptions, the present study applied gradual color changes to approaching objects 
(cp. Figure 1g). If blue makes objects appear to be further away and red makes then 
seem closer, the application of a congruent color perspective (blue-to-red change) 
should result in the perception of a faster approach. Twenty-nine participants (13 
females) aged 24-55 years (M = 31.9) viewed 58 scenes of approaching spheres with 
a fixed or distance-dependent color overlay. Eight of them were presented in color 
perspective (change from blue to red with decreasing distance), eight in inverse color 
perspective (red to blue) and three times eight in a constant color (red, blue and grey, 
respectively). After each trial, participants indicated whether they had seen a constant 
speed, an acceleration or a deceleration. Eighteen trials contained actual speed 
changes and 40 did not. Only the latter were used in the analyses.  
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We compared the two types of errors (misperception of acceleration and 
deceleration) between the five color conditions. Rating frequencies for each 
participant were subjected to one-way repeated measures analyses of variance 
(ANOVAs), which revealed an effect of color for both acceleration errors, F(4, 108) = 
36.00, p <.001, and deceleration errors, F(4, 108) = 29.04, p <.001 (see Figure 12). 
Participants wrongly perceived an acceleration more often during color perspective 
trials than in all other conditions (48.7 vs. < 21 %), all p <.001, and decelerations 
were perceived most often for inverse color perspective (33.6 vs. < 13 %). The results 
indicate that dynamic color overlays can affect speed perception in 3D scenes, 
presumably via their effect on perceived depth. These results are far from trivial when 
considering that color is a relatively weak depth cue. The fact that it nevertheless 
influenced the acceleration ratings clearly demonstrates its usefulness in virtual 3D 
scenes. 
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Abstract. In our experiment, we studied the searching sequence of humans, i.e. 
how humans solve the game tree. We created a controlled environment of maze 
game to simulate the situation where the player is not allowed to observe the 
entire map freely. We use “fog-block” to cover the intersection of a maze. Thus, 
the maze becomes an “imperfect information maze.”  We give additional 
information to hint on the path that the player should choose. Then we observed 
the change in players’ behavior. We found that hints affect searches making it 
best fit path towards hint.  

Keywords: Knowledge, Game tree, Imperfect information, Gaze, Cognition. 

1 Introduction 

To solve a maze, various path-finding algorithms have been proposed [1]. In a 
computer, those algorithms manage sequence searches from memory. In general, the 
computer initially stores all the data of the maze's map which includes a path or wall 
or goal. The algorithm will explore mazes differently depending on search strategy. 
Figure 1 shows an area of search sequence between two different algorithms. ‘S’ is 
the start position and ‘G’ is the goal position. The colored area is the area involved in 
searching sequence to reach the goal position. 

If the solver knows only the initial position, it evaluates neighbor nodes. Figure 1A 
shows how the algorithm starts searching under the given condition until the “path to 
goal” is found. A Dijkstra search [2] is used in this example. This algorithm repeats 
exploring all the unknown positions on the board, from the current position to 
neighbor nodes, until reaching the goal position.  

If the solver knows both initial and goal position beforehand, A* algorithm is 
known as one of the algorithms to search more effectively [3]. Figure 1B demonstrates 
the A* algorithm. Search space is clearly reduced compared to Dijkstra search. 
Additional information enables more promising search methods as shown in our 
example. A question arises whether this information helps humans in searching or not.  

It is known that gaze interactions can reflect human strategy [4]. It has been shown 
that the addition of information provided to the player affects gaze pattern 
[5,6,7,8,9,10]. However, in a perfect information maze, the information obtained from 
human eyes often involves too large area since each gaze can provide the information 
of several intersections and relative positions, it is difficult to tell which exact pieces 
of information motivate the player to search in their specific way. 
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Fig. 1. Dijkstra search and A* search 

2 Imperfect Information Maze 

A form of game, where the player is not allowed to see the entire information 
provides a promising way to observe a player’s thinking process, e.g. blindfold chess 
[11]. Figure 2 shows how a “fog-block” works in an imperfect information maze. We 
use the “fog-block” to cover an intersection of the maze. This environment enables to 
control the sequence of how a human explores the game tree.  

 

Fig. 2. Creating an imperfect information maze 

We performed experiments on computer using Microsoft visual c#. Information 
obtained visually is limited to the interaction and interference of the “fog circle” 
controlled by user interface. To reveal information from under the “fog-block”, user 
needs to move the mouse over the “fog-block” and click it. This setup reduces the 
ambiguity of how humans prioritize searches. Recognition process requires short-term 
memory [11], which affects gaze sequence due to memory capacity. In this 
experiment, the size of the maze problem is small and requires less memory. 

3 Using Unsolvable Maze Problems for Motivation 

When humans process reasoning, they need to search from the current position to 
each sibling position (leaf nodes) until they find a possible path to the desired 
outcome (winning position) in a game tree. Each maze can be modeled as a game tree 
because it has choices (branching nodes) and an answer (goal). Figure 3 shows how a 
maze can be represented in game tree format. 

(A) (B)

Before               After Before               After

Perfect information maze Fog-block Imperfect information maze
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Fig. 3. Creating the game tree from a maze 

There are three possibilities one can get during search through a maze, namely 
branching node (A,B,C,D), dead end (E,F,G,H,I) or goal position. Players will have to 
make a choice in the maze when they face a branching node. However, making 
choices in a maze problem is not as crucial of a decision as in a competitive game. 
Making the wrong choice in a maze will just make a player waste more time in 
solving it. He/she will eventually reach the goal in any maze problem. To configure 
the situation where the player cannot find the path to the desired outcome, we mixed a 
solvable maze with an unsolvable maze which includes no from start to goal. This 
engages the player to search through the maze like they would do in an adversarial 
game. 

4 Experimental Setup 

Two graduate students consented to participate in this experiment. We had them play 
7 maze problems with a computer. During play, we captured their eye movement with 
using Tobii X60 & X120 Eye Trackers [8]. The objective of the maze problem is to 
find if there is at least one path from start to goal. We let the player play 3 different 
types of maze as shown in Figure 4. Figure 4A and Figure 4B are perfect information 
and imperfect information mazes, respectively. Figure 4C shows imperfect 
information with the goal position already revealed at the beginning.  

 

 

Fig. 4. Configurations in maze experiment 

After playing the maze, each player was requested to answer a questionnaire. We 
provide the perfect information maze to the test subjects. We ask the player to pick 
the best intersection of the maze, considering that this hint will guide other players 
when they are playing the imperfect information maze with/without goal information.  
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Abstract. Previously, we conducted a psychological experiment to measure 
sensitivity to hardness using a white cane. The Results showed that participants 
had higher sensitivity to hardness when using the white cane compared to when 
actually tapping the target with their fingertip. This suggests that the white cane 
acts to provide enhanced feedback on hardness. In this study, we investigated 
the relationship between vibration and sense of hardness using white canes. We 
measured frequency of vibration of the ferrule of the cane by acceleration sen-
sor when the cane contacted with target. And using psychological experiments, 
we then had participants estimate their sense of hardness for each hardness de-
gree. It was found that there is a correlation between the hardness sense and 
frequency of vibration. 

Keywords: white cane, hardness sense, frequency of vibration. 

1 Introduction 

The white cane is one of the most widely used tools used by the visually impaired to 
support independent mobility. The white cane has a number of disadvantages. The 
area that users can perceive by using it is narrow, because objects can only be per-
ceived by touching them with the cane. And it is also physically tiring to constantly 
swung the cane from side to side while walking. Two approaches have been making 
progress in addressing these issues. The first is the development of an electronic white 
cane that incorporates ultrasonic sensors，acceleration sensors，infrared light, lasers, 
etc. This electronic white cane allows people to detect and avoid obstacles from a 
distance, avoid hitting their head or face against objects that are above the level of the 
cane and there is no need to be swinging the cane. The second approach has been to 
make a lighter and more durable cane by improving and developing better materials. 
Both approach reduce fatigue. And some studies are already at the product evaluation 
stage. Through the developments discussed above, the convenience of the white cane 
has increased. To follow up on these two approaches, further developments need to 
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take into account the nature of white cane use. The primary purpose of using a white 
cane is to be able to detect street conditions and obstacles based on the reverberations 
and tactile information that is gathered from the tip, not specifically what those ob-
stacles are. But white cane users reported in interviews that in some cases they wanted 
to avoid directly touching a surface with their hands, and instead used their canes to 
distinguish between various materials or recognize certain objects. This indicates that 
target recognition occupies a large part of how white canes are used. Therefore, it is 
critical to develop a third approach that is focused on improving target recognition 
using the white cane. And furthermore, there are some users that imagine the cane as 
an extension of their hands, suggesting the possibility of somatization of tools. If the 
white cane were to become a part of a person’s body, and could be used without dis-
comfort, it could be considered a user-oriented tool, which is a desirable property for 
tools and assistive devices. 

White canes are either straight and long, or collapsible. Both types consist of a grip 
at the top, a shaft, and a ferrule (a tip at the bottom). The grip is normally made from 
rubber. The shaft is crafted from materials such as aluminum, glass fiber, or carbon 
fiber, and the ferrule is typically made from nylon. This construction allows informa-
tion, in the form of vibrations, to be transmitted to the user. Information about objects 
touched by the cane is transmitted to the user’s palm through the structure above as 
vibrations. Research on the characteristics of objects, that are obtained through direct 
and active tactile exploration, such as texture, temperature, hardness, weight, size, 
shape of the whole and part of the object, has been conducted. It might be possible to 
obtain information about these characteristics with the white cane, by developing 
skills of using the cane. We conducted a psychological experiment on sensitivity to 
hardness [1] and [2]. Sighted university students wearing an eye mask (N=16) and 
blind people that usually use the white cane and walk independently (N=7) partici-
pated in the study. They were required to tap a rubber board with the tip of the  
forefinger of their dominant hand, and with the tip of the cane held by the dominant 
hand. The relationship between the actual hardness of the rubber and the sense of 
hardness was investigated, by using magnitude estimations. The exponents indicated 
by the results of the study with a standard grip were as follows: for sighted university  
students; 0.36 for the forefinger and 0.66 for the cane, for blind people; 0.37 for the 
forefinger and 0.59 for the cane. An exponent of 1 indicated that the physical and 
psychological values corresponded with each other. The observed exponent of less 
than 1 suggested that the sense of hardness did not increase significantly, even though 
physical hardness did increase, indicative of low sensitivity to changes in hardness. 
Furthermore, sensitivity to hardness when using the cane was higher than when using 
the forefinger, suggesting that the cane might amplify information about the hardness 
of a surface. In this study, we investigate the relationship between vibration and sense 
of hardness using white canes. We measure the frequency of vibration from the tip of 
the white cane at the point of contact with targets of various hardness degrees. Using 
psychological experiments, we then had participants estimate their sense of hardness 
for each hardness degree. 
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2 Experiment 

A square rubber board 300 mm long and 12 mm thick was used to estimate hardness. 
Four rubber boards with the following degrees of hardness were prepared: 20, 40, 60, 
and 80 degrees (unit: JISA; manufactured by SHOWA RUBBER Co., Ltd, measured 
using Durometer Hardness Tester GS-719G type A, manufactured by TECLOCK Co., 
Ltd). The main body of the white cane (manufactured by G & OM Aids Inc.) was 
made of aluminum alloy (light metal), 1200 mm in length, including the rubber grip 
(260 mm) and the nylon ferrule (75 mm). The weight of the cane was approximately 
200g with the inside of the shaft being hollow. Vibrations were measured using a 
conditioning amplifier（2-channel (single probe) Intensity Conditioning Amplifier, 
Type 2693-0S1, B&K Co., Ltd）, accelerometer (Miniature tear-drop CCLD accele-
rometer, Type 4517, B&K Co., Ltd), and an A/D converter (PowerLab/4ST，
ADINSTRUMENTS, Inc.). The sensor was situated 2 cm from the tip of the ferrule 
(Fig.1). The floor was covered with a tile carpet during measurement and the rubber 
boards were placed on it. 

Sighted male university students (N=3) participated in the study. They had eye 
masks, earplugs and year muffs, stood in front of the rubber boards (Fig.2), and held 
the white cane with the standard grip by stretching the forefinger along the even plane 
of the grip and grasping lightly with the thumb and the other three fingers (Fig.3). 
When the experimenter gave a sign, the participants tapped the board once to confirm 
the hardness of the board. Just after the tap, the magnitude was estimated and  
the participants were required to report the number that corresponded to the hardness. 
The numbers were assigned such that numbers were larger as the hardness increased. 
The hardness of the rubber board and the order of testing the boards were combined 
and randomized. The estimate of hardness was conducted five times, for each degree 
of hardness. 

 

Fig. 1. Accelerometer setting 
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Fig. 2. Experimental setting 

 

Fig. 3. Holding the white cane 

3 Result 

The results were processed using LabChart 7 (ADINSTRUMENTS, Inc. ). Three partic-
ipants indicated different frequency patterns. Moreover, each participant showed a 
characteristic frequency pattern to each degree of hardness. The figure shows the 
typical pattern indicated by subject A to each degree of hardness (Fig.4). The horizon-
tal axis indicates the time course (sec) and the vertical axis, the frequency (Hz). This 
pattern was obviously different from the frequency pattern that was obtained by drop-
ping the cane from a certain height on the rubber board, a person being involved. 
Furthermore, as the hardness of the board increased, the estimate given by the partici-
pants became larger. 
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Fig. 4. The typical Frequency pattern on each hardness degree by Sub.A 

4 Discussion 

It is suggested that vibrations might transmit information about the hardness of the 
board. Differences between the participants might have reflected differences in tap-
ping techniques, such as the strength of the grip or the height at the position when 
tapping was initiated. Therefore, by investigating the relationship between tapping 
technique and the frequency band, and excluding the effects of the tapping technique 
from the resulting frequency patterns, it would be possible to identify vibration fre-
quencies that corresponds to information about hardness of objects. And in this study, 
vibration at the tip of the cane, where the cane touches the object was assessed. In the 
next step, we should measure vibrations at participant’s palm, where information is 
got. 
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Abstract. The aim of this study was to evaluate the relationship between 
teenager’s emotional states while watching 3D on TV using active (shutter) and 
passive (filter) glasses and specific physiological indices. The physiological 
measures include electroencephalography (EEG) for beta wave at occipital lobe 
(O1 and O2 regions), electrooculography (EOG) for eye blinking rate from the 
dominate eye, and subjective evaluation. Eighteen healthy teenager’s (9 used 
active glass and 9 used passive glasses) aged 18.72±0.56 years were 
participated. The subjects were exposed to 3D visuals for 45 min each. The 
relative beta band power was comparatively higher while using passive glasses. 
The eye blink rate was comparatively higher while using passive glasses. 
Subjective evaluation scores were comparatively higher while using active 
glasses. The contrary results between physiological responses and 
psychophysical were observed. Further experiments need to be performed by 
considering more subjects, higher viewing duration and light weight glasses.  

Keywords: 3D visuals, Glass type, Subjective evaluation, Relative beta band 
power, Eye blinking rate. 

1 Introduction 

By recent advance in the multimedia processing fields, 3D TV is expected to become 
one of the most dominant markets in the next generation broadcasting system [1]. The 
basic concept of 3D TV is to provide user interactivity and 3D depth feeling. Watching 
3D on TV, which involves wearing special glasses like those used for 3D movies, 
bombards the eyes and brain with a succession of flashing images that appear for a 
fraction of a second. This technology puts unusual strain on the body, especially 
children and teenagers may be more susceptible to health issues associated with 
viewing in 3D. All types of 3D glasses can be divided into two categories: passive and 
active. Active 3D glasses interact wirelessly with images on a screen to enhance 3D 
viewing, whereas passive glasses do not. Visual fatigue is a very important issue of 3D 
display market for implementing more comfortable display devices in terms of human 
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factors. Many studies have been performed to measure the visual fatigue using 
objective evaluation methods namely electroencephalogram (EEG), event-related 
potential (ERP) signals, functional magnetic resonance imaging (fMRI), 
electrooculography (EOG), and electrocardiography (ECG) in 3D display environment 
[2-7]. The aim of this study was to evaluate the relationship between teenager’s 
emotional states while watching 3D on TV using active (shutter) and passive (filter) 
glasses and specific physiological indices.  

2 Materials and Methods 

A total of eighteen healthy teenager’s (9 used active glass and 9 used passive glasses) 
were participated. The average age of the participants was 18.72±0.56 years. As 
mentioned earlier, the goal of this study was to evaluate the relationship between 
teenager’s emotional states while a watching 3D on TV using active and passive 
glasses and specific physiological indices. The physiological measures include 
electroencephalography (EEG) for beta wave at occipital lobe (O1 and O2 regions), 
electrooculography (EOG) for eye blinking rate from the dominate eye, and subjective 
evaluation. The subjects were exposed to 3D visuals with active and passive glasses for 
45 min each. The Biopac system’s Acqknowledge program was used as a 
physiological workstation. The physiological signals recorded while subjects were 
watching 3D visuals at initial, 10 min, 20 min, 30 min, 40 min and final period. To 
determine the optimal viewing distance, preliminary experiments were performed. The 
viewing distance was set at 6 times the height of the display. Subjective evaluation 
based on a 5 point scale includes eye pain, desire for stop watching, nausea, body pain 
and blurred vision. The subjective evaluation was conducted from the subjects after the 
experiment. Using the 10-20 international standards the EEG electrodes were placed 
on the O1 and O2 regions. Also, the reference electrodes were placed on the right and 
left ears, and a ground electrode was placed on the forehead. To measure the eye blinks 
count, two EOG electrodes were placed above and below the dominant eye. The 
sampling rate for measuring the physiological signals was set at 512 Hz. Each 
measurement cross resistance was less than 10 kΩ. The results were statistically 
analyzed in the SPSS program with 95% confidence level.  

3 Results and Discussion 

3.1 Relative Beta Band Power 

From the EEG measurements, the percentage of relative beta band power  
was calculated (% relative beta band power = β/δ+θ+α+β)) for O1 (Fig. 1) and O2 
(Fig. 2) region, while watching 3D with active and passive glass. The relative beta 
band power percentage was comparatively higher while using passive glasses in both 
regions. The univariate ANOVA reveals that statistically significant (p<0.05) 
difference in the relative beta band power percentage between glass types was found 
only at the O1 region. There was not any significant difference in the relative beta 
band power percentage based on watching duration in both regions.  
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Fig. 1. O1 region relative beta band power percentage comparison (significant (p<0.05) 
difference was found between glass types) 

 

Fig. 2. O2 region relative beta band power percentage comparison  

3.2 Eye Blinks Count 

From the EOG measurements the eye blinks count per minute (Fig. 3) was calculated, 
while watching 3D with active and passive glass. The eye blink rate was 
comparatively higher while using passive glasses, no significant difference was found 
between glass types and watching duration (time). 
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Fig. 3. Eye blinks count comparison 

 

Fig. 4. Percentage of subjective evaluation scores comparison. Where: A – Eye Pain; B – Tear 
in the Eyes; C – Desire to Stop Watching; D – Get Stressed; E – Nausea; F – Headache; G – 
Stiffness in the Neck; H – Stiffness in the Shoulders; and I – Blurred Vision. 

3.3 Subjective Evaluation 

Subjective evaluation includes totally 28 questions and grouped based on five 
categories such as eye pain, desire for stop watching, nausea, body pain and blurred 
vision. The 5 point scores are represented as a percentage (Fig. 4) for few questions. 
Overall, the average scores of the subjective evaluation reveal that subjects rated high 
scores for watching 3D with active glass. From the figure we can see that, the 
percentage of subjective evaluation average scores were higher for desire to stop 
watching, eye pain, and blurred vision. There was no significant difference (p<0.05) 
found between the subjective scores between watching 3D using active and passive 
glass. 
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4 Conclusion 

This study evaluated the relationship between teenager’s emotional states while 
watching 3D on TV using active and passive glasses and specific physiological 
indices. The relative beta band power percentage from the occipital region and the eye 
blinks count reveal that watching 3D with passive glass makes stress and visual 
fatigue to the teenagers. The subjective evaluations reveal that teenagers felt stress 
and visual fatigue while watching 3D with active glass. The dissimilar results 
observed between psychophysical and physiological responses; possible reason could 
be viewing duration, number of subjects considered and difference in glass weight. 
Further experiments need to be performed by considering more subjects, higher 
viewing duration and light weight glasses.  
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Abstract. Understanding the mechanism of human visual processing is
important as a foundation for human computer interaction research, be-
cause many interactive systems are primary relying on visual information.
In this paper, we report a new visual illusion caused by phased shifted
light projection using our customized digital micromirror projector that
appears to be related to human eyes’ saccades and microsaccades. We ex-
amine the cause of this illusion, and propose possible applications using
this effect.

1 Introduction

When we are looking at the fixed position, our eyes are still continuously and
imperceptibly jumping and jiggling. This phenomenon is called microsaccades,
in contrast to larger voluntary eye movements known as saccades [2,4,1]. Mi-
crosaccades are believed to be an important mechanism for visual processing,
and several researches are going on to investigate its correlation to human’s
higher mental status such as concentration and emotion [2,4].

Meanwhile, there are a number of visual illusions are found and studied [5].
These illusions are important tools for understanding the mechanism of visual
perception, and also important for creating interactive media and entertainment.

In this paper, we report a new visual illusion that occurs by using a modified
DMD (digital micromirror device) projector [3] that projects images with flick-
ering phase are slightly different. We named this effect “temporal phase shift
illusion”.

2 Temporal Phase Shift Illusion

Figure 1 shows a system configuration that causes this illusion. A normal pro-
jector using DMD has a configuration as shown in Figure 1 (a). A DMD device
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Fig. 1. Configuration of projectors: (a) normal DMD projector, (b) our customized
projector to create visual illusion

has an array of micro-mirrors that control reflections of incoming light, and thus
it can control projected pixel intensity. A rotating color filter is used in combi-
nation to change color from the light source. When the angle of a micro mirror
is synchronously selected with color filter, it can project any selected color with
selected intensity. As a result, a DMD projector can control each pixel’s RGB
brightness.

In contrast, our modified DMD projector, shown in Figure 1(b), has a single
light source, and the color filter is removed. With this projector, light patterns
those have the same brightness, the same flicker frequency, but different flicker
phases can be projected.

The difference of these patterns should be imperceptible for human eyes, be-
cause the projector’s flickering frequency (120Hz) is well higher than Critical
Flicker Frequency (CFF, which is normally around 50Hz), at which rate our
eyes are incapable of separating consecutive light stimuli. However, we found
that boundaries of these patterns are still noticeable especially when our eyes’
move (i.e., saccade) (Figure 2(b)). We named this effect “temporal phase shift
illusion”.

This effect causes when we intentionally move eyes, but it also causes (but
becoming less noticeable) when we looked at one particular point on a screen.
Thus we consider this effect is related to both saccades and microsaccades. Fur-
thermore, we expect that it should be possible to measure the frequency of mi-
crosaccades occurrences by counting the noticed number of this illusion, which
would be useful for knowing user status such as concentration.

Our current explanation of this effect is this. Human retina’s bipolar cell
has structures such as on-center or off-center so that the cell is activated when
there is a difference of light stimulation at the center and the peripheral areas.
This mechanism normally detects edges, but the same mechanism detects phase
differences, although light stimulation’s flickering frequency is much higher to
be detected by photoreceptor cells (Figure 3).



Temporal Phase Shift 505

Fig. 2. Temporal Phase-Shift illusion: when flickering light patterns with the same fre-
quency but different phases, the boundary becomes noticeable even when the frequency
itself is much higher than the ability of human visual perception.((a): actual image,
(b):simulation result of human visual perception)

Fig. 3. A possible mechanism that causes Temporal Phase Shift Illusion: receptor de-
tects phase difference before and after (micro-)saccades

Fig. 4. Invisible barcode: left: viewed from human eyes (simulated by low-speed cam-
era), middle: image taken by high-speed camera (1/200s), right: image taken by CMOS
camera of the smartpohne
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3 HCI Applications

This effect itself is interesting for understanding human visual perception mech-
anism. We now discuss the possibility of new HCI applications using this effect.

The first one is a measurement method for user concentration. By controlling
the phase shift to determine the shortest phase shift that cause this illusion, we
expect that it should be possible to measure user concentration status.

The other application is to use the feature of our customized projector itself,
to create invisible barcodes. The phase difference of patterns are also detected
by CMOS imager that are widely used as a imaging device for mobile phones,
because there is also a time difference of light exposure on CMOS imaging de-
vice. As a result, information can be encoded as phase difference which is less
noticeable for human eyes (Figure 4).

4 Conclusion

In this paper, we report our newly found visual illusion caused by phase-shifted
lite projection. Although its mechanism is not perfectly explained, it should be
related to our eye’s saccades or microsaccades. We also reported possible HCI
applications using this effect.
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Abstract. In this report, the easy figure which consists of a line segment and its 
combination is virtually expressed by the movement sense of the localized 
sound on a virtual sound screen. In order to create a psychological simple fig-
ure, the system which used together the movement sense of localized sound and 
the input tactile sense guide is proposed. 

Keywords: the movement sense of the localized sound, the input tactile sense 
guide, a figure education. 

1 Introduction 

We have been examined how a visually impaired person can recognize characters or 
play a board game using a 2-dimensional virtual sound screen [4–8]. In this report, the 
easy figure which consists of a line segment and its combination is virtually expressed 
by the movement sense of the localized sound on a virtual sound screen. In order to 
create a psychological simple figure, the system which used together the movement 
sense of sound and the input tactile sense guide is proposed. The purpose of research 
is applying this system to a student's figure education in a visually impaired school.  

2 Generation of Figure by the Movement Sense of Sound 

The virtual sound screen is the 2-dimensional space where a vertical axis is expressed 
by frequency and a horizontal axis is expressed by inter aural level difference 3. Now, 
we realize the virtual sound screen on a PC, four localized sounds corresponding to 
four points A (2000Hz, -12dB), B (2000Hz, 12dB), C (400Hz, -12dB), and D (400Hz, 
12dB) are specified (Fig. 1). Each of such sound is short sign waves, and output time 
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is 300ms. By hearing psychology, through headphone, such sound can be heard from 
the upper left, the upper right, the lower left, and the lower right, respectively. 

By the way, if the sound corresponding to two points on this sound screen is out-
putted by the suitable time lag (200ms), it is known that the interval of two points 
could be recognized as a line segment [5]. This psychological property is called the 
movement sense of the localized sound. If four points are outputted by this time lag 
one by one, four sides of a square and two diagonal lines will be recognized by the 
movement sense of sound.  

 
Fig. 1. Four points on a virtual sound screen  

 

Fig. 2. Six slots on the input tactile sense guide 

3 Expression of the Figure by the Input Tactile Sense Guide 

On the other hand, the input tactile sense guide corresponding to the figure  
which consists of four slots on square and two slots on the diagonal lines is prepared 
(Fig. 2). This is made with the transparent plastic board of square, the size is 5cm and 
the thickness is 3mm. The side lines on the board are 4cm, and are made by the slot of 
U type with width 1.5mm and depth 0.5mm.  

This input tactile sense guide is used placing on a pen tablet. If the nib of a stylus 
pen is placed on the slot and a side button is pushed, two sounds will be outputted in 
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200ms of the time lag, the movement sense of the sound corresponding to the line 
segment would be expressed. While continuing pushing a side button, the output of 
sound is repeated at intervals of 1000ms. 

4 The System for Studying Fundamental Character of Figures 

For visually impaired students, in order to study the fundamental character of figures, 
we create the PC system which consists of the localized sounds and the input tactile 
sense guide. In this system, the simple figures which consist of four sides and two 
square diagonal line segments are treated. 

Depending on the fundamental character of figures, the following combinatorial 
figures 1 – 4 are registered into the PC. A teacher (sighted person) can take out a fig-
ure suitably using a mouse in accordance with an understanding of a student, and can 
show a student it. At this time, it is outputted so that the direction of movement sense 
of sound may become a picture drawn without lifting the brush from the paper as 
much as possible. 

The figures that can be made using n line segments (n = 1, 2, 3, 4, 5, 6) among six 
line segments. The number of figures are 6Cn = 6! / n!(6 – n)!. 

The figures which will overlap completely if they rotate 90 degrees, 180 degrees 
and 270 degrees respectively. 

The point symmetrical figures (Fig.3 (a), (b)). 
The figures not drawn without lifting the brush from the paper (Fig.3 (b)). 
In the communication of a teacher and a student in instruction, a student with a 

headphone can create a figure using the input tactile sense guide, and can show a 
teacher it. 

 
      

(a) n = 3                                    (b) n = 2 

Fig. 3. Example of figures 

5 Conclusion 

We recognize that our system moves almost well. From now on, we will think that 
our method will be tried to students of a visually impaired school. The fundamental 
characters of figures that we treat in this report are the number of figures, figure rota-
tion, point symmetry and figures not drawn without lifting the brush from the paper. 
We would like to examine whether this method can apply also to another fundamental 
characters, such as the line symmetry and the parallel movement, or it is applicable 
also to a little more complicated figures. 
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Abstract. Anti-slip strip is one of the most popular slip-resistant products 
indoor and outdoor, especially on the ramp.  By using anti-slip strip the 
roughness of floor can be increased, the COF will be increased and the risk of 
slips and falls will be reduced at the same time.  This study wants to find out 
the effects of slip-resistance under different floor contamination conditions 
while using the emery anti-slip strip. The anti-slip strips covered by steel grit 
provide valid slip-resistance effect.  However, the slip-resistance effect will be 
limited when the floor covered by oil and the grooves of footwear have been 
wear away.  In total, to provide valid slip-resistance effect, keeping the floor 
dry, installing the anti-slip strips, wearing tread shoes are some useful processes 
to reduce the risk of falling and slipping. 

Keywords: Anti-slip strip, Slip& fall, Coefficient of Friction. 

1 Introduction 

The fall incidences take 17% of all occupational incidences in USA and 20% of all 
occupational incidences in UK annually, and all those slipping and falling incidences 
lead huge losses on workplaces [1].  Slip and fall are more easily happened to senior 
people. There were 2.2 million slipping and falling cases that were sent to the emergency 
room due to no-fatal incidents, and more than quarter of them had to be hospitalized [2]. 
Therefore, slipping and falling accidents induce serious safety issues [3]. 

One of the most popular ways of assessing slipperiness is to measure the 
coefficient of friction (COF) between the shoe and floor surface [4]. The lower the 
COF is, the slipperier the floor will be. Due to the simplicity of measuring, the static 
COF (μs) has been considered as one of the major indicators of floor slipperiness. A 
measured static COF of 0.5 has been adopted as a safety guideline in the USA [5-6].  
Prior researches have shown that falling and slipping could be affected by various 
factors, such as the material and the roughness of the floor; the liquid and solid 
contamination on the floor; the material of footwear; the groove design of shoe sole; 
and the gradient of ramps [7-9]. 
                                                           
* Corresponding author. 



514 C.C. Chen and H.C. Chen 

 

The squeeze film theory [10] is probably the most frequent adopted scientific basis 
describing the effects of liquid on the friction on a floor. Improving the feature of 
floor surface has better anti-slip effects than changing the shoe sole grooves [11-13]. 
In practice, the anti-slip strips are widely installed on walk ways, ramps, toilets, 
bathrooms and stairs to change the feature of the floor surface and prevent slipping 
and falling. Most of the anti-slip strips using steel grit coating to increase the floor 
roughness and improve the slip-resistance effects. However, the discussion about its 
slip-resistance effect is rare. The subject of the anti-slip strip’s COF under different 
floor contaminations is deserved to be described. Therefore, this study wants to find 
out the effects of slip-resistance under different floor contamination conditions while 
using the emery anti-slip strip.  

2 Method 

The study conducted a three factors experiment. There are 4*3*2=24 combinations (4 
shoe materials * 3 floor contaminations conditions * 2 floors). A total of 144 readings 
were collected. Four types of footwear pads were tested in this study. These included 
flat (no tread) and tread footwear pads made from Neolite and Rubber. For the tread 
footwear pad, there were grooves (1 mm wide, 3 mm deep) evenly spaced on the pad 
and the grooves are perpendicular to the friction measurement direction. The hardness 
of the Neolite and Rubber were 91±1.73 and 47±0.82 respectively. 

The COF was measured under the surface conditions of dry, wet and glycerol. For 
the wet conditions, water was replenished in the footwear striking area during 
repeated strikes. The amount of water for each replenishing was 10 ml. For the 
glycerol conditions, glycerol was dripped evenly in the footwear striking area before 
each strike. The amount of glycerol replenished each time was 5 cc. There are two 
different terrazzo floor used in the COF measurement including regular one and the 
one installed 3M anti-slip strips (anti-slip floor). 

The Brungraber Mark II (BM II) slipmeter was used to measure the COF. BM II 
has been applied to conduct friction measurement in labs and workplace [14]. The 
study operated BM II according to the standard test method of using the BM II 
published by the American Society for Testing and Materials [15]. In addition, the 
protocol in judging a slip or no-slip suggested by Chang [16] was used. 

Finally, the study uses Paired-Samples T-test to compare the COF under different 
footwear materials, floor contaminates and floor. 

3 Results and Discussion 

The results reveal that the installing of anti-slip strips will significantly (p<0.001) 
increase the COF. Under the dry surface condition, the COF will increase 0.623、
0.621、 0.423 and 0.26 separately with tread Neolite、 no-tread Neolite、 tread 
Rubber、no tread Rubber shoe materials. Under the wet floor condition, with tread 
neolite, no tread neolite, tread rubber, no tread rubber shoe materials, the COF will 
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increase 0.624、0.950、0.442 and 0.945 separately. Finally, under the glycerol 
surface condition, the COF will increase 0.799、0.068、0.572 and 0.138 separately 
with tread neolite, no tread neolite, tread rubber, no tread rubber shoe materials (see 
table 1). Therefore, as the results shown in table 1, the anti-slip strips provide better 
COF significantly with the floor contaminated by water.  When the floor is 
contaminated by oil, the tread footwear pads should be used to increase the anti-slip 
effect. 

Table 1. Mean and Standard Deviation of the COF 

Footwear 
pads

Surface 
conditions 

Anti-slip 
floor

Terrazzo 
floor

Friction 
increase

t-value p-value 

Tread
 Neolite

Dry 
1.073

(0.008)
0.450

(0.006)
0.623 

147.836 <0.001 

Wet 
1.032

(0.008)
0.408

(0.008)
0.624 

111.754 <0.001 

glycerol 
0.827

(0.008)
0.028

(0.004)
0.799 

198.894 <0.001 

No-tread
Neolite

Dry 
1.078

(0.008)
0.457

(0.008)
0.621 

154.880 <0.001 

Wet 
0.990

(0.006)
0.040

(0.006)
0.950 

260.168 <0.001 

glycerol 
0.068

(0.008)
0.001

(0.000)
0.068 

22.235 <0.001 

Tread
 Rubber

Dry 
1.100 

(0.000)
0.677

(0.008)
0.423 

127.000 <0.001 

Wet 
1.100 

(0.000)
0.658

(0.008)
0.442 

143.716 <0.001 

glycerol 
0.855

(0.005)
0.283

(0.008)
0.572 

186.018 <0.001 

No -tread
Rubber

Dry 
1.100 

(0.000)
0.840

(0.009)
0.260 

71.204 <0.001 

Wet 
0.998

(0.008)
0.053

(0.005)
0.945 

276.668 <0.001 

glycerol 
0.138

(0.008)
0.001

(0.000)
0.138 

45.013 <0.001 

 
Only the tread rubber footwear on the wet floor and no tread footwear on the dry 

floor show anti-slip effects on regular terrazzo floor. The anti-slip effects are not 
significant when wearing no-tread footwear and walking on the floor contaminated by 
glycerol (see Fig.1). Therefore, adopting the tread shoes and anti-slip strips at the 
same time will improve the slip-resistance effect dramatically.  
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Fig. 1. The comparison of the COF under two different floors 

The anti-slip strips covered by steel grit provide valid slip-resistance effect.  
However, the slip-resistance effect will be limited when the floor covered by oil and 
the grooves of footwear have been wear away. In total, to provide valid slip-resistance 
effect, keeping the floor dry, installing the anti-slip strips, wearing tread shoes are 
some useful processes to reduce the risk of falling and slipping. 

4 Conclusion 

Anti-slip strip is one of the most popular slip-resistant products indoor and outdoor. The 
study compared the effects of slip-resistant under different floor contamination 
conditions while using the anti-slip strip.  The results demonstrated that emery anti-slip 
strip is really helpful on resisting slipping no matter the floor is dry or wet. However, 
when the floor is covered by oil, the anti-slip strips provide slip resistance effects only if 
the workers wear the tread shoes. Therefore, in order to perform the best ant-slip effect, 
the floors not only need to be kept dry, but also need to be installed with some anti-slip 
devices. Of course wearing the tread footwear and keeping the grooves wide & deep 
enough will reduces the risk of falling and slipping successfully.  
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Abstract. With diversity of mobile services (e.g., messenger, and social 
network service) on smartphone, the demand of text input using a soft keyboard 
is increasing. However, studies on subjective and physiological responses of 
users for various touch locations are lacking. The present study investigated the 
ergonomic responses according to touch locations of a soft keyboard on 
smartphone. The experiment of the present study measured perceived 
discomfort using Borg’s CR-10 scale and electromyography on forearm 
(abductor pollicis longus, and extensor digitorum communis) and thumb 
(abductor pollicis brevis, and first dorsal interossei) muscles. Perceived 
discomfort was significantly varied from 0.7 (extremely weak discomfort) to 
2.5 (weak discomfort) depending on touch locations. %MVC at abductor 
pollicis brevis was significantly varied from 10% to 23% according to touch 
locations. The experimental results of the present study can be utilized in the 
ergonomic design of a soft keyboard.  

Keywords: Soft Keyboard, Discomfort, EMG, Two-thumb Input, Smartphone. 

1 Introduction 

Recently, with diversity of the smartphone services, the frequency of text input using 
soft keyboard has increased. It has reported that 88% of users are using the 
information search, email, and web-surfing on smartphone (KISA, 2011). 
Furthermore, 79.6% of smartphone users have used messenger or social network 
services. From these reasons, the demand of the text entry with soft keyboard has 
been increased.  

The layout of soft keyboards can be classified into 2 types: 1) 3×4 layout, 2) 
QWERTY layout. The 3×4 layout consists of 12 buttons and is similar to the 
traditional layout used in a cellular phone. On the other hands, the QWERTY layout 
consists of 26 buttons and is similar to the standard PC keyboard. 

Various studies related to the soft keyboard have been carried out; however, they 
still have limits in three aspects: two-thumb entry, electromyography (EMG) analysis, 
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and grip position. First, studies on two-thumb entry are rare compared to one-thumb 
entry (Karlson, 2006). Second, EMG studies are few (Park, 2010; Ryu, 2011; Kim et 
al., 2011) because text entry on smartphone is conducted by small muscles in the 
thumb. Finally, most of the perceived discomfort studies for various touch locations 
(Park and Han, 2007) did not take account of the smartphone grip strategy for text 
entry. 

This study analyzed perceived discomfort and EMG for touch locations of a soft 
keyboard. The locations of touch divided into five lows and five columns. EMG was 
measured on two muscles of the thumb and two muscles of the forearm by referring to 
Jonsson et al., 2011. The experimental results obtained in this study can be utilized to 
design of soft keyboard for smartphones.  

2 Methods and Material 

2.1 Participants 

Ten male participants with smartphone usage experience were involved in this 
experiment. Their average age was 24.7 and their dominant hand was all right-side. 
The participants did not have any pain or discomfort on the thumbs and upper 
extremity at the experimental day. 

2.2 EMG Measurement Protocol 

Surface EMG system (Telemyo, Noraxon, USA) was used in this experiment. The 
diameter of surface electrode (Bio Protech, South Korea) was 1 cm and the centroid 
distance between a pair of electrodes was 2.5 cm. The MyoResearch XP Master 
Edition (Noraxon, USA) was used in measurement and analysis of EMG. This study 
used four pairs of electrodes to measure EMG signals with 1,000 Hz sampling rate on 
four muscles.  

Four measurement muscles were selected by referring to a related study (Jonsson et 
al., 2011). Two muscles (abductor pollicis brevis (APB) and extrinsic muscle abductor 
pollicis longus (APL)) of the four were related to the movement of the thumb. APB and 
APL identically relate to thumb abduction motion; however, they are intrinsic muscle 
and extrinsic muscle, respectively. The rest of two muscles (first dorsal interossei, 
(FDI), extensor digitorum communis (EDC)) were related to the movement of the 
fingers (index, middle, ring, and little fingers). FDI and EDC relate to flexion and 
extension motions, respectively. They are intrinsic and extrinsic muscles.  

2.3 Experimental Design 

One factor (touch location) within-subject design was applied in the experiment. 
Touch location consisted of 5 rows and 5 columns as illustrated in Fig 1. The touch 
thumb was designated to each of the column based on users’ touch behavior. For the 
left 2 columns, the buttons were touched by the left thumb; for the right 2 columns, 
the buttons were touched by the right thumb; lastly, for the middle column, the 
buttons were touched by both the left and right thumbs. 
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Fig. 1. Touch locations (L: left thumb, R: right thumb, LR: left and right thumb) 

Dependent variables were two (rating of perceived discomfort and percent of 
maximum voluntary contraction (%MVC)). Perceived discomfort was measured by 
Borg's CR-10 scale (Kwon et al., 2009; Borg, 1998). %MVC was calculated by 
dividing measured voltage with MVC of each participant. MVC of the present study 
was measured by applying the Caldwell protocol (Chaffin et al., 1999). 

The experiment of this study was conducted by 6 stages (introduction, electrode 
attachment, MVC measurement, practice, main experiment, and debriefing). First, we 
explained research purpose and experimental methods to each participant and 
obtained informed consent. Second, the electrodes were attached on the muscles of 
participants. Third, MVC of each participant was measured by applying the Caldwell 
protocol. Fourth, enough practice was allowed participants to accustom the 
experiment method and procedure. Fifth, the main experiment was conducted which 
presses the button of soft keyboard in random order. Finally, a brief debriefing was 
carried out.  

2.4 Analysis Protocol 

EMG data was analyzed in 4 stages (rectification, smoothing, RMS calculation, 
%MVC calculation). First, EMG data was rectified. Second, rectified data was 
smoothed (RMS window = 100 ms) in order to eliminate noise. Third, root mean 
square (RMS) for the smoothed data was calculated. Finally, %MVC was calculated 
by dividing RMS with MVC. 

The statistical analysis of the present study was conducted using MINITAB 16.0 
(Minitab Inc., USA) with significance level (α) 0.05. One-factor within subject 
ANOVA was carried out for each of touch location (25 levels), touch row (5 levels), 
and touch column (5 levels). As post-hoc analysis, Bonferroni test was applied. 
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3 Results 

The perceived discomforts for each touch location were significantly different (F(24, 
215) = 7.38, p < 0.001). Maximum value (2.5: weak) of the perceived discomforts 
was 3.5 times greater than the minimum value (0.7: very weak). On the other hand, 
the perceived discomforts between the left and right thumbs were not significant (F(1, 
238) = 0.04, p = 0.84).  

The perceived discomforts of 2nd and 4th columns were significantly lower than 
those of other columns (F(4, 235) = 2.99, p = 0.02; Fig 2.a). The perceived 
discomforts were divided into two: 1) small discomfort group: 2nd column ( ; 
1.19 ± 0.13) and 4th column (1.21 ± 0.13), 2) large discomfort group: 1st column (1.45 
± 0.13), 5th column (1.54 ± 1.13), and 3rd column (1.55 ± 1.60). This tendency seems 
to be caused because the initial locations of the left thumb and right thumb were 
located around 2nd and 4th columns, respectively. 

 
             (a) Touch column 

 
      (b) Touch row 

Fig. 2. Perceived discomfort for touch columns and rows 
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The perceived discomforts of upper rows (1st - 3rd) were significantly lower than 
those of lower rows (4th and 5th) (F(4, 235) = 36.37, p < 0.001; Fig 2.b). The 
perceived discomforts for rows were divided into two: 1) small discomfort group: 2nd 
row (0.94 ± 0.09), 1st row (1.03 ± 0.09), 3rd row (1.03 ± 0.09), 2) large discomfort 
group: 4th row (1.67 ± 0.16) and 5th row (2.11 ± 0.12). This tendency seems to be 
explained by the initial location of the thumbs, which located around 2nd row. 

%MVC for APB was only significant across touch rows (F(24, 216) = 3.55, p< 
0.001) and columns (F(24, 216) = 3.55, p< 0.001). %MVC for the left thumb’s APB 
increased 1st (10 ± 0.9), 2nd(13 ± 1.2), and 3rd (23 ± 1.8) columns in ascending order. 
Similarly, %MVC for the right thumb’s APB increased 5th (16 ± 1.8), 4th (18 ± 1.5), 
and 3rd (23 ± 1.8) columns in ascending order. In addition, %MVC for APB 
significantly increased from 1st row (13 ± 1.4) to 5th row (20 ± 1.8). This trend was 
occurred because APB muscle is contracted while the thumb is abducted. 
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Abstract. This paper describes the design and implementation of a 1-
DOF servo-actuated stylus, which is used as an end effector in a desktop
haptic device. The desktop haptic device is part of a multimodal system
aimed for the assessment, training and rehabilitation of the arm, forearm
and hand while the user perform several tasks. Patients will use the
haptic device which carries out the servo-actuated stylus in order to draw
simple and complex sketches, in this way, the patient is able to feel the
virtual sketch by using the haptic device, which acts as a virtual guide
taking advantages of its force feedback capabilities. The therapist is able
to control the 1-DOF-stylus rotation according to the requirements of
the patient.

Keywords: Haptic Guidance, Sketching task, Stroke patient, Multi-
modal system.

1 Introduction

Rehabilitation after a stroke is a long process and usually the therapist guides the
patient verbally as well as physically. For example, if the patient needs to perform
a 2D rectangular sketch motion, the therapist will say now, lets draw a rectangle
as she or he begins guiding the patients hand. A sketch is a rapidly executed
freehand drawing that is not intended as a finished work. Sketching is one of the
most important and complex human activities in which the hand movements are
controlled by the central nervous system, which regulates the activity of the hand
and arm muscles to act in synergy. The central nervous system receives dynamic
feedback information from visual sensors and from other body sensors located
on the skin, muscles and joints while regulating the motor output. In case of
rehabilitation after a stroke, one important factor is motivation [1]. The guidance
haptic device concept has been described in [2], while the multimodal system
has been described in [3] which consisting in a combination of visual, haptic and
sound technologies, aims to be a step forward in the field of multimodal devices
for supporting unskilled people to improve their skills and in the assessment of
manual activities. Sketching, hatching and cutting tasks are assisted through the
haptic guidance device. The drawn shape can also be physically produced as a
piece of polystyrene foam as shown in Figure 1.
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Fig. 1. Concept of the Multimodal System

The user is sitting in front of the haptic guidance device in a comfortable
way, and then by handling the stylus (4) tries to follow the sketch (8) from the
physical template (3) in order to perform the 2D tasks. These tasks are driven by
the operators movement and assisted by the Magnetic Geometry Effect (MGE).
The MGE constraint is linked to the external surface (9) of the virtual object
that has been previously created by using a CAD software and the stylus haptic
point (7). When this option is activated, a spring force tries to pull the sphere
of the stylus (7) of the haptic device towards the virtual surface (9) of the 3D
model (10). In fact, this effect is used to assist the users hand movements. In the
cutting modality, while user follows the 2D template (8) by using the MGS, the
wire tool, which is carried out by the 2DOF mechanism (2) cuts the polystyrene
foam (5). The polystyrene foam is an interchangeable element. Note that in the
intersection between the external surface (9) and the stylus haptic point (7),
there is a working plane (11). In fact, this working plane is a physical constraint
created by the 2DOF mechanism linked to the Phantom device (1). Figure 1 also
shows in detail the sound strategy that has been adopted. In the multimodal
system, the stylus (4) can freely rotate according to the hand movement.
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2 Servo-controlled Stylus

According to preliminary test with stroke patients using our system, in which
the therapist was involved in order to run a therapy session, we have noted the
necessity to provide an additional degree of freedom to the stylus (4). Figure 2-a
shows the patient’s hand while tries to grasp the stylus. Figures 2-b and Figure 2-
c show the therapist hand while guiding the patients hand in order to perform
the sketching test. Figures 2-d and Figure 2-e show the patient performing the
test without the therapist help. The patient is not able to control the radial
deviation, flexion and extension of the hand as a result of the stroke and is not
able to correct positioning the stylus in order to perform the sketching test.

Fig. 2. Therapist guiding the user’s hand

2.1 Biomechanics of Human Arm

The human arm has seven degrees of freedom: Abduction/adduction and flex-
ion/extension of the shoulder; rotation of the upper arm; flexion/extension of the
elbow; rotation of the forearm; and radial/ulnar deviation and flexion/extension
of the wrist.

This paper presents the design and implementation of a 1-DOF servo-actuated
stylus, which is driven by the therapist in order to allow the patient to correct
handle the stylus according to the rehabilitation task. Figure 3-a shows the
ideal position for the users hand while Figures 3-b and Figure 3-c show several
problems in reaching the stylus. Figure 3-d shows the concept of our approach in
which the stylus is driven by a servo-actuator. This servo-actuator is driven by
the therapist in order to rotate the stylus according to the specific needs required
in the rehabilitation task. In this way, once the user is able to correct handle
the stylus, then is able to perform the sketch operation by using the multimodal
system.
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Fig. 3. Postural position problems

3 The Prototype

The main structure used for the Multimodal Guidance System has been de-
signed taking into account some important considerations related to the use of
sheet metal and aluminum components that implies: low inertia, light weight
parts and low friction. Regarding the static and dynamic modeling, the links
and components are considered to be rigid. However, the haptic guidance device
is not a rigid structure. To provide this stiffness, the links have been designed as
beams or shell structures. Also, the mounting arrangement of the main structure
has been designed to accommodate manufacturing tolerances. Figure 4-a shows
the prototype of the device and Figures 4-b and Figure 4-c show two different
positions on the stylus while the user sketching a circle in a therapy session. A
force and torque analysis have been performed in Visual Nastran 4D.The results
of these analysis have been used to select the actuators. In fact, the servo drives
have been selected so as to guarantee high reliability: the servo motor with tita-
nium gears provides up to 2.35 Nm of continuous torque. The servo drives are
HS-5955TG manufactured by HITEC [4]. This allows us to get high stiffness and
load capacity.

The therapist is able to control the rotation of the stylus from -75 to 0 degrees
through a computer interface which allow the signal communication between the
computer and the DMX Servo-12 controller board.
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Fig. 4. The prototype
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Abstract. This paper presents an unusual mouse control technique, de-
signed to be used with a keyboard-type device, rather than a dedicated
manual pointing device. Unlike ordinary keyboard-based mouse replace-
ments, it does not rely on pointer movements across the screen. Instead,
clicks are emulated at the position directly chosen by the user (who re-
cursively selects regions and sub-regions to do that). As a consequence,
target selection becomes a user-friendly step-by-step process, not requir-
ing any time-critical interaction.

Keywords: human-computer interaction, keyboard replacement, word
completion, ambiguous keyboards, mouse emulator, neuromuscular dis-
eases, Friedreich’s Ataxia.

Fig. 1. Initial target acquisition step in DualMouse when issuing a click on the HCI
International 2013 website
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1 Introduction

Persons with neuromuscular diseases – who usually have specific problems with
fine motor control – regularly struggle with the standard input device when
operating a computer: a large manual keyboard. As typing can often only be
done with few fingers and with a limited individual range, “traveling” from one
key to the next generally requires constant lifting and repositioning of the hands.
This makes keyboard usage a very slow and cumbersome task, involving a lot of
erroneous keystrokes.

To facilitate computer operation for the mentioned population, we developed
the asistive tool OnScreenDualScribe [2], which is based on the modified numer-
ical keypad depicted in fig. 2. The tool is a replacement of the full-size keyboard
and as such primarily optimized for text entry (offering word completion and an
ambiguous keyboard [4] – both using a 100, 000 word dictionary based on [1]).
However, it depends on an internal mouse mode for efficient operation (since
using a second manual device for pointing operations – to switch windows, for
example – would be very uneconomical).

(a) (b)

Fig. 2. Input device used in OnScreenDualScribe; (a) user can reach every key with
either thumb without repositioning the hands; left and right edges serve as tactile guide
when aiming at the keys; (b) key layout

The current implementation of this mouse mode poses a problem for many
of the intended users. An alternative technique, called DualMouse, eliminates
these shortcomings. Currently implemented as an own application (supporting
the same input device), the technique suggests itself to be included in a new
version of OnScreenDualScribe.

2 Keyboard-Based Mouse Control

When designing a mouse control that depends on keystrokes only (as opposed
to two-dimensional displacements with – or on – a dedicated pointing device),
the challenge is to allow for quickly bridging large distances on the screen, while
simultaneously fostering a high precision near the target area. In an ordinary
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keyboard mouse (e.g., [5]), some keys allow moving the mouse pointer in a car-
dinal direction, while others trigger clicks of various types at the current pointer
position. Pointer movement can either be active (meaning that the pointer moves
in one direction for as long as the corresponding key is held down) or passive
(where the user starts a movement in one direction, which continues until a
particular input event).

In this sense, the currently implementedmousemode ofOnScreenDualScribe is a
passive keyboard mouse. Using the terminology of fig. 2, the mouse pointer begins
moving up, down, to the left, or to the right, in response to pressing one of the
four Arrow keys. This movement is repeated until the user either selects a different
direction or presses one of the sixCharacter keys (each generating adifferent type of
click – single, double, left, right, drag – at the current position). Tomake it possible
topinpoint a single pixel, themovement is initially very slow.Bypressing theArrow
keybelonging to the selected direction again, themovement speed can graduallybe
increased (to coarsely slide over the screen). Unfortunately, this is a pitfall for the
target population of OnScreenDualScribe: persons with neuromuscular diseases.
Due to a longer reaction time, they often fail to stop amovement early enough (once
accelerated), potentially resulting in repeated overshooting.

(a) (b) (c)

Fig. 3. Using the DualMouse technique, the link to HCI International News (being an
example click target) is reached with six keystrokes: ↓, 6, ←, 3, ←, 1

3 DualMouse Approach

DualMouse does not rely on the mouse pointer traveling across the screen.
Rather, the user directly determines where to issue a click, and the software
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emulates necessary input events. To realize that, the screen is split into 24 rect-
angular regions, arranged in four rows and six columns (as in fig. 1).

Let’s say, we want to click on the link to HCI International News on the
HCI International 2013 website. By successively pressing the second Arrow key
(↓) and the sixth Character key (6), the user selects the region that contains
the desired click target (region L). The selected region is then split into 24
sub-regions, and the selection process is recursively repeated until the target is
narrowed down (see fig. 3). Pressing the Enter key evokes the emulation of a
click in the center of the sub-region selected at that instant (as shown in fig. 4).

Fig. 4. Result after finally pressing the Enter key

The type of that click event can be selected any time prior to the final trigger
signal, that is, before, during, or after target selection. Since also dragging is
supported (by prompting for start and endpoint one after another), the idea can
be used to replace a two-button mouse device almost completely. Only hovering
does not work: of course, it is possible to set the pointer to a new position without
actually performing a click in the initial implementation of the approach, but
that only approximates the true functionality of hovering.

Target acquisition is rather efficient. Suppose, for example, the user’s com-
puter has a screen resolution of 1600×900 (or less). Since 65 ≥ 1600 and 45 ≥ 900,
at most 5 recursive steps (or – including Enter at the end – at most 11 keystrokes)
are needed to perform a single left click (the default) on any arbitrary pixel.
To facilitate precise clicking, sub-regions along the way are visually enlarged (as
in [3]) – pressing the Back key at any point takes back the last recursive step
and, thus, zooms out. Most importantly, the user can apply the technique at his
or her own pace, and is not forced to make an input at a split second dictated
by the software.
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4 Conclusion

DualMouse, an alternative interaction technique allowing to perform pointing
operations with the help of a keyboard-type device, has been described. What
makes the approach different from other mouse replacements is that the mouse
pointer does not steadily move to a target position, but it “jumps” to the point
specified by the user. Choosing the click target is done in a recursive process
involving zooming in on rectangular portions of the screen. The method is very
user-friendly since it does not require producing particular input signals within
a certain time frame.

The approach is intended for persons with neuromuscular diseases, just like
the keyboard replacement OnScreenDualScribe. There are no empirical results
available yet. However, it is planned to include the technique in a new version
of the aforementioned tool (which is in use – on a daily basis – by a gentleman
with Friedreich’s Ataxia). DualMouse will play a special role in a usability study
evaluating this new version.

Acknowledgments. This work is partially supported by DFG grant FE 936/6-1
“EFFENDI – EFficient and Fast text ENtry for persons with motor Disabilities
of neuromuscular orIgin”.
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Abstract. This study aim was to compare the computer exposure and forearm 
musculoskeletal symptoms among three computer use groups by an external 
logger. 30 participants were recruited in this study and divided into three 
groups: 10 computer-document (CD) processors, 10 computer-aided design 
(CAD) draftsmen, and 10 online gamers. Computer use of each participant was 
recorded for 10 consecutive days. Questionnaire survey was conducted to 
collect musculoskeletal complaints in participants’ upper limbs right after data 
collection period. Quantitative parameters computed using recorded data were 
daily keystrokes, mouse clicks, wheel scrolling counts, mouse movement and 
dragged distance. Experimental results showed that the online gamers had the 
significantly higher keyboard activities than typical keyboard users, CD 
processors. Also, it had the higher mouse activities than the typical mouse 
users, CAD draftsmen. However, musculoskeletal complaint in their upper 
limbs was not greater than that of CD processors and CAD draftsmen. There 
existed a complicate relationship between cumulative hazards and computer 
uses. Experimental results indicated that computer use duration alone could not 
accurately represent the workloads of various computer tasks. Adequate tools 
are needed for quantifying user computer exposure and providing detailed 
information for various computer tasks.  

Keywords: Computer exposure, Online game, Computer input, External logger. 

1 Introduction 

Previous studies showed that prolonged computer use was positive correlation with 
work-related upper extremity disorders. Study investigation pointed out that the hand, 
wrist, and arm pain of computer operators exceeded other body parts [1,2]. Szabo 
(1998) study showed that 21% of work-related carpal tunnel symptoms (CTS) cases 
were engaged in the repeated data entry [3]. Recently, the musculoskeletal injury 
problems of young people caused by using computer had drawn a lot of scholars' 
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attention [4-5]. To date, many studies determined computer exposures based on 
computer use time, and a strong relationship existed between computer use time and 
risk of musculoskeletal symptoms [3,6]. However, different computer tasks might 
have different times spent typing, mouse clicking, and mouse dragging. Determining 
computer exposure by total computer use time might be insufficient for discovering 
differences in physical workload. Therefore, the purpose of this study was to explore 
computer exposure and forearm musculoskeletal symptoms among three computer 
groups. The computer groups included computer-document (CD) processors, 
computer-aided design (CAD) draftsmen, and online gamers. 

2 Material and Method 

Subjects. Ten CD processors (aged 33.4±4.8 years), 10 CAD draftsmen (aged 
31.8±5.2 years), and 10 online gamers (aged 23.5±1.5 years) were recruited in this 
study. Each subject self-reported used only the test PC during work and had a regular 
work-rest schedule and consistent work content (i.e., routine or similar computer 
tasks). Table 1 showed the demographic data of each group.  

Table 1. Demographic data（mean ± SD） 

Groups Sex Age (year) Height (cm) Weight (kg) Seniority (year) 

CD processors (n=10) 
F: n=8 
M: n=2 

33.4±4.8 167.2±5.0 64.6±5.5 9.5±6.4 

CAD draftsmen (n=10) 
F: n=3 
M: n=7 

31.8±5.2 166.6±4.8 65.4±7.2 6.8±5.8 

Online gamers (n=10) M: n=10 22.5±1.5 170.5±6.8 70.6±5.8 5.6±1.7 

CD computer-document; CAD computer-aided design. 

Equipment and Test Procedure. Three sets of logger systems which were developed 
by Chen et al. (2009) were utilized to record subject computer activities [7]. The 
system consisted of a hardware logger and KMlog analytical software. The computer 
activities of each subject were recorded for 10 consecutive days. Participants provided 
informed consent before participating in the study. Demographic data were collected, 
included personal characteristics, computer use, and subjective feelings about regional 
pain during the past year. Pain in the neck, shoulders, arms, wrists, and upper and 
lower back areas were recorded. Response categories were scored on a scale from 0 to 
4. Each test run was started on a weekday by an investigator who installed and 
initiated the hardware logger on each subject’s computer at 8:00 a.m. Data recording 
continued for 10 consecutive days and was stopped by the investigator on day 10 at 
6:30 p.m. During each test, the same keyboard, mouse set and gain settings were 
applied to each test PC. Each participant then performed regular work-rest activities 
during the test period. 

Data Processing and Statistical Analysis. Parameters derived by KMlog software 
from recorded computer activities consisted of the number of workdays, total 
keystrokes, mouse click counts, wheel scrolling counts, mouse movement and 
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distance dragged (in 1000*mickeys). The time intervals (pause definitions) were set 
to 5 seconds and 30 seconds to categorize computer use time as dynamic (<5s), static 
or resting (>30 s) durations [7]. Average daily exposures were computed by dividing 
the above PC usage parameters by the number of workdays measured during the 10-
day survey period. Statistical analysis used SYSTAT 12.0. Group differences for all 
daily exposure parameters were performed by a one-way analysis of variance 
(ANOVA). Post hoc Bonferroni tests were conducted for multiple comparisons. 
Group differences and side differences (dominant vs. non-dominant) for 
musculoskeletal complaints in each body part were tested using the Kruskal-Wallis 
test and Wilcoxon signed rank test, respectively, an analytical result was considered 
significant at p< 0.005. 

3 Results 

Table 2 showed that computer exposure differences (operating period, speed and 
number of keystroke, speed and number of mouse button clicks, and mouse move No) 
in three groups differed significantly (p<0.005). Post hoc results showed that online 
gamers had significantly higher operating period than CD processors and CAD 
draftsmen (p<0.001). The stroke speed was higher in online gamers than in CD 
processors and CAD draftsmen (p<0.001). The keystroke number was higher in 
online gamers than in CAD draftsmen (p<0.001). In mouse use, results showed click 
speed was higher in CAD draftsmen than in CD processors (p=0.003). The click 
number and move distances were higher in online gamers than in CD processors 
(p=0.002). But there was no difference in mouse use between online gamers and CAD 
draftsmen (Table 2). In regional pains, no significant group difference existed in 
musculoskeletal complaints of any body part, but the shoulder and arm of dominant 
side had higher tendency in CAD draftsmen than in online gamers (p=0.028~0.047). 
However, subjects had a significantly higher number of complaints in the shoulder, 
arm and wrist of dominant than in those of non-dominant (p<0.002) (Table 3). 

4 Discussion 

The results showed the computer average exposure (operating time) were high within 
three groups; further, the exposure amount of daily operating period were more than 3 
hours that the scholars have suggested [3]. Among three groups, the average daily 
operating period was over 8.2 hours for online gamers. Many studies determined that 
increased duration of computer use was positively associated with increased risk of 
musculoskeletal symptoms [3]. However, previous study suggested that computer 
exposure of different tasks would not be based solely on duration of computer use [8]. 
Village et al. (2005) concluded that the risk of CTS increased as computer use 
increased, especially when used a mouse for more than 20 hours per week [9]. 

Previous study suggested high typing speed and force caused significant 
musculoskeletal discomforts [10]. This study found that online gamers had the fastest 
stroke speed of keyboard, and lowest CAD draftsmen. In addition, the keyboard use  
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Table 2. Average daily computer exposures of document processors, draftsmen, and online 
gamers 

Parameters 
Total 

operation 
period 

 Keyboard  Mouse 
 Stroke 

speed 
Keystroke 

Click 
speed 

Click  Scroll  Move  Drag  

Groups (hr/day) 
 (counts 

/min) 
(counts 
/day) 

(times 
/min) 

(times 
/day) 

(counts 
/day) 

(k mickey 
/day) 

(k mickey 
/day) 

CD processors 
(n=12) 

3.8 
(0.9) 

 34.8 
(13.5) 

7785.5 
(3598.2) 

14.3 
(2.9) 

3224.2 
(1250.3)

4085.2 
(1525.4) 

885.2 
(304.6) 

48.9 
(26.3)  

CAD 
Draftsmen 
(n=12) 

4.8 
(0.8) 

 
7.5 

(3.6) 
2024.0 
(816.0) 

23.4 
(3.7) 

6594.0 
(1672.6)

8531.6 
(4410.5) 

1743.0 
(538.5) 

152.0 
(112.2) 

 

Online gamers 
(n=14) 

8.2 
(2.6) 

 38.8 
(25.2) 

20250.0 
(15834.5) 

17.8 
(8.8) 

9136.4 
(5940.2)

5982.5 
(5292.3) 

2466.0 
(1580.5) 

452.2 
(512.4)  

pabc <0.000**  <0.000** <0.000** 0.005* 0.003* 0.043 0.003* 0.07 
pab n.s.  0.003* n.s. 0.003* n.s. n.s. n.s. n.s. 
pbc <0.000**  <0.000** <0.000** n.s. n.s. n.s. n.s. n.s. 
pac <0.000**  n.s. n.s. n.s. 0.002* n.s. 0.002* n.s. 

*p<0.01, **p<0.001；pabc: difference among three groups; pab: difference between CD processors and 
CAD draftsmen; pbc: difference between CAD draftsmen and online gamers; pac: difference between CD 
processors and online gamers; CD computer-document; CAD computer-aided design. 

Table 3. Subjective regional pains and related response score among three groups 

 Dominant side Non-dominant side   

Groups Neck Shoulder Arm wrist Shoulder Arm wrist Upper back Lower back 

CD processors (n=12) 
1.83 1.50 1.25 1.58 1.25 1.08 1.25 1.42 1.08 

(0.83) (0.80) (0.62) (0.79) (0.62) (0.29) (0.62) (0.67) (0.29) 

CAD draftsmen (n=12) 
1.83 2.25 1.75 2.25 1.33 1.25 1.42 1.33 1.25 

(0.94) (0.87) (0.87) (0.97) (0.49) (0.45) (0.51) (0.65) (0.62) 

Online gamers (n=14) 
1.79 1.50 1.07 2.21 1.14 1.00 1.07 1.21 1.43 

(0.80) (0.65) (0.27) (0.97) (0.36) (0.00) (0.27) (0.43) (0.76) 
pabc n.s. 0.033 0.026 n.s. n.s. n.s. n.s. n.s. n.s. 
pab n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. 
pbc n.s. 0.047 0.028 n.s. n.s. n.s. n.s. n.s. n.s. 
pac n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s. 

pabc: difference among three groups; pab: difference between CD processors and CAD draftsmen; pbc: 
difference between CAD draftsmen and online gamers; pac: difference between CD processors and online 
gamers; CD computer-document; CAD computer-aided design. 

 
of online gamers excessively concentrated on some specific keys, results in causing 
pressure load to concentrate in few small muscle groups. This study speculated that 
people addicted to online game should have a high risk of musculoskeletal injury. 

The online gamers may have a higher risk of musculoskeletal injuries, but are not the 
most serious in musculoskeletal complaints of the upper extremity in this study. The 
results were consistent with the previous findings [11]. Even the young people frequently 
used computers due to computer games, but upper extremity pain were not significantly 
higher than in other computer users [11]. This observation shows upper extremity 
musculoskeletal symptoms should be complex cumulative damage. Both the quantitative 
records by short-term few days and questionnaire data collection may not be sufficient on 
behalf of actual exposure by operating keyboard and mouse for a long time.  
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5 Conclusions 

The computer average exposure (operating time) are high within three groups. The 
online gamers had significantly higher keyboard and mouse exposures than other 
groups, but not greater musculoskeletal complaint of upper extremity than CAD 
draftsmen. Experimental results derived from onsite measurements indicated that 
computer use duration alone could not accurately represent the workloads of various 
computer tasks. Adequate tools are needed for quantifying user computer exposure 
and providing detailed information for these computer tasks. To better understand 
computer-associated risk of musculoskeletal disorders, future study should further 
collect long-term data of computer exposure. 
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Abstract. This manuscript conducts an experiment in properties of
pointing performance for laser pointer interaction. Fitts’s Law is used to
evaluate pointing performance of traditional pointing devices like mouses
and touchpads but it is not suitable to evaluate it for laser pointer in-
teraction. This manuscript introduces a model function to express and
parameterize pointing performance of a Nintendo Wii-based pointing de-
vice. The result shows that the obtained model function can express it
by the error ratio of about 3%.

Keywords: pointing performance, Nintendo Wii, laser pointer interac-
tion, ISO9241-9.

1 Introduction

Laser pointers are common tools for presentations. They are simple devices that
emit a light ray for a projection screen and used to draw the audience attention
to the laser spot.

Laser pointer interaction uses laser pointers for interaction between presenters
and computers. It allows presenters to move the laser spot in a specific pattern
on the projection screen in order to manipulate a mouse cursor, click on con-
tents, or forward/backward PowerPoint slides in the distance. Shizuki, B. et al.
[1] build a protopype of laser pointer interaction using peripheral areas of the
projection screen. The laser spot is captured by a USB camera and the movement
of the laser spot crossing the boundary of the projection area is interpreted into
commands to the computer. Presenters, for example, move the laser spot into
the projection area in order to forward PowerPoint slides. In a commercial field,
Nintendo Wii and Sony Move are good examples of laser pointer interaction.

There are several ways to design laser pointer interaction. The first one is
to capture the laser spot by a camera and locate it on the projection screen.
Shizuki, B. et al. take this way. The second one is to use a handheld camera
to capture the quadrilateral of the entire projection screen so that the center of
the camera performs the laser spot. Nintendo Wii and Sony Move take this way.
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Fig. 1. Parameters for Fitts’s Law

The third one is to use invisible gray-code for the camera to capture not the
entire screen but a position on the screen to locate it. Gray-code binary patterns
appear on the screen in order then the temporal pattern at a position of the
screen uniquely represents its own position.

One of the key issues around laser pointer interaction is how to evaluate us-
ability of their various designs. Each design should vary in pointing performance
such as accuracy and time. This manuscript conducts an experiment in proper-
ties of pointing performance of a Nintendo Wii-based pointing device.

2 Fitts’s Law

Fitts’s Law [2] is used to evaluate the usability of traditional pointing devices
like mouses and touchpads. It says, pointing performance T(sec.), which is the
elapsed time to point, depends on the target width W(cm) and the target distance
D(cm). Fig. 1 shows a schematic diagram of the target’s parameters. Mackenzie,
I.S. et al. [3] expresses the pointing performance T as a function of W and D:

T = a+ b log2

(
W +D

W

)
(1)

Constants of a and b are specific to a given pointing device. a represents the
start/stop time in seconds for the device and b represents the inherent speed
of the device. The smaller the constants of a and b are, the better the pointing
device is.

Graham, E. et al. [4], meanwhile, suggest that considering the behavior of
the hand, rather than the mouse cursor, will lead to more effective modeling
of human performance with certain types of pointing devices. At this point, we
confirmed that Fitts’s Law is not suitable to express pointing performance for
laser pointer interaction in our previous work.
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Fig. 2. Parameters for the behavior of the hand

3 Wii-Based Laser Pointer Interaction

3.1 Samples of Pointing Performance

An experimental pointing device with Nintendo Wii is built to see properties of
its pointing performance. As regards Graham’s suggestion, the pointing perfor-
mance is supposed to depend on the behavior of the hand. Fig. 2 shows param-
eters for the behavior of the hand: θD represents the angular distance between
two targets and θW represents the angular distance of the target width.

The one-directional tapping test (ISO9241-9)[5] is conducted to obtain 6,250
samples of the pointing performance T under 25 conditions varying in θW and
θD. There are 5 subjects between the ages of 22 and 23. All are right-handed.
They stand 300cm to the projection screen which is 150cm wide and 100cm high.
Each subject is asked to point and click alternately on two targets 25 clicks each,
resulting in 50 clicks.

25(conditions)× 5(subjects)× 50(clicks) = 6, 250(samples) (2)

The elapsed time (sec.) to point and click on a target is measured. Table 1 shows
the elapsed time on average.
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Table 1. Pointing performance T of the Wii-based pointing device

Elapsed time θW (deg.)
(sec.) 0.71 1.25 1.79 2.32 2.86

5.72 0.80 0.67 0.46 0.41 0.36
9.94 0.99 0.72 0.61 0.53 0.44

θD(deg.) 14.17 1.15 0.85 0.67 0.63 0.51
18.39 1.27 0.94 0.77 0.70 0.59
22.61 1.46 1.07 0.80 0.79 0.64

3.2 Approximate Expression

A new function F is proposed to express properly the pointing performance T
of the Wii-based pointing device, taking into account the behavior of the hand:

T = F (θW , θD). (3)

The function F can be used to optimize the design of user interface such as the
size of buttons or check boxes, and their layout. Referring to the samples, this
manuscript supposes the following model function.

F (θW , θD) = a ∗ b−θW ∗ θD + c (4)

Using the model function, the least squares method acquires an approximate
expression to the samples as follows.

F (θW , θD) = 0.0899 ∗ 2.41−θW ∗ θD + 0.428. (5)

Fig. 3 shows the approximate expression together with the samples. The solid
graph indicates the samples and the dotted one does the approximate expression.

3.3 Accuracy

A further experiment of the one-directional tapping test is conducted to see error
ratio of the approximate expression to measured values. In this experiment, three
pairs of θW and θD are randomly selected: (θW , θD)=(0.9, 7), (1.9, 16), (1.4, 19).
There are other 3 subjects between the ages of 22 and 23. All are right-handed.
Any other settings are the same with the previous one in 3.1.

3(conditions)× 3(subjects)× 50(clicks) = 450(samples) (6)

Table 2 shows the measured values on average and their expression values. The
error ratio is the ratio of the difference between the two values to the expression
value. It is about 3%.
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Fig. 3. Approximate expression to the samples

Table 2. Accuracy of the approximate expression

Elapsed time θW (deg.)/θD(deg.)
(sec.) 0.9/7 1.9/16 1.4/19

Measured values 0.69 0.71 0.89

Expression values 0.71 0.69 0.92

Error ratio 2.54% 2.02% 3.26%

4 Conclusions

This manuscript conducted an experiment in pointing performance of a Nintendo
Wii-based pointing device and introduced a model function to express it. In the
future work, we are going to examine generalization of the model function by
including more samples from various designs of laser pointer interaction.
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Abstract. Intuitively operated touch-sensitive screens are becoming more 
prevalent in our daily lives. Particularly, the rapidly growing demand for 
tablets, which are beginning to be used in the educational and medical 
environments, is said to be leading the market. However, it has been pointed out 
that it is hard to slide a finger easily on the tablet screen when operating the 
device, making it difficult to use the device. The present study investigates the 
relationship between the surface property of a tablet touch-sensitive screen and 
the easiness of sliding a finger on the screen, and evaluates the influence of the 
surface property on the operability based on the experimental results. 

Keywords: Touch-sensitive screen, tablet, surface property, operability.  

1 Introduction 

Touch-sensitive screens that serve as displays and input devices have been adopted 
mainly in smartphones and slate PCs, and their market has been greatly expanded. 
Particularly, the rapidly growing demand for tablets is said to be leading the touch-
sensitive screen market. The touch-sensitive screen tablets are used in a variety of 
situations, from educational to medical environments. 

Although the touch-sensitive screens are being applied in many fields, some 
operability problems arose concerning difficulty in sliding a finger easily on the 
screen to operate the device. These problems are specific to touch-sensitive screens 
where the “touching” action itself serves as an interface, but the quantitative data on 
the relationship between the easiness of sliding a finger on the screen surface and the 
operability have not been available. Furthermore, although screen protection films 
having the surface property that enables easy sliding of a finger are commercially 
available, the ease of sliding a finger is evaluated subjectively based on experience. 
Therefore, quantitative operability data in humans that can be used as the reference in 
designing the screens are required. In view of these facts, it is likely that a design 
guideline based on the operating characteristics in humans can be obtained by 
evaluating the influence of the ease of sliding a finger on the screen surface on the 
operability of the touch-sensitive screen tablet. 
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Accordingly, the present study aims to investigate the relationship between the 
screen surface properties of a touch-sensitive screen tablet, the ease of sliding a 
finger, and explain the influence of the surface property on operability. Specifically, 
films with quantitatively different finger-sliding ease were selected to reproduce the 
display surfaces with different finger-sliding ease. Then, using the selected films, an 
experiment for evaluating the touch-sensitive screen tablet operability was conducted 
to evaluate the relationship between the display surface property and operability. 

2 Relationship between the Screen Surface Property and the 
Ease of Sliding a Finger 

This chapter describes the quantitative evaluation of the ease of sliding a finger on 
films performed to select the films used for the operability evaluation experiment of a 
touch-sensitive screen tablet. Specifically, four films on which the ease of sliding a 
finger is subjectively different (films A to D) were prepared in cooperation with a 
film manufacturer. The selected films were quantitatively evaluated for their ease of 
sliding a finger using two parameters—roughness average [1] and coefficient of 
kinetic friction—which are to be used as the experimental factors in the operability 
evaluation experiment described in the next chapter.  

2.1 Measurement of the Roughness Average 

The roughness average was measured using a non-contact surface texture measuring 
device (Mitaka Kohki Co., Ltd., PF-60). The measured range was 1000 μm in vertical 
direction by 1000 μm in the horizontal direction. The roughness average was 
measured 10 μm apart in the vertical direction along the horizontal measurement axis. 
After the measurement, the values for five measurement targets were randomly 
extracted, and their mean value was used as the roughness average value for 
evaluation. 

Figure 1 shows the measurement results. As a result of the variance analysis for the 
factor “film”, the main effect by the film was revealed [F(3, 12) = 1125.04, p < 
0.001]. By reviewing the significant difference between the levels based on the 
Bonferroni multiple comparison correction, it was also revealed that the roughness 
average became significantly smaller in the order films A, B, C, and D.  

2.2 Measurement of the Coefficient of Kinetic Friction 

It is known that the friction acting between two objects generally follows the 
Amontons-Coulomb law of friction expressed by the formula (1): 

(1) 

where F [N] is the kinetic friction, μ’ is the coefficient of kinetic friction, and N [N] is 
the normal component of reaction. By measuring the kinetic friction F and the normal  
 

NF ⋅′= μ
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Fig. 1. Results of the average roughness Fig. 2. Results of the coefficient of 
kinetic friction 

component of reaction N, the coefficient of kinetic friction μ’ can be calculated by the 
formula (1). Therefore, the kinetic frictions F and the normal components of reaction 
N while sliding a finger on the films were measured using a three-component load cell 
(Kyowa Electronic Instruments Co., Ltd., LSM-B-50NSA1) to calculate the 
coefficients of kinetic friction based on the measured data. The sliding speed of the 
finger and the normal component of reaction during measurement were 50 mm/s and 
1.0 N, respectively, which were determined based on the values obtained from several 
subjects while they are operating on a touch-sensitive screen display naturally. The 
total number of trials was 48 (4 film conditions × 4 friction directions × 3-time trials 
under each condition). The time required for measurement was approximately 1 hour. 

In the measurement, three adult subjects (aged 23.0 ± 2.0 in average) without injury 
in the fingertip skin or related past history participated and cooperated. To control the 
perspiration and sebum conditions of the finger during the experiment, the finger was 
wiped clean with ethanol and dried in the air immediately before each measurement. 
For information, the experiment was conducted after being approved by the Ethics 
Committee on Human Research of Waseda University.  

Figure 2 shows the results of the coefficient of kinetic friction. As a result of the 
variance analysis for the factor “film”, the main effect by the film was revealed [F(3, 
140) = 92.77, p < 0.001]. The Bonferroni multiple comparison correction also 
revealed that the coefficient of kinetic friction became significantly larger in the order 
films A, B, C, and D, and that the coefficient of kinetic friction for the anti-glare film 
(film A) was one third of that for the hard coat film (film D).  

3 Evaluation of the Touch-Sensitive Screen Tablet Operability 

3.1 Experimental Task  

As an experimental task, an original application software for tracing simple 
geometries (perfect circle, regular triangle, and square) using the index finger of the 
dominant hand was prepared, and executed on a capacitive touch-sensitive screen 
tablet (Apple Inc., USA, iPad 2).  
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In the experiment, one of the three geometries is randomly displayed. The subject 
traces the geometry counterclockwise for three times and releases the finger from the 
touch-sensitive screen immediately on completing the task. During the experiment, 
the application recorded the coordinates of the position touched on the screen at a 
sampling frequency of 100 Hz. The three geometries displayed on the screen were 
40.0 mm (208 pixels) in height and were drawn using a 0.2 mm (1 pixel) wide line. 
The three geometries were adopted because the perfect circle is decomposed to 
curved line tracing components, the regular triangle to oblique line tracing 
components, and the square to straight line tracing components. In writing letters or 
dragging on a touch-sensitive screen tablet, the finger draws straight lines, oblique 
lines, curves, and multi-segment lines in different directions by dragging the finger 
while keeping the finger in contact with the screen. Therefore, by using the three 
geometries that contain these operation components in the evaluation, the basic data 
on the relationship between the ease of sliding a finger and the usability are likely to 
be obtained. Also, the tracing path on the screen by the finger was displayed as a 0.2 
mm wide black line to provide visual feedback of the operation.  

3.2 Procedure  

Each subject sat on a chair with adjustable height, rested his/her arms on a desk, and 
operated the tablet using the index finger of a dominant hand. The touch-sensitive 
screen tablet used in the experiment was fixed horizontally to the desk. The total 
number of trials was 36 (4 film conditions × 3 geometry conditions × 3-time trials 
under each condition). To control the perspiration and sebum conditions of the finger 
during the experiment, the finger was wiped clean with ethanol and dried in the air 
immediately before operating the tablet. To let the subjects become accustomed to the 
experimental procedure and the experimental task, the subjects had sufficient practice 
before they start the actual trials. The experiment was conducted taking intermittent 
rest breaks as required, and the time for the experiment was approximately 2 hours. 

In evaluating the experimental results, “deviation” was adopted as the operability 
evaluation parameters to evaluate how correctly the experimental task is performed. 
Specifically, the deviation was evaluated using the deviation between the traced path 
and the displayed geometry. 

3.3 Results and Discussion 

For the results regarding deviation, a variance analysis for the factor “film” was 
conducted. Where the main effect by the film was significant, the significant 
difference between the levels was tested by the Bonferroni multiple comparison 
correction. 

Regarding the deviation observed with the curved line in the circle shown in Figure 
3 (a), the main effect by the film was significant [F(3, 33) = 7.91, p < 0.001]. As a 
result of the multiple comparison, it was revealed that the deviation in tracing curves 
on films A and D is increased. As to film A, the deviation may have been increased 
because the finger was slippery on the film and it was difficult to control the slipping 
of the finger. As to film D, on the other hand, the deviation may have been increased  
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Fig. 3. Results of the deviation 

because the finger was caught by the film and it was difficult to control the fine  
movement of the finger. Regarding the deviation observed with the oblique line in the 
triangle shown in Figure 3 (b), the main effect by the film was observed [F(3, 33) = 
14.75, p < 0.001]. Regarding the deviation observed with the straight line in the 
square shown in Figure 3 (c), the main effect by the film was significant [F(3, 33) = 
8.89, p < 0.001]. As to oblique and straight lines, it was revealed that the deviation 
was reduced in films C and D that have great coefficients of kinetic friction. In these 
films, a certain degree of difficulty in sliding a finger may have suppressed slipping of 
the finger and the deviation was reduced as a result. The reason the deviation did not 
increase in the films with small coefficients of kinetic friction as it did when tracing 
curves may be because tracing of curves required more skillful maneuvering than 
tracing oblique and straight lines. 

4 Conclusion 

In the present study, the relationship between the surface property of a touch-sensitive 
screen tablet and the ease of sliding a finger was investigated, and the experiment was 
conducted to demonstrate the effect of the surface property on the operability. As a 
result, we obtained the following information. 

1. The greater the roughness average of the film surface, the smaller the coefficient of 
kinetic friction becomes, and the coefficient of kinetic friction of the anti-glare 
films is approximately one third of that of the hard coat films. 

2. In tracing curves, the correctness of the operation is improved by providing an 
appropriate range of frictional resistance on the surface 

3. In tracing oblique and straight lines, the correctness of the operation is improved 
by increasing the surface frictional resistance. 
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Abstract. Occupational health affections related to ergonomics result in 
musculoskeletal problems that affect the locomotion apparatus through the 
muscles, tendons, ligaments and nerves, yielding to numerous cases of work 
absence. The World Health Organization (WHO) has acknowledged 
occupational health problems associated with excessive computer work 
resulting in the execution of repetitive tasks and sedentary cycles. With 
increased use of mobile electronic devices (laptops, smartphones and tablets) 
and initiatives as bring your own device, work time has increased recently and 
users do not take care of their posture or joints during usage of these devices. 
Recommendations on taking active pauses and do exercises for avoiding 
occupational health problems are promoted with videos, animations, reminders, 
guides and surveys, however use of this tools or taking time for active pauses is 
not done by several users. This project addresses the problem through an 
application for reminding the pause and monitor user exercises using Kinect.  

Keywords: Active pause, Interaction, Motion tracking, Occupational health. 

1 Introduction 

Occupational health affections related to ergonomics result in musculoskeletal 
problems that affect the locomotion apparatus through the muscles, tendons, 
ligaments and nerves, yielding to numerous cases of work absence [1]. Solutions for 
tackling the occupational health problem regarding sedentary are based on surveys for 
monitoring user’s health while at work [2], consulting enterprises [3], reminding 
active pause software [4], and reports such as the one presented by the World Health 
Organization in [5], that aims to raise awareness about this problem for avoiding 
occupational health risks, recommending active pauses, changing routines, and 
exercising among others according to different working scenarios. The growth 
information and technology indexes is the result of current technological trends [6], 
where computers and mobile devices have become widely used tools for developing 
daily tasks whether, for studying, working, procrastinating, entertainment or reading 
among many other activities. 

At Military Nueva Granada University the office of Preventive Medicine and 
Occupational Health uses an active pause flash-based multimedia application with 
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still images and animations along with information for users to download and follow 
on their own. Research on this area have presented studies showing that software 
assisted breaks leads to an increased execution of exercises, while others state that 
passive pauses make little difference in decreasing the overall loading produced while 
working seated, and suggests that pauses should introduce more physical activity [7]. 
An approach to raise awareness used eLearning as a tool for improving and 
understanding computer ergonomics which resulted in better work habits for their 
users.  

This work presents the development of a prototype tool for increasing computer 
workers interest in taking active pauses based on motion tracking and data 
monitoring. The application aims not only to remind the user of taking the active 
pause, but also to improve exercise accuracy by presenting a visual feedback of 
how each motion sequence is performed while tracking the user within each taken 
pause.  

This paper is organized as follows, in Section 2 the methods are presented; in 
Section 3 the results and findings are documented; finally, in Section 4 the 
conclusions are discussed.  

2 Methods 

For developing the application, the occupational health guidelines for our university 
were taken as design parameters. Active pauses are to be perform from one to two 
minutes for every 45 minutes of work, additionally, exercises are presented for lower 
member, back, neck and hands (each series to be performed for 10 s) [8]. The first  
active pause sequence begins with neck rotation from either side; shoulder rotation 
backward and forward; alternate arm rising by arm abduction, elbow extension, elbow 
flexion and arm adduction; torso flexion and extension; and finally, knee flexion and 
extension while standing. It is worth noting that each of the previous exercises is 
recommended to be executed for a period of 15 seconds, for achieving the time frame 
of 1 to 2 minutes.  

For tracking the user, the Kinect sensor was chosen as it allows body tracking from 
a range of 1 m (using a magnifying lens) to 3 m. The sensor uses depth maps and 
tracks joint’s positions and orientation in 3D, however, only frontal tracking is 
recognizable and environmental characteristics as light and clothing color may affect 
the tracking [9]. For the proposed prototype only upper member active pause exercise 
was chosen as it can be performed while standing up or seated within 2 m from the 
sensor and it is successfully recognized by the sensor.  

The upper member exercises consist on alternating arm motion going from 
sideways of the body to fully extend arose above the head by combining 
flexion/extension and adduction/abduction, this sequence is presented in Fig.1. 
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The survey results showed that all participants do not practice active pauses; they 
are aware of the consequences of occupational health risks, 79% would be interested 
in using passive active software and considers it an useful tool. 

4 Conclusions 

The sequence information offered enough information for defining the inputs and 
outputs of the application, postures and motion for each exercise are programmed 
considering each joint relation to another, so the application can be used by several 
users without needing personalized configuration. With the previous information user 
motion is captured through skeletal tracking implemented with Microsoft ® Kinect, 
whose three-dimensional information for each joint allows comparing user the motion 
to the programmed exercises. The outputs are entirely visual, as the sequence is 
presented for the user to follow, while a tracked body is also visualized for the user to 
check how he or she is doing, also, time and numbers of exercises are displayed for 
user information.  

Further improvements to the application will consider more exercise sequences, the 
ability to choose independent exercises and data exportation and statistics for further 
analysis by a specialist. 
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Abstract. This paper first explored the possibilities of redefining computer break 
software for advanced function and redesigning the interface for more proper and 
effective delivery of the informed message, and then discussed the potentiality of 
drawing the targeted health information online for advanced uses on updated 
information. It presents an example of how we can create an interactive interface 
to better motivate users to adopt the program, and how we can fetch online the 
targeted health information and then present it in a local computer via break 
software.  

Keywords: ergonomics, computer syndrome, interface design, computer break 
software, stretch exercise. 

1 Introduction 

Several ergonomics training programs provide ergonomics software packages, 
designed to prompt computer users to take a break and guide them toward regular 
exercise. However, most of the software packages either contain only limited 
information or are not very user friendly. Most of the functions of the ergonomics 
programs focus only on a lower level of commitment such as reminding computer users 
to take a break or do some stretches. The content design of the programs alike usually 
aims on providing “take a break” text and/or office stretches. There were not many 
content or interface design concerns for the program design. Besides, all of the 
ready-to-be-delivered information, such as stretch animation, is supposed to be 
downloaded to local computers at one time as a package. There is no further 
information or updated data available for advanced uses. This study tries to rethink and 
redefine computer break software for advanced function and commitment, and to 
redesign the interface for more effective delivery of the informed massages. 

The computer and Internet use has increased substantially and is becoming 
increasingly commonplace at home, in school, and at work nowadays. The Workplace 
Employee Relations Survey (WERS) reported that 75% of all workers in the US used 
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computers at work in 2004; the US Census Bureau reported that 68.7% of the 
households (78.2% of the population) had access to the Internet at home and on average 
the Internet users spent more than three hours a day online (United States Census 
Bureau, 2009). A population-based prevalence study showed that on average children 
and adults in the US spent 54.9% of their waking time, or 7 hours 42 minutes per day, in 
sedentary behaviors, or leading a sedentary lifestyle (Matthews et al., 2008). Stanford 
University annual Student Computing Survey (2010-2011) reported that almost 100% 
of undergraduate students have their own computers and most of them use their 
computers between 4 and 8 hours a day, with 32% using them between 4 and 6 hours a 
day, 32% between 6 and 8 hours a day, and 18% more than 8 hours a day (Stanford 
University, 2010-2011).  

The benefits of increased convenience, connectivity, and flexibility that the 
computer and Internet has brought to us are tremendous. However, these new 
technologies also add more stress and new demands to our lives. It has been shown that 
extended computer use may contribute to symptoms of visual impairment (commonly 
dry eyes), musculoskeletal injuries (e.g., neck, shoulder, and low back pain), skin 
problems, and even emotional disorders (Hayes et al., 2007). Among the many possible 
causes of injuries, not taking regular breaks from computer work has been 
acknowledged as an important factor (Broughton, 2008). 

With increasing interest in how to help prolonged sitting computer users avoid 
computer syndrome, there are studies investigating the effects of computer break 
programs. Although the relevant programs showed positive effects on health behaviors 
and conditions (Marangoni, 2010; Van den Heuvel et al., 2003; Wang et al., 2012), in 
practical, there are still not many people adopt the programs while they worked with 
computer. Although most of the participants were aware of the benefits of the program 
to their health and reach the agreement on the necessaries of the programs alike, they 
still hesitated on the adoption of the interventions. Therefore, more efforts on how to 
motivate potential users for long-term use of the programs alike are needed in this 
tech-savvy generation. 

2 Method 

With a focus on the media and interface design of the program, this study interviewed 
30 college students for their perspectives on the user experiences of the programs. The 
users raised three main concerns. First, for the media design, a 3D (compared to 2D) 
character design with poor body shape image (compared to perfect body figure) was 
more welcomed by the participants. Second, for the interface design, animation pop-up 
windows should be more user friendly; for example, animations pop-up timing should 
follow users’ computer activities on demand (based on keyboard and mouse idle time), 
and the sound should fade in after the image (to avoid startles), etc. Third, for the sake 
of long-term users, the content of the program carrying should be further updated from 
time to time.  
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3 Result 

The project first worked on the 3D character design, which started with an image about 
some negative effects of extended computer use, such as big belly and weak vision. 
Please see Figure 1 for the screen shots. 

 

 

 

Fig. 1. The screen shots on the 3D character design for the computer break software 

For the interface design, this study has the designed character wave his hand at the 
lower right corner of the computer window whenever the user has worked for a 
certain period of time. The figure will initially show up as a tiny one at the corner. 
The user can choose to ignore or cancel it. However, the figure will become a bigger 
size after a certain period of time which can be preset. If the user clicks on it, the 
animation will start to show the designed stretch content. Besides, the designed 
character will reveal itself on the screen without a window frame. Please see Figure 2 
for the screen shots. 
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Fig. 2. The screen shots of the interface design demonstrations 

For now, we are working on the online system to allow the users to access the server 
for informed information for updating. We also conducted an investigation on the 
program experiment with college students. Please see Figure 3 for the visual concept 
presentation of the implementation.  
 

  

Fig. 3. The visual concept presentation of the program implementation 

This study tries to call for attention to the negative effects of extended computer use 
and to advocate a better content and interface design for computer break/stretch 
software programs. In addition to the proposed ideas, more solutions to the more and 
more severe problems of computer syndromes in the field are expected. 
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Abstract. Musculoskeletal modeling is a powerful tool for analyzing human 
biomechanics during active movement. It has the ability to determine important 
kinetic data during motion such as muscle force, muscle activity and knee joint 
force. However, validation of these models need further study to determine the 
quality of their predictions. In the past, we validated the GaitLowerExtremity 
model (GLEM) of the AnyBody modeling system (AMS) by a series of 
experiments, where subjects walked normally, while their movements and EMG 
were measured. The movements were used by AMS to predict muscle activity, 
and these predictions were then compared by EMG activities. Although visual 
inspection showed a good comparison, quantitative comparison results were 
rather disappointing. We think that a more prescribed movement could result in 
a better comparison such as during one legged forward hopping (FH) and side 
jumping (SJ). In this study two variables were used to quantify muscle activity, 
number of onsets and offsets. The Kappa value (K) was calculated to determine 
the level of agreement. During FH, for all variables, 7 muscles showed a 
positive agreement and only one muscle showed a negative agreement. During 
SJ, for all variables, all muscles showed a positive agreement. This result 
demonstrates that during more prescribed movements, AMS predicts muscle 
activity much better than compared to our previous validation study during 
normal walking, even though some differences between AMS and EMG still 
did existed. 

Keywords: one legged forward hopping, side jumping, EMG, AnyBody 
Musculoskeletal System, Inverse dynamics analysis. 
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1 Introduction 

Numerical modeling such as AnyBody Modeling System (AMS) can be a 
breakthrough of many complexities of studying human biomechanics, since 
measuring them in vivo is still challenging nowadays [Delp. et al 2007; Komistek., et 
al 2005]. The GaitLowerExtremity model (GLEM) of the AnyBody modeling system 
(AMS) is capable to predict muscle forces and muscle activity by a series of 
assumptions. The influence of these assumptions is never determined, so the accuracy 
of these models is not known. We did a first attempt in determining the accuracy of 
GLEM by performing a walking test. In that study we compared the number of onset 
and offset between the predicted muscle activity by AMS with EMG. Visual 
inspection showed a reasonable match for most muscles, but after quantifying the 
results were disappointing. The main reasons for this were the type of movement 
[Wibawa, et al 2013], besides the assumptions and simplifications of the modeling 
process. To our opinion, a better way to compare predicted and measured muscle 
activity is to use a more prescribed movement like one legged forward hopping (FH) 
and side jumping (SJ). These movements have more defined moments in which 
muscles are active. So a better comparison between predicted and measured muscle 
activity could be possible.  

The main goal of this study was to validate quantitatively muscle activity predicted 
by AMS with EMG measurements during FH and SJ in eight lower limb muscles by 
calculating the level of agreement in number of onset and offset variable using kappa 
analysis. The novelty of this study is, proving our hypotheses that during more 
prescribed movement like FH and SJ, the validation result is better when compared to 
a walking test. 

2 Materials and Methods 

Ten healthy subjects participated in this experiment (age> 18 years). The 
characteristics of the subjects (6 males and 4 females) were: mean age of 29.8 ± 6.6 
years, mean body weight 67.7 ± 8.18 kg, mean body height 168 ± 4.6 cm. This study 
was approved by the Medical Ethical Committee of the University Medical Center 
Groningen (UMCG). Every subject signed an inform consent before performing the 
trials in the gait lab. 

2.1 Test Set-up 

This experiment was performed at a Gaitlab with a 9.0 m long walkway for 
performing FH and SJ, two force plates (BP400600-1000, AMTI, Watertown) with a 
sampling frequency of 1000 Hz and two video cameras (Basler A602 FC, DE). 
Recording, synchronising and analysis were performed with a motion system (Vicon 
Motion System, Oxford, UK). Sixteen reflective markers were attached to bony 
landmarks on both lower limbs [Davis et al 1991].  
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Non-invasive sEMG Zerowire electrodes (ConMedCleartrode ref. 1720-003, 
Aurion SRL, Milan, Italy) were used to record the activity of: Rectus Femoris (RF), 
Vasti Medialis (VM) and lateralis (VL), Semitendinosis (ST), Bicep femoris (BF), 
Gastrocnemius Medialis (GM) and lateralis (GL) and Tibialis anterior (TA). The 
EMG electrodes placement was based on the Seniam standard placement [Hermens et 
al 2000].  

2.2 AnyBody Modeling System (AMS) 

GLEM from AMS version 5.0 (AMMR.1.3.1) was used to model FH and SJ activity. 
EMG data was filtered using a Butterworth band pass filter with a frequency range of 
30-200 Hz and 6 Hz Low pass filter [Carlo J. De Luca et al 2010]. 

2.3 Comparison Strategy 

Before quantifying the number of onset/offset, EMG data were threshold two times. 
The first was min/max threshold to crop the graph. The second was the duration 
threshold. This threshold was defined as a position where the EMG signal has the 
same duration as AMS. For AMS graphs, there was only one threshold level (value of 
10-7) applied in order to define the zero level. Kappa analysis was used to calculate 
the level of agreement in both variables, number of onset and offset. 

3 Result 

During FH activity, from the 10 healthy subjects, two were excluded due to errors in 
marker trajectory data. Since every subject performed 3 good hopping trials, in total 
24 models of FH activity were analyzed, while in SJ the total model was 27 (obtained 
from 9 subjects). Results are shown in Fig. 1.  
 

 

Fig. 1. Kappa value of variable number of onset and offset during FH and SJ 
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4 Discussion and Conclusion 

When compared to the results of our previous study on walking, FH and SJ showed 
much better validation results. When we consider the kappa value (K), for walking 
there were only 3 muscles that showed a positive agreement in onset variable (VM, 
BF and TA), 4 muscles in offset variable (VM, VL, BF and TA). In this study for FH 
there were 7 muscles that showed a positive agreement (only TA did not). During SJ 
all 8 muscles showed a positive agreement, in all variables. So indeed a more 
prescribed motion improves the validation results.  

Despite the better agreement results, some differences are still present, mainly due 
to AMS-simplifications, like a fixed hinge as knee model. In general the GLEM-AMS 
predicts muscle activity during FH and SJ very well. Suggestions for improvement of 
AMS are inclusion of time delay between predicted muscle activity and EMG and 
improving the knee joint from a single hinge one to the one that mimics the 
anatomical movements. 
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Abstract. This research explored the characteristics on two dimensional 
touched position distributions in each key of a touch screen QWERTY key-
board through the experiment. The results of the experiment revealed that the 
mistyping ratio was more than 5% and it suggested the necessity of an approach 
for key input performance improvement. The results also revealed that the cen-
ter of distribution of the key touched position tended to be positioned in the low 
part of the key regardless of keys and the mistyping concentrated under the bot-
tom of the key area. A new approach that the key input performance could be 
improved by using these characteristics of key touched position and mistyping 
was proposed. 

Keywords: Software keyboard, Touch panel, Touch Screens. 

1 Introduction 

Recently iPad, android based tablet PC, and Windows based tablet PC have been 
developed and the touch screen input devices have been increasingly used. The user 
can input a long sentence by using the touch screen QWERTY keyboard (the virtual 
keyboard).  However the software keyboard brings the disadvantages that the typing 
speed is slower and the typing accuracy is lower than the hardware keyboard (And-
rew(1992)). This disadvantage is caused by the lack of the physical feedbacks. Many 
kinds of tools for inputting the text from the virtual keyboard were proposed in order 
to improve the performance of inputting the text from the virtual keyboard (Altinsoy 
(2009), Go(2007, 2010), Jeong(2012)). However few literatures discussed the charac-
teristics on two dimensional touched position distributions of the virtual keyboard 
(Leah(2011)). The characteristics on two dimensional touched position distributions 
could be expected to be the significant information in order to propose the new tool 
for the virtual keyboard.  

This research explored the characteristics on two dimensional touched position  
distributions in each key of a touch screen QWERTY keyboard through the experi-
ment in order to propose a new approach that the key-input performance could be 
improved. 
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2 Methods 

2.1 Participants 

12 right-handed university students ranging in age from 19 to 24 (M=21.9) partici-
pated in the experiment. All subjects regularly use the hardware QWERTY keyboard 
but they cannot use blind touch perfectly. They also have experience of the usage of 
the virtual keyboard but they don’t regularly use it. 

2.2 Experimental Task 

In the experiment 12 participants were required respectively to input five sets of mea-
ningless text strings via the virtual keyboard on the tablet PC without blind touching. 
The participants were also required to neglect the mistyping and input the next cha-
racter when they recognized their own mistyping. 

Each set of the strings consisted of 156 characters, 26 alphabetical characters times 
6, and were displayed on the same tablet PC.  

2.3 Apparatus 

Participants sat at the desk and the tablet (Iconia Tab A500) was tilted five degrees to 
the desk as well as the normal hardware keyboard. The tablet had the capacitive sens-
ing touch screen and the screen size was 10.1 inches wide (1280×800 resolution).  

The strings of the task were displayed at the top of the screen. The virtual keyboard 
was displayed at the bottom of the screen, and every key size was set 1.35cm square. 
As the visual feedback, a character was painted out with white in each touch.  

The original application, which was made in Java, displayed the keyboard and the 
strings, controlled the visual feedback to each touch, and acquired the two dimension-
al position of each touch. 

2.4 Experimental Procedure 

In order to understand the experiment task clearly and be acclimated to the experi-
mental environment, the participants were required to input a set of meaningless text 
strings before the experiment. After that, the participants were required to input five 
sets of meaningless text strings. The participants were required to take one minute 
break between each set. 

3 Results 

In this experiment, if the touched key was more than 2 keys away from the target key, 
this touch was regarded as the irregular such as the touch by the other parts of  
the body because the participants input the characters without blind touching. So this 
kind of the touched key was excluded from the data. In Figure 1, 3σ limits of the two 
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Figure 3 shows the relationship between the rule’s number and the touched area 
and the example of the Pop-Up Key system. 

This system had also the other rules as follows. 

3. If the users touch the area within a 3σ limits circle of a certain key and on the visu-
al surface of the key, only the touched key is chosen automatically. 

4. If the users touch the area within a 3σ limits circle of a certain key but not on any 
key, only the corresponding key to the circle is chosen automatically.  

5. If the users touch the area in a certain key which does not belong to any circle, only 
the touched key is chosen automatically.  

5 Conclusion 

This research explored the characteristics on two dimensional touched position distri-
butions in each key of a touch screen QWERTY keyboard through the experiment. 
The results of the experiment revealed that the mistyping ratio was more than 5% and 
it suggested the necessity of an approach for key input performance improvement. 
The results also revealed that the center of distribution of the key touched position 
tended to be positioned in the low part of the key regardless of keys and the mistyping 
concentrated under the bottom of the key area. A new approach that the key input 
performance could be improved by using these characteristics of key touched position 
and mistyping was proposed. Further researches will be held in order to exam the 
effectiveness of the proposed Pop-Up Key system through experiments. 
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Abstract. This paper presents the findings of an exploratory study comparing 
two of Brain-Computer Interface approaches, P300 and Motor Imagery, with 
EEG signals acquired using the Emotiv Neuroheadset. It was conducted to 
determine the most suitable approach for typing applications based on BCI. 
Results show that while selection accuracy is similar for both, with mean of 
50%, the speed varies greatly, with the former approach being approximately 2 
times more efficient in typing.  Implications presented in this document are 
useful for BCI researchers who seek to build brain-controlled Augmentative 
and Alternative Communication technologies. 

Keywords: BCI, Brain Computer Interface, P300, Motor Imagery, Brain 
Machine Interface, BMI, Augmentative and Alternative Communication, AAC, 
EEG. 

1 Introduction 

Brain-Computer Interface has engendered much research in recent years, with focus on 
providing people with severe motor disabilities, such as amyotrophic lateral sclerosis 
or spinal cord injury, with an alternative means of control [1]. This research, however, 
is mostly based on Gel-based signal acquisition devices that are too expensive for the 
average user. This experiment explores EEG BCI with consumer-market headset, the 
Emotiv EEG headset [2]. It is part of on-going research aimed to build a BCI typing 
applications for Arabic-speaking users. Non-invasive electroencephalography (EEG), 
where EEG signals are recorded from the surface of the scalp, is one of the popular 
ways to implement BCI. In fact, it has already been used to develop communication 
systems, where users can spell words via brain activity, and control systems, where 
they can drive a simulated wheelchair, for example [3]. 

There are two main approaches for EEG-BCI. First, Evoked Potential; methods of 
this kind depend on EEG components (features) evoked and time-locked to a specific 
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P300 is characterized by a positive peak 300ms after the presentation of a stimuli, 
and is most prominent across the  area between the two hemispheres [5].  This 
method is reportedly most suitable for applications where there is a finite number of 
options [6].  

In an effort towards designing an affordable BCI application, Emotiv's EEG 
Neuroheadset is used for signal acquisition. This, however, introduces the challenge 
of limited electrode positions, and low signal-to-noise ratio [7]. Thus, this means that 
eliciting P300 responses for control  may not be the best option. The Emotiv headset 
is shipped with a Cognitiv Suite that discerns a user's intended action on a physical or 
virtual object, such as pushing or rotating it. This is done by asking the user to 
imagine moving the object in the desired way while signals are recorded. Before this 
can be done, the system must be trained to detect an action, the more actions that are 
trained, the more difficult it is to control them [8]. 

This study provides an evaluation of the two Brain-Computer-Interface (BCI) 
approaches; P300 and Motor Imagery, for typing applications using a dry electrode 
signal acquisition device, the Emotiv Neuroheadset. The P300 approach is evaluated 
with P3Speller task provided in the BCI2000 [9] distribution, while the latter is done 
with the Cognitiv Suite in Emotiv's Control panel. To the best of our knowledge, there 
is no published work that provides such a comparison.  

2 Method 

To evaluate both approaches, we measured the dependent variables: accuracy and 
approximated speed of typing with each value of the independent variable, the 
approach: P300 and Motor Imagery, using a within-subjects design on 5 subjects. 
Equipment used comprised of the 14-channel Emotiv EEG headset, and a laptop to 
run the software for each approach. For the Motor Imagery we used the Cognitiv 
Suite included with Emotiv's Control panel. As for P300, we used P3Speller module 
included with the BCI2000 platform. The experiment was divided to three parts, the 
first two parts were to evaluate motor imagery. With motor imagery, three actions are 
needed to navigate a virtual keyboard;  one for moving across the vertical axis, the 
other for moving across the horizontal axis, and finally, the third for selecting the 
desired button. These actions were mapped in the Control Panel to Lift, Left and Push 
respectively. To evaluate the P300, we used the P3Speller included with BCI2000, 
adjusting the parameters to make up for the relatively noisy signals produced by  the 
headset. We set the number of sequences in a set of row/column intensifications to 15, 
the stimulus duration to 125ms, and duration of inter-stimulus interval to 250ms, with 
a 1.5s pause between each sequence.  

3 Results and Discussion 

The measures we are interested in are the accuracy and speed of typing for each of the 
two EEG-BCI approaches. With P300, we calculated accuracy by finding the 
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percentage of the correctly typed letters to the total number of letters in the testing 
session, where the subjects were asked to spell "COOKIE". Speed was calculated 
directly by multiplying the stimulus and inter-stimulus duration by the number of 
flashes in a given sequence.  

In Motor Imagery's testing sessions, subjects were given commands to move the 
virtual box in a random order to control for order effects, whether or not they have 
managed to move it in the specified direction was recorded. Each testing session 
contained commands testing each of the actions approximately 4 times. In addition to 
the time that was needed to complete that session. Each subject has completed at least 
10 testing sessions. Accuracy for each subject was found by averaging the accuracies 
of all testing sessions for that subject. In a traditional 6x6 keyboard, same size as 
P300's, to navigate from one letter to another we need on average 5 movements, and 
one more action for selection. Thus, to approximate the speed of selecting a certain 
letter, we multiplied the average duration of an action (movement) by 6. The average 
accuracy for all subjects is somewhat similar, but P300 has generally higher values 
with 40% of the subjects achieving more than 80% accuracy. Variations in typing 
efficiency were found between the two approaches; P300 can provide typing speed 
more than twice that of Motor Imagery. Both are far too slow and are in need of 
improvement.  

Preliminary investigations with the Emotiv headset for the two EEG-BCI 
approaches showed that both achieve more or less the same accuracy, but P300 was 
more efficient than Motor Imagery. Since the incorrect letters in the former approach 
resulted from letters adjacent to the target letter distracting the user, it can be argued 
that using the checkerboard paradigm, where no adjacent locations can flash 
concurrently, would improve accuracy. Additionally, Motor Imagery is an approach 
that depends on the adaption of both the user and the system; the user must train 
himself or herself to control their brain activity to type, much like learning to walk or 
write for the first time. Results that were found by this study did not allow the 
subjects to gain sufficient experience to control the virtual box, which can take a 
substantial amount of time. Hopefully, this would reduce the generation of false 
positives, whose presence significantly decreases the usability of keyboards using 
Motor Imagery. 

There remains an issue of how to balance between system and user training in 
Motor Imagery, increasing the number of system training sessions can lead to 
distorting the signature of a certain action [8], but improvements in user control 
should also be propogated to the system. Further investigation is required to establish 
some threshold. 

Additional work is needed to examine the usability of these applications with 
people with severe motor disabilities. It remains unknown whether they can control an 
application with Motor Imagery if they had lost control of their limbs prior to learning 
how to use it [10]. Hence, it is important to find out if our target population would 
achieve the same results.  
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4 Conclusion  

This document describes an evaluation of a dry-electrode EEG acquisition device 
with P300 and Motor Imagery for typing applications. The former approach was 
deemed more suitable because of its relative efficiency. The document also presented 
changes that can be introduced to improve accuracy and speed. Further investigation 
is needed to validate the results for our target population, people with severe motor 
disabilities. 
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Abstract. This paper describes an eye-controlled game designed for behavioral 
therapy of ADHD. A user-centered design approach was adopted in the 
development cycle of these games in close collaboration with domain experts 
and target user populations. The games have an Arabic language interface and 
include multimodal interaction. Game scenarios were designed with increasing 
complexity depicted in visual design, dwell time for controlling elements within 
the games, and combinations of key presses with eye-control at higher levels of 
attention training. The visual design, interaction design and the system's 
conceptual designs are discussed. 

Keywords: Eye tracking, Serious Games, Attention Deficit, ADD, ADHD. 

1 Introduction 

The proliferation of computer usage in medicine and rehabilitation has changed the 
way health care is delivered. Attention Deficit Hyperactivity Disorder (ADHD) is a 
neurobehavioral developmental disorder and is one of the most common disorders of 
childhood, with a reported prevalence of approximately 3–9% [1]. It is characterized 
by hyperactivity, short attention span, and impulsiveness, which is thought to 
contribute to learning disabilities and many behavioral problems. This consequently 
affects all areas of an individual’s life. ADHD is a persistent and chronic condition, 
however behavioral modification strategies have been shown to be effective in 
remedial interventions with individuals. ADHD can be challenging for a parent or 
caregiver with an individual who has this disorder. Interventions often include 
medications for individuals with ADHD to control the neurotransmitter imbalance that 
has an impact on brainwave activation patterns. However, these medications only work 
a relatively short period of time and often cause unwanted side effects. A number of 
systems have been developed to improve the attention span of children and adolescents 
with cognitive or behavioral problems and help them to increase the focus and 
concentrate on some tasks for long periods of time. These projects offer patients the 
behavioral intervention treatment which when combined with other therapies can 
provide improvements in the specific deficits associated with ADHD for these patients. 
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Tarkeezy 'ترآيزي' is a game focusing on exploiting existing eye tracking 
technologies to leverage the potential of creating engaging behavioral therapy 
programs. Tarkeezy's design is based on incorporating unobtrusive stand-alone eye 
tracking devices that capture eye gaze of individuals and using that to control objects 
embedded in interactive computer games. The objective of the proposed behavioral 
intervention program with games that can be controlled solely through movement of 
the eyes is to help individuals with ADHD to improve focus, visual and auditory 
attention, and concentration and learn to ignore distractions.  

2 Attention Deficit Disorders 

Attention Deficit Hyperactivity Disorder (ADHD) is the most common 
neurobehavioral disorder of childhood that affects neurobehavioral functioning and 
development. ADHD is a life-long chronic problem. It is believed that up to 50% of 
children who were diagnosed with ADHD continue to have symptoms into adulthood. 
This disorder is characterized by inattention, hyperactivity and impulsivity and 
associated with impairment affecting various aspects of an individual’s life [2]. 
Considerable evidence has accumulated showing that ADHD is linked to impairment 
in working memory capacity, which refers to the ability to hold goal-relevant 
information and skip goal-irrelevant for brief periods of time. Individuals with ADHD 
often seem immature for their age and unable to control their impulsiveness and 
hyperactivity. They have difficulty forming friendships with others and may have 
difficulty understanding the social consequences of their actions [3]. 

Although ADHD is considered a relatively mild disorder, the negative effects of 
untreated ADHD can have very serious and long-lasting consequences. People with 
ADHD often feel depressed or anxious. They often have substance abuse problems. 
Since they have problems forming friendships, it follows that adults with ADHD may 
have marital issues as well. People who have ADHD easily feel overwhelmed and 
have low motivation. In addition to these issues, children and adults with ADHD 
often have problematic employment histories. Difficulties in school are also common 
among teens and adults with ADHD. Hence, early diagnosis and treatment is essential 
for people with this disorder to minimize the risk of such serious impacts upon all 
aspects of life [4]. A range of interventions and therapies for individuals with mental 
health problems have been explored to develop appropriate behavior and adequate 
social skills according to rules and societal norms. Some commonly used remedial 
programs for individuals with ADHD include interventions such as pharmacological, 
behavior, cognitive behavior, neural-based, and play. Each one has its own merits and 
demerits and quite often a combination of two or more interventions are sought by the 
clinicians in treating individuals with ADHD. Some individuals with ADHD take 
stimulant medications to correct the neurotransmitter imbalance that affects their 
brainwave activation patterns. However, medications only work for a short period of 
time and often cause unwanted side effects. In recent years, interventions for ADHD 
often consider treatment plans that involve behavioral interventions, neurofeedback, 
non-invasive, drug-free approach to rehabilitating brain function and overcoming 
ADHD [5,6].  
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Play is an important part of childhood development and the natural context within 
which children develop complex social behaviors and competence. The use of play as 
an intervention plan to treat individuals with cognitive difficulties and mental health 
disorders may bridge the gap between the exceptional individual's mental health needs 
and the available services. Play acts as a medium to help therapists interact with 
individuals and help them express their feelings and emotions [7]. Play therapy is 
widely used as an intervention for individual's behavioral, cognitive and emotional 
disorders because it's focus on the developmental needs. As noted by the Association 
for Play Therapy [8], play therapy is "a systematic use of a theoretical model to 
establish an interpersonal process in which trained play therapists use the therapeutic 
powers of play to help clients prevent or resolve psychosocial difficulties and achieve 
optimal growth and development". It is an intervention based on the cognitive, social, 
and emotional development. Evidence suggests that play therapy is effective with 
individuals who experience social, emotional, behavioral, and learning problems. 

In recent years, research studies have also demonstrated that play therapy is 
effective with individuals with ADHD in particular, and that it has a positive impact 
on self-concept, self-efficacy, depression, anxiety, general behavioral problems, and 
treatment compliance. The individuals participating in play therapy have been shown 
to be less stressful, emotional distress and difficulties with withdrawal [9]. 

3 Eye Tracking: Diagnostic and Interactive 

Eye tracking is a technique that allows users to determine where individuals are 
focusing their visual attention at a given time. The point being focused upon in an 
inter-face is called a gaze point. Tracking eye gaze of users has been used in the 
design and development of assistive technologies and in diagnostic contexts of HCI 
research. The direction of gaze indicates the direction of attention. In this way we can 
gain insight into what the observers looked at, what they might have perceived, and 
what object drew their attention [10]. Eye tracking is a computerized remote video-
based corneal reflection device that captures individual's gaze without being attached 
to them [11]. Gaze control is a feasible alternative to hand-based interaction that gives 
users the ability to control the computer in situations when hands-off control is 
desired. It has recently become of central concern in several application domains of 
disciplines such as biology, medicine, psychology, and neurology [12]. Recently, two 
lines of research have emerged that involve eye tracking. The first one is diagnostic 
eye tracking which examines human cognition and perception through 
experimentation; application domains for this type of research are HCI, psychology, 
medicine, and neurosciences. The second line is interactive eye tracking which 
integrates gaze within applications to use the eyes as a control mechanism; 
application domains for this type of research are gaze-controlled games, biometrics, 
and assistive technology [11]. Recent discoveries in the field have led to an 
abundance of new applications. New improvements in interactive methods of using 
gaze control and eye movement have the potential to make human-computer 
interfaces faster and more efficient. This potential could benefit users with and 
without disabilities.  
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manipulating dwell time to increase the difficulty of controlling objects or avatars 
within the games, and adding elements of control to increase the complexity (e.g. 
combining a key press with visual attention on objects to manipulate them within the 
game scenario).  

5 Conclusion 

This paper described the design of eye-controlled games for behavioral therapy of 
attention deficit disorders. The system was designed in UCD design cycles and 
underwent initial user-acceptance testing. Preliminary evaluations demonstrated good 
usability measures by heuristic evaluations of specialists and target user populations. 
The testing phase is underway. Future work involves conducting user evaluations of 
the effectiveness of these games in the context of behavioral therapy for ADHD. 
 
Acknowledgement . This project was supported in part by Research Group Grant 
RGP-VPP-157 from the Deanship of Scientific Research in King Saud University. 

References 

1. Greydanus, D.E.: Attention Deficit Hyperactivity Disorder. In: Patel, D.R., Greydanus, D.E., 
Omar, H.A., Merrick, J. (eds.) Neurodevelopmental Disabilities, pp. 111–140. Springer, 
Heidelberg (2011) 

2. Goldstein, M.L., Morewitz, S.: Attention-Deficit Hyperactivity Disorder. Chronic 
Disorders in Children and Adolescents, pp. 99–123. Springer, New York (2011) 

3. Tannock, R.: A meta-analysis of working memory impairments in children with attention-
deficit/hyperactivity disorder. J. Am. Acad. Child Adolesc. Psychiatry 44, 377 (2005) 

4. Resnick, R.J.: Attention deficit hyperactivity disorder in teens and adults: They don’t all 
outgrow it. Journal of Clinical Psychology 61, 529–533 (2005) 

5. Ravichandran, S., Qunfang Jacklyn, H.: Behavior Modification Strategy for Motivating 
Children with Attention Deficiency Disorder. Journal of Abnormal Child Psychology 34, 
584–601 (2009) 

6. Goh, D.H., Ang, R.P., Tan, H.C.: Strategies for designing effective psychotherapeutic 
gaming interventions for children and adolescents. Computers in Human Behavior 24, 
2217–2235 (2008) 

7. Wilkes, S., Cordier, R., Bundy, A., Docking, K., Munro, N.: A play-based intervention for 
children with ADHD: A pilot study. Australian Occupational Therapy Journal 58, 231–240 
(2011) 

8. Association for Play Therapy – Home, http://www.a4pt.org/ps.index.cfm 
9. Leblanc, M., Ritchie, M.: A meta-analysis of play therapy outcomes. Counselling 

Psychology Quarterly 14, 149–163 (2001) 
10. Corno, F., Farinetti, L., Signorile, I.: A cost-effective solution for eye-gaze assistive 

technology. Multimedia and Expo, 2002. In: Proceedings of the IEEE International 
Conference on ICME 2002, pp. 433–436 (2002) 

11. Duchowski, A.T.: Eye tracking methodology: Theory and practice. Springer (2007) 
12. Drewes, H.: Eye gaze tracking for human computer interaction (2010),  

http://edoc.ub.uni-muenchen.de/11591/ 



Towards an Emergent and Autopoietic Approach

to Adaptative Chord Generation through
Human Interaction

Francisco de Paula Barretto1, Suzete Venturelli1,
and Gabriel Gaudencio do Rego2

1 Computer Art Research Lab,
University of Brasilia, Brasilia, Federal District, Brazil

{kikobarretto,suzeteventurelli}@gmail.com
2 Laboratory of Cognitive and Social Neuroscience,
Mackenzie Presbyterian University, So Paulo, Brazil

gabrielgaudenciorego@gmail.com

Abstract. This poster describes a transdisciplinary practical-theoretical
on-going research, which address on the discussion about the possible
applications of Artificial Intelligence (AI) techniques, such as genetic al-
gorithms, which underlie the Maturana and Varela’s autopoietic concept
considering the achievement of emergent results as heuristic to creativity.
Through human interaction using neuronal bio-feedback it is possible to
provide more natural fitness function to such algorithms.

Keywords: autopoiesis, emergence, bio-feedback, creativity, genetic al-
gorithms.

1 Theoretical Framework

1.1 Autopoiesis

The concept of autopoiesis, as the organization of the living, originated in the
work of Chilean biologists Humberto Maturana and Francisco Varela in the 1970s
[1] . This idea was developed in the context of theoretical biology and was early
associated with the artificial life simulation long before the term ”artificial life”
have been introduced in the late 1980s in [2] .

Autopoiesis (from the Greek auto which means itself and poiesis which means
creation) describes the autonomous systems, able to self-reproduce and self-
regulate, while iterating with the environment. This environment iteration might
unroll, only in an indirect way, changes on the autopoietic systems internal
processes and structures that might lead to a deterministic-emergent transition.

Today the concept of autopoiesis continues to have a significant impact in
the field of artificial life computing. Pier Luisi presents a good review in [3].
Furthermore, there was also an effort to integrate the notion of autopoiesis to
the field of cognitive sciences.
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To be more precise, an autopoietic system is organized as a production pro-
cesses network of components (synthesis and destruction) which: (i) continuously
regenerate themselves in order to form a network able to reproduce components
and (ii) this network constitutes the system as a distinct unit in the domain
in which it exists. In addition to these two explicit criteria for autopoiesis, we
can add another important point: that identity self-constitution implies on the
creation of a relational domain between the system and its environment. Froese
and Ziemke describes this relational domain in [4]. This emergent domain is not
predetermined but possibly co-determined by the system and environments or-
ganization. Any system that meets the criteria for autopoiesis also generates its
own domain of interactions while its identity emerges.

The concept of self-organization can be interpreted in many different ways,
but in terms of autopoietic is worthy of being presented by two aspects: (i) de-
termining local-to-global, so that the process has its emerging identity global
constituted and constrained as a result of local interactions and (ii) determin-
ing global-to-local and global identity where its ongoing contextual interaction
constrain local interactions [5].

Finally, autopoietic systems are also autonomous systems since they are char-
acterized by such a dynamic co-emergence but are specified within a specific
domain. It is important for the creativity of a system that it’s changes and
adaptations of the internal mechanisms are not performed directly by an exter-
nal agent, but through an internal self-regulation mechanism.

1.2 Emergency

The emergent behavior can be defined, according to Peter Cariani [6] , as some-
thing fundamentally new, that could not be predicted before it happened, such as
natural evolution. This characteristic might be seen as a useful heuristic towards
achievement of creative behavior. Being the human not only a part of the au-
topoietic system’s environment, but also an active agent, the interaction occurs
in a higher cognitive level, influencing the artificial agent cognitive construction.

In general, emergence designates a behavior that has not been explicitly pro-
grammed in a system or agent. Pfeifer and Bongard [5] point out three kinds
of emergence: (i) a global phenomenon arising from a collective behavior, (ii)
individual behavior as the result of an interaction between the agent and the
environment and (iii) emergence behavioral from a time scale to another.

The artistic installation named La Funambule Virtuelle [7], from Marie-Hlne
Tramus and Michel Bret, where a virtual acrobat evolves to keep up on a
tightrope, reacting to the movements of the public. The character tries to re-
produce the position of the iterator while trying to stay on the rope. In this
installation, through a ANN, the balancer is able to learn to remain on the rope
during the user interaction. From the learned gesture, a new behavior emerges
through movements that were not taught, endowing the character of what the
artist calls the ability to improvise. This is a nice example of the individual
behavior as the result of an interaction with the environment.
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A deeper level of emergence called epistemic emergence involves, of course,
the emergence of new perspectives intrinsically linked to the sensorial changes.
The improvement or development of new sensorial organs allows an organism
to evolve into another lineage, along with new world perspectives. This kind of
development also occurs in our technological evolution as we build artifacts such
as thermometers, clocks, telescopes, and that extend our senses or reactions as
an extension of our natural biological functions.

2 The Evolutionary Chord Generation Case

Genetic algorithms are an Artificial Intelligence technique proposed by John
Holland [8] and uses a metaphor based on the theory of natural evolution. In the
genetic algorithms, the solutions for the problem are evolved through multiple
generations, improving the solutions prior to each new iteration. Just like in
natural evolution, genetic operators such as mutation and recombination allow
each new generation of individuals to improve the previous generated potential
solutions. This evolution towards the ”best” solution is given by a fitness function
that calculates the degree of adaptation of the individual and its neighbors,
inferring the most likely to reproduce and therefore which variations are more
able to extinction.

These populations of individuals composed by a genotype and a phenotype.
The genotype is the individual coded information, like our chromosomes and is
composed by some alleles. The information coded in the individual genotype is
represented by the phenotype. For example, the color of our eyes (phenotype)
are coded into our DNA (genotype).

For example, in one possible approach to chord formation, we must consider
that there are many standards and rules that define various categories of chords
as major, minor, diminished or increased and that these patterns are usually
represented by intervals between notes, expressed in semitones, and we can,
from a note, build several different chords using other notes at specific intervals.
So,as a first experiment there was implemented a Genetic Algorithm (GA) chord
generator.

In this experiment the individuals chromosome are formed by 4 alleles and
each one of these alleles contains a musical note. Groups of 4 notes forms a
chord. The fitness function, in this case evaluates the distance between chromo-
somes, considering the notes contained in alleles in relation to the notes required
for formation of a major chord, classifying individuals with interpolated values
between 0 and 100 (maximum fitness).

Once an initial population randomly generated containing 10 individuals were
performed 100 rounds using two genetic operators with different rates probability
for this population: crossover and mutation. For the crossover operator there was
applied a percentage rate of 80

At each round played the individual sound (phenotype) with the highest fit-
ness. This mapped chromosome (genotype) evolution allowed us to realize that,
while not struck a major chord, all the other types of chord system emerged.
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Even with a fixed and hard fitness function, the application of recombination
and mutation operator has enabled the emergence of chords not provided as
minors diminished and augmented, for example, suggests an emergent behavior
of the autopoietic system.

3 A Human-Guided Evolutionary Chord Generation
Experiment

It is possible to use human bodys physiological signals as a fitness function, which
could indicate cognitive and affective processes relevant for the implemetation
of a human-computer interface (HCI). In the specific case of a musical experi-
ment, two classes of physiological signals could be used to assign: (1) affective
processes, like emotional states [9]; or (2) cognitive processes, like error detection
in the harmonic field expectation [10]. The first proposed class is being subject
of intensive research since the last decade, resulting in systems with acceptable
accurate rates that can identify and classificate a subjects emotion only using
his physiological responses [11]. In the other hand, the second proposed class
got less attention from researchers, mainly because the subjacent complexity in
tracking and using its signals in accurate online systems for HCI. Only in the last
few years some papers proposed online systems based in error detection signals,
but yet with low accuracy rate or with better accuracy rates, but limited by
the kind of the task [12], that is different from the experiment proposed in this
research.

However, the use of cognitive process like error detection (which represents
a biological feedback system) opens a broad branch of HCI possibilities and, in
this particular experiment, it serves as an innovating way in creative interaction,
where the fitness function is not oriented by a determined function leading to a
final state, but it develops to a endless state oriented by a constant homeostasis
process.

As said before, there are some eletrophysiological potential related to cognitive
processing of music in human beings, like the Early Right Auditory Negativity
(ERAN) detected by Electroencephalography (EEG). The ERAN is related to
the detection of violations in the harmonic patterns, taking in count some har-
monic scale which a person has familiarity (such as Western music) [10]. The
problem is that ERAN potential is well detected by offline (post-analysis) and
multi-trial processing, such as ERP experiments. But, by this moment, the lit-
erature lack conclusive studies about the use of ERAN in a online (real-time)
system. There are studies with similar potentials, like ERN (Error-related Nega-
tivity) [12], which behaves in a similar way of ERAN and are detected in similar
spacial distribution of electrodes (frontal lobe).

4 Conclusion

In the research, we propose a system that could integrate the musical genetic
algorithm with a HCI based on a feedback detection using error signals, like
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ERAN. To potentialize the signal detection, the analysis process will be designed
to a user-dependent system, which requires training of the user to optimize the
algorithm detection of the system according to individuals error signal charac-
teristics. There are also the possibility to integrate different physiological signals,
like pupillometry, skin conductance or electromyography that could be involved
with error and feedback detection (yet this assumption still lack conclusive stud-
ies), or affective responses (like tension, arousal or unpleasantness) that could
compound a integrative system for the HCI system proposed in this study.

This approach might seem simple at first sight but opens several doors to
the development of adaptative interfaces based on bio-feedback, for exemple. In
the other hand it can provide to natural-based artificial intelligence techniques
evaluation functions more natural than the rigid ones used today.
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Abstract. The SRTS is an eLearning iPad app that incorporates both cognitive 
knowledge and proven neurological biofeedback based on Heart Rate Variability 
(HRV) Coherence. SRTS uses HRV-controlled games as a way of motivating 
today’s young soldiers and sailors. The objective is both to minimize the adverse 
effects of stress and enhance its productive effects in order to help improve 
immediate performance as well as help prevent the occurrence of future problems 
such as post-traumatic stress disorder (PTSD). The initial phase of the research 
resulted in a PC-based SRTS demonstration system, as well as positive responses 
to formal and informal usability and utility studies. The current phase of the project 
has involved the complete development of the iPad version of the SRTS, and also 
its operational evaluation for efficacy by the Naval Center for Combat and 
Operational Stress Control (NCCOSC), US Navy Bureau of Medicine and Surgery 
(BUMED). Many potential customers for SRTS in the Navy, Marine Corps, Air 
Force and Army are waiting completion of the NCCOSC efficacy evaluation.  

Keywords: Stress resilience training, eLearning, Heart Rate Variability, PTSD. 

1 Introduction  

Stress resilience is an important issue in the military today. The negative effects  
of stress can be evident before, during and after exposure; they include decrements  
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in performance both on and off the battlefield, psychological injuries leading to  
high-risk behaviors such as alcohol and drug use, and in extreme cases, PTSD and 
suicide.  

At the same time, there are positive aspects to stress as well. It has long been 
recognized that warfighters adapt to combat stress after the first few experiences and 
that training can help duplicate this process [1], with recent studies showing that 
experienced military personnel are able to control and even utilize stress productively 
[2]. An important part of what experienced personnel learn is self-awareness of their 
stress state and self-regulation of stress energy.  Accordingly, the current DOD 
definition of stress resilience is: The ability to withstand, recover, and grow in the 
face of stressors and changing demands. 

Our Stress Resilience Training System (SRTS) is completely consistent with 
current DOD resilience doctrine and objectives in that it aims both to minimize 
adverse effects of stress and enhance its productive effects in order to improve 
immediate performance and prevent the occurrence of future problems such as PTSD. 
In fact, the SRTS emphasizes the performance-improving aspects of stress resilience. 
This differentiates it from the great majority of other stress resilience programs and 
methodologies, which tend to be more focused on stress pathology and therapy. 

2 Hypotheses 

The key hypotheses upon which we have based the development of SRTS are: 

• Incorporating both Cognitive Learning and Evidence-Based Biofeedback in a 
scientifically-designed system to enhance stress resilience can minimize the 
adverse effects of stress.  

• Minimizing the adverse effects of stress and enhancing its productive effects at 
exposure will improve immediate performance and will also help prevent the 
occurrence of longer term psychological injuries such as PTSD.  

• A state-of-the art mobile device such as the iPad will greatly improve training 
effectiveness by enabling individualized, on-the-spot refreshment training and 
practice before, during and after deployment. 

• Embedding the Neurological Biofeedback methods in a set of Casual and Serious 
Games will help motivate today’s young military population [3]. 

3 Technical Description  

The initial phase of the research resulted in an end-to-end PC-based SRTS demonstration 
system that contained most of the key features of the final product. Formal and informal 
studies showed that the SRTS interface, training modules and practice games were easy 
to understand and enjoyable as well, and yielded very positive comments [4]. As a result, 
the research progressed to development of the originally-planned complete iPad-based 
mobile stress resilience training course. SRTS is now available as an iPad app that 
provides access to four main training components: 

• KNOW HOW: Provides a set of short narrated video modules that include: an 
introduction to SRTS; general information about stress effects, stress resilience and 
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putting stress in perspective; and also specific instructions on preparing for, 
performing in, and recovering from stressful situations or operations.  

• TECHNIQUES: Teaches the HeartMath Coherence Advantage technique, which 
includes self-regulation of Heart Rate Variability (HRV) and shifting from 
negative to positive emotions.  

• GAMES: Provides a set of entertaining HRV-controlled games in which the 
trainee can practice maintaining HRV Coherence while performing under 
increasingly absorbing and challenging conditions.  

• REVIEW: Allows the user to review his or her progress in learning the cognitive 
material and in the acquisition of Coherence Advantage skills.  

In addition, there is a built-in Adaptive Coach that monitors the trainee’s progress 
and self-test results, and provides recommendations on how best to progress through 
the training program.  Each component has been human factored for ease of use, and 
professionally designed and produced to the highest standards of iPad apps. The 
current iPad SRTS has a Navy orientation because it fit the Navy’s Operational 
Stress Control Program so well [5], but the framework is applicable to many 
different users.  

An important part of SRTS is Coherence Advantage training using methods 
developed and validated by our team member the Institute of HeartMath.  Coherence 
Advantage employs Heart Rate Variability biofeedback to control the 
neuropsychological responses associated with counter-productive emotional states. 
Heart Rate Variability (HRV) is a measure of the strength and regularity of the 
changes in the heart's beat-to-beat interval, sometimes called Heart Rhythm.  The 
intervals between heart beats vary, and can be expressed as a variation in Heart Rate 
with time. A strong and regular Heart Rate Variability is called Coherence; it is when 
the sympathetic and parasympathetic nervous systems are in synch, and is 
associated with good neurophysiological function and stress resilience. A weak and 
irregular variability is called Incoherence, and is associated with poor 
neurophysiological function and stress. The top graph in Figure 1 shows the edgy, 
jerky HRV pattern associated with Incoherence. The bottom graph shows the more 
even HRV pattern associated with Coherence. Coherence represents the 
neurophysiology of optimal function, when everything seems easy and cognitive 
performance is high. Athletes call this THE ZONE.   

 

Fig. 1. Heart Rate Variability (HRV) in Incoherence and Coherence 
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In SRTS the heart beat is detected with an ear pulse sensor. The HRV value goes 
from 0 to 100, and is calculated using an algorithm developed by Institute of 
Heartmath that uses power spectral analysis. A low HRV number is associated with 
Incoherence, a high number with Coherence. Using biofeedback techniques coupled 
with voluntary shifts in emotion, individuals can learn to increase their HRV value, 
thus improving their immediate performance and enhancing their stress resilience. 

Figure 2 shows how Coherence feedback is included in a typical HRV-controlled 
SRTS game.  This game, Slingshot Racer, is the most challenging and requires the 
trainee to increase the speed of the jet racer while avoiding various obstacles. A 
breath pacer time-graph helps the trainee regulate his or her breathing rhythm, while 
HRV is shown in three ways: one, as a Heart Rate time-graph above the breath pacer; 
and two, as a slider on a red-to-green Coherence bar; and three, as a numerical 
Coherence value.  The trainee can use the feedback mode or combination of modes 
that best helps him or her to achieve and maintain higher Coherence in the game. 

 

 

Fig. 2. HRV-Controlled Slingshot Racer Game 

4 Efficacy Evaluation 

Usability of the initial PC-based SRTS and current iPad SRTS app has been validated 
by several experimental studies at the George Mason University Psychology Dept.  
The first usability study was done in 2011with the PC-based SRTS version using 
questionnaires, observations and interviews. The results showed that the interface, 
modules and games were easy to understand, fast to learn, and enjoyable. The second 
study was done in 2012 with the iPad SRTS app and also produced very positive 
results on measures of usability and stress control potential [6]. 

The military utility of SRTS has been initially established in a series of trial 
evaluations by military groups such as Navy Operational Stress Control (OSC) Program 
Office, the Navy Special Warfare Group 1, Naval Air Station Lemoore, the Army Family 
Advocacy Program at Ft. Sam Houston, the Army CSF-PREP Program at Ft. Hood, and 
others.  Typical comments included, “…it’s great; very engaging.  Would give it to our 
guys.” And “Catches my attention all the time. Will work with adolescents.” 

SRTS’ operational efficacy is being tested in a large-scale, formal evaluation study 
now under way at the Naval Center for Combat and Operational Stress Control 
(NCCOSC), San Diego.  The NCCOSC evaluation study will provide groups of about 
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35 subjects with SRTS units for several weeks.  It will base efficacy on pre- and post-
trial stress and resilience questionnaires (and potentially other available performance 
measures) as compared with two other groups: one group will receive an iPad app on 
Progressive Muscle Relaxation (PMR) and the other group will receive no training for 
the period.  The total study will involve about 200 volunteer subjects from two Navy 
commands in the San Diego area; the study protocols have received IRB approval and 
the experimental portion of the study is scheduled to begin in early May, 2013.  

5 Conclusions 

Two major problems have precluded effective stress control in the military: the stigma 
of weakness prevents personnel from seeking psychological help; and existing soft 
programs do not build transferable skills.  SRTS addresses both of these problems by its 
“de-stigmatizing” emphasis on performance over pathology, and by its combination of 
instruction about stress with specialized training in how to build actual 
neurophysiological resilience. Its mobile iPad format allows personnel to obtain 
individualized stress resilience training before, during and after deployment. As a result 
of the successful evaluations and demonstrations to date, there are many potential 
customers for SRTS in the Navy, Marine Corps, Air Force and Army who are waiting 
completion of the efficacy evaluation and broader distribution of the SRTS product. 
 
Acknowledgements. Research and development of SRTS by Perceptronics Solutions, 
Inc., with the help of team members Ease Interactive, Inc. and Institute of HeartMath,  
has been supported by DARPA through SBIR Phase I contract N10PC20058 and 
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Abstract. We propose a PC input methodology combining the gaze detection 
technology and the PupilMouse technology (head movement detection). Both 
technologies are based on the remote pupil detection technique using video 
cameras with near-infrared light sources. In the PupilMouse method, a user can 
move the cursor on the PC display screen smoothly and accurately, based on the 
movements of the user’s two pupils in the camera image caused by the user’s 
smooth head movement. The biggest advantage of PupilMouse is to be able to 
point a very small area without a scattering of the cursor. However, in order to 
move the cursor largely on the screen, the user must move the head largely. 
This is a burden for the user. In contrast, the gaze point moves quickly and 
largely by just looking. However, at present, there is no remote gaze detection 
system that can detect the gaze point on the PC screen accurately, as a 
replacement for computer mouse. Moreover, as the ability of the user, it might 
be very difficult to continue to direct the line of sight exactly to small areas. In 
the experiment that subjects type twelve Japanese letter string using a software 
keyboard, the input speed, number of typing mistakes, and the usability were 
investigated. The results show that the proposed method is comprehensively 
superior to both the gaze detection method and the PupilMouse method. 

Keywords: Gaze detection, Head movement detection, pupil detection. 

1 Introduction 

The remote video-based gaze detection system is considered to be useful as a PC input 
device. One of the reasons is that the gaze shift is very quick.  So far, however, there is 
no gaze detection system having high accuracy enough to able to choose a small menu 
option in the GUI environments. Even if the system has enough high accuracy, it is may 
be difficult to continue to direct the line of sight within the small area due to a limit of 
human eye-movement control system. On the other hand, we had developed the system 
where a user can move a mouse cursor very precisely by the head movement [1]. We 
named the system PupilMouse because the cursor moves according to the movement of 
the pupils detected by a video camera. However, when the user wants to move the cursor 
largely, it takes a long time compared to the gaze detection method. According to our 
consideration, the gaze detection and PupilMouse have the opposite properties. The 
present paper proposes a novel method using only the advantages of both methods. We 
experimentally shows that the proposed method is comprehensively superior to both the 
gaze detection method and the PupilMouse method. 
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2 Gaze Detection System and Method 

Our gaze detection system used in the present experiment is described elsewhere [2]. 
The system uses two optical devices (Fig. 1(a)). Each of the optical devices consists of a 
camera and a two concentric near-infrared LED ring light source attached to the camera 
(Fig. 2(b)). The inner and outer LED rings generate bright and dark pupil images, 
respectively. The pupils are detected from the difference image created by subtracting 
the bright and dark pupil images. Basically, the line of sight is determined by the 
difference of the pupil center from the corneal reflection in each of the camera images. 
Here, the corneal reflection is the reflection image of the light source. The gaze point is 
determined as an intersection between the line of sight and the PC screen plane. By 
camera calibration of the optical devices, the 3D coordinates of the pupils are 
determined by the stereo matching. This enables to allow the user's head movements. 
Owing to our gaze detection theory, gaze detection with accuracy of less than one 
degree becomes possible by looking at only one point whose coordinates is known [2]. 

  

(a)                                            (b) 

Fig. 1. (a) Gaze detection system and (b) optical device for pupil detection including camera 
and near-infrared light source 

3 Cursor Control by Head Movement (PupilMouse) 

The algorithm of the PupilMouse method can be implemented in the same hardware 
system as the gaze detection system. In the PupilMouse method, the cursor on the PC 
screen is moved basically by the averaged displacement of the two pupils in the 
images obtained from the two cameras [3]. The horizontal and vertical components of 
the cursor movement on the screen are related to the respective components of the 
pupil movements in the images. Here, the dead zones have been provided so that the 
cursor does not move by a little pupil movement due to an oscillation of the user’s 
head. Also the cursor does not move very little by eye movement (eye rotation). The 
user can even stop the cursor completely. 

Digital camera 16 mm lens

IR-80 filter

LED emission 
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Stereo-calibrated 
optical systems

near-infrared 
light source
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4 Proposed Method and System 

The displacement of the detected gaze point is calculated every frame as a gaze shift 
amount. We assumed that a saccadic eye movement is occurring when the amount is 
exceeding an empirically determined threshold. While the user stops the gaze and 
fixates something, the gaze shift becomes less than the threshold. In the proposed 
algorithm, according to the assumption, the gaze detection mode and the PupilMouse 
mode are switched by always monitoring the gaze shift amount. The PupilMouse 
mode works when the amount is not more than the threshold. The gaze detection 
mode works when the amount is more than the threshold. In the gaze detection mode, 
the cursor is presented at the coordinates of the detected gaze point. When it is 
switched from the gaze detection mode to PupilMouse mode, the last gaze position of 
the gaze detection mode is handed over as the first cursor position of the PupilMouse 
mode. In the PupilMouse mode, note that the cursor is not presented where the user is 
looking. 

5 Experiments 

Four university students participated in the experiment. They were explained about 
the mechanisms of the gaze detection and PupilMouse methods. The subject was 
seated approximately 80 cm from the 19 inch PC display (Fig. 2(a)). Near the bottom 
of the display screen, a software keyboard (26 mm by 60 mm) is presented (Fig. 2(b)). 
In each key area of the keyboard, the respective letter is displayed. 

Three experimental conditions were given to the subjects: the gaze detection 
condition, the PupilMouse condition, and the combination of both conditions (the 
proposed method). In all experimental conditions, the subject was asked to type a 
twelve Japanese Hiragana letter string that means ‘Shizuoka University’. The same 
procedure was repeated ten times for each of the three conditions. In order to type the 
letter string, the subject was asked to move the cursor into within the respective key 
area one by one. When the cursor stopped to some period of time at almost the same 
position, the letter indicated in the key area where the cursor has existed was 
automatically typed. Even if there were typing mistakes, the subject was asked not to 
correct the mistake but to proceed to type the next letter. Time necessary for typing all 
of the letter string and the number of typing mistakes were measured. After the 
experiment, a questionnaire about the usability was taken. 

The experimental results showed that the PupilMouse condition significantly took 
more time than the gaze detection conditions or the combination of both conditions 
although there was no significant difference between the latter two conditions (Fig. 
3). However, the number of typing mistakes in the gaze detection condition was much 
more than the other two conditions (Table 1). Concerning the usability, the proposed 
method was most excellent (Table 2). These results indicate that the proposed method 
is comprehensively more excellent than both the gaze detection method and 
PupilMouse. 
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              (a)                                              (b) 

Fig. 2. (a) View of the experiment and (b) software keyboard presented on the PC screen 

 

Fig. 3. Comparison of total typing times in the three conditions 

Table 1. Average typing mistake number among the three conditions 
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Table 2. Questionnaire result concering usability of three methods 

 

6 Conclusion 

In the present paper, we proposed a PC input methodology combining the gaze 
detection technology and PupilMouse technology (head movement detection). The 
proposed method employs only the advantages of both methods. In the experiment, 
the subject was asked to type the twelve Japanese Hiragana letter string using the 
software keyboard. The total time for input, the number of typing mistakes, and the 
usability were investigated. These results showed that the proposed method is 
comprehensively superior to both the gaze detection method and the PupilMouse 
method. 
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Abstract. In the pupil-corneal reflection detection-based eye-gaze detection 
method, glasses reflection of near-infrared LED light sources for producing the 
corneal reflection is misdetected as the pupil when a user wears eyeglasses. To 
improve the robustness of the pupil detection, we propose novel pupil searching 
and tracking methods in the gaze detection system using two stereo-calibrated 
cameras. The pupil searching method first chooses the true pupils from all 
stereo-matched pupil candidates using the suitable depth range condition, and 
second chooses the true pair of the right and left pupils under the constraint of 
the suitable 3-D interpupillary distance. Even if one pupil is not detected in the 
image of either camera owing to the glasses reflections, the pupil tracking 
method estimates the 3-D coordinates of the undetected pupil by using the 
constant interpupillary distance and the temporal continuity of the 3-D 
coordinates of the moving pupil. The experimental results show that the 
accuracy of pupil searching and tracking was better than that of the 
conventional one-camera method. 

Keywords: Pupil detection, Gaze detection, Head movement, Glasses reflection. 

1 Introduction 

Most of the remote video-based gaze detection systems basically determine the gaze 
position from the relative position between the center of the pupil image and the 
corneal reflection image of near-infrared light source(s), which usually produce a 
bright pupil or a dark pupil. However, the light source causes reflection images from 
eyeglasses. In the gaze detection system which we have been developed, the pupils 
are detected from the difference image made of the bright and dark pupil images. 
Even if using this image difference method, the glasses reflection image remains due 
to the positional difference of the two light sources for generating bright and dark 
pupil images. Sometimes the wreck of the glasses reflection image is misdetected as 
the pupil because of the similarity of their images. This is a problem for general 
purposes of the gaze detection system. Fortunately, our gaze detection system detects 
the 3-D pupil position. In the present paper, we propose the pupil detection method 
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using an interpupillary distance as a constraint condition in order to distinguish the 
pupils from the glasses reflections. The effectiveness of the proposed method is 
shown experimentally.  

2 Our Gaze Detection System 

We have been developed a pupil-corneal reflection method-based gaze detection 
system, which allows head movements and achieves easy gaze calibration [1]. The 
system includes two stereo-calibrated cameras and two light sources attached to each 
of the cameras, etc. as shown in Fig. 1. They were arranged under a PC display. The 
light source has near-infrared LEDs arranged in two concentric rings (inner: 850 nm, 
outer: 940 nm). The inner ring generates a bright pupil image and the outer ring 
generates a dark pupil image. The pupils are detected from their difference image. 
The image difference method is very useful for robust pupil detection because the 
image except the pupils is cancelled out. However, when a user wears eyeglasses, the 
glasses reflection images remain and sometimes are misdetected as the pupil. 

 

 

Fig. 1. Overview of two stereo-calibrated optical systems in our gaze detection system 

3 Proposed Pupil Detection Method 

The proposed method first detects several 2-D pupil candidates (up to 5) from the 
difference image for each of the two cameras. Next, the positions of 3-D pupil 
candidates (up to 25) are obtained by stereo-matching all 2-D candidates obtained 
from both cameras. If stereo-matching is wrong, the depth of the 3-D candidates is out 
of user’s working space. So such a 3-D candidate is excluded. Furthermore, the 
distances between all pairs of the remaining 3-D candidates are calculated. When  
the distance is within the predetermined range suitable for an interpupillary distance, 
the corresponding pupil candidate pair is determined as the final pupil pair. 

The above-mentioned processing (searching mode) is used to search the 3-D pupil 
pair. Once the 3-D pupil pair is found, tracking of the pupil pair (tracking mode) 
begins. By assuming that the midpoint of the paired pupils and the directional vector 
passing through them vary at a constant velocity, the 3-D positions of the pupils in the 
next frame are estimated. The 3-D positions are transformed into the 2-D positions in 
each camera. The small windows are applied to the 2-D positions. The window serves 
to prevent to detect the glasses reflection instead of the pupil. When the user’s head 
moves, the effectiveness of the image difference method decreases due to the 
positional discrepancy between the bright and dark pupil images. During the tracking 
mode, the positional compensation by the corneal reflection for differentiation is 
performed [2].  
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In general, as shown in Fig. 2, there is a case when one camera cannot detect one 
of the two pupils (e.g.,  owing to overlying of the glass reflection while another 
camera detects the two pupils. In such a case, the 3-D position of the one pupil ( ) is 
not obtained. The proposed method estimates the 3-D position of the pupil using the 
interpupillary distance as follows. Assume a spherical surface where the center is  
the pupil detected by both cameras ( ) and the radius is the interpupillary distance. 
The 3-D position of the undetermined pupil (  is estimated as an intersection 
between the spherical surface and the line determined by the direction vector ( ) 
and the position of the camera ( ) that has detected the pupil ( . Here, when two 
intersections are obtained, the intersection close to the 3-D pupil position in the 
previous frame is chosen. Finally, the 3-D position is transformed into the 2-D 
position in the image of the camera ( ) that has not been able to detect the pupil 
( . As a result, the small window is applied around the pupil in the image of the 
camera. Previously, in our study, the small window was released when the pupil was 
not detected owing to glasses reflection overlying. The release sometimes leads to 
tracking the glasses reflection instead of the pupil. The proposed method (tracking 
mode) would make it possible to continue tracking the pupil without releasing the 
window even when the glasses reflection image moves across the pupil image. 

 

Fig. 2. Pupil tracking method using interpupillary distance as constraint condition 

4 Experimental Methods and Results 

Five university students wearing eyeglasses participated in two experiments: searching 
and tracking experiments. The position of the user’s head was approximately 80 cm 
from the PC screen. In the searching experiment, the subject was asked to blink a few 
times and not to move the head during 10 sec.  In the tracking experiment, the subject 
was asked to rotate the head from side to side during 10 sec so that the glasses 
reflections crosses the pupils. The same program was used for both experiments. The 
depth of the working space of the subject was set between 70 cm and 90 cm. The 
interpupillary distance was predetermined set between 63 mm and 70 mm. 

Fig. 3(a) shows the sample images indicating the pupil detection results when eyes 
were closed in the conventional and proposed methods. Here, the conventional 
method is a method relying on the image processing by one camera. The conventional  
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Fig. 3. Resultant samples of pupil detection when the subject blinks. In each panel, lower right 
and left segments indicate bright and dark pupil images. Several glasses reflection spots are 
seen diagonally downwards from the pupils. Squares in the difference image (upper left 
segment) show the small windows. Upper right segment shows the magnified images around 
the detected objects and shows that it detects glasses reflection or pupil, or nothing. 

 

Fig. 4. Pupil detection ratios for five subjects when eyes were (a) closed and (b) open 

method misdetected the glasses reflection as the pupil. However, the proposed method 
did not misdetect: no pupil was surely detected. Fig. 3(b) shows the results when eyes 
were open after closed. The conventional method continued the right pupil 
misdetection by the window tracking process. However, the proposed method surely  
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Fig. 5. Pupil detection when subject rotated his head to the right and left 

detected the pupils by the proposed tracking method. Fig. 4(a) and (b) compare the 
detection ratios for the five subjects. When the eyes were closed, high ratio 
misdetection occurred in the conventional method but no misdetection occurred in the 
proposed method. When the eyes were open, there was no misdetection.  

Fig. 4(a) and (b) show the samples of pupil detection when the subject rotates his 
head to the right and left in the conventional and proposed methods. The glasses 
reflection overlay the left pupil at 0.5 sec. After this time, glasses reflection tracking 
started in the conventional method but pupil tracking was kept in the proposed method. 

5 Conclusion 

The present paper proposed the novel pupil detection method to avoid misdetecting 
the glasses reflection in our remote, head-free, pupil-corneal reflection detection-
based gaze detection system. The experimental results showed that the proposed 
method is effective for both pupil searching and tracking. The method would be also 
useful in other gaze detection systems that use stereo-calibrated cameras.  
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Abstract. Simulation based training systems execute our ‘intention to perform’ 
an action in computer space by means of intermediary physical manipulations, 
such as pressing keys or directing a joystick. Transferring actions through these 
traditional input devices place an intermediary between the human operator and 
the simulation that can negatively affect user performance. To eliminate some 
of these bottlenecks, we explore the use of brain-computer interface techniques 
to improve the naturalistic interactivity within a military gaming environment 
using Second Life. We used a P300 speller approach to map action codes of the 
game to user actions (e.g., walk or run) within the environment. We report on 
the results of the study as well as discuss implications for future use of hybrid 
brain-computer interfaces as part of naturalistic interaction schemas for military 
training. 

Keywords: Simulation Based Training, Serious Games, P300, Active BCI, 
Reactive BCI, brain states. 

1 Introduction 

Brain Computer Interfaces (BCIs) afford the possibility of removing the computer 
interface-as-middleman in both gaming and virtual reality contexts [1]. A typical BCI 
system consists of three processing modules: 1) a brain activity-monitoring device 
(EEG or fNIRs) that records brain activity, 2) a signal-processing module that 
identifies specific brain patterns or features related to a person’s intention to initiate 
action, 3) and a translator that converts these brain features into meaningful control 
commands [2]. Electrophysiological sources of control (ESC) are the mental activities 
and their associated EEG measures that become the control mechanism that perform 
actions within a given application. ESC are currently elicited in an active (user 
conscious control without external stimulation), a reactive (external stimuli elicits 
user brain response), or a passive (brain activity associate with a cognitive state drives 
system change) manner. The feature vector represents the ESC and once translated 
into commands becomes the trigger for action in the application. 

For use within military applications, each module of the BCI processing loop needs 
modification. For example, neurosensing devices should be lightweight, portable, 
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ruggedized, and wireless with low battery requirements. Signal processing methods 
should account for motion artifacts and identify more robust brain signatures that are 
not solely motor cortex dependent. Additionally, translating neural commands into 
action within the simulator should be direct and not require traditional interaction 
schemas (e.g., emulating button presses). 

Low cost BCI solutions are making their way to the consumer through the 
gamming community. Products such as the Emotiv EPOC (http://www.emotiv.com) 
and NeuroSky Mindset (http://www.neurosky.com) sell for less than 300 US dollars 
and provide a wireless lightweight BCI solution for gaming platforms.  While 
inexpensive and wireless, these BCI systems limit the user’s capability of creating 
new EEG channel configurations and translation algorithms, which in turn affects the 
generalizability and extensibility of the interface when moving from pre-defined 
gaming interaction schemas to non-linear simulations that models real life [3].  As 
well, researchers estimate that 50% of the end user populations will not be able to use 
such devices without taking into account individual differences [4].   

Pfurtscheller and fellow BCI researchers suggest that a hybrid approach to BCIs 
using two different brain signals  (e.g. EEG and fNIR) or one brain signal in 
combination with other physiological signals (e.g., heart rate or eyegaze) should 
address the issues of generalizability and individual differences [5]. This convergent 
approach of using multiple sensors to detect a user’s intention to act is consistent with 
the adaptive training systems literature where EEG and other psychophysiological 
measures such as heart rate improve cognitive state detection [6]. In an effort to 
explore hybrid BCI solutions for military serious training games, we used a P300 
speller approach to map the gaming action codes to the ESCs within the 3D virtual 
world Second Life. 

2 Materials and Methods 

The 3D virtual world Second Life provided the testing environment for this phase of 
the research. We implemented a P300 speller paradigm using BCI2000 software to 
map Second Life interaction codes for moving an avatar forward and backward while 
walking or running. We acquired brain activity data needed for extracting relevant 
BCI features using a 10 channel EEG with EKG system made by Advanced Brain 
Monitoring (ABM, advancedbrainmonitoring.com) for a sample of 15 participants. In 
addition, we collected eye-tracking data for later data fusion with the BCI P300 data 
stream.  

Participants performed tasks that required movement through the environment and 
interaction with other avatars and objects as related to a military task scenario. Figure 
1 displays one task that required participants to walk to a helicopter, enter the aircraft, 
and then assume the role of pilot. The main advantage of the BCI approach was that 
only a single controller was necessary to switch tasks. For example, the same button 
commands could map from controlling the avatar to controlling the aircraft.  
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Fig. 1. Second Life user testing tasks for the prototype BCI 

3 Results 

All participants were able to navigate the 3D environment once they completed 
training. However, once engaged in an action (e.g., walking), participants had 
difficulty stopping that action to switch to a new action or task. Despite the 
frustration, participants reported that the use of BCI augmented their user engagement 
in the task and felt that the technique would be acceptable to end-users once the 
technique became more reliable. 

4 Discussion 

While the goal of this work was to assess the capability of a P300 approach as a means 
to more naturally interact within a 3D gaming environment. We found that there were 
several barriers to successful implementation. For example, very few open source BCI 
software integrate with all EEG manufacturers. While the ABM EEG integrates with 
BCI2000, there were issues in setup that would preclude a novice who would like to 
explore the potential use of BCI in their applied work. Once the system reliably 
performed, tasking issues emerged that highlight the need for improved action code 
mapping to ESCs for more flexible and fluid interaction within these dynamically 
changing training environments. Regardless of the current issues, participants reported 
that they would use this type of system if it became more reliable. 
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Abstract. An adaptive system for Electroencephalography (EEG) artefact 
rejection and Electrooculogrum (EOG) gaze estimation is proposed. The system 
inputs optical gaze information, and accuracy of the EOG gaze classification 
into an adaptive Independent Component Analysis (ICA) algorithm, for 
improving EEG source separation. Finally two evaluation methods based on 
EOG gaze estimation are suggested to assess the performance of the proposed 
system. The work will be of use to researchers considering using BCI and eye-
tracking paradigms in real life applications. 
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1 Introduction 

In recent years, there has been a significant increase in the development of assistive 
technologies and innovative interfaces based on human modalities eye (gaze), touch, 
speech and brain.  This way, traditional computer inputs are supplemented or 
replaced with others that promise richer and more realistic human computer 
interaction schemes, for both normal people and people with severe disabilities. 

Among the new interaction methods, eye-tracking systems and 
Electroencephalography-based (EEG-based) Brain-Computer Interfaces (BCI) can be 
considered as the final frontiers for Human-Computer Interactions (HCI), which are 
gaining more interests in recent HCI research [1]. This is due to minimum motor 
control requirement of BCI and eye-tracking systems, which makes the interaction 
possible for both normal people and people with limited motor control or severe 
disabilities.  

The brain is the centre of human’s nervous system and exerts control over the other 
organs of the body and controls all of human actions and cognitive states [2]. Humans 
use their eyes to gain information about their environment. As a result, the underlying 
patterns in both the brain activity and eye movement can distinguish between 
activities. For example they can be used to reflect the cognitive states of users [3], 
estimate users’ intentions [4], moving a cursor across the screen [5, 6], monitoring 
visual attention of the drivers [7] and providing an interface for disabled people [8]. 

One of the main sources of biological artefacts (noise) which contaminate EEG 
signals is eye related artefact (Electrooculogrum). EEG artefact identification and 
removal and developing low-cost, consumer grade eye-tracking apparatus for daily 
life applications are still active topics of the researches [9-12]. 
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To reap the potential benefits of the BCIs and eye-tracking systems in daily 
human-computer interactions, the development of a signal processing method for 
removing artefacts from EEG signals, and development of affordable and robust eye-
tracking systems are necessary. Additionally, fusion of brain signals and eye 
movements has the potential to a more robust method for human activity detection 
and human intention and/or attention detection. 

Here, we proposed an adaptive artefact rejection system, which utilises time-
variant optical gaze tracking information to accurately identify Electrooculogrum 
(EOG) signals from EEG. The aim of this work is to build a system which outputs 
artefact free EEG and EOG signals, for BCI and gaze-tracking applications, 
respectively. Moreover it will assess the feasibility of incorporating brain and eye 
movement signals for human activity and attention detection. 

1.1 Independent Component Analysis-ICA 

Independent Component Analysis (ICA) is the most widely used method for 
separating biological artefacts from EEG signals, and cleaning the EEG recordings 
[10]. ICA assumes that the observed EEG signals from electrodes , are linear 
mixture of independent source signals (components) , that build them.  

 =  (1) 

where  is the mixing matrix, and source signals , are assumed to be 
independent, non-Gaussian and stationary. The objective is to estimate a time-
invariant invertible mixing matrix  in order to reconstruct original source signals , from only the observations . 

Before obtaining the independent sources, first the “unmixing” matrix  should 
be obtained, so that: 

  (2) 

where, . After obtaining the independent sources, those sources which are 
attributed to artefact can be identified; therefore EEG signals can be reconstructed 
without the identified artefact components. 

2 Method 

2.1 Proposed System 

EEG recordings are a mixture of cognitive signals originating from cerebral sources, 
and artefact signals originating from non-cerebral sources (e.g. EOG artefacts).  To 
recover cognitive signals, the measured voltages  at time  have to be filtered, to 
remove artefacts which are originated from non-cerebral sources. The prevalent 
environmental artefact is power line noise (50 Hz Mains hum); and prevalent 
biological artefacts are EOG and EMG, which have higher amplitude than EEG 
signals. The primary objective of this work is to propose an adaptive ICA method, for 
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From equation (1) we have:  

 
hence,  

  (3) 

where,   is matrix of the sources which are labeled as cerebral activities, 
and   is cleaned EEG. 

5. After identifying sources related to different types of eye-movements, time and 
duration of the occurrence of the movements are labeled using optical information. 
Then temporal features are extracted from the labeled EOG data, and the extracted 
features are used to train a classifier for gaze detection.  

6. Detected movements are validated, and the accuracy of the detections is evaluated, 
using optical gaze information. 

7. An additional step is to feedback the obtained accuracy of EOG gaze detection to 
the step (2); and use a raw vector optimisation strategy to estimate such mixing 
matrix that maximises the accuracy of the gaze detection. 

Note that in the proposed system, before using optical gaze information; they have to 
be transformed (modeled) into synthetic EOG data. 

2.2 Evaluation  

To validate the proposed artefact detection/rejection and gaze estimation approach, it 
is also demanded to undertake an existing evaluation method or propose an evaluation 
approach. Generally, there can be two types of evaluation methods; cerebral-based 
and ocular-based. In the cerebral-based method, the performance of the proposed 
system can be evaluated using the changes in the accuracy of EEG signal 
classification during a real BCI paradigm, or changes of the signal to noise ratio on 
the simulated data. In the ocular-based evaluation method, the performance of the 
system can be measured using the accuracy of the gaze estimation on the real data or 
measuring the signal to noise ratio on the simulated data. Due to lack of information 
about the actual sources of the brain signals, and since, there is available optical gaze 
information which can be transformed to synthetic EOG data; it is more desired to use 
the ocular-based method of evaluation. Consequently in the evaluation method the 
optical information can be considered as the gold standard, and its synthetic EOG 
information can be used for measuring the performance of the proposed system.  
Following are two methods that can be employed for evaluating the proposed artefact 
rejection and gaze detection system. 

Method1 (Figure 1.B): Taking the accuracy of EOG gaze classification (which has 
been measured using optical gaze information) as the performance measure; higher 
accuracy of EOG signal classification represents higher performance.  

Method2 (Figure 1.A): Comparing the Mutual Information (MI) between the 
synthetic EOG data obtained from optical eyetracker, and EOG data obtained from 
ICA algorithm. In this method, higher mutual information between optical data and 
EOG data shows better performance of the system (see Figure 1.A). 
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3 Conclusion 

In this paper, we provided an adaptive EEG artefact rejection and EOG gaze 
estimation system. The system is based on an adaptive ICA algorithm which uses 
information coming from an optical gaze tracker for better estimation of EOG sources 
(eye-related artefacts). The proposed system is not yet applied on real or simulated 
data. A further study could assess the performance of the proposed system through a 
real life BCI paradigm. 
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Abstract. We propose a method for the estimation of point of gaze with neither 
user- nor environment-dependent parameters. The gaze direction is calculated 
from the centers of both the pupil and the eye rotation. The center of the eye 
rotation is determined using the centers of both the pupil and the iris and the 
edge of the iris when at least four calibration targets, for which only the 
distances between them are known, are fixated on the screen. The mean 
horizontal and vertical errors for seven subjects were 0.91 deg and 0.77 deg, 
respectively. Next, a point-and-click interface, in which a user can move a 
cursor by a gaze shift and click a computer mouse by a voluntary eye blink or 
short fixation, was developed. On average, it took 1.2, 0.9, and 0.8 sec to point 
and click for each target with eye blink, short fixation, and normal hand 
manipulation, respectively.  

Keywords: Eye-gaze estimation, Pupil, Iris, Center of eye rotation. 

1 Introduction 

An eye tracking technique using a single camera could be a key for an eye-gaze input 
interface of a wearable head-mounted computer. However, previous methods with a 
single camera require user parameters that depend on the shape of the eyeball and/or 
environmental parameters such as distances between the eye and the camera or the 
screen to calculate gaze direction from the pupil and corneal reflections of near-
infrared lights in the eye image [1, 2]. The cumbersome calibration procedures that 
determine these parameters would reduce the convenience of using a wearable 
computer with an eye-gaze input interface. 

In this paper, we propose a method for the estimation of point of gaze with neither 
user- nor environment-dependent parameters and introduce a point-and-click interface 
as an example of an implementation of the proposed technique. Just looking at a few 
calibration targets makes it possible to calculate gaze direction and point of gaze on 
the screen. Pupil and iris detection are described in Section 2. The parameter-free eye 
tracking technique and estimation of point of gaze are described in Section 3. The 
accuracy of the estimated point of gaze is shown in Section 4. The point-and-click 
interface is described in Section 5. Finally, the conclusion is given in Section 6. 
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2 Pupil and Iris Detection 

Fig. 1 shows eye images under near-infrared light after the detection of the pupil and 
iris. First, the pupil area is extracted from the segmented images. Next, the center of 
the pupil is computed from an ellipse fitted to the edge of the pupil after removal of 
outliers. An algorithm based on the Taubin method [3, 4] is employed to fit the 
ellipse. The ellipse parameter u is obtained by solving a generalized eigenvalue 
problem, shown in equation 3. 

 0 (1) 

            (2) 

  (3) 

where V is a 6×6 matrix obtained from the data of the pupil    and W is a 6×6 
weighting matrix. The edge of the iris is detected using a differential filter. An ellipse 
is fitted to the edge to obtain the center of the iris and feature points that are two 
intersection points of the fitting ellipse and the horizontal axis of the ellipse.  

 

Fig. 1. Ellipses fitted to the pupil and iris 

 

Fig. 2. Schematic view of the eye, a camera, and point of gaze on the screen 
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3 Parameter-Free Eye Tracking Technique 

Fig. 2 shows the camera coordinate system when a user fixates on a point on a screen. 
The center of the eye rotation and position of the screen are determined based on N-
point calibration when at least four targets are sequentially fixated. The eyeball is 
assumed to be a sphere and to rotate around a fixed point relative to the camera. 

3.1 Estimation of Visual Angles Using Feature Points of the Iris 

When a user fixates on the calibration target, the normalized position of a feature 
point on the edge of the iris （i = 1, …, N， j = 1,2）divided by the distance 
between the centers of both the iris and the iris-based eye rotation can be expressed as 
the following equation with unknown parameters  and an image of the feature 
point : 

 ·  (4) 

Next, the feature point  is located on the surface of a sphere with a radius of one 
from the center of the eye rotation . 

 |  | 1 (5) 

The distance between the feature points on the iris is expressed as: 

 |  |  (6) 

In equations 4, 5, and 6, there are 2N+4 unknown parameters and 3N equations. If the 
number of calibration targets N ≥ 4, then we can estimate the position of feature point 

 and the center of the eye rotation . The iris-based direction vector  between 
the centers of both the iris  and the eye rotation   is given by: 

  (7) 

The visual angles between calibration targets can be obtained from the above vectors. 

3.2 Eye-gaze Estimation Using the Center of the Pupil 

The position of the center of the pupil normalized by the distance between the centers 
of the pupil and the pupil-based eye rotation can be expressed by: 

 ·  (8) 

The moving distance of the center of the pupil when the point of gaze moves from 
one to another is given by the following equation using the visual angle θ. 

 2sin  (9) 

where  1, … , 1, 2, … ,  (i＜j), 1, … , C  
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The position of  is determined by solving the above equations for . The center 
of the pupil-based eye rotation  can be obtained from the following equations. 

 |  | 1 (10) 

The center of the pupil in any gaze direction can be obtained from the above equation 
using . The eye-gaze vector is determined by the following equation: 

  (11) 

The parameters of a screen plane can be estimated using the eye-gaze vector and the 
distances between the calibration targets by the least squares method. Finally, the 
point of gaze on the screen is determined as an intersection point of the line through 
the eye-gaze vector and the screen plane. 

4 Accuracy of Estimated Point of Gaze 

An experiment was performed to evaluate the accuracy of the proposed method. The 
subject, with the head fixed by a chin rest and a bit bar, was instructed to fixate on a 
target on the screen 580 mm away from the right eye. The target sequentially 
appeared for three seconds on one of 21 grid points shown in Fig. 3. Five calibration 
targets, located at (0mm, 0mm), (0mm, ±150mm), and (±200mm, 0mm), were used to 
estimate parameters. Images of the eye were captured in 320×240 size at 30 frames 
per second by a CCD camera. Fig. 3 shows the accuracy of the estimated point of 
gaze. The mean horizontal and vertical errors for seven subjects were 0.91 deg and 
0.77 deg, respectively.  

 

Fig. 3. Accuracy of the estimated point of gaze on the screen 580mm away from the eye 
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5 Application 

A point-and-click interface was developed as an example of an implementation of the 
proposed method. A user can move a cursor presented on a point of gaze on the 
screen and click a computer mouse by a voluntary eye blink or short fixation. 
Duration of eye blink was computed using the derivative of the horizontal to the 
vertical ratio of the pupil. An eye blink longer than 0.33 sec (10 frames) was detected 
as a voluntary eye blink for a mouse click. Short fixation was detected using the 
variance in the position of the center of the pupil in a time window of 0.5 sec (15 
frames). A usability test was conducted for a subject familiar with the system in the 
same environmental condition as in Section 4. The subject was instructed to point and 
click a 50×50mm-sized target, which was selected from among 15 grid points in the 
horizontal range of ±200mm, appeared in a pseudo-random order immediately after 
five-point calibration for approximately 5 sec. Another target appeared after the click 
within the current target area. Each trial consisted of 45 targets. On average, for five 
trials, it took 1.2, 0.9, and 0.8 sec to point and click per target with eye blink, short 
fixation, and normal hand manipulation, respectively.  

6 Conclusion 

In this paper, we proposed a method for the estimation of point of gaze with neither 
user- nor environment-dependent parameters using a single camera. A point-and-click 
interface that implemented the proposed technique made it possible to utilize an eye-
gaze input with less calibration effort. This method would be more useful for a mobile 
computer with a wearable display and an eye camera. 
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Abstract. In this study, a developed automatic sleep stage classification system 
with a portable EEG recording device, (Mindo-4s) is implemented by JAVA-
based sleep graphical user interface (GUI) in android platform. First, the 
parameters of the developed sleep stage classification system, including 
extracting effective sleep features and a hierarchical classification structure 
consisting of preliminary wake detection rule, adaptive adjustment scheme, and 
support vector machine, were trained by our existing sleep database, which 
collected using polysomnogram (PSG), in MATLAB program. Finally, this 
classification system would be reedited by JAVA language, and the 
corresponding JAVA-based sleep GUI software was working in android 
platform and Mindo-4s. The connection between JAVA-based sleep GUI 
software and the portable Mindo-4s was through Bluetooth communication. 
The performance of this JAVA-based sleep GUI can reach 72.43% average 
accuracy comparing to the result from manual scoring. This JAVA-based sleep 
GUI can on-line display, record and analyze the forehead EEG signals 
simultaneously. After sleep, the user can received a complete sleep report, 
including sleep efficiency, sleep stage distribution, from JAVA-based sleep 
GUI. Thus, this system can provide a preliminary result in sleep quality 
estimation, and help the sleep doctor to decide someone needs to have a 
complete PSG testing in hospital. Using this system is more convenient for 
long–term and home-based daily caring than traditional PSG measurement. 

Keywords: Sleep stage classification, Polysomnogram, JAVA-based sleep 
graphical user interface. 

1 Introduction 

Having a good sleep was proved that related with our physiological and psychological 
healthy [1]. Long time monitoring the sleep quality is a hard and difficult task in our 
                                                           
* Corresponding author. 



614 C.-S. Huang et al. 

daily life, and many choices can be used, such as sleep questionnaires, 
polysomnography (PSG) measurement. In the real environment, adopting sleep 
questionnaire were a general choice to monitor the sleep quality usually.  However, 
adopting sleep questionnaire is not possible to measure the sleep quality and 
physiological state directly and objectively. The most effective way to measure the 
physiological state is to make a clinical and complete PSG in sleep laboratory of 
hospital. PSG is a system measures including electroencephalography (EEG), 
electrocardiography (ECG), electromyography (EMG), electrooculography (EOG) 
and oxygen saturation (SpO2) et al, and the sleep technologist would assistant to 
score these physiological signals to a sleep stage by the manual of American 
Academy of Sleep Medicine (AASM) [2]. The distribution of sleep stage and the 
physiological state will be estimated by visual scoring from the sleep technologist. In 
the AASM scoring manual, five sleep stages, 1) Wake stage, 2) Rapid eye movement 
stage (REM) , 3) Non-REM stage 1 (N1) , 4) Non-REM stage 2 (N2) , 5) Non-REM 
stage 3 (N3), are recommended for the stages of sleep. Although using PSG to 
measure the sleep quality is the most direct and objective way, the process for a 
diagnostic sleep test by PSG is complication and time-consuming, in the other points 
of view, the PSG system is also not possible to use in the daily life for long time 
monitoring. 

In order to overcome the hair problems in EEG measurement, the study of 
automatic sleep classification was developed to classify the sleep stages by only 
forehead EEG channels, such as FP1 and FP2 [3]. In this study, we adopted the 
developed sleep classification system [3] to develop a JAVA-based sleep GUI 
software. In addition, we use a portable EEG recording device (Mindo-4s) with foam 
sensors to record the FP1 and FP2 EEG signals for overcoming the conductive 
adhesive of EEG [4, 5]. For evaluating the performance of the JAVA-based sleep GUI 
software with Mindo-4s, we took the sleep experiment with recording the full 
montage PSG data and the Mindo-4s data simultaneously. All PSG data would be 
manual scoring with manual rules of AASM by an experienced sleep clinician to 
obtain the ground truth of the sleep distribution in the sleep experiment.   

2 Materials and Methods 

2.1 Subjects 

Five healthy voluntary subjects participate in the sleep experiment to evaluate the 
performance of JAVA-based GUI software with the Mindo-4s. All subjects were 
required to complete the experiment in the night (10:00 pm- 08:00 am). Experiment 
protocol was approved by the Institutional Review Broad of Taipei Veterans General 
Hospital, Taiwan. Subjects were informed of the experimental procedure and written 
consent was obtained from each subject prior to the experiment. 

2.2 Data Acquisition  

The PSG signals were measured and recorded with a sampling rate of 128 Hz using 
Sandman Elite (PSG, Nellcor Puritan Bennett), and the additional forehead EEG (FP1 
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2.4 JAVA-Based Sleep 
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recording. In the classification performance of this GUI aspect, the sensitivity of 
REM stage is only 46.30%. Classifying the REM stage very well is difficult if we just apply 
only FP1 and FP2 EEG channel without EOG and EMG, so it still has a great improvement 
in classifying the REM stage by only forehead EEG. This JAVA-based sleep GUI can 
reach 72.43% average accuracy, and it's enough to provide a preliminary result for 
long-term monitoring and estimating the sleep quality at the home. 
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Abstract. Regular physical activity is associated with enhance health and 
reduced risk of all-cause mortality. But, most people who repeat the exercise 
easily feel the boredom and tend to give up. And, there are real risks of injuries 
or side effects of exercise. We introduce a video game for exercise motivation 
and aerobics with providing a modified fitness bike as a special controller. This 
paper aims to make exercise games personalized for safe and effective exercise 
by introducing intelligent workload control. Intelligent workload control is 
implemented to customize exercise time and intensity based on exercise 
prescription. Exercise game will be personalized according to individual 
physical abilities. And, experimental results will be presented to illustrate the 
effect of our personalized exercise game.  

Keywords: exercise game, workload control, racing track, feedback, 
smartphone, intensity. 

1 Introduction 

It is increasingly desirable to have good health. And, regular exercise is the most 
effective way to improve fitness. But, most people who repeat the exercise easily feel 
the boredom and tend to give up. And, there are real risks of injuries or side effects of 
exercise. We introduce a video game for exercise motivation and aerobics with 
providing a modified fitness bike as a special controller. This paper aims to make 
exercise games personalized for safe and effective exercise by introducing racing 
track based on exercise prescription. And, exercise game will be personalized in order 
to customize exercise time and intensity according to individual heart rate.  

This game is intended to support aerobic exercise to improve heart and lung 
function has a strong organization, has the effect of the blood vessels. And we believe 
that it is important to ensure exercise safety and effectiveness. So, we apply exercise 
prescription to game mechanics. Then, game can adjust exercise intensity and time for 
a player based on their heart rate. 

2 Intelligent Exercise Game 

This game system is consisted of a modified exercise bike and wireless heart rate 
monitor. Our exercise bike has rotation sensors connected to the handlebar and 
pedals. This enables to exercise and play video game at the same time with pedaling 
and steering. And, the level of resistance in the pedal can be controlled by PC. And, 
wireless heart monitor is used to estimate calorie expenditure and exercise stress. 
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Fig. 1. System overview 

2.1 Virtual Racing Track  

In this game, virtual racing track is closely related to the intensity and time of 
aerobic exercise. The exercise intensity increase in proposition to the resistance of 
the bike pedals. And the level of resistance in the pedal is controlled by means of 
slope of the track in the game. The higher slope of virtual world is, the more the 
pedal resistance increase. At this moment, player can experience virtually uphill and 
downhill while watching the game screen. And, the total exercise time  is depends 
on the overall length of virtual track and the speed of virtual  avatar. This means 
that aerobic exercise program can be designed by the virtual racing track in the 
game. 

First, the length of virtual track  is designed to guarantee  at least of  the 20  
minutes exercise per session with considering the maximum speed of virtual 
avatar. Second, there is a zone named A for warm-up at the beginning of the track. 
For cool-down, there is a zone named B at the ending of the track. These zones are 
designed to take about 3 minutes and the  slope  of zone A and B is designed at 
an easier pace to let player’s  legs warm up and cool down. Third, there are two 
different zones named B1 and B2 for main exercise. Each zone takes about 7 
minutes equally.  But, the slope of B1 is relatively higher than B2. This means 
that the exercise intensity of B1 is harder than B2. In the game, we will control the 
path of main exercise depending on the player’s physical status. After all, player 
will race B1-B1, B2-B2, B1-B2, or B2-B1 in order to perform 14 minutes of main 
exercise. 
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Abstract. This paper describes the fundamental study for the research and 
development of SSVEP-BCI. Experiments were carried out with flash and 
pattern reversal stimulation. A stimulus size of 4.6x4.6cm/40x40cm, time-
frequency characteristics from 5 to 20Hz, and three types of stimulus patterns 
were investigated. As the result, the condition where SSVEP strongly appeared 
was the flash stimulation of a 4.6x4.6cm square. Moreover, the frequency band 
was 7 to 17Hz. SSVEP-BCI which transmits at least five intentions may be able 
to be developed from this experiment. 

Keywords: Electroencephalogram (EEG), Brain-Computer Interface (BCI), 
Steady-State Visual Evoked Potential (SSVEP). 

1 Introduction 

Attempts to create intuitive input interfaces have been made in many fields in recent 
years by utilizing interaction between biological signals and computers. One interface 
utilizing brainwaves is known as a Brain-Computer Interface (BCI).This study aims to 
develop a communication tool with less mental burdens from attention concentration on 
the assumption that BCI is utilized by physically handicapped people represented by 
those with ALS (amyotrophic lateral sclerosis). It is believed that the body of a person 
with ALS continues to have normal central nerves in the process of weakening of motor 
neurons in peripheral nerves. For this reason, brainwaves can be utilized for a long time 
even during the progress of symptoms; therefore are used to measure various 
characteristics for utilization of steady-state visual evoked potential (SSVEP) as one 
component of brainwaves. We have researched and developed BCI with P300 event-
related potential [1], which had a problem of mental burdens imposed on users due to 
attention concentration. On the other hand, the SSVEP is neural response that induces 
brainwaves near the vision field only by casting a glance at the flickering light source. 
We noted it, therefore, expecting the possibility to reduce mental burdens in comparison 
with P300. With SSVEP, Fast Fourier Transform (FFT) is applied to brainwaves, based 
on which frequency at the time of gaze is determined from the power spectrum 
analyzed. If a spectrum corresponding to the flickering cycle presented is obtained from 
the brainwaves measured, it is possible to design a BCI that can transmit multiple 
intentions. If we know the method of stimulation that gives less visual fatigue and can 
observe and determine multiple spectra, it will be useful to design a BCI with SSVEP; 
therefore we researched the size, type, presentation time, and frequency band of stimuli. 
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2 Measurement of Various Characteristics 

Five items were established to investigate the size, type, presentation time, and 
frequency band of stimuli as follows, to conduct experiments and spectrum analyses. 
For size of stimuli, two types of stimulus display (large and small) are prepared. For 
Frequency of stimuli, seven types are prepared within the range of 5-20Hz in 
reference to previous studies [2] and [3]. In regards to Type of stimuli, two types 
including pattern reversal stimulation (pattern reversal: reverse stimulation) and flash 
stimulation (flash: flickering stimulation) are prepared in reference to previous studies 
[2] and [3]. FFT is applied to each power spectrum 5, 10, 15 and 20 seconds after 
commencement of stimulus presentation, respectively. For Subjective assessment of 
stimuli, a four-stage questionnaire survey on subjective assessment is conducted in 
regards to stimulus displays. Stimuli to be presented are prepared with the evoked 
response testing device (Neuropack8: MEB-4204 manufactured by Nihon Koden 
Corporation) and displayed on a 20” CRT display with the size of 40cm x 30cm 
(SONY, PUM-20420). The stimulus size indicated on this overall display is set as a 
“large size” (Figure 1).  

 

   

                (a) CHECK      (b) H-BAR      (c) V-BAR 

Fig. 1. Stimulus display - large size (40cm×30cm) 

   
               (a) CHECK      (b) H-BAR       (c) V-BAR 

Fig. 2. Stimulus display - small size (4.6cm×4.6cm) 

The stimulus display with a 4.6cm square indicated with 2x2 black and white 
checked squares is set as a “small size” (Figure 2). There are seven types of stimulus 
frequency presented in the actual experiment: 5, 7, 9, 13, 15, 17 and 20Hz. For the 
stimulus type, three types of images with pattern reversal where black and white flip 
(CHECK, H-BAR, V-BAR) and one type of image where the image itself flickers 
(CHECK) are used. 
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3 Experiment 

Subjects are asked to sit 75cm away from a display placed on an 81cm high desk. The 
viewing angle is 15 degrees in the case of a large-size stimulus display and 1.7 
degrees in the case of a small-size display. Brainwaves are measured with the 
unipolar derivation method and electrodes are placed at positions A1, A2, O1 and O2 
and attached to the electrode box (JE-311B manufactured by Nihon Koden 
Corporation), beyond which the bio-amplifier (Neurotop: MME-3132 manufactured 
by Nihon Koden Corporation) is connected. The low-pass filter of the bio-amplifier is 
set at 30Hz, the high-pass filter at 1.6Hz, and sensitivity at 15μ / . Furthermore, 
amplified output from the bio-amplifier is incorporated into a personal computer 
(Lenovo; ThinkPad X61 7673-A98) using the measurement system, through the BNC 
terminal box. This experiment has been approved by the Research Ethical Review 
(H22-2) of Kogakuin University.  

SSVEP’s power spectra for the subject A are indicated in Figure 3. (a) and (b) 
show the results when pattern reversal and flash were presented, respectively. The 
small-size CHECK is used for both stimulus displays. ▼ marks are used at  
the locations of spectrum with the same frequency as the stimulus presented. Since 
the spectrum for flash tends to be larger in comparison with pattern reversal, the 
values on the vertical axis are different.The condition where the power spectrum can 
be clearly observed includes (a) 9Hz and (b) 15Hz in Figure 4. The condition where 
the power spectrum cannot be observed includes the case when the size is 1.0µV /Hz 
or less such as Figure 4(a) 17Hz or the case when a spectrum equivalent to or higher  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5Hz 7Hz 9Hz 13Hz

15Hz 17Hz 20Hz

5Hz 7Hz 9Hz 13Hz

15Hz 17Hz 20Hz

(a) Pattern Reversal 

(b) FLASH 

Fig. 3. Spectra of SSVEP (Subject A)
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than the frequency near ▼ appears like Figure 3(b) 20Hz. The power spectrum up to 
5-13Hz can be confirmed in the case of pattern reversal in Figure 3. The power 
spectrum up to 7-17Hz can be confirmed in the case of flash. This is the result of 
subject A, while the power spectra were obtained for other subjects in the same way. 

4 Discussion 

It is considered from the results that the SSVEP’s power spectrum appears the most 
often with the method of using small stimulus size with a 4.6cm square and the 
stimulus type of flash and presenting the stimulus display for 20 seconds at the 
frequency band of 7-17Hz. Discussion is as follows. Presentation of a smaller 
stimulus size can be considered; however since the power spectrum was known to be 
smaller in proportion to the size, determination might become difficult. By using the 
stimulus style of flash, the frequency band up to 7-17Hz becomes available. In other 
words, transmission of at least five-choice intentions is possible when multiple stimuli 
are used with SSVEP-type BCI. This is more useful than pattern reversal that can only 
determine up to 5-13Hz. However, 4/6 answers related to “felt slightly difficult to 
see/felt sick” in the case of small size of flash in the results of questionnaire in Table 
1. Thus, utilization for long hours or continuous presentation might cause burdens on 
users. It was found from Figure 6 that SSVEP’s power spectrum increases in 
proportion to the presentation time. Based on the results of all subjects, the 
determination rate increases when the spectrum exceeds 2.0µV /Hz  in general; 
therefore it is considered to be desirable to present the stimulus display for 20 
seconds. 

5 Summary 

The effective size, type, presentation time, and frequency band of stimuli were 
investigated in this paper to design BCI with SSVEP. As a result, it was found to be 
effective to conduct experiments by setting the stimulus size with a 4.6cm square, 
using the type of flash stimulation, using the frequency band of 7-17Hz and 
presenting the stimulus display for 20 seconds when multiple stimuli are used to 
transmit multiple intentions. A program will be prepared to detect multiple intentions 
with measurement and analysis of SSVEP online in accordance with this fundamental 
study. Study for practical application is also planned by investigating the rate of 
correct answers with determination by a program as well as burdens, etc. on users. 
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Abstract. Since each ICA algorithm employs a different approach for source 
estimation, the result of the estimated sources could be changed. The proposed 
evaluation method applies three different ICA algorithms on EEG datasets 
including FastICA, Infomax and Extended-Infomax algorithms. The analysis 
demonstrates that different ICA algorithms do not have a significant effect on 
the accuracy of the Support Vector Machine (SVM) classifier in detecting right 
and left hand imagery movements. 

Keywords: Independent Component Analysis, EEG, Artefact rejection. 

1 Introduction 

Electroencephalography (EEG) is a measure of the brain’s electrical activity that can 
be recorded by placing electrodes on the scalp [1]. It can explore brain function, 
which is useful for cognitive processing in clinical applications. The EEG brain 
signals are linearly mixed with non-brain signals due to volume conduction [2]. In 
order to study brain function, it is desired to remove non-brain signals from the EEG 
data such as eye movement artefacts. 

Among EEG artefact rejection methods, Independent Component Analysis (ICA) 
is the most commonly used method for EEG source separation and artefact rejection. 
ICA is a statistical method that is able to separate the brain and non-brain signals from 
the observed EEG data [3]. It belongs to Blind Source Separation (BSS) methods and 
can estimate underlying sources of EEG data, which are temporally independent. 
Several ICA algorithms exist to decompose EEG data into independent components 
such as FastICA, Infomax and Extended-Infomax. The approach of each ICA 
algorithm is different in estimating independent components; hence the results of 
decompositions and artifacts by each ICA algorithm may be different. FastICA is 
based on a fixed-point iteration scheme that attempts to maximize non-Gaussian 
properties of the recovered components’ distributions. Negentropy is employed to 
measure the non-Gaussianity and independence of components. Infomax and 
Extended-Infomax are natural gradient-based algorithms that minimise the mutual 
information of the component probability distributions. The difference between  
Info-max and Extended-Infomax is the type of the component distribution that can  
be estimated by each of them. Infomax is able to separate source signal with  
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super-Gaussian distribution (positive kurtosis), while Extended-Infomax can separate 
sources with both sub-Gaussian (negative kurtosis) and super-Gaussian distributions. 

In the scope of this research, the performance of three common ICA algorithms, 
FastICA [4], Infomax [5], and Extended-Infomax [6], in terms of increasing the 
accuracy of the Support Vector machine (SVM) classifier [7] for motor imagery task 
detection will be analysed. 

2 Method 

2.1 EEG Data 

The raw EEG dataset has been provided by 2008 BCI competition IV, Data set II [8]. 
The data was recorded from 9 subjects while executing four motor imagery tasks: left 
and right hand imagined movements. The EEG signals were sampled at 250 Hz and 
filtered by a 0.5-100 Hz band-pass filter with and a 50 Hz notch filter. C3, Cz and C4 
are three EEG electrodes that are used to record the data according to the 10-20 
international electrodes position [9]. At the beginning of the trials, subjects were 
shown a fixation cross on the computer screen. Subsequently, different of eye 
movements of blinking, rolling, up-down or left-right movements were instructed to 
the subjects. Subjects have to imagine the corresponding hand movements over a 
period of 4 seconds. A short break was considered between each trial. 

2.2 Data Analysis 

Three selected ICA algorithms including FastICA, Infomax and Extended-Infomax 
have been applied to the data to separate EEG brain and non-brain sources from the 
EEG mixture. The patterns of EEG signal artefacts associated to the different eye 
movements including blinks, vertical and horizontal eye movements have been 
obtained by ICA decompositions and removed from the recordings. 

The EEG data channels have been split into epochs of 1 second with 90% overlap. 
Fast Fourier Transform (FFT) is used to extract features of delta, theta, alpha and beta 
frequency bands of 1-4 Hz, 4-8 Hz, 8-13 Hz and 13-20 Hz, respectively. Then, other 
features including Root Mean Square (RMS) amplitude, kurtosis, skewness, average 
power, minimum amplitude, variance and peak to peak values of the signal are 
extracted. Also, Principal Component Analysis (PCA) [10] has been used to reduce 
the dimension of the feature vector for avoiding the effect of noise and outliers in to 
the classifier. 

2.3 Classifier 

SVM classifier is applied to distinguish the left and right hand imagery movements. 
The SVM classifier is trained on a sub-space of the data using a set of extracted 
features. In order to evaluate the performance of the trained SVM classifier, a 10-fold 
cross validation method is employed. 
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3 Results and Discussion 

The effect of the FastICA, Infomax and Extended-Infomax algorithms on the 
accuracy of SVM classifier for motor imagery task detection is shown in Figure 1. On 
one hand, the accuracy of the SVM classifier is different for each individual EEG 
data. The between subject difference can be due to the distinctness of subjects from 
whom EEG data was collected and different conditions of each individual.  On the 
other hand, the variability of the SVM classifier’s accuracy is small across ICA 
algorithms for each individual EEG data. 
 

 

Fig. 1. The performance of SVM classifier method using three different ICA algorithms of 
FastICA, Infomax and Extended-Infoamx 

The Analysis of Variance (ANOVA) test at 5% significance level represents no 
significant different between ICA algorithms’ effect on the accuracy of SVM 
classifier performance. Although the selected ICA algorithms employ different 
approaches of source estimation, they are able to estimate and separate eye related 
components from EEG data. The eye movement components can be detected and 
separated as single individual sources and removed from the EEG mixture. The 
difference between ICA algorithms implementations does not affect the performance 
of SVM classifier to classify right and left imagery movements. 

4 Conclusion 

In this study, the accuracy of the SVM classifier to distinguish the left and right hand 
imagery movements are assessed. The imagery movements are distinguished by SVM 
with no significant difference in the accuracy of the classifier regardless of using 
different ICA algorithms in the EEG data pre-processing. Different ICA algorithms 
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are applied to pre-process the EEG data and eye movement artifact rejection has no 
significant effect on the performance on SVM classifier. They all can detect and 
separate bran non-brain sources from EEG mixture and clean the data to be given to 
the classifier method. Further studies can be done on the comparison of the effect of 
ICA algorithms and other artifact rejection methods on classification method’s 
accuracy. 
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Abstract. This paper presents the design of an algorithm based on Ant
Colony Optimization paradigm to solve the Software Project Scheduling
Problem. This problem consists in deciding who does what during the
software project development, finding an optimal schedule for a project
so that the precedence and resource constraints are satisfied and the final
project cost and its duration are minimized. We present the design of an
general ant algorithm to solve it.

Keywords: Software Engineering, Software Project Scheduling Prob-
lem, Project Management, Ant Colony Optimization.

1 Introduction

We present the design of an algorithm based on Ant Colony Optimization (ACO)
paradigm to solve the Software Project Scheduling Problem (SPSP). The SPSP
is related to the Resource-Constrained Project Scheduling (RCPS), an existing
problem very popular in the literature. It is a problem of finding an optimal
schedule for a project so that the precedence and resource constraints are satis-
fied and the final project cost consisting of personal salaries and project duration
is minimized. The RCPS is known to be a NP-hard optimization problem. That
means that is not possible to find an efficient algorithm to optimally solve large-
size instances in reasonable computational time. Most of the methods used for
solving the problem belong to the class of priority-rule-based-methods or to the
class of metaheuristic. The first kind of methods starts with none of the jobs
being scheduled. Subsequently, a single schedule is constructed by selecting a
subset of jobs in each step and assigning starting times to these jobs until all
jobs have been considered. By other side, metaheuristics improve an initial solu-
tion executing operations which transform one or several solutions into others.
ACO has demonstrated to solve several NP-hard combinatorial problems effec-
tively [5]. We believe that the constructive nature of ACO is effective attacking
this problem.

C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 635–639, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



636 B. Crawford et al.

Table 1. SPSP Model

Item Description

S = {s1, ..., ssk} set of skills associated with software projects

T = {t1, ..., tT } set of tasks necessary for the project

G(V,A) precedence graph defined in the project’s Gantt

V = {t1, t2, ..., tT } is a vertex set consisted of all tasks

A = {(ti, tj), ..., (tn, tT )} is an arc set, the task ti must be done before tj
tskillsj is a set of skills for the task j. It is a subset of S

tefforsj is a effort person-months to complete the task tj
EM = {e1, ..., eE} is a set of employees

eskillsi is the set of skills of ei. It is a subset of S

emaxded
i is the maximum degree of dedication of ei, ei ∈ (0, 1)

esalaryi is the monthly salary of ei

2 The Software Project Scheduling Problem

SPSP is one of the most common problems in managing software engineering
projects [12]. It consists in deciding who does what during the software project
lifetime. SPSP should consider salaries and employee skills which must be as-
signed to project tasks according to the requirements of these tasks [14,2]. We
describe the model in Table 1:

The SPSP solution can be represented as a matrix M = [E × T ] and mij ∈
[0, 1] which represents the degree of dedication of employee ei to task tj . If
mij = 0 the employee ei is not assigned to task tj , if mij = 1 the employee ei
work all day in task tj . We define some constraints to be feasible solutions from
the matrix M , first, all tasks are assigned at least one employee:

E∑
i=1

mij > 0 ∀j ∈ {1, ..., T } (1)

Second, the employees assigned have all the necessary skills to carry out the task.
for this all mij > 0, tskillsj is a subset of the union eskillsi∈{1,...,E} for ∀j ∈ {1, ..., T }.
It follows that the skills needed for the task tj are a subset of the union of the
skills the employees assigned to the task. To evaluate the quality of the solutions
should be evaluated the feasibility of the solution, the whole project cost and
duration of the project. We calculate the duration tdurj , j ∈ {1, ..., T } for each
task according to the solution matrix as the following formula:

tdurj =
teffortj∑E
i=1 mij

(2)

Now we can calculate the start time tstartj and the end time tendj for task j. We
must consider tasks without precedence, in this case the start time tstartj = 0,

and the end time is tendj = tstartj + tdurj . To calculate the start time of tasks
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with precedence, must be calculated first the end time for all previous tasks. In
this case tstartj is defined as tstartj = max{tendi |(ti, tj) ∈ A} else 0. For the total
duration of a project pdur just need the end time of task that ends later. We
can calculate as pdur = max{tendj |∀k 	= j(tj , tk) /∈ A}. For the total cost of the
software project we need to calculate the cost of each task and then the total
cost is the sum of costs according to the following formulas:

tcostj =
E∑
i=1

esalaryi mijt
dur
j (3) pcost =

T∑
j=1

tcostj (4)

The target is minimize the project duration pdur and the total cost pcost of
project. Therefore a fitness function is used, where wcost and wdur are values
weighting the relative importance of the total cost and duration of the whole
project. Then, the fitness fuction to minimize is given by:

f(x) = (wcostpcost + wdurpdur) (5)

3 ACO for Schedule Software Project

Ant Colony Optimization (ACO) is a Swarm Intelligence technique which in-
spired from the foraging behavior of real ant colonies. The artificial ants seek the
solutions according to a constructive procedure as described in [9,6]. This ACO
exploits an optimization mechanism for solving discrete optimization problems in
various engineering domain [7,11]. To adapt SPSP to ACO using a Hyper-Cube
Framework (ACO-HC) [10] must establish an appropriate construction graph
and define the use of pheromone and heuristic information associated with the
specified problem [4,1].

The construction graph structure and pheromone matrix, with the respective
ACO-HC algorithm is presented in the following subsections. This algorithm
makes the association of employees to tasks according to the needs of the tasks,
evaluating the quality of the solution [13].

3.1 Construction Graph

The ants travel through the construction graph starting from an initial point and
select the nodes which travel according to a probability function that is given by
the pheromone and heuristic information of the problem, their relative influence
is given by α and β respectively[3,8]. The proposed construction graph makes
the association of employees for each task. The construction graph consists of
each employee and the ratio of dedication contributions of employees for the task
defined as ded ∈ [0, 1] This structure is presented in Fig 1.

The ants travel through the construction graph selecting ways of probabilis-
tically way. Using the following function:

ptij =
[τij ]

α
[ηij ]

β

∑ded
l=0 [τil]

α
[ηil]

β
, j ∈ {1, ..., ded} (6)
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Fig. 1. Construction Graph, CG = [ded×E]

Where τij is the pheromone and ηij is the heuristic information of the problem
on the path between node i to j in the graph CG for de t task. The heuristic
information can be defined according to the importance of the task.

3.2 Pheromone

In the hyper-cube framework the pheromone trails are forced to stay in the
interval [0, 1].We represent computationally the evaporation of pheromone and
in addition the amount of pheromone in the ant path through the graph, once
is completed a tour using the following formula:

τij = (1− ρ)τij + ρΔτk (7)

Where ρ is a rate of evaporation ρ ∈ ]0, 1]. And Δτ it is associated with quality
of the current solution of ant k. We can use a updating pheromone strategy
considering the cost and duration of the whole project as follows [10]:

Δτk =
((wcostpcost + wdurpdur)

−1)k∑m
h=1 ((wcostpcost + wdurpdur)−1)h

(8)

3.3 Algorithm Description

ACO-HC algorithm to solve the software project scheduling problem can be
briefly described as follow:

Step 1: to initialize the pheromone values and splitting tasks.

Step 2: to allocate first ant in the initial node.

Step 3: each ant travels on the graph choosing nodes (it is to fix the dedication degree

of one employee in the task).

Step 4: when the tours are finished, a solution matrix is determined per each ant.

Step 5: to evaluate the quality of the solutions.

Step 6: to calculate the duration and cost of the whole software project and to evaluate

its feasibility.

Step 7: to select the best solution and update the pheromone values.

Step 8: to repeat the steps (3-7) until the termination condition is satisfied (iterations).

Step 9: to obtain the best solution according to the fitness.
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4 Conclusion

We presented an overview to the resolution of the SPSP using an ACO-HC frame-
work. We design a representation of the problem in order to ACO algorithm can
solve it, proposing a construction graph and a pertinent heuristic information.
Furthermore, we defined a fitness function able to allow optimization of the
generated solutions.
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Abstract. Several groups visualize software systems using ”city”
metaphors, mapping software onto features such as buildings and roads.
This abstract introduces a “living city” metaphor, where programs are
visualized as a city populated by users, data structures, threads of exe-
cution, and bugs. A living city is a 3D, multi-user virtual world in which
the visible artifacts are software and data.

Keywords: software visualization, virtual environments.

1 Introduction

Software visualization includes static views such as UML Class Diagrams, as
well as animated program execution behavior.

1.1 Visualizing Software as Cities

Wettel and Lanza [1] developed CodeCity to visualize software as a city. Classes
are buildings, whose height indicates the number of methods. Width and length
depict the number of attributes. CodeCity depicts large software systems, such
as this 8,000 class program.

Fig. 1. CodeCity buildings are classes. Height gives the number of methods.

In CodeCity, topography depicts package structure. Layout groups classes in
the same package together, and then uses a modified treemap algorithm [2].
CodeCity’s static views show how software systems evolve over time. Their
metaphor provides the backdrop for the visualization of dynamic program be-
havior proposed in this paper.
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1.2 Related Work

Knight and Munro [5] developed a tool in which a program is a virtual world, a
directory is a country, each file is a city, each class is a district, and each method
is a building. They do not map the building interiors, but exterior characteristics
show size, parameters, and so on. Kuhn et al [3] developed topological software
maps, with island chains depicting relationships of software components.

Fig. 2. Topological software maps constructed from component relationships

In CrocoCosmos, [4] a primary model depicts the software system; secondary
and tertiary models depict details. Subsystems are streets, with contained classes
as buildings. Age is depicted by centrality and elevation.

Fig. 3. CrocoCosmos
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2 The Living City Metaphor

The “city” metaphor enables sharing, interacting, and debugging collective soft-
ware development efforts. Extensions to the static software city metaphor are
required. The primary extensions introduce dynamic entities.

2.1 Visualizing a Software Ecosystem

Besides peer assistance and review, working in a software city on a set of related
programs injects interest and fun, and reduces the cost of collaboration.

2.2 Static Extensions to the City Metaphor

Additional metaphors extend the static backdrop developed byWettel and Lanza.

directories and packages are roads sizes equivalent to street, arterial, and
freeway are needed.

classes’ buildings’ dimensions height gives the number ofmethods (storeys).
Thewidth is the number of variables. The length is log(| longestmethod inC|).

Building exterior appearance A texture shows class age and a blended
color suggests last commit time. Some old programs are maintained, while
others are in ruins.

Class internals Inside a class building is an informative layout for users to
walk around in. Starting from ground floor constructors and a directory, one
accesses methods via elevator.

Method body details building interiors contain dynamic information: num-
ber of activation records live, threads executing there, etc.

Time model Unlike wall-clock time, CPU time may be frozen, or go back-
wards, a la the Dagger of Time.

Processes and threads Tasks appear as ”weeping angels”: frozen when seen;
moving when unseen.

Functions Functions are singletons containing one public method. A function
library resembles a village.

Representing heap Applications are humanoids. Libraries are robots.
Garbage Unused memory lies on the ground.
Atoms data appears as books (string), hammers (int) and saws (real).
External entities Networks are airports, databases are sea ports, local files

are mines. Handles are runtime entities such as aircraft or ships.
Associations Class references add connectivity, beyond the street system.
Inheritance Subclasses have a physical resemblance, such as copied buildings

with extra floors.
Aggregation Part-of relationships are physical adjacency or containment.
The call stack A beam-of-light model points backwards from callee to caller.
Bugs and warnings A bug report is a spawn-point that emits monsters that

attack executions. Killing the bug in-game is temporary; until the bug is
fixed, the spawn-point remains.
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Building layout After placing the largest buildings first, and placing others
around them, and placing associated or coupled classes together, Loretan [6]
suggests associating classes by their lexical vocabulary.

Ghosts The city contains remembrances of fixed bugs and deleted code

2.3 Dynamic Extensions

A software city is changed by the software developers that write the code.

Users End users are depicted by computer controlled avatars (NPC’s). Users
work on use cases, suspend, log out, or crash due to bug attacks.

Developers Developers are NPC’s when not present.
Processes and threads The software code forms buildings, but executions

are NPC’s that move around in a building. A thread standing still is blocked
or thrashing and needs help.

3 Case Study: Unicon

This section explores living cities by proposing one for the Unicon programming
language, called Unicon City. The case study considers the code that is bundled
with the language distribution. The Unicon source code includes 195K lines of
C code in the language implementation.

About 350K lines of Unicon code in the distribution was written by 60+
authors. Unicon City has a horizontal axis street (unicon), sized so that a person
can walk across. The length of the axis street is proportional to the number of
lines of code. A street 1cm/LOC long would be 5.7km. The width of this primary
arterial is scaled ln(LOC) meters (13.2m).

Fig. 4. First street layout for Unicon City

This first street layout for Unicon City is based on the Unicon directory hi-
erarchy. The “CodeCity” treemap algorithm has more crossroads, laying out
disconnected parts of the tree adjacently. The “CrocoCosmos” street-based lay-
out is closer to Unicon City. An automatic city layout algorithm might generate
a software city atop a map of a real city to increase the aesthetics of the result.
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4 Implementation

These tools under construction are needed to complete the living city:

collaborative virtual environment CVE (cve.org) is one.
world generation from a software codebase generate street layouts and

buildings from code.
incremental algorithms for code updates update data models from repos-

itory commits
high performance dynamic data Unicon reports ˜120 types of events such

as control flow, calls, returns, data structures, and garbage collection. Dy-
namic program behavior events will be used to animate the software city.

NPC AI NPC’s need “intelligent” behavior.
early adopter user base Some of the Unicon language community might use

this project, but others will prefer or require more privacy than it affords.

5 Conclusions and Future Work

The Living Cities metaphor is a vision of the future of software development:
an IDE, visualization tool, and MMO. Although this vision requires substantial
time and effort to achieve, the enabling technologies are all in place.
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Abstract. Portfolio selection is a relevant problem in finance and eco-
nomics. It consists in selecting a portfolio of assets considering a given
expected return such that the risk of the portfolio is minimized. Several
approaches have been proposed to tackle this problem, which are mainly
based on mathematical programming techniques and metaheuristics. In
this paper we illustrate how this problem can easily be modeled and
solved by a relatively modern and declarative programming paradigm
called constraint programming.

Keywords: Constraint Modeling, Portfolio Selection Problem,
Constraint Satisfacion.

1 Introduction

Portfolio selection is a relevant problem in finance and economics. It consists in
selecting a portfolio of assets considering a given expected return such that the
risk of the portfolio –measured in terms of variance– is minimized. This problem
can be modeled as an optimization problem over real domains with a quadratic
objective function and linear constraints.

Several approaches have been proposed to solve portfolio selection problems.
Earlier techniques were based on mathematical programming. For instance, tra-
ditional methods such as linear and quadratic programming were employed to
solve the problem [1,12]. Metaheuristics have also been involved in this con-
text, some examples are simulated annealing [4], genetic algorithms [15], particle
swarm optimization [9,8], local search [14,7] as well as hybrid approaches [6,10].

In this paper, we focus on solving the portfolio selection problem (PSP) by
using Constraint Programming (CP). CP is a programming paradigm for the
efficient solving of constraint-based and optimization problems, which has been
successfully employed in several application domains [5]. In CP, a problem is
modeled in terms of variables and relations among these variables, namely the
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constraints. Then, the model representing the problem is launched in a search
engine, which is commonly called solver.

From a user standpoint, the CP paradigm has a main advantage with respect
to metaheuristics: there is no need to design a specific algorithm to solve the
problem, the user only models the problem and the solver autonomously search
for a solution. This paper focuses on illustrating how this problem can easily be
modeled by using CP via the MiniZinc modeling language [13].

2 The PSP Model

In this paper, we use the classic portfolio selection problem introduced by
Markowitz in [11]. The corresponding mathematical model is described as
follows:

minimize f(x) =

n∑
i=1

n∑
j=1

δi,jxixj (1)

subject to

n∑
i=1

rixi ≥ R (2)

n∑
i=1

xi = 1 (3)

0 ≤ xi ≤ 1, for i ∈ {1, . . . , n} (4)

where n is the number of assets, ri is the expected return of asset i, δi,j is the
covariance between assets i and j, R is the expected return, and xi corresponds
to the percentage of the budget invested in asset i. The first equation is the cost
function that aims at minimizing the total variance associated to the portfolio.
Equation 2 is a constraint that guarantees a given expected return and equation 3
defines that the 100% of the budget must be invested.

3 Modeling the PSP in MiniZinc

As previously mentioned, the CP paradigm has a main advantage with respect
to metaheuristics: there is no need to design a specific algorithm to solve the
problem, the user only models the problem and the solver autonomously search
for a solution. In practice, when problems are solved using metaheuristics a
specific algorithm must be designed and implemented according to some pre-
established patterns. In CP, it suffices to encode the mathematical model in the
language of the solving engine as illustrated in Figure 1.

The model begins by including the globals.mzn library. This is necessary to
use some specific predicates of the MiniZinc Language. Then, a constant defining
the number of assets and three arrays are defined: r i holds the expected return
of assets, covariance stores the covariance between assets, and the x i array
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corresponds to the decision variables of the problem. At line 13 and 14, two
variables are defined, the first one is used to facilitate the sum operations while
the second one is the variable to be minimized within the cost function. Next, r
is the expected return. At line 17, the instruction to solve the problem including
the search strategy is stated. At line 20 and 24, the constraints corresponding
to equation 2 and 3 are posted, respectively. Finally, the cost function is stated
followed by an instruction to display the results. As can be seen, just an encoded
representation of the mathematical model is needed to solve the problem.

1. include "globals.mzn";

2.

3. int: assets = 4;

4. array[1..assets] of int: r_i = [7,8,9,10];

5. array[1..assets, 1..assets] of int: covariance =

6. array2d(1..assets, 1..assets,

7. [40, 4, 6, 2,

8. 4, 60, 3, 1,

9. 6, 3, 85, 8,

10. 2, 1, 8, 100,]);

11.

12. array[1..assets] of var 1..100: x_i;

13. var int: total_1;

14. var int: total_2; % to minimize

15. int: r = 11;

16.

17. solve :: int_search(x_i, first_fail, indomain_split, complete)

18. minimize total_2;

19.

20. constraint

21. total_1 = sum(i in 1..assets) ( x_i[i]*r_i[i] )

22. /\ total_1 >= 0 /\ total_1 >= r;

23

24. constraint

25. sum(x_i) = 100;

26.

27. constraint

28. total_2 = sum(i,j in 1..assets)( covariance[i,j] *

29. x_i[i] * x_i[j]) /\ total_2 >= 0;

30.

31. output [

32. "total_2: " ++ show(total_2) ++ "\n" ++

33. "x : " ++ show(x_i) ++ "\n"

34. ]

35. ++ ["\n"];

Fig. 1. The PSP modeled in MiniZinc
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4 Conclusion

In this paper, we have illustrated how to model and solve and important problem
from finance, namely the portfolio selection problem, with CP via the MiniZ-
inc language. We have illustrated the main difference of CP with respect to
metaheuristics from a usability point of view. In CP, it suffices to encode the
mathematical model in the language of the solver, while when metaheuristics
are used it is necessary to implement a specific algorithm to solve the problem.

A permanent direction of research in CP is about facilitating the user modeling
task, for instance to propose new modeling languages [13,18], new modeling
techniques [2], and/or new modeling components [17,16,3] in order to provide
expressiveness and easy problem-solving.
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Abstract. For many real world problems, modeled as Constraint Satis-
faction Problems, there are no known efficient algorithms to solve them.
The specialized literature offers a variety of solvers, which have shown
satisfactory performance. Nevertheless, despite the efforts of the scientific
community in developing new strategies, there is no algorithm that is the
best for all possible situations. Then, several approaches have emerged
to deal with the Algorithm Selection Problem. Here, we sketch the use a
Choice Function for guiding a Constraint Programming solver exploiting
search process features to dynamically adapt it in order to more effi-
ciently solve Constraint Satisfaction Problems. To determine the best
set of parameters of the choice function, an upper-level metaheuristic
is used. The main novelty of our approach is that we reconfigure the
search based solely on performance data gathered while solving the cur-
rent problem.

Keywords: Algorithm Selection Problem, Constraint Solving,
Constraint Satisfacion Problems, Autonomous Search.

1 Introduction

Optimization problems can be solved by different algorithms, with varied per-
formance for different problem characteristics. Although some algorithms are
better than others on average, there is not the best algorithm for all the possible
instances of a given problem. To address this concern, recent work has focused
on creating algorithm portfolios, which contain a selection of state of the art
algorithms. To solve a particular problem with this portfolio, a pre-processing
step is run where the suitability of each algorithm for the problem at hand is
assessed. It is the same in Constraint Programming (CP), where the selection of
an enumeration strategy is crucial for the performance of the resolution process,
a correct selection can dramatically reduce the computational cost of finding a
solution. However, it is well-known that deciding a priori the correct heuristic
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is quite difficult, as the effects of the strategy can be unpredictable. In recent
years, different efforts have been done to determine good strategies based on the
information generated through the resolution process. However, deciding what
information must be measured and how to redirect the search is an ongoing
investigation [1].

Here, we propose a hyperheuristic approach to manage a portfolio of enu-
meration strategies. A hyperheuristic is a heuristic that operates at a higher
level of abstraction than the solver. The hyperheuristic has no problem-specific
knowledge, at any given time the hyperheuristic must choose which enumera-
tion strategy to call. To allow the hyperheuristic to operate, we define a choice
function which adaptively ranks the enumeration strategies monitoring indica-
tors of the search process. An analogy can be done with the well-known work
methodology called Balanced Scorecard (BSC) [12]. Such a business approach
aims at helping organizations to translate the strategy in terms of measures. In
that way, the behavior and performance of the organization is driven towards
the achievement of the strategic objectives. BSC involves concepts such as in-
dicators, measures, strategic objectives and introduces the concept of “means”,
which refers to actions and initiatives that must be carried out for achieving
the organization objectives. Such concepts can be seen as the inspiration of this
research, and they are closely related to the actions to follow once we decide to
replace the strategy in the CP solver.

2 Constraint Programming

Constraint Programming is a powerful software technology devoted to the effi-
cient resolution of constraint-based problems. It smartly interbreeds ideas from
different domains such as Operations Research, Artificial Intelligence, Graph
Theory and Programming Languages. Currently, CP is largely used in differ-
ent application domains. The principle behind CP is simple: the user states the
problem and the system solves it.

The solving process demands two main phases: modeling and search. In the
modeling phase, the user expresses the problem as a Constraint Satisfaction
Problem (CSP), which in general terms corresponds to a sequence of variables
lying in a domain and a set of constraints. In the search phase, the CSP is
launched in a solving engine, commonly called solver, which is a black box com-
posed of a set of powerful search algorithms. Such algorithms are responsible for
finding a solution, that is, a variable-value assignment that satisfies the complete
set of constraints.

Both phases are essential for an efficient CSP resolution. From a modeling
standpoint, a main element is the language. It provides the expressiveness and
the semantics for modeling the problems. From a search point of view, the effi-
ciency of search algorithms is the key. The idea is to build a tree data structure
holding the potential solutions and to perform a search process by interleaving
two phases: constraint propagation and enumeration.

Constraint propagation can be seen as a filtering mechanism. It is able to
prune the search tree by deleting those values that do not lead to any solution.
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The enumeration, also called labeling, is responsible for creating the branches of
the tree by assigning a value to a variable from its domain. The common idea
is to generate one branch for each variable-value assignment until a complete
solution is reached. However, if a partial solution violates a constraint, the pro-
cess backtracks, i.e., it returns to the most recently instantiated variable that
still has chance to reach a solution. This phase requires selecting the variable to
be enumerated and then the value to be assigned; we refer to these steps as the
variable and value selection heuristics.

3 The Enumeration Strategy Challenge

Jointly, a variable selection heuristic and a value selection heuristic constitute
what is known as the enumeration strategy [1]. Such a pair of decisions is cru-
cial in the performance of the resolution process, where a correct selection can
dramatically reduce the computational cost of finding a solution. For instance,
consider the simple case of choosing the right value on the first try for each
variable: a solution could be found without performing backtracks.

For a simple CSP problem, a good enumeration strategy goes directly to a
solution performing a few enumerations without backtracking. However, a bad
strategy can perform a lot of backtracks before reaching a solution. Obviously
strategies have drastically different efficiencies, often several orders of magnitude,
and thus it is crucial to select a good one that unfortunately cannot be predicted
in the general case. We are interested in making good choices for enumeration,
i.e., selection of a variable and a value.

There exist various studies about enumeration strategies [3–5], some centered
in defining general criteria, e.g., the smallest domain for variable selection, and
its minimum, maximum, or a random value for value selection. As opposed to this
idea, some research works have proposed strategies for a given class of problems,
e.g., for job shop scheduling [14, 15], as well as for configuration design [6]. We
can also find research focused on determining the best strategy based in some
static criterion [2, 3, 16], i.e., the selection heuristic is determined only once
before starting the resolution process, remaining unchangeable during the whole
process. However, deciding a priori the correct heuristics is quite hard, as the
effects of the strategy can be unpredictable.

We proposed techniques allowing the identification and measurement of indi-
cators for the resolution process. The main goal is to make possible the classifica-
tion of the execution process state, considered as the resolution progress, and in
that way be able to determine if the current strategy exhibits a poor performance
and whether it is necessary to replace it with a better one. Such an evaluation
procedure is not carried out for improving the resolution of a single problem. We
address our approach to efficiently find solutions for different problems. This can
be done by exploiting search process features to dynamically adapt a CP solver
changing the enumeration strategy in use when the other strategy looks more
promising in order to solve the CSP at hand. The main novelty of our approach
is that we reconfigure the searching based solely on performance data gathered
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while solving the current problem performing a general, correct, and opportune
indicator-based detection. Becoming our solver in an Autonomous Search (AS)
system [11].

4 Adaptive and Multilevel Approach for Constraint
Solving

As mentioned above, this work addresses dynamic selection of enumeration
strategies for solving constraint satisfaction problems. We focus our research in
reacting on the fly, allowing an early replacement of bad performance strategies
without waiting the entire solution process or an exhaustive analysis of a given
class of problems. We make profit of indicators that gather performance data
during the resolution process. Regarding this issue, we use AS mechanisms where
a choice function adaptively ranks the enumeration strategies and the problem
of determining the best set of parameters of the choice function is tackled using
a metaheuristic (Genetic algorithm, Particle swarm ...).

Our solver is able to detect inefficiencies and, as a result, replace the enumer-
ation strategy with a better one. To achieve this goal, we perform an indicator
based observation during the solving process. The main purpose of indicators
is to proportion the relevant information about the behavior of the resolution
process. They must reflect the real state of progress in the problem resolution.
In this way, we are able to elaborate a correct judgment about the search per-
formance. To this end, we define simple and quantitative indicators, which can
be used different times as well as percentage combinations of them depending
on the used techniques and/or the problem to solve.

Our research focuses on developing solvers for CSPs. We are concerned with
the design of hybrid resolution approaches including constraint programming
and metaheuristics. We have been working on that area during the last years,
exploring the different issues –from software engineering and optimization– in-
volved in algorithm design, implementation, tuning and experimental evaluation.
The details of our related work are in [7–10, 13].

5 Conclusions

Among the main contributions of our work we can state the design and imple-
mentation of a solver that is able to measure the search process (using some
basic indicators) in order to perform an on the fly replacement of enumeration
strategies (using a portfolio of basic enumeration strategies). The solver is based
on enumeration strategies of different natures (based on the size of variable do-
mains, on the number of occurrences of the variables in the constraints) and
some indicators on the resolution progress (backtracks, visited nodes, variables
fixed, shallow backtracks, deep of the search tree, ....). In our approach the re-
placement of the enumeration strategies is performed depending on a quality
rank (priority), which is computed by means of a choice function fine-tuned by
a metaheuristic.
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Abstract. Principal Component Analysis, a statistical tool allowing to create  
a low dimensional subspace basing on input data, finds many applications in 
biomechanics. The PCA requires the same topology (mesh connectivity, 
number of nodes) for all objects in database. To achieve this, each new object 
added to database must be registered. In this article the finishing registration 
procedure, based on own software and created especially for biological data 
sets, is presented. The study of registration process for 3D input data (faces  
and hands) for PCA is discussed. 

Keywords: 3D geometry reconstruction, data registration, low-dimensional 
model, modal analysis, Principal Component Analysis (PCA). 

1 Introduction 

Advanced numerical tools significantly increase the possibilities of existing 
methods of data analysis and give new potential in disciplines like bioengineering 
or biometrics. In biometrics the identification of people might be based on 
different input data, like the shape of the face [2, 13], hand [4, 14], or whole 
human body [1].  

Facial identification reads the peaks and valleys of facial features, known as nodal 
points. In a human face there exist 80 points, but usually only 15-20 of them, known 
as „Golden triangle”, are used for identification. 

In the case of hand-based verification of individuals, usually overall structure, 2D 
shape (silhouette) and proportions of the hand (length, width and thickness of hand, 
fingers and joints) [10] are measured and analyzed. Hand geometry biometrics 
systems, measuring up to 90 parameters in 2D space. 

Insufficient reliability of the currently used 2D recognition techniques (photos 
contain less information then the 3D surface) stimulates interest in 3D techniques.  

Rapid increase of the amount of data to be analyzed leads to the need for modal 
analysis methods. These methods are used to simplify and minimize the number of 
parameters which describe objects. The kind of used modal method: mathematical, 
physical or empirical (PCA / POD), has a fundamental influence on the results  
[7, 8]. 
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2 PCA Analysis and 3D Input Data Acquisition of Biological 
Objects 

For reconstruction of the 3D geometry, decomposition based on Principal Component 
Analysis (PCA) can be used. PCA provides a “relevant” set of basis functions, which 
allows construction of a low-dimensional subspace. PCA modes are optimal from 
viewpoint of information included inside of the each modes. The shape of each object 
is represented in the data base as the set of 3D polygonal surface and stored as a 
vector. PCA consists in centering of objects (by subtracting the average geometry) 
and the calculation of the covariance matrix [3]. Eigenvectors of this matrix (PCA 
modes) represent the geometrical features (shape) of the object, as well as additional 
information like physical features (density), texture or temperature map [9]. Only a 
small number of first modes carry most information, therefore each original object 
can be reconstructed by a mode basis truncated to the most dominant principal 
components. 

The data input for numerical experiment was obtained by using the 3D structural 
light scanner. The two groups of biological models were measured: set of human 
faces and set of human hands. Each input object was scanned and 3D surface model 
(50k triangles mesh) was computed. During measurements of hand geometry the 
special hand holder (for the appropriate and repeatable fingers positioning) was used. 
The shape of the hand holder was comparable as used in hand silhouette 2D scanners 
[4]. In this work 100 faces of different persons (age: 22-24) with neutral expression 
and 100 human hands was acquired. 

3 Biological Objects Data Registration Algorithms 

The registration process used for the 3D model of face is performed in three stages.  
First stage – preliminary registration – involves making a series of affine 

transformations (shift, rotation and scaling) on scanned face so that its position in a 
coordinate system is analogous as the reference face (fig. 1. a). 

The second stage – elastic registration – consists of five steps:  

1. detection of edge elements lying on the boundary of the face (fig. 1. b).  
2. automatic detection of 16 specific points on the surface of the registrant (placed on 

the base) face (Fig. 1. c) defining: eyes, nose, mouth, beard / chin, basic on the 
curvature of the selected cross-sections of the 3D model. 

3. The displacement of boundary curve points of reference grid onto new position on 
registrant grid, holding relative distance from the beginning of the curve. 

4. Displacement of characteristic points of the reference grid in the corresponding 
position on the registrant grid. 

5. Interpolation of the position of other nodes on reference grid basing on the known 
boundary conditions - steps 3); 4) - using the method of Shepard (Inverse Distance 
Weighting ) [11]. 
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The third stage – finishing registration – is the transfer of all the nodes in the 
reference grid to the position defined by the points lying on the registered grid.  
For each node (deformed in the second stage) reference grid is searched the next node 
on the registration grid - whose coordinates are assigned to the reference grid node 
(Fig. 1. d). In the case of the face registration this step leads to a better fit mesh in 
areas which are not described by the characteristic points and between of them (such 
as the cheeks and forehead, the curvature of the nose). The developed own numerical 
tool is based on kd-tree searching algorithm [5]. 

 

a)  b)  c)  d)  

Fig. 1. Face elastic registration: a) origin point, b) detection of the edges curves, c) detected 
points, d) surface triangle grids: of elastic (black) and finishing registration (light gray) 

The result of the applied registration is description of all faces in data base by the 
same (in topological meaning) surface mesh. The value of standard deviation between 
source and registered faces was 0.054mm and average distance 0.008mm. 

For the 3D hands models, the special rigid registration software was eliminated. 
This step was done by using special hardware – hand holder.  

The first step of non-rigid registration consists of the adjustment of the positions of 
fingers (phalanges and metacarpals). The skeleton nodes’ positions are modified by 
genetic algorithm [12], resulting in a population with varying genotype (positions of 
skeleton nodes). For each individual (deformed skeleton) solid mesh representing 
base geometry is deformed using Finite Element System solving Hooke’s law. 
Resulting deformed meshes are compared with respect to the new mesh being 
registered, and the objective functions, based on error measure, are computed. The 
whole process is depicted in Fig. 2. 

After the adjustment of finger positions the widths and lengths are to be changed.  
This process is done using in-house CFD (computational fluid dynamics) solver. 

The governing equation (1) is incompressible Navier-Stokes equation in penalty 
formulation [6] with additional volume forces, discretized using Finite Element 
Method. The forcing (source segment) depends on the difference between two 
monochrome slices – from registered and base meshes [8]: 
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where ρ  is fluid density, iV  - velocity component, Re - Reynolds number, λ  - bulk 

viscosity. The parameters ε  and λ  are used to control the fluid compressibility, f  is 
the base object and g  is the target object (input model). The CFD registration is 
performed on a set of equidistant slices perpendicular to the first principal axes of the 
phalanges and a set of slices through the metacarpus perpendicular to the x axis.  



658 M. Rychlik, W. Stankiewicz, and M. Morzynski 

 

Fig. 2. Algorithm of the hand registration: a) skeleton based registration, b) fluid registration 

The final step is the interpolation of displacements from CFD structured 
(Cartesian) mesh onto the (deformed) base mesh. The value of standard deviation 
between source and registered hands was 0.83mm and average distance 0.11mm. 

4 Principal Component Analysis of 3D Biological Objects 

For prepared databases of human faces and hands the PCA was performed. The result 
of this operation is the mean object, modes and coefficients values. To reconstruct 
90% of information about decomposed geometry, first 19 modes for faces (Fig. 3 top) 
and first 10 modes for hands (Fig. 3 bottom) have to be used. 
 

      

a) average shape b) mode 1- coefficient max/min c) mode 2 - coefficient max/min 

  

Fig. 3. Visualization of the average value and first two empirical modes of faces and hands 

5 Summary 

The quality of the registration process has a fundamental importance onto results 
obtained in modal analysis. In the article authors present two specialized algorithms – 
based on own software code – for three-dimensional registration of biological objects: 
faces and hands.  

For 3D faces three-step registration process allows obtaining very precise final 
model. In the case of faces described in this article accuracy of registration was better 
than accuracy of 3D scanning (0.05mm) used for data acquisition. 
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For 3D hands skeleton-based and CFD registration were performed. The lower 
accuracy obtained in this case is due to lower quality of input data from 3D scanner. 
For evaluation of registered databases the brief results of PCA was shown.  
 
Acknowledgments. The part of this work was supported under research grant no: 
N518 496039 from the Polish Ministry of Science 2010-2013. 
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Abstract. In constraint programming, a regular constraint is a special
global constraint very useful in scheduling, in particular for the easy
modeling of rostering problems. This constraint enforces a sequence of
variables to take a value defined by a deterministic finite automaton. In
practice, when the user models the problem, regular constraints are pro-
grammed in the language of the solving engine, which is in most cases a
proprietary language or a classic programming language. However, there
exists several modeling languages and very different encoding patterns
for the regular constraint, turning the modeling into a tedious task. In
this paper, we present a simple GUI for modeling regular constraints that
clearly increases the usability for end-users. The tool allows to easily draw
finite automata, which are automatically translated to the corresponding
code of the regular constraint for the target solving engine.

Keywords: Constraint Modeling, Regular Constraint, Constraint
Satisfaction.

1 Introduction

Constraint Programming (CP) is an efficient software technology for solving
Constraint Satisfaction Problems (CSP). A CSP is a formal problem represen-
tation that mainly consists in a sequence of variables and a set of constraints.
Solving a CSP implies to firstly model the problem and then to launch it in a
solving engine –commonly called solver– which is responsible for search a result.
In CP, a regular constraint is a special global constraint very useful in schedul-
ing, in particular for the easy modeling of rostering problems. This constraint
enforces a sequence of variables to take a value defined by a deterministic finite
automaton.

In practice, when the user models the CSP, regular constraints are pro-
grammed in the solver language, which is in most cases a proprietary language or
a classic programming language such as C, Java, or Prolog. However, there exists
several languages for modeling CSPs, and the modeling of regular constraints
is not standard. In fact, they follow very different encoding patterns. We can
find various representations, for instance by using data structures such as list,
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matrices, and vectors; or also by using logic predicates, methods, or functions,
depending on the programming paradigm of the solver language. Hence, model-
ing the regular constraint is commonly a tedious task, even more when the size
of the constraint increases.

The aim of this work is to facilitate the task of CSP modelers. To this end, we
provide a simple GUI for modeling regular constraints that clearly increases the
usability for end-users. The tool allows to easily draw the finite automaton, which
is automatically translated to the corresponding code of the regular constraint
for the target solver. Currently, regular constraints can be translated to four
solvers, being possible to fastly add new ones. The tool is publicly available
under GNU license at [1].

2 The Tool

In order to illustrate the application of the proposed tool let us employ as exam-
ple the nurse rostering problem. Nurse rostering aims at organizing an schedule
of shifts for nurses in a given period of time. Consider that in a given health
center there exist two kind of shifts: day (D), night (N); and we use (O) for day-
off. In each period of 4 days a nurse must have at least one day-off, moreover
a nurse cannot have three consecutive N shifts. This can be represented by the
deterministic finite automaton (DFA) depicted in Figure 1. Table 1 describes
the corresponding transitions.

Fig. 1. DFA illustrating the shift nurses

Then, for instance to model the regular constraint in MiniZinc [4], which
is a well-known CP language, it is necessary the portion of code depicted in
Figure 2. The predicate representing the regular constraint is called regular

and it is stated at the end. This constraint ensures that the sequence of values
in the roster array is accepted by a given DFA, where Q is the number of states,
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1..S corresponds to the DFA input, the array t defines the transitions of the
DFA, q0 is the initial state, and STATES represents the accepting states.

Table 1. Transition table for DFA

D N O

1 2 3 1

2 4 4 1

3 4 5 1

4 6 6 1

5 6 0 1

6 0 0 1

int: num_days;

set of int: DAYS = 1..num_days;

...

int: S = 3;

int: Q = 6;

int: q0 = 1;

set of int: STATES = 1..Q;

...

array[STATES,SHIFTS] of int: t =

[| 2, 3, 1 % state 1

| 4, 4, 1 % state 2

| 4, 5, 1 % state 3

| 6, 6, 1 % state 4

| 6, 0, 1 % state 5

| 0, 0, 1|]; % state 6

array[NURSES,DAYS] of var SHIFTS: roster;

...

regular( [roster[i,j] | j in DAYS], Q, S, t, q0, STATES)

Fig. 2. Using the regular constraint in MiniZinc

Hence, the idea is to facilitate the user modeling task by providing a simple
tool that automatically generates the solver code from the DFA. The tool is
called IGMRC, which corresponds to the Spanish acronym for graphical user
interface for modeling regular constraints. The tool allows to easily translate
DFAs to four solvers (Eclipse, Gecode, Google CP Solver, and MiniZinc) as well
as for LATEX. A screenshot of the tool is depicted in Figure 3.

3 Conclusion

In this paper, we have presented a simple GUI for the easy modeling of regular
constraints. We have illustrated its application through a well-known rostering
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problem. A continue research direction in CP is about facilitating the user mod-
eling tasks, for instance to propose expressive modeling languages [4,7], new
modeling techniques [2], and/or new modeling components [6,5,3].

Fig. 3. A screeshot of the IGMRC Tool
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Abstract. This paper considers an optimal location problem, called stochastic 
weighted Weber problem. It is formulated to a stochastic programming prob-
lem, and common approach for solving is to utilize the following four criteria: 
expectation of its objective function value, its variance, achievement probability 
for a given goal value by the decision-maker, and its fractile. It can be reformu-
lated to a deterministic programming problem, if the locater can give her/his 
criterion in the above criteria or their highbred type. However, it is often hard to 
decide her/his criterion. This paper proposes to consider all the four criteria  
simultaneously. Then, it can be reformulated to four-objective deterministic 
programming problem, whose objective functions are corresponded to the 
above four criteria. Since multiobjective programming problems generally have 
too many Pareto optimal solution, this paper proposes an interactive solution  
approach for finding a satisficing location for her/him among the set of Pareto 
optimal solutions.  

Keywords: Weber problem, stochastic programming, multiobjective program-
ming, interactive approach, satisficing solution. 

1 Introduction 

Weber problem is an optimal location problem, which is to find a facility location for 
minimizing the sum of distances from all considering points. If the points have 
weights, the Weber problem is extended to a weighted Weber problem, to minimize 
the sum of weighted distances. Real world examples of Weber problem are to locate 
delivery center, fire station, and so on. Weber problems and their weighted version 
have been considered by many researches, and its recent studies are published by 
Pilotta and Torres [1], Canbolat and Wesolowsky [2], and so on.  
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In this paper, we extend a weighted Weber problem to the problem with stochastic 
weights. We show a significance of extension by using the above first example, to 
locate delivery center. For this example, weights on points represent demands to de-
liver some goods to shops, store, and so on. An objective of locating delivery centers 
is to deliver efficiently, and then we can regard the objective as to minimize the sum 
of distances to addresses for delivery. Hence the location problem can be regarded to 
an ordinary Weber problem if the demands of delivery can be estimated accurately. 
However, since it is usually hard to estimate it, we suggest to representing the weights 
as stochastic variables. We call it stochastic weighted Weber problem.  

For consider the extended Weber problem mathematically, we formulate it to a 
stochastic programming problem. A common approach for solving stochastic pro-
gramming problems is to utilize the following four criteria: (i) expectation of its ob-
jective function value, (ii) its variance, (iii) achievement probability for a given goal 
value by the decision-maker, and (iv) its fractile. For the details of stochastic pro-
gramming, the reader can refer to the book of Kall and Wallace [3]. Then, it can be 
reformulated to a deterministic programming problem, if the locater can give her/his 
criterion in the above criteria or their highbred type. However, it is often hard to de-
cide her/his criterion.  

In this paper, we propose to consider all the four criteria simultaneously. Then, it 
can be reformulated to four-objective deterministic programming problem, whose 
objective functions are corresponded to the above four criteria. Since multiobjective 
programming problems generally have too many Pareto optimal solution, this paper 
proposes an interactive solution approach, original idea is proposed by Nakayama  
[4], for finding a satisficing location for her/him among the set of Pareto optimal  
solutions.  

2 Formulation of Stochastic Weighted Weber Problem 

In this paper, we consider facility location on space , e.g. plain and line segment, 
including  points. For -th point, 1,2, … ,  its site and weight are given by    and  , respectively. In this study, we represent  , , … ,  as stochastic 
variables. Let , , … ,  

There are  facilities locating on , whose sites are denoted by  , , … ,  . 
These are regarded as decision variables for the formulated stochastic weighted We-
ber problem, and let  , , … , .  

Next we define the distance ,  between any two points  ,   , such as 
Euclidean distance, Manhattan distance, and so on. In this problem, we assume that 
the distance from facilities and any point is represented as the minimum of all dis-
tances, that is, for point 1,2, … , ,  

 , min, ,…, ,  (1) 
 

As the example of delivery center, it is rational to any address for delivery from its 
nearest facility.  
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Therefore, stochastic weighted Weber problem can be formulated as the following 
mathematical programming problem:  

 minimize      · ,subject to      , , … ,  (2) 

 
Note that  is a stochastic variable for any point i, objective function of (2) is also 
represented as a stochastic variable. This means that (2) is a stochastic programming 
problem. Since objective function of (2) returns a stochastic variable, we cannot solve 
(2) directly. In the next section, we reformulate (2) to a deterministic multiobjective 
programming problem.  

3 Reformulation to Multiobjective Programming Problem 

First we show the following four criteria for evaluating stochastic variables.  
 
(i) Expectation criterion: objective function of (2) is evaluated through its expec-

tation, denote by  . An objective of the locater is to minimize it.  
 
(ii) Variance criterion: objective function of (2) is evaluated through its variance, 

denote by  . An objective of the locater is to minimize it.  
 
(iii) Probability criterion: objective function of (2) is evaluated through the prob-

ability that the objective function value is equal or less than a given value, denoted 
by  . We represent the probability as follows:  
 Pr  (3) 

 
Here Pr ·  is a probability. An objective of the locater is to maximize it.  

(iv) Fractile criterion: objective function of (2) is evaluated through its fractile, 
which is the value that objective function achieves with more than a given probability, 
denoted by  . We represent the fractile as follows: 
 min  | Pr  (4) 

 
An objective of the locater is to minimize it.  
 

By considering the above four criteria simultaneously, we can reformulate (2) to 
the following four-objective deterministic programming problem:  
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minimize    minimize     maximize                                         minimize                                          subject to     , , … ,  (5) 

4 Interactive Solution Method 

First we introduce the definition of Pareto optimal solution for (4).  
 
Pareto optimal solution:  is called a Pareto optimal solution if  holds the fol-

lowing condition: “If another solution is superior to  for one of four objective func-
tions of (4), it is inferior to  for another objective function.”  

 
Since multiobjective programming problems generally have too many Pareto op-

timal solutions, we propose an interactive solution approach for finding a satisficing 
location for her/him among the set of Pareto optimal solutions, based on the satisfic-
ing trade-off method that was originally proposed by Nakayama [4].  

Suppose that the locater gives her/his aspiration levels for objective functions 
as  ,  ,  , and , respectively. Then, the Pareto optimal solution which is the near-
est to the aspiration level vector is found by solving the following problem:  
 

minimize   max , , ,subject to     , , … ,  (6) 

 
Here, , , ,  are nadir values for corresponding objective function, 
and , , ,  are their ideal values. These values can be calculated as 
follows:  
 

, , , , (7) 

max , , , max , , , (8) 

min , , , max , , , (9) 

where,  and  be the minimizer of Ex  and  Va , respectively,  
the maximizer of  Pr , and  the minimizer of  .  

Moreover, we introduce four parameters  , , , and  in (5). Then, we con-
sider the following problem:  
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minimize ·subject to                                                                                                        , , … ,
 (10) 

 
Here,  is a sufficiently small positive number, say 10 , and  is the sum of four 
fractions in the left side of constraints. By updating the above eight parameters and 
solve (9), we can find a satisficing solution of the locater in set of Pareto optimal  
solutions.  

Therefore, our proposing interactive solution method is described as follows:  

4.1 Algorithm: Interactive Solution Method 

Step 1. Calculate nadir values , , , , and give ideal values , , , .  

Step 2. Set initial values for parameters ,  ,  ,  , , , , and .  

Step 3. For the current values of parameters, solve (9).  

Step 4. The DM is supplied with the corresponding Pareto optimal solution. If she/he 
is satisfied with the current location, then the algorithm is terminated. Otherwise, 
ask the DM to update the parameters ,  ,  , , , , , and . Return to 
Step 3.  
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Abstract. Thousands of companies have deployed servers and it is necessary to 
measure, analyze and evaluate the performance of the servers through 
performance test. Generally, we mainly analyze performance data by drawing 
different performance charts. First, performance test is time-consuming, 
including calculating and drawing chart. And it is difficult to combine new 
performance data with history performance data to draw chart for analysis. 
Besides, various mistakes may be made by analyzing huge amount of 
performance data. Another challenge is to support performance test of every 
new projects and collaborative work in different teams like QA, Development 
and DBA in the companies. This paper presents a web-based tool called Quality 
Performance Monitor (QPM) for server performance monitor, supporting 
visualization of performance test, and demonstrates its superiority to traditional 
performance test. 

Keywords: Performance test, Visualization, Functional Design, Data Analysis. 

1 Introduction 

The goal of performance test now is concrete and extraordinary quality analysis tools 
to improve the quality of the software rather than simply develop basic research 
prototypes [1]. Data visualization has lagged its sister disciplines including the 
automated extraction of information from feature models [2].  

And usability of web-based tool now is lack of understanding about how users 
search for information. For functional testing, a test suite [3] and automated test data 
generator [4-5] that can detect fault in analysis are presented. 

2 The Approach to the Research 

2.1 Layout and Functional Design 

Annotated line chart part (Figure 1): 
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• "Annotated line chart" displays the lines of default attributes (the most important 
attributes).  

• "Group drop list" lists group list. 
• "Compare drop list" lists all the sever names of specified group. 
• "Attribute drop list" lists all the attributes of specified group. 
• Click "Refresh" button to display chosen data in annotated line chart. 

 

 

Fig. 1. Quality Performance Monitor 

2.2 Working Principle 

We mainly used SmartGWT and annotated time chart of GWT Visualization to 
develop web page component and chart component respectively as front end. And we 
used Perl, CGI to develop scripts and JSON formatted configuration files and related 
tables as back end (Figure 2). 

2.3 Script to Fetch and Parse Log 

The script will firstly read the configuration file to load setting information. Then it 
will automatically connect to log server and download logs to local server. Then 
script will read log line by line to check if it matches one of the regular expression 
statements. After finishing fetching data of each loop, it will write performance data 
to BCP file. It is easy to use the BCP data either by excel or import into database. 
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Fig. 2. Working Principle of Quality Performance Monitor 

 

Fig. 3. Comparison of Transactions 

2.4 Data Filter 

There may be dirty or not complete record because of exception or error. And after 
we get the performance data, we will run an exception checking script to remove the 
record and summarize error information in error log. This will also assist us to find 
and examine the reason of error. 
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2.5 Key Features 

The key features of the Quality Performance Monitor (Figure 3). 

• Effort released: it saves a lot of efforts to calculate, draw and tack performance 
data manually.  

• Easy to use: it is easy to analyze, compare and share view by user friendly web-
based charts with colored lines, multiple attributes charts in one page and link to 
view used to share view with other stakeholders. 

• Extendable: it supports other kinds of performance data and update performance 
data by daily. 

3 Conclusion 

We used Quality Performance Monitor in one performance test to explore the 
usability of tool. And we show that the there is an obvious change in the cost saving 
including time and headcount. Within TM performance test, only one tester 
completed 14 rounds of tests on 2 servers (10h per round) rather than used 2 tables 
and 5 charts. 
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Abstract. This paper presents a gesture-based augmented reality system, which 
enables users to adjust the size, coordinates, rotation angles, and other parame-
ters via hand gestures. The proposed approach significantly enhances accuracy 
in identifying hand gestures and labels. To assess the accuracy of product repre-
sentation, we compared the presentation of products in the forms of internet pic-
tures (IP), augmented reality (AR), full-sized augmented reality (FSAR), and 
physical product (PP) demonstration. It was found that, in the example of furni-
ture evaluation, augmented reality provided more three-dimensional informa-
tion than internet pictures; however, internet pictures proved superior in terms 
of ease of operation and manufacturing. Despite 3D rendering integrated within 
a real-world environment, augmented reality failed to match the demonstration 
of physical products with regard to the accuracy of representation. 

Keywords: Interactive Design, Form Perception, Realism, Gesture Recognition, 
Augmented Reality. 

1 Introduction 

Advances in computer technology have gradually shifted business models from tradi-
tional shopping malls to internet platforms. The main difference lies in the presenta-
tion of products, which has changed from physical to virtual. The demonstration of 
physical products enables consumers to feel the size, scale, texture, design, and color, 
while actually performing product functions and experiencing the sense of comfort 
provided by the product. Nonetheless, this kind of demonstration requires considera-
ble floor space, which results in high rental costs. Virtual products can be presented 
using 2D digital images and 3D digital models, which dramatically reduces interac-
tion with the products through vision and touch, while all but eliminating interaction 
with the physical environment. The internet precludes anything more than a cursory 
degree of interaction between products and consumers, which prevents consumers 
from experiencing product features and operations. In addition, the accuracy of prod-
uct representation depends heavily on the actual size of products and their integration 
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with the environment.This study built a gesture-based augmented reality system, in 
which users control virtual images by moving their fingers. Model parameters, such 
as size, coordinates, and rotation angle are adjusted by triggering virtual buttons using 
hand gestures. This approach enhanced the accuracy of identifying hand gestures and 
labels. We then applied the proposed system to the representation of furniture in order 
to compare the accuracy with other rendering schemes. Our results revealed the accu-
racy representing products on printed images, in augmented reality and full-sized 
augmented reality as well as with physical products. 

2 Literature Review 

Augmented reality uses labels to enable interaction with users. For example, FingAR-
tips uses the interaction between labels to enable the control of virtual models within 
a scene [1]. Many researchers have developed gesture-based augmented reality sys-
tems, which are fully interactive [1-3]. Augmented reality has attracted considerable 
attention because it dramatically changes the operating environment in which users 
function. Interacting with objects in a virtual PC environment has shifted toward 
augmented reality, in which users exist within an interactive space and any informa-
tion absent from the environment can be provided by augmented reality. E-commerce 
applications have shifted from 2D interfaces to virtual reality for the presentation of 
products and user input [4]. E-commerce websites based on augmented reality pro-
vide more detailed information than 2D interfaces and frees users from the need to 
formulate how an object actually appears in 3D from a 2D image. Augmented reality 
allows allowing users to interact with objects intuitively through rotation and zooming 
and provides a shopping experience closer to physical reality. Smartphones are now 
ubiquitous and mobile e-commerce services are booming [5]. With the gradual matur-
ing of the internet shopping as a business model, efficiency in the presentation of 
products is becoming increasingly important. 

3 Research Methods 

This paper compared the presentation of products on internet platforms in a variety of 
forms, including printed images, augmented reality, full-sized augmented reality, and 
physical demonstrations. Two modes were established for comparison: interactive 
operations and the accuracy of product representation. This study established an inter-
active environment based on augmented reality for the assessment of virtual products 
with regard to performance in satisfying user needs. Task analysis was conducted to 
identify the tasks that users must complete and a model interface was designed ac-
cording to these results. The model was then tested on users to finalize the operating 
modes for this study. The virtual model in this paper included all possible operating 
modes within an environment based on augmented reality. Every possible interaction 
with the virtual objects was also evaluated, including the selection of models, zoom-
ing in/out models, rotating models (X/Y/Z axes), moving models (X/Y/Z axes), and 
zooming in/out views (Fig.1). 
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Fig. 1. Operation of Augmented Reality and Adding Model in the environment 

This study conducted interviews with experts to reveal the major factors that influ-
ence the representation of products, including shape, overall presentation. Experi-
ments on the shape and overall effect were conducted to help users understand the 
difference between each model’s realism. 

4 Results and Discussion 

Before the experiment, each participant was given a tutorial on how to use the Pin-
chAR system. Most of the participants were able to memorize the gesture set in few 
seconds and familiarize themselves with the gesture interface and AR system within 
20 minutes. The collected experiment data is shown in Table 1 and Table 2. 

Table 1. Average completing time for 10 repeated actions 

 Click Double click Drag 

Gesture 28.8 sec 42.35 102.16 sec 

Touch panel 6.08 sec 7.63 sec 15.8 sec 

 

Table 2. Average errors for 10 repeated actions 

 Click Double click Drag 

Gesture 4  3.9 2.8 

Touch panel 0 0.2 1.6 

Table 3. Recognition rate 

 Click Double click Drag 

Gesture 71.43% 71.94% 78.13% 
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The average time required to successfully complete 10 recognized designate ac-
tions are listed in table 1. The average un-recognized gesture actions while the partic-
ipants are trying to complete 10 actions are listed in table 2. From table 1, we can see 
that the performance of the current gesture interface is far slower than the touch panel 
interface. To obtain the recognition rate, we used formula (1) to do calculation and 
listed the result in Table 3. 

Recognition rate = recognized action times / recognized action times + unrecog-
nized action time (1) 

After the experiment, most of the participants do complain about the recognition 
rate of the gesture action and the slow tempo of the gesture that can be recognized by 
the system. However, they all agree that the gesture set we proposed is easy to be 
memorized and easy to use. Most of the participants are excited when they are being 
able to manipulate the virtual model in an AR environment. This new experience 
slightly alleviate the longer control time feeling for every single action. This might be 
because that the participant did not need to repeat the same action for large amount of 
times. 

Table 4. Multi-comparison of significances of shape attribute 

Dependent 
Variable 

(I) type (J) type Mean Difference Std. Sig. 

Shape 

attribute 

IP AR .4417 .119 .001 (*) 

AR FSAR -.5048 .121 .000 (*) 

FSAR IP 0.063 .119 .857 

* p<0.05; internet pictures (IP), augmented reality (AR), full-sized augmented reality (FSAR) 

Table 5. Multi-comparison of significances of overall effect attribute 

Dependent 
Variable 

(I) type (J) type Mean Difference Std. Sig. 

Overall 

effect 

attribute 

IP AR .5335 .132 .000 (*) 

AR FSAR -.2649 .135 .120 

FSAR IP -.2687 .132 .105 

* p<0.05; internet pictures (IP), augmented reality (AR), full-sized augmented reality (FSAR) 

 
Our results revealed considerable differences between internet pictures and re-

duced-size augmented reality with regard to product shape. The difference between 
reduced-size and full-size augmented reality was also significant. A significant differ-
ence was observed between internet pictures and reduced-size augmented reality with 
regard to form attribute and overall representation, as shown in Table 4,5. Initial anal-
ysis demonstrated that despite the reduced scale of internet pictures, they were still 
superior to reduced-size augmented reality in the evaluation and selection of furniture. 
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Internet pictures also outpaced the models with regard to ease of operation and manu-
facturing. Augmented reality can provide 3D representations integrated within the 
physical environment. If full-size augmented reality could provide a better effect than 
internet pictures, the technology could play a key role in ensuring the accuracy of 
product representation because it can demonstrate products on e-commerce platforms 
in full size. However, the demonstration of physical products still provides product 
representation with accuracy outpacing that of full-sized augmented reality. 

5 Conclusion 

This paper proposes a gesture-based interface based on the ARTookKits augmented 
reality system, in conjunction with a graphic interface for manipulating virtual objects 
in the environment. The design of the interface prevented the hands of users from 
covering labels during interaction, which significantly enhanced the usability and 
performance of the model. In the future, more instinctive operations based on the 
interaction between labels and the virtual model could be devised to further increase 
operational convenience and realism of the product. Nonetheless, the presentation of 
objects in full size will still have a considerable impact on the accuracy of product 
representation.  
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Abstract. Enterprises have to increase their competency and ability to respond 
to the market variation and customer needs. Maintaining long term sustainabili-
ty for enterprises has been an important topic, especially for traditional manu-
facturing businesses. With the attention of service around the world, many 
manufacturing enterprises gradually transform the product-driven business into 
the service-driven business. Service innovation is an important notion for manu-
facturing enterprises to apply. Developing a successful process of service inno-
vation is an important event for enterprises. However, although there have been 
a lot of studies emphasizing the importance of service innovation, there is less 
research focusing on measuring service innovation. It is difficult for enterprises 
to systematically measure the effects and performances because different levels 
of enterprises have diverse choices of the service innovation categories. Conse-
quently, this study is to analyze and define the critical factors of service innova-
tion and build a systematical and quantitative service innovation measurement 
model by adopting system thinking.  

Keywords: Design, service innovation, system thinking, SMEs. 

1 Introduction 

The service industry has been paid attention to by the governments in the world. The 
service industry in the Organization for Economic Cooperation and Development 
(OECD) countries performs main economic activities and generates high percentage 
of GDP. Accordingly, many large-scale enterprises transform the manufacturing 
orientation business to the service orientation business. These enterprises propose 
novel service concepts and define new value provision to customers based on service-
dominant logic [7]. Customers can have unique experiences and gather specific values 
when they perceive delivered services from the new “service” enterprises.  

In order to increase the core competence and business advantage, enterprises have 
to understand the importance and impact of “services” and also adopt “service con-
cept and provision” as business strategies. Consequently, service innovation should be 
a critical way for enterprises to become a service companies and perform service ac-
tivities [11], especially for the manufacturing enterprises. Service innovation is to 
leads enterprises to adopt innovative idea in the processes of service design, service 
marketing, service management and service delivery for the novel values co-creation 
with customers. 
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Small and medium enterprises (SMEs) are the core businesses in many developed 
countries, although the large-scale enterprises lead and dominate the market trend. 
SMEs focus on the traditional manufacturing businesses that still play an essential 
role to have significant effects on the economic profits. However, SMEs face much 
more difficulties than large-scale enterprises to transform the manufacturing orienta-
tion business to the service orientation business. This study plans to conduct small 
and medium enterprises as examples to demonstrate the feasibility of the service in-
novation measurement model. The objective of this study is to investigate the key 
factors which could influence the success of SMEs to implement service innovation. 
We can apply the service innovation measurement model into potential SMEs for 
creating values during managing the service innovation process. 

2 Service Innovation 

Innovation has been an important concept for enterprises to design and create innova-
tive products or services. Within the service-dominant logic, innovation in service 
sectors becomes a broad and essential topic for academic and practical fields gradual-
ly. Service innovation research composed many perspectives and aspects. Several 
important topics of service innovation include service innovation management [10], 
service innovation implementation [6], customer involvement [12], new service de-
velopment [9] and service performance [8]. 

Service innovation can be considered as a catalytic element to create novel services 
and shape new markets for manufacturing enterprises to co-create values with cus-
tomers. However, service innovation is also a complex and evolutionary process 
which is interactive, local, unpredictable and emergent [2]. Not only service sectors 
but also manufacturing businesses have to focus on how to adopt service innovation 
to increase their competitive advantages [3]. Finding the key factors of successful 
service innovation is a critical issue for enterprises to increase service performances 
[3, 4].  

3 Method 

3.1 System Thinking 

System thinking is an appropriate approach to investigate the problems of real phe-
nomena and advance the capability of dealing with problems [5, 13]. Besides, system 
thinking is to use the “macro” viewpoint to examine the casual relationships and per-
formances among many variables of a system. System thinking provides a helpful 
approach to understand the structure responsible for designing a service innovation 
measurement model. According to different levels of managing the process of service 
innovation, it is a feasible way to measure the effects of service innovation based on 
the notion of system thinking. 
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3.2 Conceptual Framework Development 

There has been a lot of pioneer research discussing the management of service inno-
vation process. A novel innovation for service enterprises should be created by a de-
sign thinking way which is composed of inspiration, ideation and implementation [1]. 
Besides, according to [14], there are four main phases of the innovation process in-
cluding idea generating, transformation into an innovation project, development and 
implementation. Dörner et al. (2011) divided the process of service innovation into 
three steps including defining new services, developing new services and launching 
new services [3]. These literatures give us a clear clue to the understanding of the key 
phases of service innovation. This study also summarizes and defines the main phases 
of service innovation including service concept and value definition, service  
development and service implementation based on the previous research (as shown in 
figure 1). 
 
 

 
 
 
 
 
 

Fig. 1. The main phases of service innovation 

 

Fig. 2. The conceptual framework of service innovation 

This study tries to build a conceptual framework of service innovation based on the 
proposed main phases by adopting the concept of system thinking (as depicted in 
figure 2). In the phase of service concept and value definition, new service values and 
new service concepts are defined as the main output. Quality of service can be consi-
dered as the evaluation indicator of service development phase which is affected by 
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new service values and new service concepts. In the final phase, this study applies 
customer satisfaction and service profits to estimate service implementation which is 
also influenced by quality of service. Hence, figure 2 shows the causal loop diagram 
of service innovation. Business strategies, knowledge management and research and 
development of the SMEs can directly influence the numbers and results of new  
service concepts and values. Then, the SMEs can employ innovative technology, 
research and development and appropriate service operations to increase quality of 
services in order to have high customer satisfaction and service profits. Therefore, 
when the SMEs can gain a lot, they can invest on research and development and in-
novative technology continuously. Meanwhile, high customer satisfaction and service 
profits can alter SMEs to select proper business strategies. Besides, business strategies 
also directly affect the strategies of knowledge management and research and  
development. 

4 Conclusion 

Service innovation for SMEs is a critical and complex issue which can be regarded as a 
complex system. There are many important factors to influence the success of service 
innovation. This study tries to apply system thinking to analyze the key indicators with-
in SMEs for proposing a conceptual framework of service innovation. Further research 
should continuously build stock and flow diagrams to simulate and implement policies 
testing based on the proposed framework of the causal loop diagram. 
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Abstract. In this paper, we propose a system that facilitates collabora-
tive design by multiple users of on the basis of Interactive Evolutionary
Computation (IEC). Further, we conduct numerical simulations in order
to analyze the optimized performance of the proposed system. In the sim-
ulations, multiple evaluation agents with bit strings are used to evaluate
the design plans, instead of real users. The simulation results confirm
that the proposed system provides satisfactory optimized performance
in order to create a collaborative design.

1 Introduction

Recent years have witnessed growing opportunities for collaborative work in
product development processes such as design creation. In other words, there
are more opportunities for argument and discussion. However, it is not easy
to summarize people’s opinions and to arrive at a consensus. A previous study
had investigated collaborative design support systems [1]; however, such systems
facilitate only one-on-one interaction between a user and the system.

In this paper, we propose a system that facilitates collaborative design by
multiple users. The proposed system consists of a server and some clients, where
multiple users interact through each client. Our objective is to achieve collabo-
rative design via interactions between multiple users and the clients. The server
communicates with the clients and modifies the design for each of them. We
implement these novel mechanisms using Interactive Evolutionary Computation
(IEC) [2]. Thus, the proposed system can create a design that reflects the opin-
ions of all users. Moreover, it can be potentially employed in various fields as a
collaborative design support system based on human computer interaction in-
volving multiple users. Finally, we conduct numerical simulations in order to
analyze the optimized performance of the proposed system.

2 Proposed System

Figure 1 shows an overview of the proposed system; specifically, it shows the
situation in which a user designs running shoes using the proposed system. The
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Fig. 1. Overview of the proposed system

proposed system consists of a server and some clients. Each client conducts a one-
on-one interaction with each user, while the server summarizes the design plans
from each client . In other words, each client creates design plans automatically
and proposes them to the user. The users may evaluate the proposed design
plans and sort them according to their preferences. Then, the client creates new
design plans based on the users’ evaluation. In other words, the users evaluate
the design plans, and accordingly, the client evolves the designs using a Genetic
Algorithm (GA) [3]. Then, each user feeds his/her favorite design plan to the
server. The server modifies the design plans such that they reflect the opinions
of all the users and feeds them back to each client.

In design creation using IEC, the system expresses a design using bit strings.
In other words, the system creates various designs by changing the values of the
bit strings. Therefore, such a system can be employed to process various things,
such as images and sounds.

3 Design Example

In this section, we present a design example, i.e., a design running shoes. Figure
2 shows the gene coding of the running shoes design. This design consists of five
parts: sole, base, toe, line, and shoelace. Further, each part has eight designs
that are expressed using a 3 bit gray code. Therefore, the gene length is 15 bits.
This design can generate 32,768 (= 215) patterns. The running shoes designs are
generated by combining the shoe parts.

4 Simulation

4.1 Summary of Simulation

We conducted some numerical simulations in order to analyze the optimized
performance of the proposed system; multiple evaluation agents with bit strings



Collaborative Design Support System Based on IGA 687

Fig. 2. Design example

were used to evaluate the design plans, instead of real users. The bit string
patterns express the evaluation agents’ preferences; each evaluation agent has a
particular preference.

Accordingly, all evaluation agents were built such that the Hamming distance
between any two evaluation agents is 40% of the bit string length. We used five
evaluation agents in this simulation. An evaluation agent sorts the design plans
and gives an absolute evaluation value by comparing the Hamming distance of
the design plans. In other words, the absolute evaluation value expresses the
design satisfaction of the evaluation agent.

Whenever each agent feeds a design plan to the sever, the server’s new design
plans are evaluated by all the evaluation agents. When the total of the absolute
grading values from each evaluation agent is maximum, its design plan is assumed
to be unanimously agreed upon. Equation (1) represents the absolute grading
value fitness of each evaluation agent.

fitness =
L− l

L/10
(1)

Here, L denotes the gene length of the design plans and l denotes the Hamming
distance between the evaluation agent and the design plans that are evaluated.
The absolute grading value of the simulation result is the average of the abso-
lute grading values of all the evaluation agents for consensus. Moreover, each
evaluation agent’s highest absolute grading value is 10, and the highest average
of the absolute grading values of all the evaluation agents for consensus is 7.5.

In the simulation, we analyzed the optimized performance of the design plans
provided by the proposed system by varying the influence quantity from 10% to
50% (simulation 1) and the number of design plans from 2 to 10 (simulation 2).
The influence quantity is a ratio that reflects the opinion of the evaluation agent.

4.2 Result of Simulation 1

Table 1 lists the parameters used in this simulation. Figure 3 shows the results
of simulation 1. The results indicate that the initial convergence of the absolute
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Table 1. Simulation 1 Parameters

Evaluation agent 5
Influence quantity 10, 20, 30, 40, 50

Feed 100
Design plans 10
Generation 5
Gene length 20 bits

Roulette selection
Selection +

Elite preservation
Crossover Uniform crossover

Mutation rate 1
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Fig. 3. Result of simulation 1

evaluation value improved as the influence quantity increased. However, the final
converged absolute evaluation value degraded, even when the influence quantity
was high. We assume an effective influence quantity of 30% to achieve a trade-off
between the evolution performance and the initial convergence characteristics of
the design plans.

4.3 Result of Simulation 2

Table 2 lists the parameters used in this simulation. Figure 4 shows the results of
simulation 2. The results show the absolute evaluation value increased with the
number of design plans. However, the evaluation load of real users can increase
with the number of design plans. We assume an effective number of design plans
for a system operated by real users to be 6.

5 Conclusion

In this paper, we proposed a system that facilitates collaborative design by
multiple users, and we investigated its effectiveness via numerical simulations.
The simulation results confirmed that the proposed system provides satisfactory
optimized performance in order to create a collaborative design.
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Table 2. Simulation 2 Parameters

Evaluation agent 5
Influence quantity 30

Feed 100
Design plans 4, 6, 8, 10
Generation 5
Gene length 20 bits

Roulette selection
Selection +

Elite preservation
Crossover Uniform crossover

Mutation rate 1
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Fig. 4. Result of simulation 2

In the future, we plan to further enhance the proposed system. In addition, we
plan to analyze the proposed system with real users and verify its effectiveness
in real-life applications.
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Abstract. In many companies, customer service becomes one of the critical  
factors of the brand evaluation. It is important for the companies to know the 
customer’s utility functions about the customer service and repurchase of the 
products considering customer service. One of our main aims of this study is to 
develop brand selection model which considering utility of the customer service 
in order to propose promotion method for customer service of the company. In 
this study, we add some types of the customer services to utility in the models, 
and develop brand selection models. By the use of the questionnaire survey for 
the real companies, we confirm the adaptability of the proposed model, and we 
show the importance of the customer service. 

Keywords: Brand selection model, customer service, customer satisfaction, 
maximum likelihood estimation, utility function. 

1 Introduction 

Companies that manufacture electronic device such as digital cameras and television 
provide customer service to assure customer satisfaction after purchase. Where the 
customer service means all activities served by the company to the customers after 
purchase the product, e.g. customer inquiry at call center, repairing the products etc. If 
the consumers are satisfied by the customer service, then customers will purchase the 
product of the same company again. It will be contribute to future sales of the compa-
ny. It is important for the companies to know the customer’s utility functions about 
the customer service and repurchase of the products considering customer service. 

There are some studies about brand selection model which analyze to select prod-
ucts. Choice probability of the products was formulated by Multinomial logit model 
on the assumption that consumers choose brands whose utility was the highest [1]. 
Brand selection models evaluating the effects of the price promotion were proposed 
[2], [3], [4]. Brand selection models for evaluating the customer satisfaction was also 
proposed [5]. These studies mainly concern the price at the purchase of the products. 
But in the brand selection model, the utility of the customer service is not considered. 
Since all customers may not receive the customer service, whether the customers 
receive the customer service or not is a very important factor for brand selection  
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model. One of our main aims of our study is to develop a brand selection model 
which considering utility of the customer service in order to propose a promotion 
method for customer service of the company. In this study, we add the customer ser-
vices to utility model, and develop a brand selection model for products created by 
companies and customer service received by customer. By the use of the question-
naire survey for the real products, we confirm the adaptability of the proposed model, 
and we show the importance of the customer service. 

2 Brand Selection Model 

A feature of this study is that bland selection model considers after purchase utility 
depending to the situation whether received customer service or not. Here we develop 
a brand selection model using a maltinomal logit model. We then consider the utility 

of each brand. The following is the definition of the utility n
itU , when consumer n 

selects brand i at the term t. 

 n
it

n
it

n
it VU ε+=  (1) 

Where  n
itV  is the settled part of n

itU , and n
itε  is the probability part of n

itU . 

We assume that each 
n
ijε  obeys the same double exponential independent distri-

bution. Then, the following is the definition of the probability in which a consumer n 
will selects a brand i at the term t. 

 ( ) ( )
( )

=
k

n
ij

n
ijn

i V

V
iP

exp

exp
 (2) 

3 Brand Selection Model Considering Customer Service  

3.1 Market Data 

In order to develop a brand selection model considering customer service, we use the 
following market data about the digital camera. The attributes of the market data is 
shown in Table 1. We use the customer satisfaction data about the customer service 
(CS) (Copyright(C) 2011 and 2012 Nikkei BP Consulting, Inc.), and the product qual-
ity (PQ) data researched by kakaku.com. In Table 1, CS2011 means the customer 
satisfaction data about customer service of each company at fiscal year 2011. 

PS 2011 means the customer satisfaction data about product quality of each com-
pany at fiscal year 2011. Customer satisfaction data involve the selected product 
numbers and repurchase intention of each company. 
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Table 1. Market data 

Brand   
name   

CS 
2011 

CS 
2012 

PQ 
2010 

PQ 
2011 

PQ 
2012 

Selected 
number 

Repurchase 
intention 

A **** **** **** **** **** **** **** 
B **** **** **** **** **** **** **** 
C **** **** **** **** **** **** **** 

3.2 Model Development 

In this paper we introduce 3 types of the brand selection models (Table 2). We follow 
the definitions (1) and (2). The difference of the models is the difference of the defini-

tions of the settled part of utility n
itV . First model is the following model considering 

reference satisfaction of product quality only and shown by the RS model in Table 2. 

 n
iti

n
it RSV βα +=  (3) 

Where n
itRS  means reference satisfaction of the product quality and is defined by 

equation (4).    

 ( ) n
ti

n
ti

n
it RSPSRS )1()1( 1 −− −+= σσ  (4) 

Second model is the model considering customer service and shown as CS model in 
Table 2. 

                              (5) 

Where n
itw  is a dummy variable for customer service. If the customer n receive a 

customer service of brand i in the term t then n
itw  is 1, and otherwise n

itw  is 0.  

We propose the following third model which considering both the product quality 
and customer service.  

 n
it

n
it

n
iti

n
it CSwRSV ∗++= γβα  (6) 

Table 2. Brand selection models 

 Mode name Definition of utility 
1 2013-RS n

iti
n

it RSV βα +=  

2 2013-CS n
iti

n
it CSV γα +=  

3 2013-RSCS n
it

n
iti

n
it CSRSV γβα ++=  

3.3 Estimation Method 

We used the maximum likelihood estimation as the estimation method. The following 
equation shows the likelihood function L. 

n
it

n
iti

n
it CSwV
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n
ity  is a dummy variable for representing the customer’s brand selection. If a con-

sumer n selects brand i then n
ity  is 1, otherwise n

ity  is 0. 

The following is the equation for the logarithm likelihood function. 
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We will estimate model parameters iα ,β , γ , σ  where the logarithm likelihood 

function is maximized. For parameter estimation, we use Mathematica. 

4 Application of Brand Selection Model 

4.1 Estimation of the Parameters in the Models 

Table 3 shows the estimated parameters of RSCS model. AIC in Table 3 is an index 
of model fitness, and the lower AIC model means better fitness model to the real data. 
In this sense, the proposed model 2013-RSCS is the best model within the 3 models. 

The parameters β , γ , are weight parameters of product quality and customer ser-

vice, and the ratio is 0.1737=0.62/3.57.  This means the importance of the customer 
service is 17.37% of product quality.  

Table 3. Estimated parameters in each model 

Parameters 2013-RS 2013-CS 2013-RSCS 
 2.51 1.80 3.05 
 1.21 0.59 1.66 
 0.84 0.42 1.08 

β 1.27 no 3.57 
γ no 0.59 0.62 
σ 0.88 no 0.69 

AIC -2321.80 -1106.43 -3011.58 
 
By the use of this model, we can easy to predict the utility and the selection proba-

bility as shown in Table 4. The prediction errors are 0, and the model 3 is well fit for 
the prediction of the real share of the companies.    

Table 4. Estimation of utility and selection probability 

Company Utility Selection probability  Prediction error 
A 5.29 64.49% 0.00 
B 4.07 19.14% 0.00 
C 3.91 16.36% 0.00 
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4.2 Customer Service Promotion 

Table 5 shows the growth rate of market share when customer satisfaction index of 
customer service increase 1 point, where customer satisfaction index of customer 
service is scored by 1 to 5 degree. In company B and C, the growth rate increase more 
than 10%. As shown in Tables 4 and 5, the selection probability of company C is 
smaller but the growth rate of company C is greater than company A and B. 

Table 5. Growth rate of market share  

Company Growth rate 
A 4.21% 
B 10.55% 
C 10.97% 

5 Conclusion 

We developed brand selection model by considering customer service and we esti-
mate model parameters by the use of the market data of questionnaires related to pur-
chasing, and we confirm the adaptability of the proposed model. From the estimated 
parameters, we show that customer service effects 17.37% in the whole brand utility. 
By the model we can estimate the market share of each brand according to the im-
provement of the customer service. This paper will contribute the brand planning 
considering appropriate balance among product quality and customer service.  In this 
way, we consider promotion by comparing each company’s utility. We hope that this 
knowledge contributes to the performance of customer service for companies. 
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Abstract. A successful tourism advertisement can attract tourists to a certain 
country. This paper explored the effective ways of incorporating ads in mobile 
app for tourism industry. My Travel Malaysia was selected as a case study. A 
mobile advertising guideline was used for creation of mobile in-app banner ad. 
A mobile app prototype was developed and embedded with four different ads. 
A usability testing was carried out with ten participants and all were asked to 
find a particular hotel room rate. The results revealed that participants were able 
to recall images banner ad compare to text banner ad but they were also more 
likely to perceive large image banner ad as app content. However, all partici-
pants did not click on these banner ads because not relevant to their tasks.  

Keywords: In-App Advertising, Mobile Tourism, Usability Testing. 

1 Introduction 

Tourism is mainly giving services to travelers such as transportation, hospitality, en-
tertainment venues, travel agencies, tour operator and other related services. In short, 
tourism is about selling dreams to people and promotion such as advertising plays an 
important role in tourism. Previous studies showed that a successful advertisement 
could attract tourists to a certain country [1]. In 2011, travel and tourism industries 
spent $2.4 billion and were ranked as the third spenders on Google AdWords [2]. The 
tops five companies that spent million on Google advertising were Booking.com, 
Expedia, Kayak, Marriott and Priceline.com.   

[3] estimated that there were 6.8 billion mobile subscriptions in 2013 and more 
than half of subscribers in the Asia-Pacific region. A recent study by [4] indicated that 
51% of smart phone owners accessed travel information on their devices while plan-
ning a trip or traveling. This included air travel related activity (e.g. check airfare 
price) and hotel related activity (e.g. look up hotel direction). This is an opportunity 
for advertisers to reach out their potential mobile travelers. There were many advertis-
ing strategies employed on mobile device. For example, ads were displayed in mobile 
app, mobile web, mobile video, text messaging, and multimedia messaging. [5] pre-
dicted that mobile advertisement would generate $24.5 billion for app developers in 
2016. Thus, this paper explored the effective ways of incorporating ads in mobile app 
for tourism industries.  
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2 Literature Review 

There are various definitions of advertising. [6] suggested that advertising is defined 
as a communication designed to entice an audience to take some action, either instant-
ly or in the near future. The advertisement is usually paid from an identifiable source 
and can be conveyed through print, electronics and other methods.  

Newspaper and magazine are considered the common venues for advertisers. Un-
like the traditional advertising, online advertisers were able to display interactive and 
more personalized ad content for each individual [7]. Web developers would specify 
an ad unit (usually a rectangle space allocated for displaying ads) in their web page. 
Although the online ad goals were to build a product image and stimulate direct  
purchase, but previous studies revealed that many users rated negatively on their ex-
perience with online ads. The following were examples of bad ad design element: 
pop-up window, taking long time to load, attempt to deceive user into clicking on it, 
disappearance of close button, doesn’t tell its purpose, content being shifted, and oth-
ers [8]. In addition, [9] found that ad banners also decreased user search performance. 
Thus, a guideline was provided to design a good online ad. The ad should inform 
what will happen if user click on it, relate with user current online task, identify itself 
as advertisement, tell the advertising purpose, and supply additional information 
without leaving the current page [8].  

In mobile setting, developers need to understand the user behavior and hardware 
limitation. Mobile users would use their mobile device for two main tasks, namely to 
save time and to fill time [10]. In time saving situation, user would search quick in-
formation on the fly and then return to what they were doing. In time filling situation, 
user would engage with entertaining app to fill short moments in the day. Besides 
that, developers also need to support wide spectrum of different mobile devices on the 
market that varied in term of user interfaces, processor capabilities, storage size and 
display resolution. Therefore, [11] established a standard guideline on mobile adver-
tising. This guideline proposed different ways displaying ads in mobile app such as 
in-app display advertising unit, integrated ad, branded mobile app, and sponsored 
mobile app. There were relatively few studies on user experience of mobile in-app 
advertising and how these mobile ads affect the users. 

3 Design of Mobile In-App Banner Ad 

There is a need to design effective mobile in-app banner ad for promoting Malaysia 
because Malaysia became the ninth most visited country in term of the number of 
international travelers in year 2011. My Travel Malaysia is a free mobile app availa-
ble in iTunes store and one of the Top 10 Malaysia Travel Apps. Thus, this app is 
selected as a case study. Mobile travelers can search specific destination by typing in 
the location name (see Figure 1). If mobile travelers are unfamiliar with the local 
places, they can still find nearby attractions and hotels by using their current mobile 
global positioning system (GPS). Mobile travelers can save an attraction or hotel by 
adding it to favorites and share it with friends via email.  
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Fig. 1. Screenshots of My Travel Malaysia app 

Mobile advertising guidelines by [11] is used for designing mobile in-app banner. 
Mobile in-app banner ad is defined as a color image ad unit appears within a mobile 
application. This banner ad can be display in the form of a still image, text or both. 
This banner ad can be placed anywhere within the mobile app such as main menu and 
content page. Mobile user can click on the banner ad. A low fidelity prototype based 
on My Travel Malaysia app was developed. This mobile app prototype was embedded 
with four different banner ads (Ad 1, Ad 2, Ad 3 and Ad 4). Three banner ads were 
still images in JPG format but with different heights and widths (see Table 1). The 
images were taken from Malaysia Airline System and Sabah Tourism Board. The 
fourth banner ad was a white text tagline with black background. Ad 1 was placed 
below “Overview” content page. Ad 2 and Ad 4 were placed below “Main menu” 
page. Ad 3 was placed within “Hotels” listing. All banner ads were visible on screen 
and user would receive additional information from advertiser when clicking on the 
ads. User can return to the previous page in the app prototype by clicking back button. 

4 Usability Testing 

The purpose of this usability testing was twofold: (1) to assess user memory for mo-
bile in-app banner ad and (2) to find out why user ignore or interact with the banner 
ad. Ten participants (5 males and 5 females) volunteered to take part in this testing 
and all gave informed consent. Seven participants were Malaysian and the remaining 
were foreigners. All participants had computer experience and had used mobile  
travel app.  

The usability testing was conducted in a controlled setting. First, each participant 
was asked to fill out a short survey. Then, the participant was given a brief introduc-
tion to mobile app prototype and was asked to find the room rate of Glenmarie Hotel, 
Selangor using the app prototype. Participants were encouraged to think aloud while 
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performing the task. After the participant completed his/her task, each participant was 
interviewed using the following questions: (1) How many banner ads did you no-
ticed? (2) Do you think you will click on the banner ads? If not, why? 

Table 1. Design of Mobile In-App Banner Ad Units 

Ad Design Technical  
Specifications 

Example (approx. dimension) 

Ad 1 (MAS, Fly 
Me There) 

XX-Large Image 
Banner 
320 x 320 pixels 
JPEG still image 
 

 
Ad 2 (Sabah Tour-
ism Board) 
 

X-Large Image  
Banner 
300 x 75 pixels 
JPEG still image 

 
 

Ad 3 (Super Sales 
Malaysia) 

Large Image Banner 
216 x 36 pixels 
JPEG still image 

 

Ad 4 (Sipadan 
Travel Package) 

Text Tagline 
22 characters 

Sipadan Travel Package 
 

 
The findings revealed that all participants completed the task successfully. All par-

ticipants were able to recall the Ad 2 due to its prominent colorful visual and location 
on main page. Eight participants recalled the Ad 3. However, only one participant 
recalled the Ad 4 because most participants ignored the bottom part of main page. 
There is only one participant able to recall the Ad 1 because most participants thought 
the large image was part of the app content instead of banner ad. However, all partici-
pants did not click on any of these mobile in-app banner ads because these banner ads 
were not relevant to the task given.    

5 Discussion and Conclusion 

The results revealed that participants experienced text ad blindness in mobile setting 
because they tend to miss information in text banner ad compare to image banner ad. 
This is especially true when participants are searching for specific information [12]. 
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On the other hand, they were also more likely to perceive xx-large image banner ad as 
app content. This is considered as unethical because the ad can mislead participants 
and resulted negative impact on business [13]. Having an image banner ad in mobile 
app can be a double-edged sword.   

In conclusion, this paper showed that the current mobile advertising guideline was 
good for ensuring advertisements being display effectively across different mobile 
devices. However, [14] suggested that advertisements only work if an ad fit with the 
user’s goal. Future work will concentrate on matching relevant banner ad to in-app 
content and evaluate the banner ad effectiveness based on user click. 
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Abstract. The products of business use mean the instruments for office work, 
the machine tools, the medical instruments and the other instruments for profes-
sional use that are delivered to offices, factories, hospitals and other facilities. 
Because the user uses it for occupation, the context of use is confined or re-
stricted. If we would like to design the GUI with good usability logically, we 
have to specify the context of use of the products of business use. Therefore, we 
propose the method to clarify the context of use by using the Business User 
Model (the persona for the products of business use). 

Keywords: GUI, Persona, Business use. 

1 Background 

The products of business use mean the instruments for office work, the machine tools, 
the medical instruments and the other instruments for professional use that are deli-
vered to offices, factories, hospitals and other facilities. The user of the products of 
business use uses the instruments for occupation. Therefore the context of use is con-
fined or restricted. 

For example, in the case of the electronic medical records (EMR), there is the con-
text of use such as “The doctors look at the screen carefully about five hours each day 
in the examination room of the hospital”. When we consider the GUI design of the 
EMR, the designer designs the GUI and we make the checklist (Ex. Structured Heu-
ristic evaluation method [1]) for usability evaluation. After the design of GUI, we try 
to find usability issues on the GUI by using the checklist. 

The checklist is very useful to evaluate the usability of the GUI design of products 
of consumer use that are not specific the context of use. But, it is difficult to find 
problems of the products of business use by using the general usability evaluation 
method. Because the user uses instruments only for their works, the context of use is 
confined or restricted.  

For example, the doctors look the EMR screen carefully for a long time. If we  
use the generally checklist for usability evaluation such as “Contrast is too low?”, 
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“Characters are too small?” and “A step-by-step guide appear?”. The general usability 
evaluation method judges the low contrast screen have bad usability. And, we will 
select the screen that separated by vivid color. But, does the high contrast screen real-
ly have good usability for doctors? With such a design, doctors will feel the pain in 
their eyes.  

If we sale the products that have such a problem, user will say the claim to us. So, 
customer satisfaction will be down and we have to change the design of the products 
by using our man-power and cost. That is big demerit for company that develops the 
products of business use.  

2 Purpose 

In this way, we cannot improve the usability of GUI design by using generally check-
list for usability evaluation. If we would like to improve the usability of GUI design 
of the products of business use, we have to clarify the context of use such as “User 
looks at the screen long time”. If we understand the context of use, then we will not 
select the screen that distinguished by color. Therefore, we propose the method for 
select the GUI logically by using the context of use of the products of business use in 
this paper. 

3 Issue for Clarification of the Context of Use of the Products  
of Business Use 

We have to consider the method in order to clarify the context of use. The “Persona” 
is the concrete person image which set up name, mug shot, role, goal, etc. supposing a 
typical user of the products. The technique for planning and development of the prod-
ucts which satisfies the persona's goal by always using the persona is called “Persona 
method”. The persona method is often published in technical books and magazines. 
Then, a lot of products planners and designers know the methodology and effective-
ness of the persona method as very effective user centered design method to improve 
customer’s satisfaction on their products. [2]  

 However, the examples shown in the technical books and magazines are almost 
only about the end user of the products of consumer use like home electronics, food, 
etc. Of course it is important that we understand the end user for the products of busi-
ness use too. But, in the case of the products of business use that is purchased by fa-
cilities budget, there are additional important factors such as the relation between end 
users and purchasing decider, the stakeholders of the facility, etc. Thus, the persona 
for the products of consumer use is inapplicable to the products of business use. [3] 

4 Construction of Persona for the Products of Business Use 

We gathered the well-informed people of our company and carried out brainstorming 
to extract the user’s peculiar to the products of business use. We show the example of 



702 T. Mizumoto and T.

the EMR. We were able to
setting, doctor(end user), pu
learn, frequency to use, pu
attributes and made the flo
every attribute by the user i

The model of the target 
forming a classification of 
is the new type of the perso
ness User Model” in distinc

Table

Item 

Facility model 

Organization model 

Personas 

Communication flow 

Communication scenarios

 Yamaoka 

o extract the following attributes. “place to use, way of 
urchasing decider, nurse, patient, number of patient, how

urpose to use, favorite design, etc.” Then, we arranged 
w of the user interview. And, we investigated element

interview. 
user for the products of business use is completed by p
the result of the user interview by KJ method. This mo
ona for the products of business use. We call it the “Bu
ction from the conventional persona. 

e 1. Contents of the Business User Model 

Contents 

location, scale of facility, basic principle, culture, 

external environment, etc. 

scale of examination room, philosophy, role, the 

number of staffs, etc. 

doctor, nurse, patient 

flow of examination, consultation between employee

etc. 

s events of each communication 

 

Fig. 1. The Business User Model 

the 
w to 

the 
s in 

per-
odel 
usi-

es, 



 The GUI Design for the Products of Business Use by Using the Business User Model 703 

5 Clarification of the Context of Use by the Business User 
Model 

We clarify the context of use by background information obtained from the Business 
User Model and issue of user obtained from the voice of user such as results of the 
user interview, claim, etc. 

Table 2. The Business User Model + The voice of user  = The context of use 

No. The Business User Model The voice of user The context of use 
1 Communication flow: 

The doctors use 5 hours
total to patient examination

I want to explain the 
results carefully to the 
patient. 

The doctors look care-
fully the EMR screen 
for a long time. 

2 Organizational model: 
Philosophy of hospital

accountable to the patient. 
 
Communication scenario: 

The nurse attends a medi-
cal examination. 

When I show a test re-
sult and a policy of the 
medication on the 
EMR screen, I am hard 
to talk with a patient. 

The doctors operate the 
EMR screen while talk-
ing with a patient. 
A patient and a nurse 
varying in quantity of 
knowledge about the 
medical care watch the
EMR screen at same 
time. 

6 The Logical Design of the GUI 

We consider the GUI design with good usability by clarified context of use by the 
Business User Model. If there is context of use such as “The doctors look carefully 
the EMR screen for a long time.”, we can understand that the screen elements  
separated by group boxes or space is better than screen elements separated by high 
contrast.  
 

 

Fig. 2. Case studies - 1 
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And, if there are contexts of use such as “The doctors operate the EMR screen 
while talking with a patient.”, “A patient and a nurse varying in quantity of know-
ledge about the medical care watch the EMR screen at same time.”, we can under-
stand that the EMR displays the information on screen in parallel is better than the 
EMR displays the information on screen consecutively.  

 

Fig. 3. Case Studies - 2 

7 Conclusion and Perspectives 

If we clarify the context of use by the Business User Model, we can design the GUI 
with good usability logically. In the next step, we will collect more examples and we 
would like to show the relationship between the context of use and the GUI design. 

References 

1. Kurosu, M., Matsuura, S., Sugizaki, M.: Categorical Inspection Method - Structured Heuris-
tic Evaluation (sHEM). IEEE SMC (1997) 

2. Pruitt., J.S., Adlin, T.: The Persona Lifesycle Keeping People in Mind Throughout Products 
Design. DIAMOND, Inc. (2007) 

3. Tanahashi, H.: The Process of Persona Design. SOFTBANK Creative Corp. (2008) 



 

C. Stephanidis (Ed.): Posters, Part I, HCII 2013, CCIS 373, pp. 705–708, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Modeling Relationship between Visual Impression  
of Products and Their Graphical Features 

Shimon Niwa and Toshikazu Kato 

Faculty of Science and Engineering, Chuo University, 1-13-27 Kasuga, Bunkyo-ku, Tokyo, 
112-8551, Japan 

a09.834a@g.chuo-u.ac.jp, kato@indsys.chuo-u.ac.jp 

Abstract. Consumers feel heavy burden to find products suited individual pre-
ferences owing to large quantity of them on the Web. Therefore, it is necessary 
to classify products based on subjective preferences. This paper describes the 
method to model the relationship between subjective visual impressions and ob-
jective graphical features through machine learning for each user. The way to 
describe the visual impression is to use adjectives used by the professional pho-
tographers. As graphical feature vectors, we compute Lab color histogram and 
SURF from product photos. We estimate the subjective visual impression of 
products and classify them by constructing classifiers for the impression groups 
using Random Forests. As a result of the experiment, the proposed method 
achieved 80.1% accuracy on average.   

Keywords: Modeling, Subjective Visual Impression, Machine Learning, 
Graphical Features. 

1 Introduction 

Recently, consumers have the opportunity to look at products on the Web frequently. 
However, consumers feel heavy burden to find products suited individual preferences 
owing to large quantity of them on the Web. Therefore, it is necessary to classify 
products based on subjective preferences.  

This paper describes the method to model the relationship between subjective visu-
al impressions and objective graphical features through machine learning for each 
user [1][2]. Thus, our method can estimate the visual impression of product photos 
and classify them based on individual subjectivity by the model.  

2 Representation of Visual Impression 

The way to describe the visual impression of products is to use four adjectives (which 
we call impression words) used by the professional photographers. Impression words 
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we use are “Wild”, “Sharp”, “Fresh”, and “Natural”. According to the subjective vis-
ual impression, a user classifies training examples into groups labeled by impression 
words. 

3 Graphical Features 

Product photos giving us similar visual impression would have similar graphical fea-
tures. To quantitatively represent product characteristics, we compute graphical fea-
ture vectors of product photos.  

Visual perception system of human beings has photoreceptors, which extract fea-
tures of colors and brightness. Then, by integrating and selecting features extracted by 
photoreceptors, human beings perceive shapes [3]. Colors and shapes greatly affect 
the impression of objects. Therefore, we compute their graphical feature vectors from 
product photos. 

3.1 Color Features 

As the color graphical features, we calculated values of the color histogram in Lab 
color space. Unlike the RGB and CMYK color models, Lab color space (with ranges 
[0,100], [0,255], [0,255], respectively) is designed to approximate the visual percep-
tion system of human beings. Although many colors can be defined in computer  
system, the colors that can be recognized by human beings are limited. Thus, we cal-
culated the 64 bins color histogram. 

3.2 Shape Features 

As the shape graphical features, we calculated SURF (Speeded Up Robust Features) 
[4]. SURF is a robust local feature detector that is used in computer vision tasks such 
as object recognition. We can describe the shape and structure of parts using SURF 
feature vectors. We construct the bag of features by K-means clustering algorithm  
(K = 500), quantize the SURF descriptors according to the bag of words. Thus, prod-
uct photos can be represented as the histograms of the visual words that are the fea-
tures vectors of them. 

4 Estimation of Subjective Visual Impression 

To estimate the subjective visual impression of products and classify them, by con-
structing classifiers for the impression groups using Random Forests [5], we model 
the relationship between impression words given by each user and their graphical 
feature vectors. Random Forests gives estimations of what variables are important in 
the classification. The variable importance is based on the Gini gain. 
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Fig. 1. Experiment flow chart 

Table 1. Experiment accuracy 

Subject Impression words 

 Wild Sharp Fresh Natural All 

1 85.1% 89.1% 85.9% 80.2% 84.7% 

2 83.5% 76.4% 38.5% 91.3% 78.7% 

3 82.5% 91.5% 49.0% 85.7% 80.0% 

4 86.7% 76.8% 85.7% 79.1% 82.7% 

5 78.8% 64.0% 81.8% 78.8% 77.0% 

6 66.7% 79.8% 69.5% 65.1% 70.7% 

7 85.1% 84.6% 85.3% 75.6% 82.7% 

8 83.3% 92.6% 88.9% 68.9% 84.3% 

Average 81.5% 81.9% 73.1% 78.1% 80.1% 

Table 2. Average Variable Importance (Gini gain) 

Subject 1 2 3 4 5 6 7 8 

Color Importance 2.42 2.49 2.86 2.26 2.39 2.69 2.29 2.38 

Shape Importance 0.32 0.32 0.31 0.33 0.32 0.32 0.34 0.33 
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5 Experimental Result 

We evaluated the proposed method on the database of 300 shoes photos with 8 sub-
jects. Figure 1 shows the experiment flow. As a result, the proposed method achieved 
80.1% accuracy on average. Table 1 shows the accuracy of the experiment. Thus, it 
can be said that simple graphical features can model the subjective preference. Table2 
shows the Average variable importance based on Gini gain. The estimations given by 
Random Forests suggest that color variables are more important than shape in the 
classification. 

6 Conclusion 

To classify product photos on the Web based on subjective preferences, this paper 
describes the method to model the relationship between subjective visual impressions 
using impression words and objective graphical features through Random Forests for 
each user. The experimental result suggested that simple graphical features could 
model the subjective preference. In addition, it is found that color variables are more 
important than shape in the classification. In our future work, we intend to design low 
dimensional graphical features to describe the features more clearly. 
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Abstract. Our purpose is to make a personalized shopping support system in a 
retail store. In this study, we estimated dominant attributes for each customer 
through behavior observation of shopping to collecting decision-making data of 
them with various kinds of products. The dominant attributes are estimated by 
conjoint analysis of the product attributes and the degree of interest in the prod-
uct estimated from customer's behavior. In the experiment with a trial retail 
store, we achieved success about estimations of 3 of 4 customers. The products 
recommended by our system also were shown to be better suit for customers.  

Keywords: Ubiquitous Sensing, Modeling of Customer Preference, Smart 
Shop, Online Shop. 

1 Introduction 

Current recommendation services are mostly based on social recommendation by 
collaborative filtering of huge number of shopping logs of many consumers. To per-
form personalized recommendation we need effective method for collecting decision-
making data of each consumer with various kinds of products.  

The purpose of our study is to quickly estimate the individual tastes of each con-
sumer on products through observation of shopping behavior in a shop equipped with 
ubiquitous sensors. Personal taste can be described with dominant attributes and their 
attribute values. 

2 System and Implementation 

2.1 Smart Shop 

We built an experimental shop, Smart Shop, with ubiquitous sensors to capture the 
passive observation of the each consumer’s behavior such as “look”, “touch”, and 
“take” action to products [1]. The installed sensors are RFID readers and tags attached 
to customer cards and shirts and web cameras. The former is to locate and identify the 
customer and to sense which shirt is taken, and the latter is to sense customer’s action.  



710 M. Okuzawa and T. Kato 

Our Smart Shop also has digital signage devices with web camera for active obser-
vation of consumer’s gaze as “watch” action to the computer coordinated signage.  

2.2 Estimation of Dominant Attributes 

We adopt conjoint analysis as to find the dominant attributes [2]. The sample products 
for the method are provided based on an orthogonal array. We analyze these products 
with quantification methods 1. The explanatory variables are the product attributes 
and the response variables are the degree of taste to the products estimated by the 
Smart Shop. As the result of the multiple regression analysis, the maximum |t| value 
of each attributes are considered as the degree of dominant attributes and the maxi-
mum degree is considered as the best dominant attribute.  

2.3 Method of Recommendation Considering Dominant Attributes 

The Smart Shop recommends products based on each customer’s taste when they 
stand in front of a digital signage device. They are recommended by order having 
high score as follows: 

, , 
where , , and  are a product, an attribute, and an attribute value.  is a number of 
total attribute values the attribute  has.  is a number of times a customer chose 
products which has the attribute value .  is a degree of dominant attributes of the 
attribute .  is a total number of times a customer chose products.  is a number of 
products which have attribute value . The taste degrees of each attribute value are 
obtained by  and the number of times a customer chose . The scores of each prod-
uct  are obtained by the total of the taste degree of each attribute falling under .  

3 Experiment 

We conducted an experiment to compare our implicit method by Smart Shop and previous 
explicit one by questionnaire. Subjects were 4 male students. The process is as follows: 

1. A subject did shopping in Smart Shop. The products were 18 t-shirts selected ran-
domly. The Smart Shop analyzed the subject’s action data and estimated a formula 
of subject’s action pattern. 

2. The subject also did shopping in the Smart Shop. However the products were 18  
t-shirts selected based on an orthogonal table. The Smart Shop estimated the taste 
degree of products and the degree of dominant attributes based on the action  
pattern formula. 

3. The subject answered survey questions to evaluate the preference to the products 
with 5 phases (+2, +1, 0, -1, -2). We also estimated the degree of dominant 
attributes based on the answer. 
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4. Each recommendation products of the Smart Shop and the questionnaire data ob-
tained by the degree of dominant attributes. Digital signage devices showed 5 of 
them based on the subject action for products. The subject evaluated the preference 
to the 5 recommendation products with 5 phases. This recommendation step was 
repeated 3 times and we got 15 product evaluations in total. 

4 Results and Discussion 

Table 1 shows the rates which evaluations estimated by Smart Shop was matched 
with another estimated by questionnaire.  The evaluations were divided into likes and 
dislikes. We showed 2 cases that 0 is likes or dislikes because an evaluation is 0 on 
questionnaire may differ depending on subjects. The estimation accuracies of subject 
A and B were more than 61% in both case, however, it of subject C and D were less 
than 50% in case that 0 is likes.  

Table 1. Estimated rate of taste by Smart Shop’s behavior observation 

Subject 
Like: +2 ~ 0 
Dislike: -1 ~ -2 

Like : +2 ~ +1 
Dislike : 0 ~ -2 

A 0.722 0.722 
B 0.611 0.833 
C 0.389 0.667 
D 0.500 0.833 
Average 0.556 0.764 

 
Table 2 shows the degree of dominant attributes estimated by Smart Shop or with 

questionnaire. The dominant attribute estimated by Smart Shop were matched with 
another estimated with questionnaire about subject A and B. Particularly about sub-
ject A, the order of dominance were also matched with another. The decimal place's 
difference about subject B suggests that Smart Shop can estimate the degree of domi-
nant attributes more correctly than questionnaire. However, the dominant attributes of 
2 methods were matched about subject C and D. These results may be caused by 
Smart Shop’s estimation or questionnaire. 

Table 2. Dominant attribute rates of each subject (|t| value) 

Subject Method Color Design Shape 
A Smart Shop 0.434 2.288 1.929 
 Questionnaire 0.569 3.128 2.560 
B Smart Shop 1.691 2.938 1.756 
 Questionnaire 3.232 3.555 3.232 
C Smart Shop 2.084 0.849 1.443 
 Questionnaire 2.410 2.410 8.677 
D Smart Shop 2.932 4.962 2.039 
 Questionnaire 6.978 3.806 8.881 
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Table 3 shows the ratio which subjects liked the recommended products. All sub-
ject’s results were more than 60%. The results suggest Smart Shop with this study’s 
method can provide stable satisfaction to each subject.  

Recommended Products for subject A and B by Smart Shop were the same as 
another by questionnaire because both estimated dominant attributes were the same. 
On the other hand, those for subject C and D were not the same as another. Subject C 
rated the products recommended by Smart Shop less by 30% than another although 
subject D rated them more by 6.7%. These results indicate the need for review of the 
action pattern formula by Smart Shop. 

Table 3. Good evaluation rate in the recommendation 

Subject Smart Shop Questionnaire 
A 0.800 0.800 
B 0.667 0.667 
C 0.333 0.600 
D 0.667 0.600 

Table 4. Regression equation of shopping behavior 

Subject  Formula ( ) 
Adjusted 
R-square 

A Before 1.796 0.087 0.618 0.007 0.430 
 After 1.274 0.587 0.505 
B Before 2.720 0.622 0.626 0.0237 0.497 
 After 2.818 0.656 0.682 0.532 
C Before 1.868 0.195 0.109 0.219 0.722 
 After 1.952 0.221 0.248 0.741 
D Before 0.202 0.216 0.466 0.123 0.712 
 After 0.202 0.216 0.466 0.123 0.712 

Table 5. Dominant attribute rates of each subject (re-estimate) 

Subject Method Color Design Shape 
A Smart Shop 0.283 1.794 1.794 
 Questionnaire 0.569 3.128 2.560 
B Smart Shop 1.693 3.093 1.685 
 Questionnaire 3.232 3.555 3.232 
C Smart Shop 1.659 0.857 1.671 
 Questionnaire 2.410 2.410 8.677 
D Smart Shop 2.932 4.962 2.039 
 Questionnaire 6.978 3.806 8.881 

Therefore we reviewed and optimized the action pattern formula of all subjects to 
maximize adjusted R-square. Some of the formulas have had unnecessary variables. 
The action pattern formulas before and after the optimization are shown in Table 4. 
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Table 5 shows the degree of dominant attributes estimated with optimized formulas of 
Smart Shop. The optimized formula of subject C made his dominant attributes, esti-
mated by Smart Shop, agree with another by questionnaire. Those of subject A, B and 
D were not changed. We can consider the product recommendation by Smart Shop is 
able to satisfy subject C well as another by questionnaire. 

Finally, these results presented Smart Shop with our method attained implicit esti-
mation of dominant attributes in 3 of 4 subjects. These also presented that, in the case 
of estimated dominant attributes by Smart Shop and another by questionnaire did not 
fit, it satisfied a subject better than modeling by questionnaire.  

5 Conclusion 

We suggested the estimation method of product dominant attributes for each customer 
through behavior observation in a retail store. Also, we implemented the product rec-
ommendation system for experiments which recommends products based on each 
customer’s dominant attribute estimated using Smart Shop. The purpose was this 
system recommends more satisfactory products for each customer than another by 
questionnaire with 5 phases. Experiment led to a result this system accuracy is equal 
to or better than another by questionnaire. In addition, the result suggested the formu-
la of each customer's action pattern needs optimization before attribute analysis.  

A hypothesis in this paper was each customer’s dominant attribute are fixed. How-
ever, Smart Shop needs to understand each customer's taste changing actively. Further 
consideration will be needed to yield any findings about method Smart Shop analyzes 
a dominant attribute which is not fixed.  
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Abstract. This paper illustrates how industrial design implementation can be a 
tool of poverty alleviation, throughout a case study. According to Weis classifi-
cation, design actions towards social development are: 1. Design for skills de-
velopment, 2, Design for social enterprise, and 3. Design for development  
promotion.  Based on the aforementioned this document fouses on the first cat-
egory. The FREE DESIGN BANK (FDB) case is presented: FDB is an on-line 
platform, a communication instrument between craftsmen and design schools, 
supported by fair trade strategies.  As a result the relationship between FDB 
and communities vulnerable by poverty is described, from the interaction 
among the design team and the community, and also the design process and the 
benefit obtained by the community. 

Keywords: Industrial design, Poverty, Case Study. 

1 Introduction 

Poverty indicator referenced by the Caritas Internationalis Organization [1], warns 
that at the beginning of the 21st century a quarter of the world’s population qualifies 
as extremely poor. “Fundamentally, poverty is a denial of choices and opportunities, a 
violation of human dignity. It means lack of basic capacity to participate effectively in 
society. It means not having enough to feed and clothe a family, not having a school 
or clinic to go to, not having the land on which to grow one's food or a job to earn 
one's living, not having access to credit. It means insecurity, powerlessness and exclu-
sion of individuals, households and communities. It means susceptibility to violence, 
and it often implies living on marginal or fragile environments, without access to 
clean water or sanitation” -UN Statement, June 1998; signed by the heads of all UN 
agencies-, in [2]. Poverty require immediate attention in order to improve human 
wellbeing at world level [3], [4]. From design perspective, Papanek [5] proposed the 
enhancement of living conditions of particularly vulnerable communities (poverty, 
disabilities, age or health), Margolin [6] , argues that is required to assume a critical 
position along with professional practice, and in the same way, Maldonado, Ricard, 
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Bonsiepe, Manzini and Fry, among others, assert that designers must take a more 
critical position with what they are doing, and act accordingly. 

2 Reference Framework 

Weis [7] , classifies the design activities to help people in poverty conditions estab-
lishing three categories: 

• Design for skill development:  It focuses on the selection of poor communities in 
order to perform handcrafted tasks, through cooperation programs.  These pro-
grams aim to develop and commercialize products, by providing: basic education 
or training and job and/or income generation.  For instance, Aid and Artisans is an 
organization with more than 33 years of operations and representation in more than 
110 countries worldwide, and it follows this way of running business.  

• Design for social Enterprise: It implies a mutual benefit among profit firms and 
poor communities.  Those needs faced by the communities are researched, in or-
der to understand them, and to set and inspire further development of business 
models and inclusive markets, with the purpose of create new opportunities and 
better life conditions.  Firms such as IDEO and Catapulta Design are within this 
category.  

• Design for development promotion: It has the goal to assist people, communities 
and organizations, through products and services.  Within this category projects 
are developed in those aspects that the community might need and based in a great 
participation of the very community; partially because financial funds come from 
sponsors, donations, loans and personal aids.  Engineers Without Borders – Inter-
national (EWB-I), works under these guidelines.  

3 Material and Methods 

The current work is delivered under Case Study guidelines as qualitative research 
method.  This research methodology, according with Pérez Aguilar en Sarabia [8, p. 
227] , “is a good way to investigate unknown, very complex and dynamic events, or 
when elements of intangible nature or hardly observable take place”.  Yin [9, p. 4]  
defines case study as "An empirical inquiry about a contemporany phenomenon, set 
within its real -worldcontext- especially when the boundaries betwen phenomenon 
and context are not clearly evident". 

The main goal is to know “how” FREE DESIGN BANK (FDB) develops its prod-
uct design process and “which” strategies are implemented in order to help Vulnera-
ble Communities by Poverty (VCP), having the following questions: ¿How is the 
interaction between FDB and the VCP?; ¿How design process is developed to favor 
the VCP?; ¿What is the benefit gained by the VCP? 

Yin [10] , emphasizes the importance of establishing within the “study cases”, the 
assessment unit, which in this research is: “design organizations for development to 
VCP”.  
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Free Design Bank has been chosen among 35 cases of design focused in poverty al-
leviation, having as selection criteria: being part of the group “design for skills devel-
opment”, program development (representation in more than 10 countries and more 
than 10 years of experience), the availability of information and key sources of informa-
tion.  Data for construction were obtained through a protocol, which went through a 
review and approval process of eight research-on-design experts, through a focus group 
implementation. Data was collected via in-depth interviewing, applied to Professor 
Manuel Bañó [11] , website review [12] , and catalogues, in a 3 months period. 

4 The Free Design Bank (FDB) “Case” 

FREE DESIGN BANK is a university program created under the direction of Profes-
sor PhD. Manuel Bañó, at CEU - Cardenal Herrera University, in Valencia (CEU-
UCH) Spain, with financial support of the Santander Group. Such initiative emerged 
in 1998 as a by-product of the project entitled Diseño para el Mundo Real (Design for 
the real world).  It is an exchange website between craftsmen, design schools and fair 
trade organizations.  It works along with NGO’s and its scope is focused in develop-
ing nations such a Kenya, Tanzania, Ecuador, Peru, Sri Lanka, Colombia, Cuba, Phil-
ippines, Nepal, India or Senegal. 

4.1 Interaction between the FREE DESIGN BANK (FDB) Team and the 
Vulnerable Communities by Poverty (VCP) 

In FDB every interaction with a VCP, is in itself a unique experience with its own 
particularities and specific conditions (see Table 1.), given from culture, communica-
tion and existing skills among those members of the community. 

Table 1. Interaction between FDB and VCP 

Nº Criteria Free Design Bank 
1 Interaction definition Assistance, help or cooperation. 
2 Work driver Enhancing skills and opportunities of communities. 
3 Community selection By request of the community; by previous awareness of 

the community; by a third party request. 
4 Ways of engagement  Design; Job generation; Training, gender equality and 

environmental protection. 
5 Communication with the 

community 
 

Given by the fact of being in touch, either by physical 
ways or by telematics means. Physically can be done 
with the presence of a member of the FDB team member 
by at least 15 days within the influence zone. By telemat-
ics with virtual encounters on daily-basis.  Communica-
tion is held in the native language of the community, 
(Spanish, English or French and in some cases with 
interpreters intervention, from instance Swahili to  
English)  
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Table 1. (Continued.) 
 

6 People and interaction 
ways 

The interaction takes places in meetings with community 
leaders and local authorities, then with craftsmen in 
general workshops.  

7 Decisions. Projects to be 
developed  

It is required a contact with the community, to identify 
and to know to what extent the skill or the dexterity has 
been developed; and to establish the complexity of the 
design to be implemented.  

8 Frequency Interaction frequency depends on the general framework 
of each project; nevertheless, there are minimum average 
work periods between 9 months and a year.  

4.2 The Design Process 

General sequence of the process followed by FDB to favor a VCP is developed in 
four stages (see Fig. 1). 

Fig. 1. FDB Design Process 

4.3 Benefits for the Vulnerable Communities by Poverty (VCP) 

Most of the work undertaken by Free Design Bank provides to the affected communi-
ty social and economic benefits. Economically speaking, they are represented in jobs 
and incomes, training in a task, documentation and design standardization; whereas 
socially speaking they account for social cohesion, sense of belonging to the group, 
coexistence, common problem-solving and identity sense. 
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5 Conclusions 

It is important that from a design perspective can emerge different stages directed to 
the alleviation of one of the biggest world problems, as so it is poverty. Initiatives 
such as the Free Design Bank, are very important because they help less fortunate 
people by bringing economic and social opportunities, making a continuous monitor-
ing process via internet. As it is a university program, it involves and teaches future 
professionals to recognize realities different that the ones experienced by them, and to 
work with ethics and responsibility.  Programs of this nature should be emulated 
worldwide, but they should develop and engage strong commercialization programs 
to achieve better results. 

Acknowledgements. The authors of this paper wish to express their most sincere 
gratitude to professor Manuel Bañó, to the Free Design Bank work team and to Car-
denal Herrera University of Valencia, for allowing the access to the required informa-
tion and the permission to disclosure their experiences. 
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Abstract. Our everyday consumer lifestyle has been enhanced by embedding 
stories in our daily life. The stories define the meaning of an artifact appeared in 
them. In Japan, promoting consumer products with fictional animation stories is 
recently very common. We believe that analyzing the stories gives us useful in-
sights to design future ambient intelligent services that integrate virtual and real 
worlds. This paper discusses the analysis of several product promotions that use 
fictional Japanese animation movies, and presents guidelines for successful 
promotions. The insights presented in the paper are effective for designing  
future product promotions. 

Keywords: Fictional stories, Product promotion, Reality, Alternate Reality 
Game, Transmedia storytelling. 

1 Introduction 

Our everyday consumer lifestyle is enhanced by embedding various stories. The sto-
ries tell us how to use products, and how they are effective or attractive in our daily 
life [2]. Recently, storytelling is an essential issue in the human computer interaction 
research community, and especially, using a fictional story to mix the fictional world 
and the read world is an important topic for integrating stories in our daily life. For 
example, alternate reality games (ARGs) [3] will be used in a variety of future prod-
uct promotions for embedding fictional stories seamlessly in our dally life. Transme-
dia storytelling [1] will be a basic way to enhance the meaning of products for pro-
moting technology enhanced products. However, design guidelines are necessary to 
mix fictional stories in our real world in a more seamless fashion. In Japan, fictional 
animation movies have been used for promoting commercial products and their 
brands. They make it possible to use mysterious artifacts, super human powers, futu-
ristic scenes that do not exist in the real world to expand people's imagination and 
fantasy. Thus, they offer a feeling to increase human potentiality, and the effect can 
be used to provide strong impressions on our experiences in the real world. Recently, 
the promotion is broadcasted on public video streaming services such as Youtube and 
NicoNico Douga1, and is advertized through social media like Twitter and Facebook. 
The reputation of the promotions becomes well know through a word of mouth  
                                                           
1 http://www.nicovideo.jp/ 
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delivered in social media. This paper shows the analysis of existing promotion that 
uses Japanese animation movies. The analysis leads to design guidelines identifying 
why the promotions have been successful. Then, we present some case studies to 
show how the successful promotions fit the guidelines. The insights extracted from 
the analysis presented in the paper are useful to design future ambient intelligent ser-
vices that integrate virtual and real worlds. 

2 Promoting Products with Fictional Animation Stories 

Using animation movies is very useful because it is easy to offer fictional worlds and 
characters. This makes us to offer empathetic fictional creatures and marvelous futu-
ristic worlds to attract us easily. The animation story is easy to embed ideological 
messages that represent human dreams and expectation. Also, many Japanese anima-
tion stories are full of positive thinking, so the stories can increase our self-efficacy to 
overcome hard problems while enjoying the stories. Currently, typical product promo-
tions use empathetic characters that are appeared in popular animation stories. For 
example, Pokémon2 characters are widely used for promoting foods for kids like a 
retort-packed curry food and bread. The animation movie is very popular by most of 
Japanese kids so the promotion broadcasted within the animation television movie is 
effective to appeal the products to these kids. However, although the promotion 
makes it possible to increase their buying impulse, the promotions do not make them 
believe that the products are attractive. Thus, the products will be forgotten when they 
become adults. 

3 Guidelines to Promote Products with Fictional Stories 

In this section, we present four design guidelines for promoting commercial products 
by using fictional stories. The guidelines are extracted while discussing in workshops 
to watch several video animation movies for product promotions.  

I. Offering the strong visual impact that makes us attract the products. Pepsi 
NEX uses Cyborg 0093 for the product promotion, and Tiger & Bunny4 uses several 
Japanese company logos such as Softbank and Bandai for promoting the company 
brands. In the Pepsi NEX promotion, cyborg heroes move very speedy so this be-
comes a metaphor of the Pepsi NEX’s sharp taste. Also, a pretty heroine brings us an 
empathetic feeling on the products. In the story of Tiger & Bunny, justice and heroics 
are commercialized commodities. Some people choose to become costumed superhe-
roes, and each is sponsored by a major present real-life company, which is featured as 
advertisements on the heroes’ uniforms. These cool superheroes become metaphors 
that the companies are also cool. These vivid expressions in an unusual daily life 

                                                           
2 http://www.pokemon.com/us/ 
3 http://009.ph9.jp/pepsi-nex/ 
4 http://tigerbunny.wikia.com/wiki/Tiger_%26_Bunny_Wiki 



 Promoting Consumer Products with Fictional Stories 721 

make it possible to offer people surprises that memorize strong impressions on target 
products. 

II. Offering the non fictional story that makes us believe the promotion.  
TAISEI corporation promotes its brand image by using an animation movie5. In the 
movie, a lady is working on the construction of the Bosporus tunnel. The non fictional 
story presents that her work contributes to a amazing work that can be appeared in the 
world map. The movie shows the fact that the company has achieved the amazing 
work as trusted information so the audience of the movie can own the positive feeling 
on the company through amazingly realistic scenes of the tunnel. The promotion is 
very useful because most of us do not know that TAISEI corporation has built such 
amazing constructions all over the world. 

III. Offering the reality that makes us believe the fictional story in the promo-
tion. In the DOCOMO’s promotion named Xi AVANT6 to show the vision of the 
future mobile phone, the promotion movie uses the several realistic landscape scenes 
of present Barcelona. The reality of the background landscape scene offers a feeling 
that the vision told in the fictional story will be realized soon. The Tokyo Disney 
Resort’s promotion7 reminds each person’s real memory that she visited to Tokyo 
Disney Resort before. So the story shows that she will enjoy to visit Tokyo Disney 
Resort even she becomes old. Therefore, we think that the happy memory in Tokyo 
Disney Resort will be inherited to our children. 

IV. Offering the empathy that makes us attract the products in the promotion.  
This is a typical way to use animation characters in the promotion videos. As de-
scribed previously, Pokémon characters are used for promoting various commercial 
products for kids. Also, Japan Racing Association uses characters and giant humano-
ids in Evangelion, which is a very popular animation movie that many Japanese 
young adults like8. The purpose of the promotion is to promote the horse racing to 
young adults. The animation stories are usually preferred in a wide generation in Ja-
pan, but each animation covers only specific target generation. Thus, the animation 
that is interested in a specific generation can be used to appeal to a different genera-
tion who may not have strong interests in the target products. 

Toyota’s Peace Eco Smile9 promotes its brand by using an original animation sto-
ry. In the movie of the story, a young male person who comes from an outer space 
tries to learn products and rules in our world. Especially, the story tells that the tech-
nologies developed by Toyota are very eco-friendly with his love story. However, the 
characters in the story are not enough empathetic. Also, the story does not give us 
enough information that the Toyota’s technologies are superior. Also, the background 
scenes are not enough realistic, and there are a few impressive visual representations 
to give us metaphors showing Toyota’s excellence. Thus, the promotion that does not 
fit to these guidelines has not been successfully accepted from the most of audiences.  

                                                           
5 https://www.youtube.com/watch?v=OKoCl-3E0Vw 
6 https://www.youtube.com/watch?v=IP5nAkG5lME 
7 https://www.youtube.com/watch?v=clFq7xwxV-Q 
8 https://www.youtube.com/watch?v=toEcz4inet8 
9 http://www.toytoyota.com/pes/ 
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4 Case Study: Analyzing Advertisements with Original 
Animation Stories  

This section analyzes three promotion movies that use original animation stories dis-
cussed in our workshops. The movies are successful to promote products and compa-
ny brands. We consider how the movies fit to the guidelines explained in the previous 
section. 

The first is the promotion movie for Meiji fruits gummi candy. The story is named 
Megumi and Taiyo Tweet Love Story10. In the story, a heroine Megumi eats a grape 
gummi candy when something needs to be considered deeply. The scene fits to guide-
line 1. When using a fictional story, it is not easy how the audiences feel the reality on 
the story in accordance with guideline 2. Tweet Love Story uses a social media, Twit-
ter, to make us feel the reality of the story. The audience can talk with the story’s hero 
Taiyo via Twitter. Taiyo gives us answers when we gave him some advices on how to 
get closer to Megumi. Megumi and Taiyo also talk with each other on Twitter so eve-
ryone can know their conversation. The audiences’ advices have strong impacts on 
the conversation between Megumi and Taiyo. This means that the story changes its 
ending according to our advices to Taiyo, and the fact feels us that the story is realis-
tic in our world.  

Taiyo is working at a vineyard, and there are some scenes showing that grapes are 
healthy and delicious. This gives enough information showing the product’s excel-
lence in accordance with guideline 3. Finally, the story chooses a character designer 
whose characters are recently very popular in many media. Thus, the audience easily 
feels the empathy on the characters even though the story and its characters are origi-
nal. Then, guideline 4 is satisfied. 

The second is the promotion movie named Mercedes-Benz Next A-Class11, which 
promotes Mercedes-Benz’s new A-Class cars. In the story, the promoted car is de-
picted in a near future world. The speediness of the car is nicely shown in the movie. 
This fits to guideline 1. Also, the movie shows that the car offers very high perfor-
mance that is fit to guideline 2.  

In the animation movie, the presentation of the car is very realistic. Also, the story 
is just to catch a legendary ramen noodle shop. Finding a nice ramen noodle shop is 
very popular culture for Japanese young adults. Thus, the story is especially very 
realistic for the young adults who are target users for the A-Class cars.  This fits to 
guideline 3. 

Finally, the movie adopts a character designer of Evangelion, where most of young 
males know and like Evangelion. It is one of the most popular animations in Japan, 
and its characters are also well known. People who like Evangelion’s characters also 
like the characters in Next A-Class. Thus, this fits to guideline 4. 

The third is the promotion movie of Subaru, which is a Japanese automobile com-
pany. The promotion movie is named Wish Upon the Pleiades12. The promotion is 
                                                           
10 http://www.meiji.co.jp/sweets/candy_gum/fruits_gummi/part1/ 
11 http://next-a-class.com/ 
12 http://sbr-gx.jp/ 
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very interesting because a very few are promoted about Subaru in the movie. The 
name of the main heroine is Subaru, but the movie does not show any cars in the sto-
ry. However, the characters in the story and the story itself offer strong attractiveness 
to many Japanese traditional animation fans. The story is based on magic girls’ story, 
and many scenes in the movie are very typical in the magic girls’ animation movie. 
Thus, the movie becomes very empathetic to many animation fans, and the characters 
in the movie become very famous in the geek animation communities. 

The movie makes the name Subaru well known although the company name may 
not be popular in young adults. Also, the company has opens several public attrac-
tions using the characters. Many young adults having interests in the characters vi-
sited to the attractions, and learn more details about the company. The original story 
follows only guideline 1 and 4, but guideline 2 and 3 that do not satisfied in the story 
may be compensated by the reality offered in real world attractions. This shows the 
future possibility to use transmedia storytelling for effective promotions. 

Original stories need not take into account the consistency with promoted products. 
Thus, there is a very big freedom for the promotion, but the cost to create the movie 
of an original story is high. 

5 Conclusion and Future Direction 

This paper presented design guidelines to promote products by using animation sto-
ries. We showed some case studies to discuss the analysis of the several promotion 
movies. The insights from the analysis are useful to design future ambient intelligent 
services. We are interested in to use the proposed guidelines to analyze a story frag-
mented on multiple media. In Japan, especially, animation movies are recently used to 
promote local regions that are used in the story. The region plans to attract people 
who like the story when visiting to the region for enjoying extra original new stories. 
The proposed guidelines are helpful to consider how the unsatisfied guidelines in the 
promotion movie are supplemented in regional real world attractions. Our approach is 
also useful to analyze the story to compose multiple existing stories. For example, 
MacDonald sells Happy Meal that gives us character goods in various stories. Cur-
rently, there is no interaction among the characters in different stories. On the other 
hand, our approach offers a promising way to enhance their consumers’ experiences 
by consistently integrating stories of multiple characters.  
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Abstract. Purpose of this research is to propose design approach and method for 
service design with lifestyle change based on human centered design. In addition, 
another purpose is to propose new system and product for network system. For 
this purpose, user research for extreme user was done and creates idea beyond 
current thinking. After making scenario and storyboard, design concept was pro-
posed with prototype and concept movie. Based on this prototype and video, user 
evaluation was done to evaluate design concept. They base proposed design ap-
proach on utilizing extreme user to find new thinking for lifestyle change and to 
evaluate idea. Result of this research, exercise application named "pinch hitter" 
for diet was proposed.  To continue exercise this application helps user to show 
the animation of pinch hitter that will exercise instead of real user.  

Keywords: User Centered Design, Storyboarding, Scenario, Persona. 

1 Introduction 

Recently, people have been eager about making a new product with new style of inter-
face just like iphone effects. Therefore, we are thinking a new product with new interface 
not only for convenience but also it can apply to human centered design. The proposal of 
this research is about “Service Designs for life-style changes”. Our processes and ideas 
are basic on HCD and discover the needs from users inside voice and desires.  

2 Purpose and Research Methods 

2.1 Service Designs for Life-Style Changes 

The purpose of this research is basic on HCD and discovers the needs from users inside 
voice and desires.  

2.2 Service Designs for Life-Style Changes 

In order to make this research, we follow the steps from HCD design and we use these 
effects as the results. 
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Process: following steps (1) Design process proof, (2) Results outcome, (3)  
Conclusion.  
3 Design Process 

3.1 Background and Purpose 

Background and purpose: Explanations of Service Designs for life-style changes. 
3.2 The Background of Product Design Process 

Human centered design is an approach that integrates multidisciplinary expertise  
towards enhancing human well-being and empowering people. It leads to systems, 
machines, products, services and processes which are physically, perceptually, cogni-
tively and emotionally intuitive to use. Therefore, our product processes are basic 
following this concepts and ideas.  

3.3 Explanation of Product Design Process 

Application of the proposal Service Designs for life-style changes steps are following. 

1. Ideas from memories workshop 
2. Idea analysis: making a topic 
3. Result about observation 
4. Ideas from observation and brain storming. Final idea  
5. Developing the idea, making a scenario  
6. Making a story board 
7. Mock up 
8. Pro-typed products 
9. Story boarding 

10. Video demonstration 

4 Verification 

Explanation of each process with detail.   

4.1 Memories Workshop and Making A Topic 

From this process, suppose we have a user. From his/her unique experience and 
memories about design, we can use that experience and memories to develop ideas. 
Probably, we could find out new ideas or now life style to make a new topic(Fig.1).  
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Fig. 1. Memories workshop  

4.2 User Research 

After setting a topic and we make researches which fit about our topic. However, we 
make some interviews to with some users (extreme users are included).  

The questions about interview: users’ basic information such as goal, hobbits, in-
terests (Fig.2). The formation of the interview is about their lives in week day and 
weekend (fig.3).  
 
 

 

Fig. 2. Persona  Fig. 3. Gap map whichi ideal life and an ac-
tual life 

4.3 Idea Development 

According the result from user researches, we are developing ideas from each topic 
scene. We make a vision map that basic on the result of interview. The contact of 
vision map is about comparison of ideal life and realistic life. We check out the result 
from research and make the development with each topic idea while the map is the 
key of making the scene.  

4.4 Story Boarding 

We make our ideas in to a scenario, for example, we put our life pictures and make 
them as episode series so that it is clear to the users (Fig.4).   



 Service Designs for Lifestyle Changes 727 

1. We divided scenario by several micro scenarios 
2. Around 5-10 micro scenarios 3. We make story boarding sheets from each micro scenario   
4. We compose pictures with people and background 
5. We use these pictures applying our products. 
6. The contacts of story boards also included from what user dialogs. 
7. We make sketches from each scene at beginning  
8. After making sketches, we double check them and make some correction if they 

are necessary.  

 

     

Fig. 4. Storyboard 

4.5 Simple Product Pink 

Before making the product, we start to work on interface, even the software is not 
done yet. We make several simulations to operate the interface. By using Adobe flash 
we update interface in they are necessary.  

4.6 Response from Scenario and User Interface Valuation 

We use story boards that we made before, and see how users’ response. We let users 
operate the final product that we been made, and check the interaction between users 
and interface. While operating the products, we ask users to make valuation about 
product services.  
 
Response from Scenario. While reading story board, users make their valuation. 
There are 4 levels of valuation sheet.  

We make the valuation digitalization.  

1. While reading story board, users make their valuation. There are 4 levels of valua-
tion sheet. We make the valuation digitalization.  

2. Interview with the items that user’s concerned 

Interaction valuations are the following: 
1. Difficulty with scenario when seeing story board 
2. Operation about scenario  
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3. There are 4 levels of valuation sheet including Satisfaction, understanding, and  
operation in each scene.  

4.7 Final Proposal Movie 

We made video about scenario that following with story boards. It includes user inter-
face and interaction. We will make some reviews whether it is proper to expand the 
vision experience  

1. Example of topic 
2. Example of persona  
3. Example of Idea topic with value added  
4. Taking pictures of life scenes  
5. Showing Interaction  
6. Performance of Users’ Experience  

5 Final Proposal 

Author have made a review of service over-view and in order to make the final pro-
posal done, we also viewed the property of ideas. Main contact includes persona, 
story boards and final proposal movies. Result of this research, exercise application 
named "pinch hitter" for diet was proposed.  To continue exercise this application 
helps user to show the animation of pinch hitter that will exercise instead of real user. 
And another result of this research is proposed design approach will be good for de-
signer to proposed system and product for lifestyle change. Fig.5).  

 

 

Fig. 5. Story movie 

6 Conclusion 

This research is about the process and technique of making a new service design by 
changing your life-style from user experience. The steps of making new design are 
basic on human-centered design that help us discover the potential needs from users 
and we are aiming for how accuracy of this. Author make new service design for life-
style changes, and it have studied its characteristics in topic. This research had over-
viewed our valuation by users with story boards and product operation. Therefore, we 
made this proposal connecting between user experiences and service value.    
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Abstract. Since the announcement of Restriction of Hazardous Substances Di-
rective (RoHS) in 2003, manufacturers of electrical and electronic equipments 
are restricted of containing any harmful substances such as: Pb, Cd, Hg, Cr6+, 
PBB and PBDE, in their products importing to European market, starting from 
July 1, 2006. How to avoid the use of materials containing hazardous substances 
has become a major issue in the electrical and electronic industry. The purpose of 
this research is to establish green supplier’s assessment criteria through a mod-
ified Delphi method, and to determine the weights of criteria by the Fuzzy 
Analytic Hierarchy Process. A sequential sampling plan is proposed as inspec-
tion exemption guideline based on the MIL-STD-1916 procedure. This could 
save 12.13% in material inspecting time for the case company. 

Keywords: Delphi method, Fuzzy analytical hierarchy process (FAHP), Green 
supplier, Inspection exemption. 

1 Introduction 

Since the announcement of Restriction of Hazardous Substances Directive (RoHS) in 
2003, manufacturers of electrical and electronic equipments are restricted of containing 
any harmful substances such as: Pb, Cd, Hg, Cr6+, PBB and PBDE, in their products 
importing to European market, starting from July 1, 2006. How to avoid the use of 
materials containing hazardous substances has become a major issue in the electrical 
and electronic industry. Many companies had set up management systems such as 
IECQ QC 080000 management system to effectively control hazardous substance. 
IECQ QC 080000 requires identification of hazardous substances in the beginning of 
development and design stage of the raw materials. [3] 

To assist the domestic industry in response to environmental protection directives of 
the European Union, Ministry of economic in Taiwan has developed the green product 
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management system-hazardous substances process management requirements 
(GPMS-HSPM). This system uses the same terms as IECQ system and is more suitable 
for small and medium companies in Taiwan. 

The purpose of this research is to establish green supplier’s assessment criteria 
through a modified Delphi method, and to determine the weights of criteria by the 
Fuzzy Analytic Hierarchy Process. To reduce the inspecting time and cost, a sequential 
sampling plan is proposed as inspection exemption guideline based on the 
MIL-STD-1916 procedure. 

2 Green Supplier Assessment Criteria 

A decision of supplier selection criteria is required before supplier assessment can be 
performed. Manufacturers normally develop their supplier assessment form according to 
ISO 9000, ISO 14000, IECQ QC 080000 and other related regulations and special re-
quirements. The case company in this study adopts the supplier assessment form from its 
clients such as DATAFAB, 3M, Wistron, ASUS, and Compal to build up its own criteria. 

In the criteria development stage, the Delphi method was used. A panel of experts 
answers questionnaires in two or more rounds to decide which important criteria needs to 
be considered. Once the statistics reach the pre-defined stop criterion, the process was 
stop and the mean or median scores of the final rounds determine the results. Through this 
process four assessment aspects and sixteen assessment criteria were determined.  

3 Fuzzy Analytic Hierarchy Process (FAHP) 

The second stage is based on FAHP, and consults experts of various fields to find out 
the importance of various criteria, in order to obtain the weights for the selected crite-
ria in the previous section. The linguistic scale of traditional AHP method could ex-
press the fuzzy uncertainty when a decision maker is making a decision. Laarhoven 
and Pedrycz [5] proposed the FAHP in 1983, which was an application of the combi-
nation of Analytic Hierarchy Process (AHP) and Fuzzy Theory. FAHP converts the 
opinions of experts from previous definite values to fuzzy numbers and membership 
functions to achieve more reasonable assessment criteria.[2][6] 

The FAHP steps proposed by Kreng, et al. [4] were adopted as follows: 

1. Determine problems: To ensure future analyses correct, this study discussed the 
‘‘assessment criteria for green suppliers”. 

2. Set up hierarchy architecture: This study screened the important factors conform-
ing to target problems through Delphi method investigating experts’ opinions, to 
set up the hierarchy architecture. 

3. Set up fuzzy paired comparison matrices after the definite values are converted to 
fuzzy numbers. 

4. Calculate fuzzy weight value: This study uses the ‘‘Column Vector Geometric 
Mean Method” proposed by Buckley [1]. 
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5. Hierarchy series connection. 
6. Defuzzification: Convert fuzzy numbers to easy-comprehended definite values, 

this study adopts the center of gravity method to solve fuzzy numbers. 
7. Sequencing: Sequence defuzzified criteria. 

4 Case Study 

The case company was established in 1983 and specializes in the field of Memory Card 
connectors. Table 1 shows the weights of green supplier assessment obtained by 
FAHP. Furthermore, application of the inspection exemption guideline based on the 
MIL-STD-1916 procedure, eight of the suppliers are certificated as inspection exemp-
tion suppliers. According to the inspection records of years 2009 and 2010, a reduction 
of 12.13% in material inspecting time for the case company can be saved. 

Table 1. Weights of aspects and criteria for green suppliers assessment 

Aspect 
Aspect 
weight 

Criteria 
Criteria 
weight 

Global 
priority 

Ranking 

Quality 
management 

0.309 

Raw material inspec-
tion report 

0.119 0.037 14 

Promise of not using 
hazardous substance 

0.137 0.042 12 

Management system 
verification 

0.165 0.051 10 

Regulation restriction 
and customer request 

0.315 0.097 2 

Quality system audit 0.264 0.082 3 

Resource 
management 

0.155 

Raw material man-
agement 

0.196 0.030 15 

Equipment environ-
ment 

0.128 0.020 16 

Equipment procure-
ment management 

0.243 0.038 13 

Training 0.434 0.067 7 

Design and 
Development 
management 

0.280 

Product innovation 0.169 0.047 11 
Green procurement 0.566 0.158 1 
Cleaning cost 0.265 0.074 5 

Process 
management 

0.257 

Control of production 
process 

0.241 0.062 8 

Control of noncon-
forming product 

0.289 0.074 4 

Shipping management 0.269 0.069 6 
Product preservation 0.201 0.052 9 
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5 Conclusion 

This research proposes a green suppliers assessment methodology through a modified 
Delphi method, and a Fuzzy Analytic Hierarchy Process. The top five assessment 
criteria determined are Green procurement, Regulation restriction and customer re-
quest, Quality system audit, Control of nonconforming product and Cleaning cost. 
After implementing these criteria to the material suppliers of the case company, eight of 
the suppliers are certificated as inspection exemption suppliers. A reduction of 12.13% 
in material inspecting time can be saved. 
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Abstract. This paper conducted a pilot experiment planning and compared the 
relative performance of two types of training method, two types of interface 
mode and high and low working memory levels of older adults in training to 
use a product interface. According to the cognitive learning theory and human 
knowledge system, two kinds of training method were developed. The proce-
dural training method based on the procedural knowledge concept was provided 
to reduce working memory demands by telling participants which steps to per-
form and in which order. Generally, this training method was hypothesized to 
be better for older adults. The declarative training method from the declarative 
knowledge concept was designed to assist participants in properly allocating 
their attention but to require them to be more actively involved in determining 
the specific steps of the task. Although this type of training method might be 
most supportive of learning for older adults of high working memory level, it 
might too working-memory demanding for the older adults and hence be inef-
fective. The major findings were as follows: There was a significant effect of 
training methods on direct interface mode and hierarchical mode tasks. This 
study has shown evident relationships of performance as a result of the declara-
tive training method versus the procedural training method in older adults with 
different cognitive attributes and ability levels. 

Keywords: Training Method, Working Memory, Product Interface, Older 
Adults. 

1 Background 

As mentioned, the training materials do play an important role in the older adults’ 
training issues. Likewise, the design of proper training method is equally important 
for older adults when interacting with product interface. Enabling older adults to 
interact with product interface efficiently is an important immediate and long-term 
goal for training research. Previous literature provides general guidance for the 
developing training program. General guidelines are available to enhance older 
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adults’ ability to learn to use new product interface by providing training program 
(e.g., Czaja et al, 2012 ; Fisk et al., 2009 ; Rogers et al., 2010 ). However, numerous 
ambiguous questions regarding training program content remain to be unanswered in 
the context of aging and product interface. Lack of age-appropriate product interface 
training program has consistently been identified as a major obstacle to older adults’ 
learning and use of products. Therefore, it is important to determine the type of 
training method, interface mode and the working memory ability limitation that works 
best for older adults, for immediate performance; and for learning. After 
understanding the issues of training materials for older adults’ needs and requirement 
in the previous research(Tsai, Rogers, & Lee, 2012 ), this preliminary research 
continue to conduct a research to design two training methods to compare the effects 
of emphasizing different concepts during training of working memory difference on 
performance measures of product interface test. The purpose of this research is to 
provide insight into these unknown issues. 

Figure 1 presents the overview of the experimental procedure used in the current 
study. Selected 80 older adults participated in this research. Participants in each 
working memory group received procedural training and declarative training in both 
interface task mode schedule. Participants began with working abilities testing and 
mouse training. They then began the training phase of either procedural or declarative 
training after which, participants moved into the assessment phase of the experiment. 
Interface performance was assessed using time on tasks participants conducted during 
test and tasks they were not trained on, the ability to incorporate interface goals, the 
ability to understand, and working memory for interface surface features.  

 

 

Fig. 1. Illustration of the experimental concept used in the current study 

2 Methods 

2.1 Participants 

One hundred and twenty older adults were first recruited in this study. The protocol was 
explained and informed consent was obtained from each subject. First of all, partici-
pants completed a thirty minutes battery of working memory ability measures from the 
Wechsler adult intelligence scale test-3rd version (WAIS-III) (Wechsler, 1997).  
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The Digits Forward and Digits Backward tests (Wechsler, 1958), as well as the Dane-
man and Carpenter reading span test (1980) were used to test older adults’ working 
memory. A compound latent factor score of working memory was calculated from these 
three measures. A higher compound latent factor score indicates higher working memo-
ry capacity. In addition to the working memory digit span measures, both near and far 
visual acuity were assessed using a Snellen eye chart, with the criterion set at 20/40 
(corrected or uncorrected). Hearing was also assessed using an audiometer, there was no 
criterion set, and all participants were able to hear conversation between themselves and 
the experimenter with or without the assistance of a hearing device. There was no prior 
experience in using the experimental interface during the training conditions for the 
older adults. According to the digit span results, the scores of digit span selected ranged 
from 10 to 28 in the study, and the average value was 7.3 (SD = 3.2). The average value 
plus/minus fifty percentage of standard deviation was used as the dividing points for 
defining working memory levels. Low and high working levels were established respec-
tively. The high working memory level group was composed of 40 older adults ranging 
in age from 65 to 72 years of age (SD = 6.8). The low working memory level group was 
made up of another 40 older adults ranging in age from 67 to 78 years of age  
(SD = 5.3). Older adults received $100 for their participation. The experiment lasted 
approximately 1 hour for two types of training method. Participants were pre-screened 
via the telephone and then mailed a home questionnaire. These measures included de-
mographic and health questionnaires. 

2.2 Materials-Development of Training Programs 

Procedural Training Method. Procedural training instructions included minimum 
step-by-step directions to operate the product interface, but did not give information 
on what was to be completed in each step. Procedural training instructions only em-
phasized procedural information for the current interface state and tasks, therefore 
providing minimal conceptual information. During training, participants were given 
the goal and instructions on exactly what button to select; they were required to only 
follow the steps to complete the task.  
 
Declarative Training Method. Declarative training methods are defined as an abstract 
or generic ideas generalized from particular instances, which are task-independent 
procedures. Declarative training instructions consisted of generalized directions 
necessary to complete a task used in the product interface. Participants were given 
instructions on what to do to complete a task but not how to complete a task, the 
precise function selection was not provided. Declarative training instructions only 
emphasized general system information, and therefore provided minimal procedural 
(i.e. step-by-step) information. During training, participants were given the goal and 
general instructions on what is being performed during each step. They were required 
to extrapolate the exact button presses from the goal based on the given general 
instructions to complete the task. Just as with procedural training, to complete the 
task, participants had to read the problem statement to identify the appropriate tool, 
identify the value, and change the value. However, in declarative training, older 
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participants were given the generalized hierarchical framework, identified through an 
interface analysis, needed to complete the task. 

2.3 Materials-Interface Task Modes 

In order to investigate learning to use a product interface, a computer simulated 
interface “Microsoft Media Player” was designed to emulate two types of interface 
tasks. The Microsoft Media Player was structured with a number of variables and 
functions that the user must take into account to produce a result. It provides the direct 
control mode tasks and hierarchical mode tasks. The direct control mode task is 
controlled from the basic level of the cognitive processing hierarchy, and may be 
characterized as "smooth, automated, and highly integrated" and takes place (critically) 
"without too much conscious attention or control". Effective direct control mode task 
performance relies on heavy feed forward control flows throughout, "depends upon a 
very flexible and efficient dynamic internal world model". The hierarchical mode tasks 
is controlled by the advanced level of the processing hierarchy, and may be 
characterized as consisting of "a sequence of subroutines in a familiar work situation", 
where the subroutines follow previously stored rules, again relying primarily on feed 
forward control. Users are required to use their higher knowledge and logical method to 
complete a task. Moreover, older adults’ participants have not encountered similar 
simulated interface before. Therefore, the novelty, complexity, and unique nature of the 
Microsoft Media Player made it an appropriate product interface simulation for 
answering the previously stated research questions. 

2.4 Procedure 

In this study, the author use the Microsoft Media Player as a demonstration platform 
to train older adults of 40 minutes interface training for 10 tasks (including 5 direct 
control mode tasks and 5 hierarchical mode tasks). The training program taught each 
older adults group separately what to do or how to do it with hard copy tutorials 
designed by the researcher (Please follow the Appendix A for detailed content). The 
procedural training program told the participants how to operate the tasks but didn’t 
explicitly tell them what they were doing. Otherwise, the declarative training method 
presented a conceptual paragraph for the interface task information, but didn’t include 
detailed and sequenced instruction for using it to complete the task. That is, the 
declarative training method told participant what to do instead of how to do it. The 
detailed training program arrangement is shown as the Figure 4.5. After participant 
complete this assigned 40 minute training program, they were requested to perform 
another 6 tasks to differentiate the training performance and effectiveness. 

3 Results 

The improved performance of low working level older participants for task 
completion time and high working level older adults for task time indicates that these 
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results pertain to task time where in accordance with the hypothesis that declarative 
training results in better performance on hierarchical mode tasks compared to 
performance of participants in the procedural training condition. This supports the 
notion that declarative training results in performance benefits in task speed for 
advanced or novel tasks, which may be due to a better understanding of the interface 
structure. Several conclusions can be drawn from these findings. However, examining 
one measure by itself gives an incomplete picture of effects of training on learning. 
Older participants in the declarative training condition performed hierarchical mode 
tasks faster than participants in the procedural training condition. 

4 Summary and Implication  

From a practical perspective, these results have clear implications for the develop-
ment of training programs to optimize training for different working memory ability 
older adults learning to use a technology interface. If the goal is fast and efficient 
performance with training materials in view, then procedural training method is bet-
ter, especially for low working memory older adults during training. If, however, the 
goal is to support learning to enable older adults to use product interface even when 
the training materials are not available, declarative training method is better. 

Older adults are capable of learning to use new product interface. The optimal 
training method will likely involve a combination of specific training procedures. The 
present study makes clear the relative benefits of declarative versus procedural train-
ing for older adults of two different working memory levels and suggests how experts 
should incorporate these types of training into a training program. Finally, applying 
this research to the development of training programs may increase proper product 
usage of complex technological product interface for older adults. With the develop-
ment of these types of interface occurring every day in domains such as medical care, 
communication, transportation, and entertainment, understanding the product inter-
face structure may result in a better quality of life. 
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Abstract. The Changing Room is a multimedia interactive display system. Digital 
media is used to make a projection on the walls, the ground and merchandise in 
the mall’s display space, so customers can experience merchandise in the created 
context of digital images. Within the display space, the customers’ various acts 
such as walking around, touching, and staying can trigger the sensors and then a 
variety of digital information will show up. For instance, directly projecting the 
relevant sales information around the merchandise, or producing a variety of dif-
ferent visual transition effects, to guide customers to participate in interaction and 
imagine the scenario or atmosphere by using this product. 

Keywords: Interactive display system, shopping experience, projection. 

1 Introduction 

The majority of customers in retail stores, such as furniture and furnishings are often 
confused about what kinds of goods they should choose. This is mainly because they 
often cannot imagine the kind of scenario or atmosphere at home that will be created 
with those home supplies. 

The Changing Room attracts customers by its visually interactive user interface. 
Through the display of a wide range of changing scenes and the instant availability of 
product details, customers can get sales information, and they can also immediately 
experience the related scenarios, further identifying their favorite goods and showing 
purchase intention. The digital content (including product information) can also be 
customized depending on the need of retailers in order to create miscellaneous expe-
rience spaces. 

2 System Overview 

The Changing Room is designed for the annual exhibition at Osaka University of Art 
and aims to guide people to experience a variety of interior design scenarios based on 
different themes (see Figure 1). The project proposes a simulation solution by project-
ing the images to physical space. The appearance of the items in all sizes such as 
walls, tables, chairs and tableware is all presented through the projector. Visitors are 



 The Changing Room 739 

free to pick a projected scenario similar to their home or an interior design style they 
prefer, and specify the appearance and color of each item to more precisely determine 
whether the targeted products meet their requirements. The relevant design details are 
described as below. 
 

 

 

Fig. 1. From left to right - the concept image of Japanese elements oriented digital content 
display, completed works 

2.1 System Architecture 

 
 
 
 
 
 
 
 
 

Fig. 2. From left to right - System Configuration, pure white colorless model 

As Figure 2 shows, exhibition walls, tables and chairs and desktop objects are pure 
white colorless model before projection. The overall exhibition spatial configuration 
is 2.5 x 2.5 x 3 (L x W x H, unit: m); system devices contain three 5000 lumens (lm) 
of short-focus projector, two PCs, and one Microsoft Kinect motion sensor. The 
computer system's graphics card with multiple output functions allow three projectors 
to project images on the two walls, desktops and floors respectively.  In addition, a 
Kinect motion sensor on the ceiling, by detecting the visitors’ behaviors such as 
walking around, touching and staying, triggers the computer system to project a 
variety of interior design details and change the spatial scenarios. 
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2.2 Edge Blending and Motion Detection 

As the exhibition space has three sides of the projection surface (walls on both sides and 
the desktop and the ground on the same side), the computer system needs to deal with 
the huge amount of image data, as well as motion detection functions. Therefore, during 
the virtual image projection, in order to reduce the workload of the display and detection 
operations, the two computers are connected for the synchronization of data processing 
to maximize the computer performance. The System will integrate configuration for the 
display of digital images, and then make edge blending after projecting them on the wall 
via different projectors. Further, the Kinect motion detector will constantly deliver the 
movements of the visitors back to the system and then give the visitors different 
projections of feedback content according to different interactions. 

3 Future Work 

This project has completed building the edge blending function and the visitors’ "mo-
tion detection." In analysis of this project at the exhibition of the Osaka University of 
Arts in February 2013, with the experience of interaction with the visitors, this paper 
suggests that all goods information database should continue to be built and the func-
tion of customer image input provided. 

3.1 Goods Information Database 

The ultimate aim of The Changing Room is to provide retailers an exhibition and 
sales space in order to offer real-time commodity information and create the 
atmosphere of using products. Therefore, it is very crucial to build a database storing 
digital commodity information, which can be divided into three parts: the projected 
image, the narrative of goods, prices and stock quantity. For product images as shown 
in Figure 3, they must be designed based on the surface of the white projection model, 
so that customers can have feelings “on the spot.” Commodity prices and inventory 
are also closely integrated with the system. For retailers with many stores, real-time 
inventory data management will bring great convenience for customers. In addition, 
the system must also provide product data maintenance interface to help retailers 
organize and input digital content that system can present in sequence. 
 
 
 
 
 
 
 
 
 

Fig. 3. Product digital images projected on the white model 
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3.2 Customers  Input Information by Themselves 

Web2.0 represents the content is produced due to the participation of each user; by 
participating in the platform, there will be more diverse content [1]. On the second 
stage, the system development will focus on the function design, where customers 
input their own images. The input function can do real-time input through community 
website platform, or at the exhibition spot. Customers can input their own images at 
home, allowing The Changing Room to provide more experience. In other words, by 
replacing the system’s built-in indoor scenes with customers’ photos provided by 
them, the home display tends to be more personalized, allowing customers to 
experience more accurate atmosphere of trial commodities. 

4 Conclusion 

Our society has entered an era of emotion-oriented business, and "purchase of goods" 
is no longer the sole purpose of the consumption process. Customers often pursue 
more psychological satisfaction and responses. For instance, " Factory tour" in com-
bination of tourism and manufacturing, attracts a large number of crowds and bring 
business opportunities, which is exactly the specific marketing model of the commer-
cialization of "experience in person." Therefore, whenever the company puts service 
on the stage, uses commodities as props and let customers emerge into the setting, the 
so-called "experience" has been done. To put it in another way, when customers buy 
the experience, they are spending time on enjoying the feeling “on the spot” offered 
by the company [2]. 

Through the exhibition space created by digital images, retailers shape the shop-
ping process as an experience process and use information technology to make  
“product experience” available. Therefore, The Changing Room rearranges details of 
consumption process and recreates the customer’s shopping experience aiming to 
encourage them to explore the new implication on consumption, shaping an "expe-
rience economy." 
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Abstract. It is necessary to provide suitable assistance to each consumer in 
shopping to choose preferable commodities. Each consumer does shopping with 
checking dominant features of the commodities according to his own criteria 
[1]. For example, "I want a cloth of a good material”, “I want a T-shirt in cool 
color", and so on. We have developed an experimental shopping space 
equipped with ubiquitous sensors such as cameras and RFID-tag readers. In our 
experiment, each subject freely walked around the shelves to find the preferable 
T-shirts. Our system observed typically the time of three actions, "Look at", 
"Touch" and "Take" a T-shirt. In this study, we have tried to estimate the domi-
nant features with each consumer through suggest the approach to recommend 
information in consideration of personal dominant features from observation 
and analysis of shopping behavior to perform suitable assistance. 

Keywords: Purchasing Behavior, Behavior Analysis, Dominant Features. 

1 Introduction 

In recent years, the choice to commodities of consumers spreads by the diversification 
of them in the store. However, it is the problem that consumers feel a burden to find 
them. So it is necessary that we provide the service that they don’t feel a burden. 
There are shops that they are recommended information to show commodities on 
digital signage [1]. But it is thought that the consumers do shopping with dominant 
features [2]. For example, "I want good clothes of the material. I want T-shirt of cool 
color". The service by current digital signage cannot consider dominant features. In 
this study, we suggested the approach to recommend information in consideration of 
personal dominant features from purchasing behavior analysis. 

2 Approach of Our Study 

We focused on consumer’s purchasing behavior to grasp their dominant features. We 
thought behaviors that are important for consumers are different each their dominant 
features. For example, the subject who has dominant features in colors compares 
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Table 2. Element of dominant features 

 

(1) In experiment space, we had 20 subjects choose the favorite clothes in 24 pieces 
of T-shirts from doing purchasing behavior. 

(2) We had 20 subjects evaluate the degree of the interest for 24 pieces of T-shirts in 
total by five phases of evaluations. 

4 Analysis Method 

Firstly, we assumed the subject with the same feelings the same group by a paired 
comparison. We adopted three action times and preferable rate, like and dislike, to the 
T-shirt as explanatory variables and a response variable, respectively, and have ap-
plied multiple regression analysis. We adopted that the grade of over 3 indicates in-
terest of subjects about five phases of evaluations, and 1, 2 indicates not interest. We 
compared a difference of the size of the regression coefficient each dominant feature 
with size of the regression coefficient of all the subjects. And we grasped the behavior 
that is important for subjects each dominant features. 

We evaluated the equation of regression each dominant feature. We substituted the 
behavior time by an experiment for the equation of regression of the group each do-
minant feature and the equation of regression of a subject. And we got the total of the 
absolute value of the difference of the value the equation of regression of the group 
each dominant feature and the value of the personal equation of regression that we 
substituted the behavior time. Therefore we estimated the value that the total was the 
smallest with the dominant feature that the subject had. 

5 Experimental Result 

Table 3 shows the regression coefficient each dominant feature group. 

Table 3. Regression Coefficient Each Dominant Feature Group 

 

The group which had dominant feature in colors had high ratio of "Look at" and 
"Take". Next, the group which had dominant feature in patterns had high ratio of 
"Look at" and "Touch". The group which had dominant feature in materials had high 
ratio of "Touch". Finally, the group which had dominant feature in shapes had high 

Colors Patterns Materials Shapes Price Bland Size

dominant features group Intercept Look at Touch Take

Colors -0.0593 0.1198 -0.1066 0.0535

Patterns 0.1149 0.1181 0.1447 0.0003

Materials 0.0672 0.1084 0.247 0.0122

Shapes 0.0868 0.0826 0.0299 0.0496

All subjects 0.1013 0.1021 0.0712 0.0265
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ratio of "Take". However, the group of price, brand and size were not different from 
the regression coefficient of all the subjects.  

We estimated the dominant features of the subjects and evaluated whether the do-
minant features we estimated corresponded with dominant features they had. Table 4 
shows estimated precision of each dominant feature. 

Table 4. Estimated precision of each dominant feature 

 

The estimated precision each dominant feature exceeded 60% except patterns. The 
estimated precision of the pattern was 40%. 

6 A Study 

The reason that resulted in table 2 is thought about as follows. It is thought that a ratio 
of "Look at", "Take" became higher because the group which had dominant feature in 
colors compares the color of the T-shirt and takes to check an overall color. It is 
thought that a ratio of "Look at", "Touch" became higher because the group which 
had dominant feature in patterns looks at patterns of the T-shirt and Touch them. 
Next, it is thought that a ratio of "Touch" became higher because the group which had 
dominant feature in materials checks the feel of a material to touch T-shirts. Finally, it 
is thought that a ratio of "Touch" became higher because the group which had domi-
nant feature in shapes takes to check the shape of T-shirts. Because 24 pieces of  
T-shirts made a little difference about price, brand, size, I thought that it was not dif-
ferent in regression coefficient. 

We consider the reason the estimated precision of patterns had become 40% in  
table 3. A ratio of “Look at”, “Touch” was high in the group which had the dominant 
feature of patterns at first. However, because the group which had dominant feature in 
colors had high ratio of “Look at” and the group which had dominant feature in mate-
rials had high ratio of “Touch”, we thought the group which had dominant feature in 
patterns was estimated that it had dominant feature in colors or materials by mistake. 

7 Conclusion 

In this study, we revealed difference in regression coefficient each dominant feature 
to grasp them that consumers have by analyzing purchasing behavior. And as a result 
of having estimated dominant features by using a provided model type, the dominant 
features except patterns became the high estimated precision. 

In future, we think the method to improve estimated precision and examine new 
analysis that reveals dominant features.   

Colors Patterns Materials Shapes All

Subjects who has dominant features 3 5 4 8 20

The number of people that an estimate proved right 2 2 3 5 12

Estimated precision(%) 66.7 40 75 62.5 60
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Abstract. This study investigates consumers’ emotions elicited by a product with 
different levels of semantics and their neural responses. Event-related potentials 
(ERPs) were used to collect emotional signals. As stimuli, products were distin-
guished into three Semantics categories (i.e. icon, index, and symbol) of possible 
referential associations. 

Keywords: Products Semantics, Emotion, Event-related potentials (ERPs). 

1 Introduction 

Nowadays consumers expect products that not only providing functional and ergo-
nomic satisfaction but also supply a pleasurable user experience (Jordan, 2000). In 
particular, products with cultural meanings can elicit pleasure if these meanings are 
understood (Krippendorff, 1994). This study attempts to argue that consumers’ emo-
tions (i.e. pleasure and arousal) can be elicited by a product with semantics and fur-
ther to investigate if product semantics difference can affect consumers’ emotions 
differently. 

1.1 Product Emotion 

Products not only perform the role of the object, they also made people feel happy, 
angry, proud, ashamed, peace of mind and anxiety (Marzano, 1998). Jordan (1998) 
investigated different sources of product pleasures: physiological, psychological, 
sociological, and ideological. Physiological pleasures involve bodily sensations; psy-
chological pleasures are about achievements of the self; sociological pleasures are the 
pleasures of social interaction; and ideological pleasures are about intellectual stimu-
lation. Norman (2004) also focused on the mental processing that gives rise to affec-
tive responses. He identified three levels of processing: a visceral level governing 
responses through direct perception, a behavioral level involving learnt but automatic 
affective responses, and a reflective level involving affective responses due to con-
scious thinking. In line with those levels, Norman proposed three design strategies: 
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design for appearance (visceral design), for ease of use (behavioral design), and for 
reflective meaning (reflective design). This study focused on emotional responses 
evoked by product semantics. In this paper, we explore sociological pleasures,  
ideological and reflective meaning. 

1.2 Product Semantics 

Norman’s (2004) reflective emotion is intellectually driven. It is influenced greatly by 
the knowledge, culture and experience of the user. Products often act as symbols for 
people, providing personal meaning and communicating the owner’s personal charac-
teristics to others. Emotions in using a product depend on what the product means or 
implies to the user. This is called product semantics (Krippendorff, 2006).  

According to Peirce’s theory (1935), product semantics were distinguished into 
three categories of possible referential associations. These three categories describe 
the formal relationship that can exist between signs and the objects that they 
represent. The three signs include icon, index, and symbol. Icon deals with needs to 
resemble that entity in some way. Index pertains to needs to be either causally related 
to, or spatio-temporally associated with the thing. Symbol pertains to links between 
the two phenomena and needs to be established by means of a convention, agreement, 
or culture. 

1.3 Event-Related Potentials(ERP) 

Emotional processing in the human brain is receiving increased attention. The milli-
second temporal resolution of ERPs enables the assessment of neural responses to 
emotional events. Processing of emotional information can be assessed by analyzing 
amplitudes (size) and latencies (timing) of ERP components (Rugg and Coles, 1995). 
Thus, the ERP is used as a new tool for design assessment. 

2 Method 

2.1 Participants 

Ten undergraduate students (5 male, 5 female; mean age= 23.5 years old) from Chang 
Gung University to participate in the experiment. 

2.2 Stimuli 

Stimuli covered four seasoning pots with gray tone (see Table 1). Four stimuli were 
designed by adopting Peirce’s Icon, Index and Symbol which represented different 
levels of semantics, while Nature was constructed with geometric form indicating 
semantic freedom. 
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Table 1. Four stimuli, seasoning pots 

Icon Index Symbol Nature 

  
 

2.3 Procedure 

Each trial began by showing a fixation point at the center of the screen for 500ms. 
After the fixation point disappeared, the prime image (i.e., Icon seasoning pot) was 
presented for 3000ms, followed by a fixation point presented for 500ms. After the 
prime image disappeared, a fixation point was presented. Each picture was repeated 
twenty times randomly. During this brief period, the participants judged whether the 
product was pleasant or not. 

2.4 ERP Recording 

EEG signals were recorded from International 10–20 system by NuAmpsTM, 19 of 
which were embedded in an elastic cap. Data were acquired from 19 electrode sites. 

3 Result 

3.1 Questionnaire 

The results of questionnaire shows that the means of consumers’ pleasure had the 
following descending order: Symbol (Mean= 3.10, SD=0.99) > Icon (Mean= 3.00, 
SD=0.81) > Nature (Mean= 1.70, SD=1.25). The results implied that products at-
tached with symbolic and icon semantics have a greater chance to evoke users’ emo-
tions than nature and index do. 

3.2 ERP Analysis 

Repeated measures ANOVA tests were used to analyze ERP data. The ERPs were 
quantified by measuring the mean amplitudes over the P300 (300–500 ms) and the 
Slow wave (500-1000 ms) time period after stimulus onset. Data were included from 
the left frontal (F3), medial frontal (Fz), right frontal (F4), left central (C3),medial 
central (Cz), right central (C4), left parietal (P3), medial parietal (Pz,), and right pa-
rietal (P4) electrode sites. 

P300 Window 
In the P300 window, Picture Content modulated ERPs over frontal (F=2.630, 
P=0.053) and with Icon showing less positivity over frontal sites (Table 2). We found 
that the average amplitude of Icon was the strongest at frontal. 



750 C.-J. Wu, T.-Y. Wu, and J.-L. Chen 

Table 2. Analysis Comparison Chart of the Mean voltage (standard error) of the ERP Wave 
Range in P300 with different product semantics  

 Icon Index Symbol Nature 
frontal 0.95 (1.69) -0.30 (2.23) 0.85 (1.94) 0.40 (1.77) 
central 1.54 (2.15) 1.45 (1.48) 1.73 (1.65) 1.12 (1.26) 
parietal 3.01 (1.90) 3.39 (2.00) 3.72 (2.69) 3.12 (2.00) 

Slow Wave Window  
In the Slow wave window, Picture Content modulated ERPs over parietal (F=2.628, 
P=0.054) and with Nature showing less positivity over parietal sites (Table 3). We 
found that the average amplitude of Nature was the strongest at parietal. 

Table 3. Analysis Comparison Chart of the Mean voltage (standard error) of the ERP Wave 
Range in Slow wave with different product semantics 

 Icon Index Symbol Nature 
frontal 0.24 (1.27) -0.14 (1.31) -0.01(1.28) -0.05 (1.46) 
central 0.47 (1.54) 0.55 (1.46) 0.38 (1.03) 0.23 (0.73) 
parietal 0.05 (0.73) 0.22 (1.24) 0.62 (1.77) -0.25 (0.94) 

4 Discussions 

Based on the results, it is obvious that the ERP amplitude of product semantics in the 
Icon is the strongest at frontal and that Nature is the strongest at parietal. Various 
researches have proposed that different emotional stimulations can be presented clear-
ly because P300 has been verified as a credible testing wave range (Davidson, 2001). 
The Slow wave’s amplitude increases corresponds to improved recognition memory 
performance, and the results can be interpreted as ERP memory formation effects for 
affective stimuli (Oloffsson et al, 2008). 
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González, Vı́ctor M. I-236
Good, Alice I-192, I-226, I-417
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Granić, Andrina I-149
Greczek, Jillian II-582
Green, Keith E. II-243
Greenhalgh, Chris II-633
Griffith, Tami I-599
Groh, Rainer I-483, II-292, II-484
Gu, ZhenYu II-407
Guibourdenche, Julien II-638
Günther, Emmanuel II-38
Guo, Haoran I-669, II-626
Gurion, Tom I-322
Gurrin, Cathal II-368

Haji Samadi, Mohammad Reza I-603
Hakamada, Hayato I-589
Hakamta, Junki II-168
Halbertsma, Jan P.K. I-557
Hall, Margeret II-392
Hall, Phillip II-373
Han, Dong I-380
Han, Kwang-Hee II-699
Harley, Linda II-387
Harper, Lisa II-430, II-735
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