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Preface

The development of automobiles shows a continuous improvement of the chassis,
body, powertrain, exterior design, and many others. However, the technical pro-
gress during the last decades is especially characterized by the electrification and
electronification. The introduction of many sensors for physical quantities in the
vehicle and for the detection of the surroundings in combination with electrical
actuated brakes, steering systems, powertrains, and electronic control units enabled
the realization of driver-assistance systems and increasingly automatic driving
functions for the improvement of safety and driving comfort.

The design of the stationary and dynamic behavior of vehicles is in addition to
classical engineering principles supported by mathematical models and simulation.
Therefore, besides the design of the vehicle properties as for the design of advanced
driver-assistance systems, detailed models for the longitudinal, lateral, and vertical
behavior are required. This holds, for example, for the design of electronic stability
control (ESC), or adaptive cruise control (ACC) or lane keeping control (LKC). The
further steps with increasing degrees of automatic driving, from partial automation
to high automation require precise and safe automatic longitudinal and lateral
vehicle control systems which have to be based on actual mathematical models
of the driving car.

This book treats after considering the E/E architecture first vehicle control
structures and a workflow for control system design. Then mathematical models for
the tire traction, the longitudinal, lateral, vertical, roll, and pitch dynamic behavior
are established and compared with measurements. In order to obtain well-adapted
models during driving, different parameter and state variable estimation methods
are introduced and experimental results are shown. The vehicle models are based on
physical properties, and it is one of the goals to obtain a good compromise between
a clear interpretation and accuracy of the models.

The design and application of braking control systems is shown for hydraulic
and electromechanical brakes, followed by hydraulic and electrical steering control
systems and semi-active and active suspension systems.

Based on this background, the structures and signal flow graphs of advanced
driver-assistance systems like TCS, ESC, and LKA are first represented. Then the
different degrees of automatic driving are considered and the design of longitudinal
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velocity and distance control (ACC) is treated as well as the design of lateral path
control, lane change control, and lane merging control.

For improving active safety anticollision systems with automatic braking and/or
steering and for overtaking maneuvers are described including experimental test
maneuvers. Then the development of automatic (autonomous) driving is considered
and the required functional tasks from environmental detection, through data pro-
cessing, perception, and situation awareness to motion planning and control are
outlined.

The book is an introduction into modeling and automatic control of vehicles and
its components with many practical examples and experimental test drive results. It
is oriented to advanced students of control, electrical, mechanical, and automotive
engineering and will also be useful for practicing engineers in the field of auto-
motive development.

The author is grateful to his research associates, who have performed many
theoretical and experimental research projects on the subject of this book since
about 1990; among them are C. Ackermann, M. Bauer, J. B. Bechtloff, M. Beck, M.
Börner, J. Busshardt, St. Drogies, D. Fischer, St. Germann, I. Halbe, Chr. Half-
mann, H. Holzmann, Ph. Keßler, A. Khanafer, M. Kochem, R. Mannale, K. Sch-
mitt, M. Schorn, R. Schwarz, S. Semmler, U. Stählin, St. Stölzl, H. Straky, T.
Weispfenning, D. Wesemeier, and M. Würtenberger. Especially with regard to their
continuous and detailed work on new methods and building up test benches,
measurement, and computer equipment for research cars, the results of this book
would not have been possible.

We also would like to thank the research organization Deutsche Forschungs-
gemeinschaft (DFG), the colleagues from the (DFG) funded special research pro-
gram (Sonderforschungsbereich) IMES on Mechatronic Systems (1988–2001).
Several results were obtained in cooperation with Adam Opel AG, Bosch Engi-
neering GmbH, Continental-Teves AG, Daimler AG and during the
Industry/University cooperation project PRORETA, funded by Continental AG,
Frankfurt. We appreciate these cooperations strongly as they contributed greatly to
our own research.

Finally, I would like to thank Brigitte Hoppe, S. Babilon, S. Rajurkar, T. Pham,
and especially D. Timothy and A. Weber for the laborious and precise text setting,
Sandra Schütz for drawing figures, Ilse Brauer for organizational and team work,
and Springer Verlag for the excellent cooperation.

Darmstadt, Germany
January 2021

Rolf Isermann
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1Introduction

The increasing electrification and electronification is a dominant feature of modern
automotivedevelopments. This is demonstratedby an increasingpart of electrics/elec-
tronics (E/E) of the manufacturing costs from about 20% in 1995 to more than 35%
in 2020. The electrics comprise primarily the electrical energy flows to the con-
sumers through the energy board net. Frequently, former mechanical, pneumatic, or
hydraulic actuated components of the chassis and the powertrain are replaced by
electrical ones. The electronics are primarily used for the operation, and control and
diagnosis functions. This enables the introduction of many new functions for the
chassis and the powertrain, for driver-assistance systems and automatic driving.

1.1 Mechatronic Components and First Driver-Assistance
Systems

Many automotive developments in the last three decades have been possible through
an increasing number of mechatronic components in the powertrain and the chas-
sis. Figure1.1 gives some examples for engines, drive trains, suspensions, brakes,
and steering systems. Mechatronic systems are characterized by an integration of
mechanics and electronics, where the integration is between the components (hard-
ware) and the information-driven functions (software). This development has a con-
siderable influence on the design and operation of the powertrain consisting of the
combustion engine and the drive train and the chassis with suspension, steering, and
braking systems. In the case of hybrid drives, this includes also the electrical motor
and the battery.

The mechatronic components replace formally pure mechanical, hydraulic, or
pneumatic parts and use sensors with electrical outputs, actuators with electrical
inputs, and digital electronics for control. The available electrical sensor measure-
ments open access to internal functions and thus enable new possibilities not only
for control but also for fault detection and diagnosis.
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Fig. 1.1 Mechatronic components and systems for automobiles and engines

The development of sensors, actuators, and electronic control for automobiles is
depicted in Fig. 1.2. The first mechatronic components for the control of vehicles
have been wheel speed sensors and electro-hydraulic switching valves for the brake
system (1979), electrical throttle (1986), and semi-active shock absorbers (1988).
These basic mechatronic components then allowed to develop control systems for
anti-lock braking (ABS, 1979), automatic traction control (TCS, 1986), electronic
stability control (ESC, 1995), and active body control (ABC, 1999). The next devel-
opment stepswere electric power steering (EPS, 1996) and active front steering (AFS,
2003). These mechatronic systems served mainly to increase safety and comfort and
required many new sensors with electrical outputs, actuators with electrical inputs,
and microcontroller-based electronic control units. Because they support the driver
in performing driving maneuvers, they are driver-assistance systems. The addition
of sensors for the surroundings enables parking-assistance systems which measure
the parking space and adaptive cruise control (ACC, 1999) which measures the dis-
tance and relative velocity to vehicles in front by radar sensors improving mainly
the comfort and convenience of driving. Driver-assistance systems for lane departure
warning or control operate with video cameras and improve primarily safety. The
introduction of ABS, ESC, TCS, and ACC has proven to be a significant success
with regard to avoiding accidents.

A common feature of these developments is the increase of electrical sensors,
actuators, and electronic control units, their coupling through cables and bus systems,
and interconnection of the decentralized control units. Some of the vehicle control
systems give commands to the engine control system, as, for example, TCS, ESC,
and ACC.
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Fig. 1.2 Examples for the introduction of sensors, actuators, and electronic control systems for
automobiles

Parallel to the increase of electronic control functions for the chassis, the engines
and drive trains have shown a similar development. This has to be seen together with
the improvements of the combustion, fuel consumption and emission reductions,
hybrid and electrical drives; see, e.g. Robert Bosch GmbH (2018), Guzzella and
Onder (2010), and Isermann (2014).

1.2 Automatic Vehicle Control Developments

According to Donges (1982, 2016) and inspired by Rasmussen (1993), the guidance
of motored vehicles can be divided into three levels; see Fig. 1.3 which is oriented
according to the driver’s task. The control inputs to the vehicle by the driver are the
steering wheel angle, the accelerator pedal position, and brake pedal position. They
are used to control the vehicle motion. The lowest level is a stability level, where
the driver keeps the vehicle on a certain track by steering and at a certain speed by
the two driving pedals. This includes a feedback control of a yaw angle relative to a
driving space or road and a speed indicated by the speedometer such that the vehicle
does not become either monotonically or oscillatory unstable. The next level is the
lane driving control level. Here, the goal is to keep the vehicle on a certain road to
control the lateral distance and the distance to other vehicles, to circumvent obstacles
and to follow traffic lights and speed signs. Based on the optical information of the
driver from the environment, this level gives reference variables for the control at the
first level. The navigation level is a third level, where the driver selects a certain route
within the road network and traffic situation. The selected roads are then given as
references to the lane driving control level. The resulting three-level control system,
depicted in Fig. 1.3, comprises several feedback loops. The controlled variables for
the first level are the orientation of the vehicle on the road determined by the yaw
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Fig. 1.3 Three-level vehicle guidance (Donges 1982)

angle and speed within a driving space and the surrounding traffic. The second level
consists of a range of traffic safe reference variables for controlling the course, the
lateral distance, and the speed. For the third level, the reference variable is the selected
road with the final goal and a time schedule.

According to Rasmussen (1993), the human driver tasks can be interpreted from
a work psychological perspective and classified as human skill and practice, rule-
based, and knowledge-based; see Donges (2016).

Until the 1970s, the vehicle control system consisted of the classical driver com-
mands to the steering wheel, the engine throttle, the brake, and gear shifting. During
the last three decades,modern automobiles obtained completely electronic controlled
power trains, electronic controlled hydraulic power steering or electrical power steer-
ing systems, and electronic controlled hydraulic brake systems. This electrification
and electronification was a prerequisite for the development and introduction of
driver- assistance systems (DAS) and automatic driving systems (ADS); compare
Fig. 1.4. With regard to their temporal introduction, one may subdivide them in
sequential generations:

• First generation: lateral and longitudinal control:
– ABS: anti-lock braking;
– TCS: automatic traction control;
– ESC: electronic stability control;
– ACC: adaptive cruise control;
– PAS: parking assist system.
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• Second generation: Warning and careful actions for collision avoidance:
– ACC-FSR: adaptive cruise control, full speed range, emergency stop;
– LDW: lane departure warning;
– LDC: lane departure control (one side braking or steering action);
– BA: brake assist.

• Third generation:
– ADAS: advanced driver-assistance system;
– APS: automatic parking system;
– CAS: collision avoidance system.

• Fourth generation: Automatic driving with limited degrees of automation:
– APS: automatic parking system;
– PA: partial automation system;
– CA: conditional automation system.

• Fifth generation: Automatic driving:
– HA: high automation system;
– FA: full automation system.

A timeline of the developments, including some mechatronic components, the intro-
duced sensors, and electromechanic and electro-fluidic actuators, is shown inFig. 1.4.

The driver-assistance systems were developed sequentially to improve firstly
safety and secondly comfort and are characterized by automatic control and warning
functions (Winner et al. 2016; Isermann 2006; Robert Bosch GmbH 2018). They can
be seen as steps toward automatic driving.

Table1.1 classifies these systems according to different degrees of automation,
normal and conflicting driving maneuvers, and role of driver and control systems
(Gasser et al. 2012; Ruchatz 2013; Verband der Automobilindustrie 2015; SAE
2016).

Level 0 is the normal driving by the driver only, where the driver takes over
all tasks of driving. Level 1 comprises the driver-assistance systems (DAS) which
came into series application between 1979 and 2008, as depicted in Fig. 1.4. The
driver has the full task of driving and is assisted in some (critical) driving situations.
Advanced Driver-Assistance Systems (ADAS) are characterized by some automatic
control functions for parking and longitudinal driving and slowdriving in traffic jams.
Therefore, the system is able to control the longitudinal and lateral motion automat-
ically in very special cases. The driver has to be attentive all the time, supervise the
system, and ready to take over if required

In the case of partial automation (PA), level 2, an autopilot controls the vehicle in
several selected cases. Examples are automatic parking assist, jam traffic assist, and
longitudinal and lateral control assist on highways and rural roads. The driver has
to supervise the system all the time and has to take over driving immediately upon
request by the system.

Conditional automation (CA) in level 3 has extended automatic control functions.
The system performs lateral and longitudinal automatic driving on highways and
rural roads, in traffic jams, and for parking. The driver does not need to monitor
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the automatic driving all the time. The automatic system recognizes its limits and
requires the driver to take over within a certain time period. Lane changing and
overtaking may also be possible automatically.

High automation (HA) is dedicated to level 4. The degree of automation is further
increased such that lateral and longitudinal driving are possible in many situations,
but limited to use cases with regard to road type, speed ranges, and environmental
conditions. Thedriver is not required in these use cases but still has to be in the vehicle.
Valet parking (driverless parking) and urban automatic driving may be possible.

Full automation (FA), level 5, includes automatic control for all situations. The
driver is then not required. Shuttle buses with low speed in protected areas belong
to this level. However, for vehicles in normal dense traffic very high requirements
have to be satisfied. Therefore it is present as an ideal case.

As Table1.1 illustrates, the number of automatic driving modes increases from
level 2 to level 5, and the monitoring tasks by the driver decrease from level 3 to level
5. Until level 3, the human driver is the fallback system in the case of malfunctions
of the control systems. Especially for levels 4 and 5, fault-tolerant systems have to
be implemented, as the driver is at least not required partially or completely.

The classified degrees of automatic driving are mainly dedicated to normal driv-
ing. However, the automation of driving may especially help in conflicts to initiate
accident avoiding maneuvers; see Table1.1 at the bottom. A lower degree of a col-
lision avoidance maneuver is automatic emergency braking (AEB). The next degree
is emergency braking and steering to stop and/or for the evasion of obstacles. In the
case of fully automatic collision maneuvers, an automatic driving into a conflict-free
spacemay be included. One goal of these collision avoidance system is to react faster
than a normal human driver and to perform the best possible maneuver.

The steps toward high and full automatic driving need a multitude of investiga-
tions, testing, and changes of legislation.

1.3 Contents of the Book

A systematic design of vehicle control functions requires a control engineering view
of the stationary and dynamic behavior of the vehicles and the electronic architec-
ture and control structure of advanced vehicles, as considered in Part I. In order to
describe the stationary and dynamic behavior, Part II is devoted to modeling. First,
the development of mathematical models by theoretical modeling in using the physi-
cal laws or by experimental modeling with measurements and identification methods
is considered in general. Then, the laws for the tire traction and force transfer are
described. The modeling of the longitudinal dynamic behavior includes the pow-
ertrain dynamics with a combustion engine, clutch, transmission, and drive train.
Then, different longitudinal vehicle models are given for multi-mass and two-mass
systems. Based on these models, the acceleration and braking behavior of the vehicle
is modeled in a simplified version without slip and with variable slip and vertical
wheel forces.
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The lateral dynamic behavior is treated by using the kinematic relations, dynamic
one-track and two-track models in different representations. Based on the one-track
model, the fundamental vehicle behavior for cornering is analyzed for stationary
behavior with understeering and oversteering, and stability criteria are developed.
The dynamic two-track models are used to describe the longitudinal, lateral, and
vertical forces at all wheels and the dynamic behavior for the yaw behavior, also for
road gradients. Then, simplified roll and pitch models are derived.

Because many model parameters are not precisely known or vary during driving,
identification and parameter-estimation methods are described and are applied for
the longitudinal, lateral, roll, and pitch behavior. This applies, for example, to vehicle
mass, vehicle moments of inertia, tire friction parameters, and cornering stiffness.

In order to determine dynamic vehicle state variables, different state variable
estimation methods are considered, such as state observers, Kalman Filters, and
Extended Kalman Filters. These methods allow estimating the ground velocity, the
vehicle slip angle, and roll and pitch angle during driving.

Part III is devoted to the drive dynamic control of chassis components. Braking
control is treated for hydraulic brakes, pneumatic and electrical boosters, anti-lock
braking (ABS) with switching and proportional valves, and electro-hydraulic (EHB)
and electromechanical brakes (EMB).

The chapter on steering control systems includes modeling of mechanical, power-
assisted hydraulic (HPS) and electrical power systems (EPS) and a consideration on
fault-tolerant, redundant EPS.

The chapter on suspension control begins with passive suspensions and continues
with theoretical and experimental modeling of semi-active and active suspensions
and their control. This is followed by a section on tire pressure monitoring with
wheel and suspension sensors.

Based on the developed drive dynamic models, Part IV considers various driver-
assistance systems. An overview of passive and active driver-assistance systems is
given and required sensor systems for the environment representation are treated.

The chapter on advanced driver-assistance systems (ADAS) for longitudinal and
lateral guidance shows the functions and signal flow schemes for traction control
(TCS), electronic stability control (ESC), and lane keeping assistance (LKA).

Part V treats automatic driving. A classification of automatic driving functions
considers the degrees of automatic driving from level 1 (driver-assistance systems)
to level 5 (full automation systems), typical driving maneuvers, including path and
trajectory control. Automatic longitudinal vehicle control is subdivided into acceler-
ation control with the drive train or by braking, velocity control, distance control, and
adaptive cruise control (ACC). The treatment of lateral vehicle control begins with
path control for straight lanes and lateral distance measurement beside and ahead of
the vehicle, and the design of different feedforward and feedback controllers. This
is followed by path control for curves and lane change control and merging control.

Then developments for anticollision systems are described. First approaches for
emergency braking and emergency evasion are shown, including the automatic con-
trol systems and experimental test drives without driver intervention. Then an anti-
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collision overtaking assistance with the prediction of the overtaking maneuver and
warnings and emergency braking is presented to avoid heavy accidents.

The last chapter gives an introduction into automatic driving and looks briefly
at some historic developments, considers the main function modules, like data and
image processing and vehicle guidance, vehicle-borne sensor systems, vehicle state
identification, and external support, like navigation systems and vehicle-to-x commu-
nication. A signal flow scheme illustrates the required function blocks and shows the
many tasks, for example, for the perception of the environment, situation awareness,
motion planning, and vehicle control.

Then the progress by evolution is considered, taking into account a stepwise
increase of automatic functions based on proven previous functions. As the automa-
tion levels from conditional automation (level 3) upwards require fault-tolerant sys-
tems, a short introduction into redundant structures, degradation steps, and functional
safety is given and some automotive examples are shown.

Thefield of vehiclemodeling and control is treated in the following books: Johans-
son and Rantzer (2003), Kiencke and Nielsen (2005), Isermann (2006), Rajamani
(2012), and Ulsoy et al. (2012); see also the books on vehicle dynamics, cited in
Chap.4. These books give different views into vehicle dynamics and control and
have given hints for the treatments in this book.

This book is to a large extent based on several own research projects for the vehicle
dynamic behavior and control and includes many experimental results with different
passenger cars and test benches. Though extensive and complex commercial vehi-
cle simulation systems exist, model-based control, supervision and diagnosis, and
the design of components require the basic physical or semi-physical models with
their constructive parameters. These models of components and vehicles are used to
determine unknown parameters with parameter-estimation methods and state vari-
ables with state-estimation methods experimentally, either off-line or online during
driving. Therefore, it is tried to keep the models and controllers as simple as pos-
sible, clearly arranged, and transparent, but describing the stationary and dynamic
behavior precisely enough for the intended applications.

References

Donges E (1982) Aspekte der aktiven Sicherheit bei der Führung von Personenkraftwagen.
Automobil-Industrie 27(2):183–190

Donges E (2016) Driver behavior models. In:Winner H, Hakuli S, Lotz F, Singer C (eds) Handbook
of driver assistance systems. Springer International Publishing AG, Cham, Switzerland, pp 19–33

Gasser TM, Arzt C, Ayoubi M, Bartels A, Bürkle L, Eier J, Flemisch F, Häcker D, Hesse T, Huber
W (2012) Rechtsfolgen zunehmender Fahrzeugautomatisierung. Berichte der Bundesanstalt für
Straßenwesen. BASt. Heft F 83, Bundesanstalt für Straßenwesen, Bergisch Gladbach

GmbH Robert Bosch (ed) (2018) Automotive handbook, 10th edn. Wiley, Chichester
Guzzella L, Onder C (2010) Introduction to modeling and control of internal combustion engine
systems, 2nd edn. Springer, Berlin

Isermann R (2014) Engine modeling and control. Springer, Berlin
Isermann R (ed) (2006) Fahrdynamik-Regelung. Vieweg-Verlag, Wiesbaden



References 11

Johansson R, Rantzer A (eds) (2003) Nonlinear and hybrid systems in automotive control. Springer,
London

Kiencke U, Nielsen L (2005) Automotive control systems: for engine, driveline, and vehicle, 2nd
edn. Springer, Berlin

RajamaniR (2012)Vehicle dynamics and control, 2nd edn.Mechanical engineeringSeries, Springer,
US, New York

Rasmussen J (1993) Diagnostic reasoning in action. IEEE Trans Syst Man Cybern 23(4):981–991
Ruchatz (2013) Vision und Möglichkeiten des automatischen Fahrens. In: 6. Fachtagung
AUTOREG, (2013) VDI-Berichte 2196. Wiesloch, Germany

SAE (2016) Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-
Road Motor Vehicles. Standard J3016_201609. SAE International, Warrendale, Pennsylvania

Ulsoy A, Peng H, Çakmakci M (2012) Automotive control systems. Cambridge University Press,
New York

Verband der Automobilindustrie (2015) Automatisierung - Von Fahrerassistenzsystemen zum
automatisierten Fahren. Die Zukunft von gestern - heute Realität. VDA-Broschüre, Berlin

Winner H, Hakuli S, Lotz F, Singer C (eds) (2016) Handbook of driver assistance systems. Springer
International Publishing AG, Cham



Part I
Electronic Architectures and Control

Structures



2Electrical andElectronic Architectures
ofAutomobiles

In the frame of vehicle electrification and electronic management of the chassis and
the powertrain, the structures of the electrical and electronic architecture have a
significant influence on the realization of functions. Therefore, this chapter briefly
considers the types of networks, the communication networks and bus systems, and
the software structure of the electronic control units (ECU).

2.1 Types of Network Architectures

Modern automobiles comprise a large number of electrical and mechatronic compo-
nents which are connected by cables and form different kinds of electrical and elec-
tronic networks. One distinguishes between the electrical board net which provides
the electrical and electronic components with electrical energy from the engine-
driven generator and the battery and an electronic board net which connects the
sensors, electronic control units, switches, and actuators. These networks are also
described by the abbreviation “E/E-system”. Because of the increasing complex-
ity in the frame of electrification and electronification of advanced automobiles, the
description and also standardization of the emergingE/E-structures play an important
role.

A representation of these structures is guided by special views and shows up in
different architectures which describe the overall system in the form of composition
planswithmodules and their connections.Onemay distinguish following automotive
architectures:

• electrical network architecture and
• electronic network architecture.

© Springer-Verlag GmbH Germany, part of Springer Nature 2022
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These two basic architectures can be described with a focus on

• hardware architecture,
• software architecture,
• vehicle control architecture, and
• powertrain control architecture.

Generally, the architecture structures can be represented as (Robert Bosch GmbH
2011)

• function network,
• component network (hardware),
• circuit diagram,
• wiring harness, and
• installation space.

These structures are used with regard to different views of the overall system and
show the various kinds of assembling and integration. In the following a focus is on
the electronic hardware and software components and structures which are the basis
for automotive control systems; see also Robert Bosch GmbH (2007), Robert Bosch
GmbH (2011), Borgeest (2014), and Reif (2014).

2.2 Electronic Communication Networks

2.2.1 Network Nodes

The communication network in vehicles connects the sensors and actuators with the
ECU’s via so-called nodes. Data buses allow connecting these nodes via a single
cable channel. This has the advantage that the data can be distributed to different
receivers and space, and plugs and costs are saved. Also, computing power can be
distributed to different ECU’s, and computations by one ECU can be shared with
other ECU’s. However, the signal values have to be in digital form, such that analog
sensor signals have to be digitized. In order to use the bus systems by all users, like
suppliers and OEM’s and service stations, they must be standardized. Because the
transfer requirements and safety aspects in vehicles are different, different buses are
applied. For example, for switching the windows, the data transfer rate is a few bit/s,
for engine management some 100 kbit/s, and for video applications some Mbit/s are
required. For safety-relevant components, the time duration of data transfer must be
guaranteed.

In order to provide the access of microcomputers to the bus system and vice versa,
an interface electronics is required which is called a network node; see Fig. 2.1. The
incoming data from the bus are processed by a bus transceiver or bus driver and sent
to a communication controller which is connected to the microcontroller executing
the application program. Outgoing messages are sent from the microcontroller to
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Fig. 2.1 Network node in
connection with a digital bus
system; example for an ECU micro-

controller
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the communication controller and the bus transceiver (driver) amplifies the signals,
generates the required voltage, and transmits the data in the form of a serial bit stream
on the bus line. Hence, the communication controller is responsible for sending and
receiving the signals between the microcontroller and the bus.

Sensors are either directly connected to the ECU, and their signals are trans-
ferred through an analog-digital converter (ADC) to a conventional centralized data
processing, or they already have an integrated digital circuit which performs signal
conditioning and AD-conversion. This is then a decentralized solution and relieves
the ECU. If this integrated sensor component is provided with a bus interface, it can
be directly connected to the bus system and used by several ECU’s.

Actuators need an electrical, pneumatic, or hydraulic auxiliary energy supply.
They can be centrally commanded directly by the ECU, with electronic power cir-
cuits, pulse-width modulation (PWM) or switching drivers, or decentrally via the
bus system. Some actuators are integrated mechatronic units with local integration
of sensors, a microcontroller, and amplifiers, such as electrical power steering units,
brakes with ABS, and active suspensions. These central or decentral structures of
sensors and actuators play an important role for the kind of integration of active
chassis and powertrain components into the vehicle networks.

2.2.2 Network Topologies

The network topology describes the arrangement of the network nodes and their
connections. The bus topology connects all nodes by a single (linear) cable. Hence,
it is a parallel structure, and a failing node does not directly affect the others. The
system can be easily expanded, but if the bus fails, then the communication fails
completely. A star topology has a central node to which other nodes are connected
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by individual lines. The advantages are a fast real-time operation capability and an
easy expansion. If a node or a line fails, this does not affect the others. However, if the
central node fails, the entire network fails. In the case of a ring structure, the nodes
are serially connected by a bus ring. The messages are forwarded from one node to
the other in one direction until they reach their destination. Hence, this network is
relatively slow and if a node or the bus line fails, the communication fails. In a mesh
topology, each node is connected to other nodes directly at the cost of more lines.
This has the advantage to allow some redundancy in the transmission of messages
in case of failing nodes or lines. Hybrid topologies combine different structures as a
star-bus or star-ring topology.

2.2.3 Bus Systems

The application of different bus systems provides the framework for automotive
networking. Therefore, their design and some properties are summarized.

The data communication of digital bus systems is based on the OSI reference
model standardized by the International Standardization Organization (ISO). Seven
hierarchical layers are defined, but they are not all used for vehicles until now. The
following layers are distinguished, see Fig. 2.2,

• Physical layer defines the physical property of the transmission line, e.g. voltage
difference on a twisted two-wire cable or on a single-variable cable with voltage
to ground, or brightness of light for optical fiber cables.

• Data link layer cares about the right data transfer to the bus. The data are organized
in frames which are defined by the bus protocol. Also, error correcting measures
as checksums can be added.

• Network layer provides the data transfer between different users if several net-
works are connected. This layer ensures that the data is routed correctly to its
destination.

• Transport layer cares about the transfer of the data error-free and in the right
sequence between different users. Two users must first establish a connection via
the network and can then interact with each other. The transport layer manages
the sessions between users.

• Application layer provides functionalities as an interface to the application pro-
grams such that direct access to the application is possible. The data of this layer
are forwarded to the transport layer.

The medium to higher levels like the session layer and the presentation layer of
the OSI reference model are usually not used.

The data in bus systems are transmitted in packets, carrying all important infor-
mation. The access of several users in a network at the same time is organized by
the bus assignment or arbitration. This can be organized either centrally by the bus
control or decentralized by the users. In the case of a central bus arbitration, the bus
is assigned to the user, for instance, by status inquiry (polling) or after a determined,
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Fig. 2.2 OSI reference model for digital buses, general software structure (ISO 7498-1 1994)

Table 2.1 Classification of automotive bus systems (SAE 1994)

Class Data transfer rate Applications Representative

A Low ≤ 10kbit/s Sensors, actuators LIN bus

B Medium ≤ 125kbit/s Control units comfort
relevant

Low-speed CAN

C High ≤ 1Mbit/s Real-time requirements
powertrain, chassis

High-speed CAN

C+ Very high ≤ 10Mbit/s Real-time requirements FlexRay

D Very high ≥ 10Mbit/s Multimedia, infotainment MOST

fixed time, called time control or time division onmultiple access (TDMA). A decen-
tralized bus arbitration shifts the decision to a user. One example is the multi-master
concept. It can be controlled by using priorities, such that the master with the highest
priority transmits a message first. Another example is token-passing, where the users
are given cyclic arbitration to send their messages. In the case of the master-slave
arbitration, a master node gives limited access to other nodes, the slaves.

According to SAE, the automotive bus systems can be divided in different
classes; see Table2.1. See also Navet and Simonot-Lion (2013), Zimmermann and
Schmidgall (2014), and Wallentowitz and Reif (2011).

2.2.3.1 CAN Bus
The Control Area Network (CAN) bus was introduced into series production in 1991
and has become a worldwide standard. It uses four levels of the OSI reference model,
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see Fig. 2.3, and is standardized in ISO 11898-1 (1999). The CAN bus requires only
a twisted two-wire cable and has a relatively simple protocol with low computing
demand. The CAN bus uses two binary states “dominant” = 0 and “recessive” = 1.
The receiver of the node converts these logical states into voltage levels on the two
lines CAN_H and CAN_L of the bus. The difference between these two voltages
carries the information to be transferred. The high-speed and low-speed CAN buses
have different voltage levels. In the recessive state, the high-speed CAN uses 2.5 V
on both lines and in the dominant state 3.5 V on H and 1.5 V on L. The low-speed
CAN has in the recessive state 0V on H and 5V on L and in the dominant state 3.6V
on H and 1.4V on L; see Table2.2. To avoid reflections, the bus lines are at each end
terminated by a 120 Ohm resistance; see Fig. 2.4. The maximum bit rate depends on
the bus length. For 40m, a bit rate up to 1Mbit/s is possible and for 100m 500 kbit/s.

application
layer

object layer
(data link)

transport
layer

physical
layer

data

data frame
(binary values)

voltage levels

Fig. 2.3 Protocol layers of the CAN bus (ISO 11898-1 1999)

Table 2.2 Voltage levels of bus systems

CAN low-speed CAN high-speed LIN FlexRay

Nominal 2.5 V 2.5 V

Dominant H: 3.6 V H: 3.5 V Ubus = 12V −Utol Ubus = 1.6V

L: 1.4 V L: 1.5 V

Ubus = 2.2V Ubus = 2.0V

Recessive H: 0 V H: 2.5 V Ubus = 0V +Utol Ubus = −1.6V

L: 5 V L: 2.5 V

Ubus = −5V Ubus = 0V
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Fig. 2.4 Scheme of a CAN
bus system with hardware
components for nodes as
message exchanging units
(ECU’s): CAN controller: it
generates bus data frame,
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CAN transceiver: interface to
CAN bus, generates bus
voltage levels from the
binary bit stream and vice
versa
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CAN Software Structure
Becauseof the usedmulti-master arbitrationCarrier SenseMultipleAccess/Collision
Avoidance (CSMA/CA), the protocol supports communication between network
nodes without using a central management unit. Each node can send a message at
any time. A message has an identifier marking its content and is broadcasted to all
other nodes. But the message is only then taken over if the identifier is stored in the
acceptance list of the node (acceptance checking). Therefore, each node checks the
relevance of a bus message individually. The identifier has 11bit for CAN 2.0A, thus
enabling 2048 different messages (or 29bit in the extended version CAN 2.0B). The
identifier also determines the priority. All nodes compare their priority with the mes-
sage presently on the bus, and the message with the highest priority (lowest binary
value of the identifier) obtains the first access to the bus. If the other nodes have to
send a message, they repeat their attempt as soon as the bus is free. Hence, the CAN
bus is event-triggered and a certain message transfer time period is not guaranteed.

The topology is the linear bus structure, where the nodes operate in a parallel
configuration. The number of connected nodes can be high; expansion to 32, 64, or
until up to 110 nodes and cable lengths up to 500m are possible.

The message format is a data frame of 130bit (standard) or 150bit (extended)
and consists of seven fields; see Fig. 2.5: start of frame: 1bit; arbitration field: 12bit
(message identifier); control field: 6bit (number of data bytes); data field: 0–64bit
(0–8 bytes); CRC field: 16bit (cyclic redundancy check with checksum); ACK field:
2bit (acknowledgment of the transceivers from another node); end of frame field:
7bit (end of message); interframe space: 3bit (separation of frames).
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Fig. 2.5 CAN message
frame format, Robert Bosch
GmbH (2011) ISO 11898. 0
dominant level, 1 recessive
level, * number of bits
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CANHardware Structure
TheCANbus uses for software aswell as for hardware the levels according toFig. 2.3.
The principle of the hardware realization is shown in Fig. 2.4. The data to and from
the application microcontroller are received from or sent to an object layer, which
corresponds to the OSI data link layer, and is implemented in the CAN controller
hardware. It can be a stand-alone component coupled to the microcontroller by the
inherent address and data bus, but can also be integrated. TheCANcontroller consists
of a control unit and transmits and receives buffers. It selects the messages obtained
from the bus according to the stored identifiers in the acceptance list and manages
the messages due to their priorities. Therefore, several messages have to be stored
and treated as communication objects. The CAN controller sends binary signals in
the form of the CAN message frames as a bit stream to the CAN transceiver which
as an interface generates the voltage levels CAN_H and CAN_L for the bus. CAN
nodes can also be realized without a local microcontroller, for example, to connect
sensors and actuators directly.

2.2.3.2 LIN Bus
The Local Interconnect Network (LIN) bus is a low-cost bus system to connect the
sensors, actuators, and switches in the vehicle body as an alternative to the low-
speed CAN. It is a local subsystem for installed mechatronic units used in doors, air
conditioning, seat adjustment, etc. The LIN bus is limited to 20kbit/s and maximal
16 nodes. It has a linear bus topology and uses an unshielded single wire. The
communication operates with a master-slave concept in a time-synchronous manner
defined by the master. The master is realized as a central control unit, which is also
a gateway to other bus systems, such as Body CAN, Chassis CAN, and Diagnostic
CAN.
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Fig. 2.6 LIN message frame format (Reif 2014)

The LIN bus has two binary states: dominant level, 0V, corresponds to logical
0, and recessive level, battery voltage, corresponds to logical 1. It allows larger
voltage tolerances of 20% for sending and 40% for receiving. The bus access is
controlled by the master only. It initiates messages to and from the slaves and can
ask for data or gives commands from or to the slaves, or commands communication
between two slaves. The LIN protocol is a defined frame and consists first of a
header, containing synchronization break bits, synchronization field bits, and an
identifier field, describing the contents of the message; see Fig. 2.6. The protocol is
then followed by the response area, which contains themessage. It consists of several
data fields, which are dedicated to the slaves. The configurations of the LIN bus are
performed by a LIN description file (Idf), which is used as a language tool.

2.2.3.3 FlexRay Bus
The increasing real-time requirements for automatic open-loop and closed-loop con-
trol functions in modern vehicles need a bus system which is time-triggered, and
which offers high data rates and reliability. Therefore, in 1999 a consortium of
OEM’s started to develop a corresponding bus system, called FlexRay (FlexRay
2004). This bus system has the following advantages: maximum data rate 10Mbits/s,
time-triggered with guaranteed transfer periods, also event-triggered with priorities,
and application for different topologies.

The FlexRay bus uses a twisted two-wire cable, shielded or not shielded. One
channel has then two wires (strands) determined as Bus-Plus (BP) and Bus-Minus
(BM).The bus state follows from the difference voltageUbus = UBP −UBM of both
wires, in order to lower the influence of electromagnetic disturbances. By applying
different voltages to the bus, four states can be generated:

Idle_LP: BP = ± 0.2V; BM = ± 0.2V; (BP - BM) = 0V)
(low power consumption)

Idle: BP = 2.5V; BM = 2.5V; (BP - BM) = 0V)
0 state: (BP - BM) = 1.9V - 3.1V = - 1.6V)
1 state: (BP - BM) = 3.1V - 1.9V = + 1.6V)

FlexRay networks can have flexible structures, thus as a linear bus, or star structure
and their combinations. It can also operate with two channels where each channel has
a separate cable. Thus, redundant data transmission is possible to build fault-tolerant
systems for safety-critical functions.
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FlexRay Software Structure
The deterministic time-controlled communication is reached by communication
cycles of constant duration (about 1ms); see Fig. 2.7. Each cycle begins with a static
segment consisting of a fixed number of static time slots of equal duration. These
time slots are assigned to a certain node. Then, a dynamic segment follows, where the
bus access is controlled by priorities. Subsequently, a symbol window for sending a
collision avoidance or test symbol is provided. To correct time deviations, the cycle
is closed by a network idle time, for example, to shift the zero point of the cycle.

The nodes of the bus system have their own internal clocks. Because the access
of the nodes is controlled by time slots, a synchronization of a standardized, global
time of the bus network is required. This is reached by a clock control hierarchy with
micro- and macroticks, derived from the oscillator of the nodes. Some nodes take
the role of time generators and the other nodes synchronize their clocks by adapting
the zero point and the rate. The synchronization procedure then adjusts the length of
a macrotick (about 1 µs) to be the same for all nodes.

Themessage protocol of FlexRay is identical for the static and dynamic segments.
It is divided into three sections: header, payload, and trailer; see Fig. 2.8:

Header: Reserved bit, payload preamble indicator (network information), null
frame indicator (no update), sync frame indicator (use for synchro-
nization), start-up indicator, frame ID (number of the slot to transfer
this message), payload length (size of data), header cyclic redundancy
check (CRC), cycle count (cycle number of sending network node).

Payload: Contains the user data as data blocks for the provided nodes with a
maximum of 254 bytes.

Trailer: A 24-bit checksum acts as cyclic redundancy check (CRC) for the
entire frame.

D1 C2B1A2

C1 A3B1A1 MTS

A4

D32B 2D

communication cycle

static segment dynamic segment
symbol
window

network
idle

slot1 slot2 slot3 slot4 slot5 slot6

channel
B

time t
channel

A

time t

Fig.2.7 Communication cycle format of the FlexRey bus (Robert Bosch GmbH 2011). A1 node A
transmits message 1; A2 node A transmits message 2; MTS Media Test Symbol
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Fig. 2.8 FlexRay message
frame format (Robert Bosch
GmbH 2011)
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FlexRay frame: 5 + (0...254) - 3 bytes

FlexRay Hardware Structure
A FlexRay node (user, subscriber) consists of the microcontroller (host processor), a
communication controller (CC), one bus driver (BD) for each channel, and optionally
a bus guardian (BG) to observe the bus drivers as shown in Fig. 2.9.

Themicrocontroller is linked to the communication controller and obtains signals
from the sensors connected to the bus and, after processing with control functions,
sends commands to the bus-connected actuators. The communication controller pro-
cesses all functions within the bus protocol. This includes synchronization with other
nodes and generation of the macrotick signal (1µs) and a bit stream. The conversion
of the binary signals from the communication controller into the defined bus voltage
levels is carried out by the bus driver in the form of a transceiver. It also connects
network nodes to the channel with corresponding receivers and transmitters. A bus
guardian is an optional part between the CC and the BD. It monitors the protocol
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Fig. 2.9 Hardware structure of a FlexRay node (Reif 2014)
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messages of the CC and allows transmissions only if they are not faulty. By this
way also, faulty nodes can be detected and countermeasures can be taken. The bus
guardian can be part of a network node or can be implemented centrally to monitor
all nodes.

A FlexRay bus system distinguishes several operating modes. In addition to nor-
mal operation, it supports sleep and standby modes. In the sleep mode, all node
functions are deactivated to save energy. However, the bus drivers are always ready
to receive wake-up signals from the bus. The required network nodes are initialized
in the start-up phase and then synchronized.

The FlexRay bus was developed by the FlexRay group, founded in 2000 by the
companies BMW, Daimler, Motorola, and Philips. One distinguishes core partners,
premium associates, and associates. In 2004, General Motors, Bosch, and Volkswa-
gen joined as core partners and Freescale took over the membership of Motorola.
In 2006, NXP Semiconductors replaced Philips. In 2009, there were 28 premium
members and 60 associate members. The FlexRay consortium ended end of 2009.
Presently, the FlexRay standard specification becomes the ISO standard 17458-5.

Thefirst series production vehiclewith FlexRaywas theBMWX5 in 2006,with an
application for an adaptive damping system. The BMW 7 then introduced FlexRay
in full use in 2008. Other cars followed, such as Audi A6, BMW 3, 7, Mercedes
S-class, and Rolls-Royce Ghost.

Summing up, FlexRay is a deterministic, high-speed, and highly reliable bus sys-
tem. It is time-controlled as well as event-controlled and can have two channels to
allow a redundant message transfer. It includes a bus guardian with monitoring net-
work access and with fault protection, automatic start-up, and initialization. Hence,
it is applicable for safety-relevant driver-assistance systems with closed-loop control
and for chassis components as part of safety-relevant systems.

2.2.3.4 The Ethernet Bus
The Ethernet bus is together with the IP protocol a bus communication system
between computers developed over years in the IT world. It has the following advan-
tages:

• high transfer rate of 10Mbit/s–10Gbit/s;
• data transfer via two-wire cable possible;
• widely used standards (IEEE 802);
• addition of new nodes easily possible;
• comprehensive message length up to 1500 bytes instead of 8 bytes for CAN and

254 bytes for FlexRay. Therefore, the communication is much faster;
• Switches with storage capacity, direct message packets without collision, and

checking for correctness.

The main reason to introduce Ethernet/IP is to cope with the increasing com-
munication requests and to use the standards of the IT domain (Schaal 2012), like
IEEE 802. It is not the goal to replace CAN, LIN, FlexRay, andMOST, because they
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have their special advantages in the ratio of cost to usage (Meier and Krieger 2013).
However, this is on the cost of incompatibilities between the bus systems. Hence, for
the increasing communication over the domains, a special bus-independent solution
would be better. This is one of the goals of IP communication. The BroadR-Reach
Ethernet standard is a physical layer standard worked out for automotive applica-
tions within the OPEN (One-pair Ethernet) Alliance Special Interest Group, founded
in 2011 with currently 160 members. Ethernet uses several layers of the ISO/OSI
reference model.

The applications are mostly in the area of ADAS, infotainment, and the fast flash-
ing of software for the ECU’s. Especially, the communication with several video
cameras and the picture fusion (round view), networking with outside the vehicle,
and software loading during manufacturing are of primary interest. It also mentioned
using Ethernet/IP as a backbone for the communication between different domains.
Ethernet is not a time-controlled real-time system. However, the real-time require-
ments in cars can be fulfilled (Gaus et al 2013; Trenkel and Wunner 2015).

2.2.4 Gateways

Modern vehicles have several networks like CAN, LIN, and FlexRay according
to special applications and costs. Because many control functions of the chassis,
body, and powertrain need vehicle-wide information, the different bus systems have
to be coupled. However, as the bus systems have different protocols, one needs an
interpreterwhich takes the data fromone protocol and converts it to another one. This
is performed by gateways, special electronic units. They can be localized centrally,
connecting all domain-specific bus systems, or they can be distributed decentralized
to connect two or more buses.

These gateways thus connect through buses like CAN, FlexRay, etc. different
functional designed ECU’s which have specific tasks like engine control, chassis
control, driver-assistance control, infotainment, etc.

2.2.5 Electronic Network Architectures

The increasing number of electrical and electronic components and functions and the
growing complexity require suitable electronic networks which connect the different
ECU’s, sensors, actuators, switches, etc. A conventional approach is a functionally
distributed E/E-architecture with a modular structure; see Fig. 2.10. It is character-
ized by ECU’s which have specific functions for the drive train, chassis, body, and
infotainment with corresponding CAN and LIN buses. Each of the ECU’s is coupled
via the electrical board network with the affiliated sensors, actuators, and switches.
The gateway connects the different specific bus systems. Figure2.11 shows a more
detailed example.
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Fig. 2.10 Conventional functionally distributed E/E-architecture
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Fig. 2.11 Typical electronic functional distributed architecture of a passenger car with a central
gateway (Robert Bosch GmbH 2011). Possible scenario for a premium class vehicle. CAN: Con-
troller Area Network; CGW: Central Gateway; BCM: Body Computer Module; IHU: Integrated
Head Unit; VDU: Vehicle Dynamics Unit; PSM: Passive Safety Manager; EPM: Engine and Pow-
ertrain Manager; WLAN: Wireless Local Area Network; LIN: Local Interconnected Network;
MOST: Media-Oriented System Transport; PSI: Peripheral Sensor Interface; LVDS: Low Voltage
Differential Signaling

Modern vehicles have about 70−100 ECU’s, cable lengths up to 8m, and a total
extent of about 1km with weight up to 70kg resulting in a complex board network
with many branches.

As the number of electrical and electronic components further increases and also
the interdependencies between the ECU-controlled functions, like powertrain and
chassis (steering, braking), grouping of functions in domains may be favorized. This
means that more functions are concentrated in domain ECU’s which aremore power-
ful components, e.g. for the powertrain, chassis, body, and infotainment; seeFig. 2.12.
This is then called a domain centralized E/E-architecture; see Robert Bosch GmbH
(2018) and Schulze and Liebetrau (2019). It allows a better vehicle-wide access to
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sensors, actuators, and information from the ECU’s, as, for example, required for
advanced driver-assistance systems (ADAS) like ACC, LDC, and APA. A central-
ized gateway connects the different bus systems and provides not only access to
OBD-diagnostic tools but also connections to telematic functions (WLAN, LTE,
cloud functions, over-the-air updates, and GPS).

Another development is to establish a zone-oriented E/E-architecturewith locally
oriented zone controllers (zone-ECU’s)which are distributedover the vehicle, instead
of the domains (Maul et al 2018). These zone controllers are standardized and repeat-
edly used in the vehicle. They are connected with two or more central computers
via automotive Ethernet; see Fig. 2.13. This allows to come to a scalable architecture
and to reduce cable lengths and weight, as sensors, switches, and actuators are not
connected to a domain-specific ECU but to a next accommodated zone-ECU. The
zone controllers may have a redundant voltage supply, and the central computers
have safe operational functions (ISO 26262) for safety-critical tasks. This is also
called a service-oriented EE-architecture (SOA).
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2.3 Software Structure of the Electronic Control Units

2.3.1 Conventional Software Structure

The software architecture for automotive microcontrollers can be divided into a plat-
form software and an application software. The platform software architecture was at
least in parts standardized over years as shown in Fig. 2.14. One layer groups the soft-
ware components of the input/output hardware in the form of a hardware abstraction
layer (HAL) of a microcontroller. Other standardizations are the specification for a
real-time operation system according to OSEK (Offene Systeme und Schnittstellen
für die Elektronik in Kraftfahrzeugen) and diagnostic protocols according to ISO.
The OSEK/VDX organization was started in 1993 and has published several stan-
dards, e.g. for the operation system (OSEK-OS), the communication (OSEK-COM),
network management (OSEK-NM), and runtime interface. In 2003, the efforts of the
OSEK group were then continued by the AUTOSAR initiative.

2.3.2 Multilevel-Software Structure

Becausemany functions in advanced automobiles are realized by software in the var-
ious ECU’s, the organization and development of automotive software have become
a major challenge. As the electronic technology changes relatively fast and the soft-
ware development is performed parallel with many teams, a clear and open structure
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Fig. 2.14 OSEK software architecture for microcontrollers and standardized components (Robert
Bosch GmbH 2011)
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Fig. 2.15 Functional multilevel software architecture (idealized) for automotive control

for the development and realization of software is required. The development may
follow a V-model; see, e.g. Isermann (2005).

The software structure has to satisfy several requirements, like flexibility, expand-
ability, re-usability, testability, and easy integration of modules. This has led to a
hierarchically organized software structure as indicated in Fig. 2.15. At the (lowest)
component level, the hardware-dependent software is implemented, like for special
sensor and actuator control and communication. These components send their signals
directly (centralized) or via a bus to the function control ECU with software level 1,
like the subsystems braking control (ESC) or steering control (EPS). The function
software for commanding several vehicle subsystems may then be centralized in a
higher function control ECU with software level 2, like the expanded subsystem
body control, vehicle dynamics control, powertrain control. The highest vehicle SW
level then integrates several subsystem software functions in the sense of an overall
vehicle control, like the different kinds of automatic driving for parking, cruising,
and collision avoidance.

Generally, the software structure depends on the ECU and communication hard-
ware structure, and is divided into a basic (hardware-dependent) and an application-
specific (function-oriented) part.

2.3.3 AUTOSAR

The increasing electronic functions and complexity of advanced vehicles require
more standardization and organization forms for the involved developing partners.
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Therefore, an open and standardized automotive software architecture is jointly
developed by automobile manufacturers, suppliers, and tool developers, since 2003,
called AUTOSAR (AUTomotive Open System Architecture).

The goals are

• standardization and implementation of basic software functions;
• scalability to different vehicle and platform variants;
• transferability of functions within networks;
• integration of functional modules from multiple suppliers;
• high reliability, safety, and redundancy;
• maintainability, software updates, and software upgrades over vehicle lifetime;
• use of standard commercial hardware.

AUTOSAR supports an automated production of software for the ECU’s from
design to implementation. Instead of an ECU-based approach, a function-oriented
approach is envisaged.

The AUTOSAR standard uses an architecture with different layers to decouple
the functionality from the hardware and software services as depicted in Fig. 2.16:

Basic Software Layer (BSW): This basic software layer provides hardware-
dependent services, like communication (bus systems), ECU abstraction, and micro-
controller abstraction. The communication to the next higher level is realized by
standardized AUTOSAR interfaces.

Runtime environment (RTE): The information exchange between the different
software components is managed by the runtime environment. It serves as a middle-
ware to decouple the application software from the hardware. The RTE also connects
software modules from different ECU’s. RTE together with the basis software thus
realizes a virtual function bus, which is one major approach of AUTOSAR.

Application layer: This layer comprises all the application software components
(SWC), which are mainly hardware-independent. These software parts represent the
actual functionalities, are encapsulated and not standardized, but have standardized
AUTOSAR interfaces to the RTE. Some software components offer connections to
the sensors and actuators such that all other members of the RTE have access to these
input and output devices by standardized interfaces.

This layeredAUTOSARstructure is used in all ECU’s, as illustrated in Fig. 2.17. It
relaxes the design of the application software because the functions can be developed
only by using the interfaces to other software modules. Then, one relies on the fact
that the virtual function bus will provide all the required connections.

The AUTOSAR software development is supported by tool-chains, using XML
for defining exchange formats and formal descriptions with UML.

AUTOSAR development is based on nine worldwide core members and a total
of 146 members in 2012. The work is performed in different working groups. The
first release 1.0 was in 2005, and 4.1 in 2013.
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3Vehicle Control Structures

Because of the increasing complexity of vehicle control functions, a unified structure
eases the understanding and development. Therefore, this chapter summarizes vehi-
cle control structures and themodel-based designworkflowwith different simulation
tools.

3.1 Overall Vehicle Control Structures

Figure3.1 shows the main signal flow from the driver’s inputs acceleration pedal
αped, wheel steering angle δH, braking pedal position βb, transmission selector utr ,
and manual suspension selector usp,H to the vehicle outputs like velocity v, yaw rate
Ψ̇ , etc. of a conventional vehicle (with automatic transmission) controlled by the
driver. The driver uses mainly his own sensors like eyes, ears, and sense of balance
and the estimation of the velocity ve and receives as a feedback the longitudinal and
lateral acceleration aX and aY and a steering torque (“steering feel”). Themain inputs
act in a parallel way on the vehicle. However, vehicles have several crosscouplings
to the outputs (as will be described by models later).

In order to obtain a systematic view of the conventional and advanced driver-
assistance systems, a hierarchical arrangement in several control levels results with
regard to the signal flow leading to a multilevel control architecture as shown in
Fig. 3.2. This also includes the implementation of more drive dynamic and environ-
mental sensors.

The component control level includes the engine, transmission, power steering,
brake control (ABS), and suspension control. These control systems obtain usually
command inputs from the driver through the pedals and the steering wheel and a
switch for the suspension if no higher level driver-assistance systems are active. In
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Fig. 3.1 Main signal flow of a conventional vehicle

general, the component control systems for the chassis operate independently from
each other.

The driver-assistance systems (DAS) ESC, ACC, LKC, and TCS are arranged
in a vehicle control level 1. These control systems receive information from the
drive dynamic and surrounding/environment sensors, like ultrasonic sensors, radar
or lidar, and video cameras. They give commands to the component control systems
and support the driver in guiding the vehicle. In general, they operate independently
from each other.

According to the automotive vehicle control development and the different degrees
of automation described in Chap.1 and Table1.1, corresponding vehicle control
levels 2–5 can be distinguished. Thus, partial automatic driving (PA) is dedicated to
level 2, with, for example, parking control, braking control, and lane keeping control.

Conditional automatic driving (CA) in level 3 includes longitudinal and lateral
automatic driving on special roads like highways and rural roads, in traffic jams, and
for parking.

For high automatic driving (HA) in level 4, the automatic control is further
expanded to more use cases.

Full automatic driving (FA) then takes over automatic control for all situations.
In general, the higher levels use the functions of the lower levels and therefore

act on the lower levels. However, the control functions of a lower level can also
be improved and extended for a higher level automatic control. For example, the
limiting conditions as road types, speed ranges, and environmental conditions may
be extended.

Additional development of automated driving is the implementation of a commu-
nication level which includes navigation functions, digital cards, Internet connection,
and cloud services. Their size depends on the corresponding automatic control func-
tions and grows with higher levels.

The control functions of the component control level in Fig. 3.2 are mostly inde-
pendent from each other and could therefore be developed and implemented indi-
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vidually and without disadvantages if delivered from different suppliers. This holds
also for the control level 1 because these systems act mainly on one or two com-
ponents. Hence, this decoupled structure or parallel structure is a way of “peaceful
coexistence”. However, adding more control systems in higher vehicle control levels
simultaneously involvesmore andmore control systems of the lower levels, such that
at least a “cooperative coexistence” is advantageous (Reichart and Bielefeld 2009).
Application examples are full braking and adjustment of the suspension dampers to
hard damping and collision avoidance systems which combine emergency braking
and emergency steering. Finally, higher automatic driving requires centrally con-
trolled overall systems with coordinated control of engine, transmission, steering,
and brakes, by using a fusion of all environment sensors. This can also be understood
as a general vehiclemotion control Therefore, the classical automotive structureswill
change. However, these developmentswill be based on conventional andwell-proven
concepts.

3.2 Control Structures of the Powertrain

3.2.1 Control Structure of Internal Combustion Engines

The control of the powertrain, consisting of the internal combustion engine and/or
electric drive, the transmission and the propeller shaft, and differential and wheel
shafts are integrated parts of the vehicle overall control. Therefore, the control struc-
tures of internal combustion engines and hybrid drives are briefly considered.

The control architecture of a gasoline engine is depicted in Fig. 3.3. Altogether,
about seven main actuators manipulate the airflow and if provided the recirculated
exhaust gas, and exhaust gas treatment through different controlmodules. The control
modules are torque control, injection and air/fuel control, ignition control, knock
control, air charge, and EGR control for normal operation of the warm engine. In
addition, there are special control modules for the engine states cold start, warming-
up, and idling.

A corresponding control architecture for diesel engines is shown in Fig. 3.4. For
more details, refer to, for example, Robert Bosch GmbH (2018), Guzzella and Onder
(2004), and Isermann (2014). These different structures are limited to control func-
tions. However, diagnosis functions are also realized in the control modules.

With regard to vehicle control, the internal combustion engines are subsystems
which provide a certain torque to the drive shaft with the accelerator pedal by
the driver or electronically by, for example, the vehicle speed and distance con-
trol (ACC) or by a traction control system (TCS). This will be considered in detail
in Chaps. 6 and 19, where the longitudinal vehicle behavior is considered.
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3.2.2 Control Structure of Hybrid Drives

A further step of the electrification of vehicles is the development of hybrid and elec-
trical drives. The combination of internal combustion engines (ICE) and electrical
motors (EM) allows a further saving of fuel consumption and emissions through the
operation of the combustion engines in ranges of better specific fuel consumption in
part load, regenerative braking, and electrical driving and boosting. Figure3.5 shows
three basic structures, according to the kind of energy flow.

A series hybrid drive is characterized by an ICE driving a generator (GEN) which
charges a battery and which supplies the driving EM, acting on the wheels. The
ICE is intended to operate stationarily with the best efficiency. Because of several
energy conversions, this structure is usually not used for cars (except range extender
configurations) but is, however, applied for locomotives and city buses.

The parallel hybrid drive allows the simultaneous (parallel) operation of the ICE
and the EM. The EM is attached between the ICE and a gear or differential gear
and either operates as a motor or charges the battery as a generator. If the EM is
directly coupled with the flywheel, it is called starter/generator. However, if the EM

Fig. 3.5 Basic structure of hybrid drives. a series hybrid: 1 ICE, 2 tank, 3 generator, 4 inverter, 5
battery, and 6 electromotor; b parallel hybrid: 1 ICE, 2 tank, 3 clutch 1, 4 electromotor, generator,
5 clutch 2, 6 gear, 7 battery, and 8 inverter; c power-split hybrid: 1 ICE, 2 tank, 3 planetary gear, 4
electromotor, 5 generator, 6 battery, and 7 inverter
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is separated from the ICE by a second clutch, electrical driving and regenerative
braking are possible without towing losses of the ICE.

A power-split hybrid drive is a combination of a series and parallel structure. A
power-splitting planetary gear after the ICE allows supplying a part of the ICE power
mechanically to the drive train and the other part to a generator. A direct transfer
of the torque to the drive train is, because of the planetary gear, only possible if the
generator consumes power. The generator power is then directly supplied to the EM
and the drive train or it is used for charging the battery. This power-split hybrid drive
allows a continuously controllable speed ratio between the ICE and the drive train,
similar to a CVT-transmission.

Based on these energy flow structures, different hybridization degrees can be dis-
tinguished. The hybridization degree is understood as the ratio of the electrical power
to the total power H = Pel/Ptot. Micro hybrids (Pel < 5 kW) typically have a par-
allel structure and a starter/generator at the crankshaft or at the belt drive. Start/stop
operation allows to reduce fuel consumption at standstill. Mild or medium hybrids
(Pel < 15 kW) usually have a parallel structure as well, with one or two clutches.
Besides start/stop, start of driving, boosting, and regenerative braking become possi-
ble. Strong hybrids (Pel ≈ 30 to100 kW) can either be realized as parallel or power-
split structures and allow, with larger battery capacity, longer electrical driving.

The design of the components and the optimization of hybrid drives requires a
mechatronic overall consideration from the beginning. Figure3.6 shows a possible
control architecture for a parallel hybrid drive. The engine control and transmission
control have to be supplemented by an electrical drive control for the power electron-
ics, electromotor/generator and clutches, a battery control, and a regenerative/friction

Fig. 3.6 Overall control architecture of a parallel hybrid drive
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brake control. These subsystem-oriented control systems are linked together with a
data bus to a hybrid drive overall management system, where the operation of the
engine and electromotor power, battery charging and discharging, and regenerative
braking with the generator and friction brakes is optimized. Figure3.7 depicts a
scheme for the optimization of the torque contribution by the combustion engine
and the electromotor, which may be a basis for off-line and online use with regard
to a driving cycle (Kunkel 2015). Hence, the electronic control and management
functions increase considerably. This holds also for the diagnosis functions with the
many added low-voltage and high-voltage components and the battery, where the
state-of-charge is part of the operation and has to be monitored continuously.

3.3 Design of Vehicle Control Systems

The design and implementation of vehicle control functions have developed into
a sophisticated and labor-intensive procedure. This is for many reasons, among
them the multi-variable complexity of modern automobiles, the increase of driver-
assistance systems, the high performance requirements of suppliers, manufacturers
and customers, and legislative certification limits for fuel consumption and emissions,
safety, and competition. The development of partial, high, and finally full automatic
driving requires the solution of a multitude of automatic control functions.

The following sections summarize some general procedures for control-function
design, control-software generation, required computers and software tools, and test
benches.

3.3.1 Vehicle-Oriented Electronic Control Design

Thedesign and implementation of electronic control anddiagnosis systems are highly
interrelated with the design of the mechanics, mechanical, electrical, hydraulic, and
pneumatic components. It belongs to the design of mechatronic systems and requires
a systematic development across the classical boundaries.With regard to the timeline
of the workflow, a simultaneous or concurrent engineering in different domains has
to be performed; see, e.g. VDI 2206 (2003) and Isermann (2005).

3.3.1.1 V-Development Model
The development of the electronic vehicle control system can, according to the design
of the control-software functions for mechatronic systems, be divided into

1. control-system design:

• control-function development;
• control-software development;
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2. control-system integration:

• component integration;
• calibration;
• performance testing.

This design procedure is highly interrelated and requires many iterative steps and
special development tools. It can favorably be represented in a so-called V-model,
see Fig. 3.8, which covers all aspects from the analysis of the user requirements
to acceptance tests; see, e.g. VDI 2206 (2003), Schäuffele and Zurawka (2005),
Isermann (2005), BRD (1997) with origins in Böhm (1979), STARTS Guide (1989),
Bröhl (1995), and Droeschel and Wiemers (1999).

A corresponding V-model can be given for the hardware development of the
electronic control unit (ECU) which is assumed here to exist already.

An alternative to the V-model is, e.g. the waterfall model, e.g. Royce (1970)
which is organized sequentially in one direction with recursions. The V-model has
the intention that the results, documents, and tests of the right branch correspond
to the development procedures of the left branch. A further developed version with
more flexibility is the V-model XT (BRD 2004) as discussed in Borgeest (2008).

Some important steps of the V-model for the development of control and software
functions can be described as follows:

1. Requirements:

• user requirements;
• definition of general (overall) functions and data (rated values) of the final

product (ECU);
• general solution outline;
• development and manufacturing costs;
• timely development and milestones;
• result: requirements document (does not include technical implementation).

2. Specifications:

• definition of the product (ECU) that fulfills the requirements;
• partitioning in manageable modules for control and diagnosis;
• specification of features and data of the modules;
• consideration of the sources, tools, and limitations for the development and

final manufacturing and maintenance;
• specification of hardware data;
• specification of used software, compilers, and development systems;
• result: specification document.
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3. Control-system design:

• detailed partitioning into electronic, mechanic, hydraulic, pneumatic, and
thermal components with their auxiliary power supplies;

• detailed fixing of type of sensors and actuators and their data;
• detailed data of interfaces among ECU, sensors, and actuators;
• task distribution between sensors and actuators with integrated electronics

and ECU;
• specification of power-related data;
• hardware design: data of microprocessors, data storages, interfaces, bus sys-

tems, cabling, and plug systems;
• control engineering design:
– definition of sensor inputs and outputs to the actuators;
– control-system structure: feedforward control (open loop) and feedback

control (closed loop);
– required engine and component models;
– model-based design;
– calibration (parametrization) methods;
– supervision and diagnosis functions;

• reliability and safety issues; FMEA (fault mode and effect analysis) studies
for sensor, actuator, and ECU faults and failures;

• result: control-system design document.

4. Modeling and identification:

• required mathematical models of vehicles, sensors, actuators, powertrain,
transmission;

• theoretical/physical modeling;
• experimental modeling;
• use of modeling/identification tools;
• measurement procedures for test benches, design of experiments;
• kind of models: stationary (lookup tables, polynomials, neural networks);

dynamic (differential equations, neural networks);
• result: vehicle, powertrain, and component models.

5. Control-function development:

• hierarchical control structure;
• computer-supported design, manual design;
• ECU states: from start-up to shut-off;
• vehicle states (discrete): from start to shutoff;
• control functions: vehicle-state-dependent, time-dependent;
• sampling times and word length;
• supervision and diagnosis functions;
• model-in-the-loop simulation: vehicle models and ECU models;
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• rapid control prototyping with development ECU, bypass computer and test
bench;

• result: control structure and control algorithms.

6. Control-software development:

• software architecture layers, modules;
• software-component interfaces;
• high-level language: selection, floating point (e.g. C-code, MATLAB/

Simulink);
• availability of compilers for target software;
• implementation of control functions and modules into software structure;
• standardization and reuse of software modules;
• code optimization;
• testing of softwaremodules with, for example, model-in-the-loop simulation;
• rapid control prototyping with bypass computer and test-bench experiments;
• result: control software (modules) in high-level language.

7. ECU target software development and implementation:

• transfer of high-level language control software into machine code with fix
point arithmetic. Use of crosscompiler;

• test of control functions with simulated engine;
• software-in-the-loop simulation;
• hardware-in-the-loop simulation if real-time functions with components are

of interest;
• result: implemented control software in target ECU.

8. ECU hardware and software testing:

• the ECU with target hardware and software undergoes intensive function
tests;

• integration tests with simulated sensor signals and actuators in real time;
• hardware-in-the-loop simulation with simulated sensor output signals, simu-

lated or real actuators, and real-time simulated comprehensive engine model;
• automated test-runs;
• testing of reaction to extreme speeds and loads (outside of normal operation);
• reliability and safety tests;
• tests for electromagnetic compatibility (EMC);
• result: verification that the ECU meets its specifications.

9. Calibration of the control functions:

• free parameters of control algorithms, characteristic curves, or lookup tables
(maps) are adapted to the real vehicle and drive train;
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• supported by calibration tool with editors at implementation level or physi-
cally defined level;

• off-line calibration;
• online calibration (test bench, real vehicle);
• basic calibration of the stationary behavior;
• dynamic calibration of the dynamic behavior;
• calibration by manual optimization;
• calibration by optimization with vehicle models;
• result: calibrated ECU control functions.

10. Calibration with fine-tuning:

• final fine-tuning of free parameters with the engine and transmission;
• driving experiments with the target vehicle;
• use of calibration tools, off-line or online;
• result: adapted ECU functions to transmission and vehicle. Verification of

specifications.

11. Final ECU, driveability tests, and field tests:

• final vehicle control functions are tested with the target vehicle;
• performance tests for different loads and environmental conditions (summer,

winter, weather);
• driveability tests;
• result: validation of requirements.

3.3.1.2 Workflow for Control Development and Calibration
The workflow for the control-function development is depicted in Fig. 3.9 in more
detail, also showing the use of software tools, computers, and test-bench experiments.
It begins with physical and/or experimental modeling. The control development then
comprises engine simulation, control-function development, and optimization, supp-
orted by an ECUprototype or prototyping computer for probing the control functions
with the engine on the test bench. The next steps are then the software development
and testing for the target ECU by using personal computers. Frequently, the ECU
hardware and software testing is performed with hardware-in-the loop simulation,
connecting the ECU with real actuators and sensor interfaces.

A correspondingworkflow for themodel-based calibration of the control functions
is illustrated in Fig. 3.10. Based on the already gained physical and/or experimental
engine models, the model-based calibration of the control functions is carried out.
First, the basic stationary control functions, as, for example, reference variables
dependent on the operation point, and then the calibration of the dynamic control
functions, by using the dynamic engine, drive train models, and vehicle models, is
executed.
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These procedures are carried out either with personal computers or special cal-
ibration computers. The last step is a fine-tuning with the vehicle on a roller test
bench and on the road.

The following sections consider the model-based control-function development
and calibration in more detail. Some basic control structures and controllers are
summarized in AppendixA.1.

3.3.2 Model-Based Control-Function Development with Special
Design and Simulation Tools

A systematic and efficient development of control functions and their optimization
and calibration requires special simulation methods and computers, which support
the control-function development as well as calibration and software testing. This
is part of the control-system integration, represented in the right branch of the V-
development model in Fig. 3.8, and will be considered briefly in this section.

3.3.2.1 Model-in-the-Loop Simulation and Control Prototyping
Thedescription of the overall procedure for vehicle control development inSect. 3.3.1
has shown that different types of simulations are used for the development of control
functions and control software; see Figs. 3.9 and 3.10.

A design of new control functions in an early development phase may be based
on simulations with vehicle and engine models and an ECU model, i.e. control
algorithms in a high-level language, as, for example, MATLAB-Simulink. This is
called model-in-the-loop simulation (MiL). Both, the ECU and the vehicle are then
represented as a model, i.e. a virtual picture of the real parts; see Fig. 3.11a.

If some control functions of a real development ECU can already be applied to
the real vehicle on a test bench or on the road, because the real-time functions from
a former, similar vehicle can be used, some new control functions may be tested as
prototypes with a special real-time computer in parallel to the ECU. This is called
rapid control prototyping (RCP). Frequently, the new control functions operate in a
bypass mode and use the interfaces of the ECU to the sensors and the actuators; see
Fig. 3.11b. The computing power for the experimental RCP computer exceeds that
of the ECU and operates with a high-level language. Thus, the new control functions
do not have to be implemented in machine code within the limited computer power
and fix point restrictions of an ECU. This may save considerable development time
by trying and testing new functions directly on a higher software level with the real
engine. If a development ECU is not available, a powerful real-time computer can be
used if the required sensor and actuator interfaces are implemented. It is then called
fullpass mode (Schäuffele and Zurawka 2005).

3.3.2.2 Software-in-the-Loop and Hardware-in-the-Loop Simulation
Existing vehicle models in high-level language can be used for the validation of
software functions as test candidates in an early development phase by software-
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Fig. 3.11 Different simulation and prototyping methods for control functions and software devel-
opment. aModel-in-the-loop (MiL) simulation. b Rapid control prototyping (RCP). c Software-in-
the-loop (SiL) simulation. d Hardware-in-the-loop (HiL) simulation

in-the-loop simulation (SiL); see Fig. 3.11c. The software functions may already
be implemented with fix point or floating-point arithmetic and required interfaces,
before they are implemented on the target ECU. Real-time behavior is not required.

For a final validation of control functions, the target ECUwith its interfaces has to
cooperatewith real signals. In order not to use real vehicles on expensive test benches,
real-time vehicle models are implemented in a powerful development computer. The
sensor signals may be generated by special electronic modules and the output sig-
nals are frequently transferred to real actuators, like an electrical throttle, injection
system, or steering actuator. Thus, the real ECUwith implemented software operates
with some real components, but with simulated real-time high- performance vehicle
models and is known as hardware-in-the loop simulation (HiL); see Fig. 3.11d. The
advantages are that, e.g. software functions can be tested under real-time constraints,
validation tests are reproducible and can be automated, critical boundary conditions
(high speed and high load) can be realized without being dangerous, the reaction to
faults and failures can be investigated, onboard diagnosis functions can be tested,
etc.; compare Sinsel (2000), Schaffnit (2002), and Zahn (2012). An alternative rep-
resentation for MiL, RCP, and HiL is illustrated in Fig. 3.12.
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Fig. 3.12 Different couplings between models and real parts for the development of control func-
tions

This short summary of simulation and prototyping methods shows how the devel-
opment of ECU control functions can be supported by using programmed dynamic
engine and vehicle models of different granularity and different stages of the devel-
opment of the control software, as depicted in Fig. 3.9. This is a basis for virtual
vehicle control development. The computer-based and model-based development
can also be used for a part of control calibration, as indicated in Fig. 3.10.

3.3.3 Control-Software Development

According to the V-development model in Fig. 3.8, the first steps are the control-
system development and the control- function development in high-end software
(e.g. MATLAB Simulink™, and Stateflow™). The next steps are then the control-
software development and the software implementation on the ECU for series pro-
duction. This is also depicted as part of the overall workflow in Fig. 3.9, using special
software tools and computers for code generation and testingwith compilers and real-
time simulation. In the following, some remarks are given briefly for the software
architecture code generation and software testing.
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3.3.3.1 Software Architecture
The design of the software architecture has to consider many aspects from software
development to the requirements of the target microprocessor and include connected
modules which have to be flexible with regard to continuous changes and variants.
Several software layers have to be defined. The minimum is two layers, a platform
software and an application software, as shown in Fig. 3.13 (Schäuffele and Zurawka
2005). The platform software is oriented to the ECU and comprises the operating sys-
tem, communications, and network management according to OSEK/VDX (2005)
standards and diagnostic protocols. OSEK stands for “Open Systems and Interfaces
for Automotive Electronics” and is the result of a committee of major automotive
manufacturers and component suppliers to support portability and re-usability of
application software under real-time constraints, started in 1993. It also contains
standardized flash memory programming procedures. The standardization of the
platform software is additionally advantageous during software development with
regard to software changes and parametrization. Interfaces for measurement and cal-
ibration via CAN protocols support the development phase as well (Borgeest 2008;
Zimmerschied et al 2005). A hardware abstraction layer (HAL) gives access to the
peripheral components of the ECU and is specified for the used microprocessors.

The application software can be designed by the vehicle manufacturer and con-
tains vehicle- specific functions. Standardization takes place for control functions,
ranging from lookup tables and their interpolation to dynamic control algorithms.
The standardization is, e.g. treated in the MSR-MEGMAworking group and ASAM
(2012).

The configuration of standardized software components allows a specific appli-
cation by using configuration tools. An automated configuration comprises, e.g. the
handling of signals, messages, buses, nodes, and functions. It may contain export and
import interfaces with data exchange formats and a documentation interface. More
details like data models for engine and vehicle variants, storage in volatile (RAM) or
nonvolatile memories (ROM, PROM, EPROM, or Flash memory), and description
files for data structure can be found, e.g. in Schäuffele and Zurawka (2005).

Activities for an open industry standard of the automotive software architecture
between suppliers and manufacturers are going on in the AUTOSAR consortium
(AUTomotive Open System ARchitecture) since 2003 (AUTOSAR 2012; Heinecke
et al 2004; ATZ extra 2013). One of the aims is an open and standardized automo-
tive software architecture. The standard includes specifications describing software
architecture components and defining their interfaces.

The AUTOSAR architecture separates the basis software from the application
software and connects them by standardized interfaces; see Fig. 3.14. To master the
complexity, several layers are defined (Wernicke and Rein 2007). The connection
to the microcomputer is provided by the lowest level, the microcontroller abstrac-
tion layer. Here, the interfaces are defined to the memories, the I/O-drivers, their
communication, and additional features which are not part of the microcontroller.
The second layer is the ECU abstraction layer, comprising the hardware design of
the ECU including the driver to external components. The service layer at the third
level provides basic softwaremodules like the operating system,memory administra-
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Fig. 3.13 Software architecture composed of standardized software components (Schäuffele and
Zurawka 2005)

tion, and bus communication. This layer is relatively independent of the ECU hard-
ware. The fourth level is the runtime environment (RTE), which separates the basis
software and application software and carries out the data exchange in both direc-
tions. Therefore, the application software components have standardized interfaces
to the RTE. The RTE also integrates the application software components (SWCs);
see Fig. 3.15. This separation and integration with standardized interfaces enable a
hardware-independent software development. The application software components
can therefore be transferred to other ECU’s and reused.

A virtual function bus (VFB) connects the various software components during
the design and allows a configuration independent of specific hardware. Thus, the
SWCs are runnable entities and can be linked together for development and testing.
An exchange of information becomes possible through standardized software input
and output ports. Thus validation of the interaction of the SWCs and interfaces is
possible before software implementation.
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Fig. 3.14 AUTOSAR layer structure of automotive software (Wernicke and Rein 2007)

Fig.3.15 AUTOSARsoftware architecture components and interfaces (RTE: runtime environment)
(Kirschke-Biller 2011)
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3.3.3.2 Code Generation
The control-software development can start if the control functions are ready and
available as function blocks in a high- level software platform like MATLAB™
(2011), Simulink™ (2011), and Stateflow™ (2011) (TheMathWorks (2011)). MAT-
LAB™ is broadly used as an integrated function development environment for
numerical calculations with a large library of mathematical design and analysis pro-
grams and special tool boxes. Simulink™ is an interactive development environment
for modeling, analysis, and simulation with a graphical interface and is integrated
into MATLAB™. It allows the handling of models and functions with block dia-
grams. Stateflow™ is an expansion of Simulink™ to operate with discrete event
state charts and flow diagrams.

Based on the block-oriented control functions of this control-analysis-and
simulation-oriented development environment, the series production code for the
ECU is developed by using special tools. The control functions are specified in
graphical form and they are converted in production C-code which runs on the target
processor. Thereby, it is intended to reach a minimum of execution time, RAM and
ROM resources, and stack size, compared to human programmer’s abilities.

The process of code generation is performed in the following steps (Kiffmeier et al
1999), using a Software Development Tool (SDT) like Targetlink™ from dSpace or
ASCET™ from ETAS or Real-Time Workshop™ from MathWorks.

1. The control-function block from Simulink has to be replaced by a corresponding
SDT block, taken from a block library. These blocks manage data which is used
for the production code, as scaling parameters and data types.

2. In the case of fixed-point arithmetic, scaling parameters are required. Therefore,
maximal and minimal values of variables have to be known. They can be obtained
from model-in-the-loop simulations to determine the range of variables, in order
to prevent overflows. The scaling can be done manually or automatically by
simulation. For floating-point arithmetic, no scaling is needed.

3. Additional information for production code generation has to be specified. This
belongs to the partitioning of models or algorithms for, e.g. lookup table handling,
like interpolation routines.

4. Off-line simulations on the host PC are performed with Simulink to detect prob-
lemswith fixed-point arithmetic. The simulations are runwith floating-point arith-
metic.

5. The production C code is translated for the target microprocessor and loaded on
an evaluation board. A communication link between the evaluation board and
the host PC allows testing the microcontroller code together with a Simulink
simulated process model. The code is readable by humans and the development
is paralleled by documentation, which is automatically generated. Information on
code size, execution times, and used RAMandROM resources are also given. The
result is a general portable ANSI C-code which runs on many microcomputers.
However, some specific microcomputer adaptation always has to be taken into
account. If manual coding has to be applied additionally, rules given byMSRA-C
have to be followed. Special toolsets allow analyzing the timing behavior of the
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real-time operating system application OSEK, providing runtime performance
and possible modifications, before coding.

As the ECU-code must be prepared for the task of calibration, the variables are
presented in standardized ASAM file format via a data dictionary. Further standards
to be considered are OSEK/VDX and AUTOSAR. AUTOSAR structure elements
are, for example, runnables, ports, and communication interfaces.

Special computers for simulation and control prototyping and software tools for
control-software development are compiled in the catalogs dSpace (2017) and ETAS
(2017).

As modern automotive control systems are interconnected by onboard data buses
like CAN, FlexRay, and LIN, also the real-time cooperation of the vehicle ECU
with other vehicle ECU’s like for engine and transmission control, traction control
(TCS), electronic stability control (ESC), and adaptive cruise control (ACC) has to
be designed and monitored.

3.3.3.3 Software Testing
The software testing is part of the verification comprised in the V-model for the
development; see Fig. 3.8. Verification means that the developed functions meet the
specifications, which are stated at the project start by the customer, by standards or
legal regulations. More general is the validation where the final product is checked
with regard to the overall requirements (Balzert 1998; Tran 2007); see the V-model
in Sect. 3.3.1. Validation ensures that the final product meets the user’s needs and
includes that the specifications are correct; see, e.g. IEEE-STD 610.

Software testing can be understood as part of analytical quality assurance and
contains the testing of the software. This quality assurance can be divided into ana-
lyzing methods (static) and testing methods (dynamic) (Liggesmeyer 2002; Thaller
2002). The static, analyzing methods can be applied early because no running soft-
ware is required. Methods are manual inspection, visualization, and data flow analy-
sis, usually by different persons. Dynamic testing methods operate with the running
software and it is checked if the functions meet the specifications. One distinguishes
functional tests which check the input/output behavior and consider the software
program as a black-box and structural tests where the program is considered as a
white-box. These structural tests can be divided into symbolic tests, diversification
tests, and mutation tests (Schäfer 2012).

An application of software testing during the early phases of the develop-
ment avoids too many iteration cycles. In order to integrate hardware components,
hardware-in-the-loop simulation (HiL) is used. Then the real-time software on the
target ECU is tested with simulated real-time models of the engine or the vehicle
and real components like actuators or injection systems in the laboratory, such as
avoiding tests with the real vehicle; see Sect. 3.3.2.

Table3.1 gives a summary of the various development test stands and tools for the
control development. Vehicle modeling is required in the beginning and performed
online and off-line with the vehicle test bench. Control-function development is
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mainly elaborated at test benches and with MiL, HiL, and RCP computers. Software
development is usually done off-line with PCs and an ECU evaluation board. Fine-
tuning for driveability and emission certification are worked out with the real vehicle.
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Part II
Modeling of Drive Dynamics



4VehicleDynamicsModeling

Vehicle dynamics is concerned with the movements of the vehicle on a road surface.
The stationary and dynamic behavior is based on the forces on the vehicle via the
tires, gravitation, and aerodynamics. These forces act on the body, the tires, and the
wheels.

A vehicle is composed of many components which move relative to each other.
However, to simplifymodeling stiff behavior is assumed for the body and the wheels.
Therefore, the body is assumed to be rigid and is replaced as one lumpedmass located
in its center of gravity (CG) with body mass and moments of inertia of the vehicle.
The wheels are considered as separate lumped masses, representing the unsprung
mass, different from the body as sprung mass.

The treated vehicle dynamic models are derived with several simplifying assump-
tions and aim to be used for simulation, control design, and fault diagnosis, taking
into account the limitations of real-time computing and computational expense of
automotive electronic control units. Another important subject is the acquisition of
the model parameters, either by construction data or on an experimental basis with
identification and parameter estimation methods.

The symbols for the chassis and the body used follow in principle the conventions
of ISO 8855/DIN 70000 wherever possible if they are not overlapping with symbols
of other areas; see the list of symbols after the preface.

This chapter considers the used coordinate systems and a discussion on the various
ways for modeling.
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Fig.4.1 Coordinate systems according to ISO 8855 (2013). a Earth-fixed axis system (XE, YE, ZE)

and horizontal axis system (X , Y , Z) (the vehicle axis system (XV, YV, ZV) is illustrated with the
center of gravity in the same plane as the earth-fixed axis system, showing the Euler angles); b
earth-fixed, vehicle-fixed, and tire-fixed axis systems; c three-side view of a vehicle with all three
axis systems

4.1 Coordinate Systems

4.1.1 Definition of Coordinate Systems

Modeling vehicle dynamics requires different coordinate systems. According to ISO
8855 (2013) the following standardized coordinate systems are distinguished, see
Fig. 4.1. The axis has capital letters like X , Y , Z and the corresponding coordinates
lower case letters, like x , y, and z. Right-hand orthogonal axis systems are used
according to the cross-product (vector-product) �Z = �X × �Y .
Earth-fixed axis system
The earth-fixed axis system is a right-hand orthogonal axis system with the coor-
dinates XE, YE, and ZE. The XE and YE coordinates are usually fixed on the road
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plane, e.g. at the beginning of a driving maneuver. It allows describing the vehicle
movement relative to a point on the road.

Vehicle axis system
The vehicle-fixed right-hand orthogonal coordinate system has its origin in the center
of gravity and has the coordinates XV, YV, and ZV. This coordinate system travels
with the vehicle. Its movements relative to the earth’s fixed axis system describe the
behavior of the body in the space.

Intermediate (horizontal) axis system
The intermediate or horizontal axis system has the coordinates X , Y , and Z where
the X -axis is the projection of the fixed vehicle axis XV on the plane XE, YE of
the earth-fixed axis. Hence, this coordinate system travels with the vehicle and its
movements describe the behavior of the body relative to the plane XE, YE. The origin
can be placed under the center of gravity.

Tire axis system
Each tire obtains an own axis system XT, YT, and ZT. The origin is in the tire contact
center. Its XT, YT plane lies in the plane of XE, YE with XT in the forward direction.

Wheel axis system
The wheel axis system XW, YW, and ZW has its origin in the center of the wheel and
with YW parallel to the wheel turning axis.

Angular motion variables
The orientation of a vehicle and therefore the turning motion are described by the
angles between the vehicle-fixed and the earth-fixed coordinate systems, resulting in

ψ : yaw angle, from axis XE to XV around the ZE axis;
θ : pitch angle, from axis X to XV around the YV axis;
ϕ: roll angle, from axis Y to YV around the XV axis.

These three angles are called Euler angles. The sign of the angle is according to the
right-hand rule; compare Fig. 4.1.

4.1.2 Transformations

The transformation for the angles from the earth fixed to the vehicle-fixed axis system
is obtained by turning around the ZE-axis (yawing), the new Y -axis (pitching), and
the new XV-axis (rolling) and follows Popp and Schiehlen (1993) and Schorn (2007),
Fig. 4.2a,

⎡
⎣
XV
YV
ZV

⎤
⎦ = TE→V

⎡
⎣
XE
YE
ZE

⎤
⎦ (4.1.1)
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with

TE→V =
⎡
⎣
1 0 0
0 cosϕ sin ϕ

0 − sin ϕ cosϕ

⎤
⎦

︸ ︷︷ ︸
rolling

⎡
⎣
cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

⎤
⎦

︸ ︷︷ ︸
pitching

⎡
⎣

cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎤
⎦

︸ ︷︷ ︸
yawing

. (4.1.2)

The wheel axis system (XW, YW, ZW) and the vehicle axis system (XV, YV, ZV)

differ only by a parallel shift in the vertical axis, if it can be assumed that the camber
angle is εV = 0. For the transformation then only a turn around the ZW axis is
required with the wheel steer angle δ; see Fig. 4.2b.

⎡
⎣
XT
YT
ZT

⎤
⎦ = TT→W

⎡
⎣
XV
YV
ZV

⎤
⎦ (4.1.3)

with

TV→T =
⎡
⎣

cos δ sin δ 0
− sin δ cos δ 0

0 0 1

⎤
⎦ (4.1.4)

respectively

TT→V =
⎡
⎣
cos δ − sin δ 0
sin δ cos δ 0
0 0 1

⎤
⎦ . (4.1.5)

Therefore, it holds for the effect of the tire forces on the vehicle, for example,

FX = FXT cos δ − FYT sin δ (4.1.6)

FY = FXT sin δ + FYT cos δ. (4.1.7)

Figure4.3 illustrates the different coordinate systems also for the case of a road plane
elevation angle (slope), a road plane camber angle (banking angle), and yaw angle.
Additionally, a vehicle-fixed sensor coordination system (XS, YS, ZS) is provided.

4.2 Model Building Approaches

The temporal behavior of technical systems, such as vehicles, power- and drive trains,
and their components can be described with the help of system theory according to
uniform methods. For this, however, mathematical models must exist for the static
and dynamic behavior of the system components or the processes.

The derivation of mathematical models can take place in a theoretical (physi-
cal) or experimental way. Therefore, it is called theoretical or experimental analysis,
respectively, modeling. For vehicles and drives, mathematical models for different
physical areas have to be set up and combined, e.g. for mechanics, combustion,



4.2 Model Building Approaches 69

Fig.4.2 aTurnings of the earth-fixed andvehicle-fixed coordinate systems (Bauer 2015);bTurnings
of the wheel axis system relative to the vehicle-fixed coordinate system (Bauer 2015)

Fig. 4.3 Coordinate systems a with elevation; b with banking; c with yaw angle (Bechtloff 2018)
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thermodynamics, and electricity. The procedure during theoretical modeling is in
principle known for the individual areas, and there also exist analogies for models
between different areas. However, a basic, generally applicable methodology for the-
oretical modeling with an interdisciplinary view has several advantages, especially
for applying computer-aided modeling. Therefore, a unified representation for mod-
eling in different physical domains is briefly discussed, which is especially suited
for mechatronic systems.

4.2.1 Theoretical and Experimental Modeling

The principles of theoretical modeling can follow a basic methodology; see Mac-
Farlane (1970), Karnopp et al. (1990), Gawthrop and Smith (1996), and Isermann
(2005). Fundamental equations are

1. Balance equations for stored masses, energies, and momentum;
2. Constitutive equations of special elements;
3. Phenomenological equations if irreversible processes take place;
4. Entropy balance equations if several irreversible processes are involved;
5. Connection equations.

In stating these equations, one has to distinguish between processes with distributed
and lumped parameters. For distributed parameters, the dependency on space and
time has to be considered. This usually leads to partial differential equations. If the
space dependency is negligible, the process can be considered with lumped parame-
ters, which leads to ordinary differential equations as a function of time. For vehicles,
combustion engines and drive trains both types appear. However, one can frequently
operate with lumped parameters.

By summarizing the basic equations of all process elements, one receives a theo-
retical or physical process model with a certain structure and certain parameters, if
it can be solved explicitly. Frequently, this model is extensive and complicated, such
that it must be simplified for further applications. The simplifications are made by
linearization, reduction of the model order, or approximation of systems with dis-
tributed parameters by lumped parameters when limiting on fixed locations. But also
if the set of equations cannot be solved explicitly, the individual equations supply
important hints for the model structure. So, e.g. balance equations are always lin-
ear and some phenomenological equations are linear in wide areas. The constitutive
equations often introduce nonlinear relations.

During experimental modeling, which is called identification, one obtains the
mathematical model of a process from measurements. Here, one always proceeds
from a priori knowledge, which was gained, e.g. from the theoretical analysis or
from preceding measurements. Then, input and output signals are measured and
evaluated by means of identification methods in such a way that the relation between
the input and output signal is expressed in a mathematical model. The result of
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the identification then is an experimental model; see Åström and Eykhoff (1971),
Eykhoff (1974), Ljung (1999), and Isermann and Münchhof (2011).

Theoretical and experimental modeling mutually complete themselves. The the-
oretical model contains the functional description between the physical data of the
process and its parameters. Therefore, one will use this model, e.g. if the process is to
be favorably designed with regard to dynamical behavior or if the process behavior
has to be simulated before construction. The experimental model, on the other hand,
contains parameters as numerical values whose functional relation with the physical
basic data of the process remains unknown. In many cases, the real dynamic behav-
ior can be described more exactly or it can be determined at smaller expenditure by
experimentally obtained models which, e.g. is better suited for control design, the
prediction of signals, or for fault detection.

A methodology for theoretical (physical) modeling is described in Isermann
(2005), which can be applied generally for technical systems and thus holds also
for vehicles and drive trains. As the basic equations for vehicle dynamics follow
the Newton, Euler, and Lagrange laws, the fundamentals of mechanical systems
are applied as treated, e.g. in Hagedorn (1990), Hauger et al. (1989), Meriam and
Kraige (1982), Pfeiffer (1989), Schiehlen (1986), Sneck (1991), and Wells (1967).
The mechanics of vehicles is especially treated in Popp and Schiehlen (1993) and
the books on vehicle dynamics as Gillespie (1992), Kiencke and Nielsen (2000),
Mitschke andWallentowitz (2004), Rajamani (2006), Schramm et al. (2010), Heiss-
ing and Ersoy (2011), and those cited in later chapters.

4.2.2 Semi-physical Models

In general, theoretical end experimental modeling complement each other. The the-
oretical model contains the functional description between the physical/chemical
variables and includes their parameters. The experimental model on the other hand
delivers parameters as numerical values based on the real stationary and dynamic
behavior.

Theoretical models are also called “white-box models” and experimental mod-
els “black-box models”. In many practical applications, one has to use a suitable
combination of both ways; compare Fig. 4.4.

If the physical laws are known, but the parameters not at all or not precisely
enough, the parameters have to be determined experimentally, e.g. by parameter
estimation methods. The resulting models can be called “light-gray models”. If only
physical-oriented if-then-rules are known, the model structure and the parameters
have to be determined by experiments, leading to “dark-gray models”, for example,
by fuzzy if-then-rules and parameter adjustment. Both graymodels can also be called
semi-physical models.

These types of combined theoretical and experimental models are frequently
the result in modeling vehicles and their drives. For example, the tire forces are
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Fig. 4.4 Different kinds of mathematical process models (Isermann and Münchhof 2011)

approximated by a simplified function and the parameters are estimated based on
drive measurements. In the case of driver behavior or traffic situations, only some
rules are known and experimental gained approximations are mainly used.

References

Åström K, Eykhoff P (1971) System identification - a survey. Automatica 7(2):123–162
Bauer M (2015) Methoden zur modellbasierten Fahrdynamikanalyse und Bewertung von Fahrdy-
namikregelsystemen. Dissertation Technische Universität Darmstadt. Fortschr.-Ber. VDI Reihe
12, 792. VDI Verlag, Düsseldorf

Bechtloff J (2018) Schätzung des Schwimmwinkels und fahrdynamischer Parameter zur
Verbesserung modellbasierter Fahrdynamikregelungen. Dissertation Technische Universität
Darmstadt. Fortschr.-Ber. VDI Reihe 12, 809. VDI Verlag, Düsseldorf

Eykhoff P (1974) System identification. Wiley, London
Gawthrop P, Smith L (1996) Metamodelling: bond graphs and dynamic systems. Prentice Hall,
Hemel Hempstead

Gillespie T (1992) Fundamentals of Vehicles Dynamics. SAE, Warrendale
Hagedorn P (1990) Technische Mechanik, vol 1–3. Harri Deutsch, Frankfurt
Hauger W, Schnell W, Gross D (1989) Technische Mechanik, 3rd edn. Springer, Berlin
Heissing B, Ersoy M (eds) (2011) Fahrwerkhandbuch: Grundlagen, Fahrdynamik, Komponenten,
Systeme, Mechatronik. Perspektiven, ATZ/MTZ Fachbuch, Vieweg



References 73

Isermann R (2005) Mechatronic systems - fundamentals, 2nd edn. Springer, London
Isermann R, Münchhof M (2011) Identification of Dynamic Systems. Springer, Berlin
ISO 8855 (2013) Road vehicles - Vehicle dynamics and road-holding ability - Vocabulary. Interna-
tional Organization for Standardization, Geneva

Karnopp D, Margolis D, Rosenberg R (1990) System dynamics: a unified approach. Wiley, New
York

Kiencke U, Nielsen L (2000) Automotive control systems. For engine, driveline and vehicle.
Springer, Berlin

Ljung L (1999) System identification - theory for the user, 2nd edn. Prentice Hall, Upper Saddle
River

MacFarlane A (ed) (1970) Dynamical system models. London, G.G, Harrop
Meriam J, Kraige L (1982) Engineering mechanics, vol 1 Statics, 2. Dynamics, 4th edn.Wiley, New
York

Mitschke M, Wallentowitz H (2004) Dynamik der Kraftfahrzeuge, 4th edn. Springer, Berlin
Pfeiffer F (1989) Einführung in die Dynamik. Teubner Studienbücher Mechanik, Teubner, Stuttgart
Popp K, Schiehlen W (1993) Fahrzeugdynamik: Eine Einführung in die Dynamik des Systems
Fahrzeug-Fahrweg. Teubner, Stuttgart

Rajamani R (2006) Vehicle dynamics and control. Springer, New York
Schiehlen W (1986) Technische Mechanik. Teubner, Stuttgart
Schorn M (2007) Quer- und Längsregelung eines Personenkraftwagens für ein Fahrerassistenzsys-
tem zur Unfallvermeidung. Diss. Universität Darmstadt, Fortschr.-Ber. VDI Reihe 12, 651. VDI
Verlag, Düsseldorf

Schramm D, Hiller M, Bardini R (2010) Modellbildung und Simulation der Dynamik von Kraft-
fahrzeugen. Springer, Berlin

Sneck H (1991) Machine dynamics of planar machinery. Prentice Hall, Englewood Ciffs
Wells D (1967) Lagrangian dynamics. Schaum’s outline series. McGraw-Hill, New York



5TireTraction andForceTransfer

The transfer of the forces and torques between the tire and the road surface is fun-
damental for all longitudinal and lateral motions of a vehicle. The physical effects
of the force transfer depend on local properties at the contact patch. The amount of
forces is a function of the frictional properties between the tire and the road surface.

Two main types of friction can be distinguished: an adhesive friction which
depends on intermolecular adhesion and a hysteretic friction which depends on inter-
locking forces. Adhesive friction is effective on a molecular level in the contact area
between the tire’s tread surface and the road. It determines the main part of friction
for dry roads. The hysteretic friction forces depend on the contact areas between the
tread blocks of the tire and the roughness of the road surface and are determined by
the viscoelastic properties of the tire rubber compound material; see, e.g. Mitschke
and Wallentowitz (2014), Ersoy and Gies (2017), and Breuer and Bill (2017).

5.1 Longitudinal Tire Forces

If a longitudinal force is applied to a tire, e.g. by braking, the first part of the incoming
contact patch sticks and the outgoing part slips relative to the road. The resulting
measurable slip Δv of the tire rotation velocity rdynωW compared to the vehicle
velocity v is due to a deformation part because of the elasticity of the tire treads
and a relative movement part because of the partial gliding between the tire and the
road (Kummer and Meyer 1967); see Fig. 5.1. The slip is usually expressed as a
relative value with reference to the larger rotational wheel velocity vXW = rdynωW
or longitudinal vehicle velocity vXT. Thus the slip in the longitudinal direction is
defined for braking

SX,b = ΔvXT

vXT
= vXT − vXW

vXT
= vXT − rdynωW

vXT
(5.1.1)
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Fig. 5.1 Elastic deformation
and partial gliding of a tire
(Mitschke and Wallentowitz
2014)

and for driving (traction)

SX,d = ΔvXT

vXW
= vXW − vXT

vXW
= rdynωW − vXT

rdynωW
(5.1.2)

or

SX,b,d =
∣
∣vXT − rdynωW

∣
∣

max
(

vXT, rdynωW
) (5.1.2a)

where vXT is the longitudinal tire traction velocity or the velocity of the wheel
center respective vehicle velocity and vXW the rotating velocity of the wheel; see,
e.g. Schramm et al. (2010). With this definition, the slip is positive for braking and
driving, with Sx,b = 1 for a locked wheel during braking and SX,d = 1 for a spinning
wheel during driving.

Using this global definition of tire slip, a longitudinal friction coefficient is defined
as

μX(SX) = FXT

FZT
(5.1.3)

where FXT is the tangential tire force in the contact patch and FZT the vertical force
(load) of the tire.

The friction coefficient μ(SX) depends on the slip as shown in Fig. 5.2. For small
slips, it initially shows a linear behavior which is caused by the translatory defor-
mation of the tire treads, increases with increasing slip to a maximal value μmax at
10−30% slip where partial sticking and gliding in the contact patch appear, and then
decreases to μslip until total slip SX = 1 (100%). This μ(SX) characteristic is only
valid for stationary conditions and depends on the vertical wheel load, tire pressure,
vertical velocity, tire thread profile, and viscoelastic conditions, and on the road sur-
face (roughness, wetness, and temperature). The μ(SX) curves in graphical form or
as lookup tables are nonparametric tire models and are determined for a specific tire
with certain test conditions.

The friction characteristic μ(SX) has a stable range for 0 ≤ SX ≤ SXcrit and an
unstable range for SXcrit < SX ≤ 1with regard to thewheel dynamics during braking;
see Sect. 5.5.
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Fig.5.2 Friction coefficient μX in dependence on the tire slip (deformation slip, partial gliding slip,
and total gliding slip), according to (Mitschke and Wallentowitz 2014)

Figure5.3 depicts μ-slip curves for different road surface conditions. It shows
maximal values for dry asphalt, lower values for wet roads, and lowest values for
snow and ice.

Different mathematical models for the longitudinal tire force have been obtained
by approximation of the measured μ-slip curves.

The HSRI model (Highway Safety Research Institute, Ann Arbor, USA) (Dugoff
et al. 1969) approximates μX by two straight lines

μX = cμ0SX SX < SX,max

μX = μX0 − cμ1SX SX > SX,max
(5.1.4)

where SX,max = SXcrit is the slip for the maximum of μX(SX). The initial gradient

cμ0 = dμX

d SX

∣
∣
∣
∣
SX→0

(5.1.5)

is for dry and wet roads about the same (Mitschke and Wallentowitz 2014). The
model according to Burckhardt (1993) uses the approximation

μX = c1
(

1 − ec2SX
)

− c3SX. (5.1.6)
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Fig.5.3 Typical friction coefficients μ in dependence on slip S for different road surface conditions
(Kiencke and Nielsen 2005)

The coefficients c1 determine μmax, c2 the position of the maximum, and c3 the
value for total slip SX = 1; see also Daiss (1996). Burckhardt (1993), and Daiss
(1996) present numbers of these parameters for different road conditions. Amodified
equation with five parameters is shown in Halfmann and Holzmann (2003).

More detailed tire models have been compiled by Pacejka (2012), called “magic
formula”. A basic equation is

FXT = DX sin [CX arctan(BXSX − EX(BXSX − arctan(BXSX)))] . (5.1.7)

Herewith

DX = μX,maxFZ (5.1.8)

determines the maximum longitudinal tire force.
BX determines the slope at zero slip (slip stiffness CSX)

BX = CSX/CXDX. (5.1.9)

The form coefficient

EX =
BXSX,crit − tan

(
π

2CX

)

BXSX,crit − arctan(BXSX,crit)
(5.1.10)
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Fig. 5.4 Comparison of different friction coefficient models in longitudinal direction with mea-
surements (Germann 1997)

is determined such that the maximal tire force FXT,max is reached at the critical slip
SX,crit . CX is a free parameter and determines the force behavior after the maximum.
Identified parameters of this tire model are, e.g. given in Würtenberger (1997).

Figure5.4 shows a comparison of different friction coefficient-slip models with
measured values illustrating a better agreement for the Burckhardt and the Pacejka
model.

In order to obtain frictionmodelswhich aremore suitable for parameter estimation
during driving maneuvers, algebraic approximation equations have been developed.
They can be brought into a form which is linear in the parameters. Daiss (1996) has
proposed

μX(SX) = cμ0
SX

1 + c1SX + c2S2
X

. (5.1.11)

A comparison with the model from Burckhardt (1993), (5.1.6) shows a good agree-
ment in a slip range SX < 0.6. A similar approximation is given by Kiencke and
Nielsen (2005)

μX(SX) = cμ0
1

1 + c1SX + c2S2
X

. (5.1.12)
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These equations will be used for the experimental identification of friction coeffi-
cients in Sect. 11.6.

5.2 Lateral Tire Forces

Lateral tire forces appear during cornering and cause the tread blocks to be deflected
relatively to the circumference of the tire, resulting in a shear stress of the rubber
material. When the tread moves through the contact patch, the deflection decreases.
In the case of higher lateral forces, the shear stress becomes larger than the maximal
shear stress at the adhesion limit, which is described by the lateral friction coefficient
μY, and the treads start gliding. The lateral tire slip is expressed by a tire side slip
angle α; see Fig. 5.5.

The tire moves with trajectory velocity vT and the velocity components of the
wheel become

vXT = vT cosα; vYT = vT sinα. (5.2.1)

The side slip or lateral slip is defined according to

SY = vYT

vXT
= vT sinα

vT cosα
= tanα (5.2.2)

and becomes SY = 1 for α = 45◦. Under normal driving conditions, it holds α <

12◦. (Side slip for driving; see (5.3.4).)
Figure5.6 depicts the typical course of the lateral force FYT in dependence on

the side slip angle and the vertical wheel load. It is approximately linear for small

Fig. 5.5 Rolling tire with slip angle α: a velocities; b caster offset and aligning torque
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Fig.5.6 Lateral force, aligning torque, and caster offset in dependence on side slip angle and vertical
wheel load (Mitschke and Wallentowitz 2014). Tire: 175/70 R; tire pressure 2.1 bar; camber 0◦;
rated wheel load 4.15kN

values α ≤ 3◦, then reaches a maximum at α = 6 . . . 10◦ and stays then constant
or decreases for larger side slip angles. The lateral forces increase with the vertical
wheel load FZ. For small side slip angles α = 0 . . . 3◦, the lateral tire force can be
described linearly by

FYT(α) = cα(FZT)α (5.2.3)

where cα is the cornering stiffness

cα = d FYT(α)

dα

∣
∣
∣
∣
α=0◦

. (5.2.4)

The cornering stiffness cα depends on the vertical wheel load FZT and shows for
small FZT a linear behavior

cα = cα1FZT (5.2.5)

with superimposed quadratically decreasing values for larger FZT, which can be
approximated by

cα =
(

cα1 − cα2
FZT

FZT,rate

)

FZT (5.2.6)

where FZ,rate is a rated wheel load given from the manufacturer (Mitschke and
Wallentowitz 2014).

According to the definition of the friction coefficient μX(SX) in longitudinal
direction, a friction coefficient can be defined in lateral direction

μYT(SY) = FYT

FZT
(5.2.7)
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and with (5.2.4), one obtains for the cornering stiffness

cα = dμYT(α)

dα

∣
∣
∣
∣
α=0◦

FZT (5.2.8)

for small side slip angles. Furthermore, (5.2.3), (5.2.5), and (5.2.7) lead for small
side slip angles and small vertical forces to

μYT = cα1α. (5.2.9)

As the distribution of the shear stress in the contact patch is not symmetric around
the rotational axis of the tire, the lateral force generates a torque about the vertical
axis which is called aligning torque MZT. It depends on the distance of the center
of all lateral force components of the contact patch and the tire’s lateral axis, which
is called caster offset or pneumatic trail nT; see Fig. 5.5b. This caster offset depends
strongly on the vertical wheel load and the side slip angle, hence it is nT(FZT,); see
Fig. 5.6c. Because of the caster offset, the lateral force acts after the lateral axis and
causes the aligning torque in the direction of reducing the slip angle, i.e. returning
the wheel to straight driving. The aligning torque shows initially a linear behavior
for small side slip angles α = 0◦ . . . 2◦ and can be approximated by

MZT = cαnTα. (5.2.10)

At about α = 3◦ . . . 6◦, it reaches a maximum and then decreases for larger side slip
angles toward zero, because the caster offset becomes smaller; see Fig. 5.6b and c.

Mathematical models for the lateral tire forces FY(α) are similar to those in
longitudinal direction. Table5.1 shows some examples.

A comparison of the computational expense is made in Halfmann and Holzmann
(2003). The ratio of computing time from HRSI: Burckhardt: Pacejka models is
1:2.5:4.6. All these models are nonlinear in the parameters and therefore not suitable
for direct (non-iterative) parameter estimation.Abroken rational (algebraic) equation
according toAmmon (1997) is linear in the parameters and therefore better suited; see
also modifications in Daiss (1996), Zomotor and Reimpell (1991), Zomotor (2002),
and Börner (2004). Bauer (2015) proposes this model in the form

μYT(α) = cα1α
( |α|

αcrit
− 1

)2 + cα1|α|
μYT,max

(5.2.11)

with cα1 = cα/FZT; see (5.2.5). αcrit is the side slip angle for μYT,max. The initial
gradient is

dμYT

dα

∣
∣
∣
∣
α=0◦

= cα1. (5.2.12)

Figure5.7 shows a corresponding graph.
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Table 5.1 Mathematical tire models for lateral tire friction coefficients (Bauer 2015)

Linear

HSRI
Dugoff
(1969)

Burckhardt
(1993)

Pacejka
(2012)

Ammon
(1997)

with influence of speed and load:
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D
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Fig. 5.7 Broken rational tire
model for the lateral
behavior according to
(5.2.11) (Bauer 2015)

αcrit is proportional to μYT,max (Ammon 1997; Zomotor et al. 1998). The param-
eters of the model (5.2.11) can be estimated online with a recursive least squares
method; see Sects. 10.1.1 and 11.6.2.

Table5.1 summarizes different approximation equations for the lateral tire friction
coefficient. A versionwhich is suitable for parameter estimationwith the LSmethods
is (5.2.11), which after replacement of α by the slip value SY obtains the form, Bauer
(2015),

μYT = cα1SY
(

SY
μYT,maxScrit

− 1
)2 − cα1SY

μYT,max
(5.2.13)

with

cα1 = cα

FYT
. (5.2.14)

For small SY, one obtains

μY T = μYT|SY=0 = cα1SY (5.2.15)

which corresponds to (5.2.9).
The lateral tire forces depend in addition to FZT and α also on the longitudinal

tire slip SX and the road surface condition

FYT = f (α, FZT, SX, road). (5.2.16)

Figure5.8 depicts some characteristic curves. Figure5.8a shows that for SX =
0 . . . 10% amaximal value FYT,max(α) exists and the lateral force FYT(α) decreases
for larger longitudinal slip values Sx > 10%. Compared to a dry road, it becomes
smaller for wet roads and increasing speed; see Fig. 5.8b. Themaximal value FYT,max
depends nonlinearly on the vertical force FZT and is only proportional to FZT for
smaller values; compare (5.2.5) and (5.2.6).
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Fig. 5.8 a Lateral tire force in dependence on the side slip angle α influenced by longitudinal slip
SX and b road surface conditions. c Shows the maximal lateral force FYT,max in dependence on the
vertical wheel force FZT. FZT,0 is the rated wheel load (Pacejka 2012; Bechtloff 2018)

Fig. 5.9 Comparison of the lateral friction coefficient μYT for different tire models for the tire
225-50-R17 (Bauer 2015)

A comparison of the lateral friction coefficient μYT(SY) of different tire models
with measurements is depicted in Fig. 5.9. The parameters of the tire model equa-
tions were adapted by parameter estimation. The broken rational model according
to Ammon (5.2.11) was fitted only until SY = 0.2, resulting in a good agreement
with measurements until Scrit , but not beyond that. The models according to Pacejka
and Burckhardt show a good agreement also for larger slip. The best approximation
is obtained by a local polynomial tree model (LOPOMOT) according to Sequenz
(2013). A summary and comparison of different tire models are also given in Einsle
(2010).

The position of a tire relative to the road has a significant influence on the driving
properties and handling of a vehicle. Therefore, the design of the suspension links
and the rotation centers, the wheel travel curves, and the toe and camber angles are
important parameters; see Fig. 5.10. Because of these kinematic properties, the toe
angles δ0 change during wheel travels and influence the side slip angles α.
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Fig. 5.10 Wheel travel curves for front and rear wheels. a Toe angle in dependence of suspension
compression. b Toe-in angles for a front axle (toe-in) (Heissing and Ersoy 2011)

Fig.5.11 Elasto-kinematic changes of the side slip angles through lateral tire forces (Pacejka 2012;
Bechtloff 2018)

The toe angle δ0 is not only influenced by the spring deflection but also by lon-
gitudinal and lateral tire forces because of deformations within the elasto-kinematic
suspension, for example, by rubber bearings. As depicted in Fig. 5.11a, a lateral
tire force FYT turns the wheel by the angle Δαel and the effective side slip angle
becomes smaller: αeff = αkin − Δαel. Therefore, the initial gradient of the lateral
force characteristic decreases; see Fig. 5.11b (for the assumed suspension design
with αkin).
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5.3 Combined Longitudinal and Lateral Forces

For driving conditions with acceleration or braking during cornering as well lon-
gitudinal as lateral tire forces are generated. This leads to a combined slip and the
transferable forces depend on the superposition of the shear stresses in the tire treads
with regard to maximal transferable stress values.

Figure5.12 depicts a schematic for a vehicle with longitudinal and lateral veloc-
ities vX and vY, resulting vehicle velocity v, and side slip angle β. A free rolling
wheel then has a tire trajectory velocity vT with a tire longitudinal velocity vXT, a tire
lateral velocity vYT, and a tire slip angle α. The directions of v and vT are different
if a yaw turn with ψ̇ arising, see Chap. 7, (7.2.20).

For the simultaneous slip in longitudinal and lateral directions, one finds different
definitions in the literature. Burckhardt (1993), Kiencke andNielsen (2005) calculate
the longitudinal tire slip in the direction of the wheel motion vT (Reimpell and
Sponagel 1995; Pacejka 2012; ISO 8855 2013) in the direction of the longitudinal
wheel velocity vXT. This last version is used in the following.

The longitudinal slip measure then uses as reference value, the larger value as for
(5.1.1) and (5.1.2), i.e. vXT in the case of braking and vXW in the case of driving
(Mitschke and Wallentowitz 2014).

Fig. 5.12 Velocity components of a free rolling front wheel with side slip of a cornering vehicle.
vT: tire trajectory velocity; αf : tire side slip angle; v: vehicle velocity; vX: longitudinal vehicle
velocity; vY: lateral vehicle velocity; β: vehicle slip angle; δf : front steering angle
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Fig. 5.13 Velocity
components for defining the
tire slip in the case of
combined longitudinal and
lateral slips. Notations are
for driving (wheel turns
faster than vehicle vw > vX)

As shown in Fig. 5.13, the wheel and tire turns with rotational velocity vXW =
rdynωW. The velocity vT of the tire in the tire/road contact patch is turned by the side
slip angle α with regard to the longitudinal wheel axis xT. Hence, the velocity in
the longitudinal direction of the wheel is vXT = vT cosα and in the lateral direction
vYT = vT sinα.

Then, according to the definitions (5.1.1) and (5.1.2), one obtains for the longitu-
dinal slip for braking

SX,b = ΔvXT

vXT
= vXT − vXW

vXT
= vXT − rdynωW

vXT
(5.3.1)

and for driving (traction)

SX,d = ΔvXT

vXW
= vXW − vXT

vXW
= rdynωW − vT cosα

rdynωW
(5.3.2)

such that SX,b = 0 . . . 1 and SX,d = 0 . . . 1. The lateral slip is according (5.2.2) for
braking

SY,b = ΔvYT

vXT
= vYT

vXT
= vT sinα

vT cosα
= tanα, (5.3.3)

and for driving

SY,d = ΔvYT

vXW
= vT sinα

rdynωW
. (5.3.4)
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Fig. 5.14 Friction coefficients in dependence on the longitudinal slip for different side slip angles
(Kiencke and Nielsen 2005). a Longitudinal friction coefficient μX. b Lateral friction coefficient
μY

Using these definitions, a resultant slip becomes for braking or driving

Sres =
√

S2
X + S2

Y. (5.3.5)

Figure5.14 depicts the longitudinal and lateral friction coefficients in dependence
on the longitudinal side slip angles α. μX(SX, α) shows only small dependence on α
for α = 0◦ . . . 2◦ but changes significantly for larger α = 8◦ . . . 16◦. The cornering
stiffnesses cα and μmax become smaller with increasing α.

The lateral friction coefficient μY(SX,α), Fig. 5.14b, increases with larger side
slip angle from α = 0◦ . . . 16◦ but decreases strongly with increasing longitudinal
slip SX. For larger slips SX > 0.4, then μX has still significant values, but μY tends to
zero.Hence for SX = 0 . . . 0.4, the characteristicsμX(SX) andμY(SY) showopposite
behavior.

This can also be seen in Fig. 5.15 where μY is plotted in dependence on μX for
different slip angles. It shows that μX and μY are related to each other. For small side
slip angle, α = 2◦ μX increases for small μY, but then decreases strongly for larger
μY, and for α = 16◦ μX increases moderately for small μY and decreases strongly,
now at higher values for μY.

Now, instead of the side slip angleα the lateral slip SY is used, taking the relations
(5.3.3) and (5.3.4) into account.

Due to (5.1.3) and (5.2.7), the generated tire forces are then

FXT = μXT(SX, SY)FZT

FYT = μYT(SX, SY)FZT
(5.3.6)

and the transferable resulting force of a wheel with combined slips is

Fres =
√

F2
XT + F2

YT = FZT

√

μ2
XT(SX, SY) + μ2

YT(SX, SY). (5.3.7)
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Fig. 5.15 Lateral friction
coefficient in dependance on
the longitudinal friction
coefficient for constant side
slip angles (Kiencke and
Nielsen 2005)

If a combined friction coefficient

μres =
√

μ2
XT + μ2

YT (5.3.8)

is defined, it follows

Fres = μresFZT (5.3.9)

where the force components are

FXT = μres
SX
Sres

FZT; FYT = μres
SY
Sres

FZT (5.3.10)

which can be shown after introducing (5.3.8) in (5.3.7) and use of (5.3.5).
Here it is assumed that μres is not direction-dependent. Then it holds for the

maximal transferable forces of a tire

Fres,max = μres,maxFZT =
√

F2
XT,max + F2

YT,max. (5.3.11)

This means that the longitudinal and lateral forces of a tire have to stay within a
circle, which is called the Kamm circle; see Fig. 5.16. Outside of the Kamm’s circle,
the tires start gliding.

For anisotropic tires with tread profiles, the maximal friction coefficients are
different and they hold

μY,max < μX,max. (5.3.12)
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Fig. 5.16 Kamm’s circle for
longitudinal and lateral tire
forces

Then, one uses an attenuation factor

FYT = kYμres
SY
Sres

FZT (5.3.13)

and the Kamm circle degenerates to an ellipse. Typical values are kY = 0.8 . . . 0.95
(Kiencke and Nielsen 2005).

For small longitudinal slip SX and lateral slip SY, it holds, see (5.1.4) and (5.2.3),
(5.2.6)

FXT = μX(SX)|SX→0 · FZT = cμ0 SX FZT, (5.3.14)

FYT = cα(FZX)α|α→0 = cα1αFZT. (5.3.15)

Assuming small α (5.2.2) leads to

SY = tanα|α→0 = α (5.3.16)

and (5.3.15) becomes with

FYT = cα1SYFZT

and

μYT = cα1α|α→0 = cα1SY|SY→0 . (5.3.17)

Then (5.3.7) yields for small slips with (5.1.4)

Fres = FZT

√

(cμ0SX)2 + (cα1SY)2

= FZT

√

μ2
XT + μ2

YT = μresFZT.

(5.3.18)

This relation holds within the Kamm circle, using linear μ-slip models.
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Fig.5.17 Lookup table for the resulting friction coefficient μres of a tire on wet asphalt, calculated
with the tire model from Burckhardt (Halfmann and Holzmann 2003)

For themathematical description of the friction coefficientμ in dependence on the
influencing variables, different tire models were proposed for combined longitudinal
and lateral forces similar to those in Sects. 5.1 and 5.2. The first way to express the
μres(Sres) characteristics as a lookup table is shown in Fig. 5.17.

The Burckhardt model is now expressed by

μres = c1
(

1 − ec2Sres
)

− c3Sres. (5.3.19)

The coefficient c1 determines μmax, c2 the position of the maximum, and c3 the
value for Sres = 1; see also Daiss (1996) and Isermann (2006).

Another possibility is to use the broken rational algebraic model (5.2.11) by
replacing α with Sres and to use that αcrit is proportional to μmax, in the form, Bauer
(2015), Breuer and Bill (2017)

μres(Sres) = cresSres
(

Sres
μmaxScrit

− 1
)2 − cresSres

μmax

(5.3.20)

with

cres = dμ(Sres)/ d Sres|Sres=0 .

The resulting tire force then is, see (5.3.7),

FT,res = μres(Sres)FZT. (5.3.21)
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Fig. 5.18 Measured friction coefficients μXT and μYT in dependence on (small) slip values SX
and SY with a tire measurement trailer and rim force measurement for the tire 225-50-R17 (Bauer
2015). Approximations with (5.3.20) and (5.3.22). kres = 0.77 (Bauer 2015)

The longitudinal and lateral forces FXT and FYT then follow from (5.3.10). Their
relation is for tread profiles expressed by

FYT = kresFXT (5.3.22)

with an attenuation factor kres, compare (5.3.13), leading to a Kamm ellipse, with
kres ≈ 0.8.

Figure5.18 depicts measurements of friction coefficients μXT(SX) and μYT(SY)

separately and approximations with (5.3.20). The approximation of μ̂XT(SX) is also
determined from μ̂YT(SY) according to (5.3.22). The result shows that the longitudi-
nal and lateral friction coefficients are for this tire and small slip values SX, SY ≤ 0.15
approximately related by a factor kres.

The tire model according to Pacejka (2012) as described in (5.1.7) can be brought
into the following general form:

y(x) = D sin (C arctan (Bx − E (Bx − arctan Bx))) . (5.3.23)

y(x) stands for the longitudinal or lateral force or the aligning torque, x for the
longitudinal slip or slip angle, D for the maximal force or torque, C for the form of
the characteristic, E for the relaxation of the characteristic, and B for the slope at zero
slip (Lugaro et al. 2018). This tire model can also be used for combined longitudinal
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Fig. 5.19 Signal flow for the determination of tire forces of one wheel with combined longitudi-
nal and lateral slips for steering, acceleration, or braking. Use of longitudinal and lateral friction
coefficients μX and μY

and lateral slips if x is replaced by Sres; see Bechtloff (2018). The parameters have
to be determined from measurements by approximation; see also Schramm et al.
(2010).

A signal flow for the determination of the longitudinal and lateral forces according
to (5.3.6) with combined slips SX and SY is illustrated in Fig. 5.19. An alternative
representation by using the resulting combined slip Sres and combined friction coef-
ficient μres is shown in Fig. 5.20.

More flexible tire models are compiled in computer simulation programs; see,
e.g. Février et al. (2010). These models operate with shear stresses of the tire treads,
torsion of the sidewalls, rubber-material dependent friction coefficients, and different
temperatures within the tire.



5.4 Lateral Tire Dynamics 95

Fig.5.20 Signal flow for the determination of tire forces of one wheel with combined longitudinal
and lateral slips for steering, acceleration, or braking.Use of a resulting combined friction coefficient
μres

5.4 Lateral Tire Dynamics

The lateral tire force FYT = cαα, see (5.2.3), is valid for a stationary behavior. After
a change of the side slip angle α, the tire builds up a deformation Δy because of the
lateral stiffness cY of a tire, according to

ΔFYT = cYΔyT; (5.4.1)

see Fig. 5.21. However, the lateral deformation ΔyT initially builds up with time,
according to

ΔyT = vYTΔt (5.4.2)

where vYT is the lateral positive tire velocity over ground. For the lateral velocity
holds assuming small side slip angles

vYT = vT sinα ≈ vTα. (5.4.3)

Hence, it follows

ΔyT = vTαΔt . (5.4.4)
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Fig. 5.21 Lateral
deformation of a tire due to
lateral forces (Börner 2004)

Using the stiffness relation (5.4.1), one obtains

vTαΔt = ΔFYT

cY

and with ΔFYT = cαα the lateral force building up time becomes

Δt = TYT = cα

cYvT
. (5.4.5)

The time behavior for the lateral force ΔFYT after a change of the side slip angle
Δα is now approximated by a dynamic 1st order differential equation

TYTΔḞYT(t) + ΔFYT(t) = cαΔα (5.4.6)

with the transfer function

GTF(s) = ΔFYT(s)

Δα(s)
= cα

1 + TYTs
. (5.4.7)

For passenger carswith cα = 80 . . . 100kN/rad and cY = 60 . . . 200kN/rad, the time
constant is for v = 20 m/s in the range of

TYT = 0.02 . . . 0.08 s.

Considering (5.4.5) in the form

TYT = lXT
vT

(5.4.8)

allows to interpret lXT = cα/cY as the initial settling run length of a tire, which
is about 2/3 of the wheel circumference (Wang 1993; Mitschke and Wallentowitz
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2014). With lXT = 4πrdyn/3, rdyn = 0.3m, and v = 20m/s, it yields TYT = 0.063s.
For more details, see Einsle (2010).

In the context of the lateral vehicle behavior, this small time constant can usually
be neglected.

5.5 Longitudinal DynamicWheel Models

The transfer of forces between the tire and a road surface is determined by the friction
properties which depend on the slip as described in previous sections. For braking
and straight driving, the longitudinal slip between the tire and the road is defined as

SX = ΔvX

vX
= Δv

v
= vX − ωWrdyn

vX

=
(

1 − ωWrdyn
vX

) (5.5.1)

with μ = μX(SX) such that SX > 0 for braking; see (5.1.1). The braking force then
becomes with (5.1.3) for one wheel

FXT = μ(SX)FZT (5.5.2)

with μX = μ(SX) as the friction coefficient depending on the longitudinal slip with
typical characteristics according to Figs. 5.2 and 5.3. Different models can now be
applied for approximating the μ(SX) curves, as described in Sect. 5.1.

As the most simple approximation, the HRSI model (5.1.4) is now applied. The
braking force in the contact patch is then for SX < SX,max

FXT = cμ0SXFZT. (5.5.3)

The braking force at the braking disk is according to (6.7.4)

FB = FF = 2ABμB pWcyl, (5.5.4)

the wheel/road traction torque

MXT = FXTrdyn, (5.5.5)

the braking torque

MB = FBrB, (5.5.6)

the driving torque, see (6.5.16),

Mds,out = itotηtotMeng (5.5.7)
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Fig. 5.22 Wheel with
braking forces

if the clutch is engaged, and the friction torque of the drive shaft and wheel bearings

Mds,F = ddsωW. (5.5.8)

These terms lead to the torque balance equation of the braking wheel, compare
Fig. 5.22,

J ∗
W

dωW(t)

dt
= Mds,out − MXT(t) − MB(t) − Mds,F(t) (5.5.9)

where J ∗
W is the moment of inertia. For a free rolling wheel, it is J ∗

W = JW and in
the case of a driving wheel according to (6.5.17) with opened clutch to the engine
and assuming that for the other wheel of the driven axle it holds ω̇W,2 = 0, it is

J ∗
W = Jtot = JW + i2diηdi Jtr,di + i2tri

2
diηtrηdi Jcl. (5.5.10)

The dynamic behavior of the wheel now follows for braking with (5.5.5), (5.5.6),
(5.5.2), and (5.5.8) with neglection of a driving torque

J ∗
W

dωW(t)

dt
− rdynμX(SX(t))FZT(t) + ddsωW(t) = −MB(t) (5.5.11)

and leads to the signal flow chart in Fig. 5.23 with MB as input and ωW as output. It
is characterized by the nonlinear feedback through the μ(SX) curve. The feedback in
Fig. 5.23 arises because of the slip-dependent tire/road braking force FXT; see (5.5.2).
This feedback is negative if dμX/dSX > 0 and therefore the dynamic behavior of
the braking wheel is stable. Hence, this part of the μ-slip characteristic in Fig. 5.2
is called the stable range. If, however, dμX/dSX < 0 for SX > SXcrit, the feedback
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Fig. 5.23 Signal flow chart for the angular speed ωW of a braking wheel

becomes positive and the wheel dynamics are monotonic unstable. Applying the
linear approximation of (5.1.4) it yields for small slips with (5.5.1)

J ∗
W

dωW(t)

dt
+

(

cμ0FZT(t)
r2dyn
v(t)

+ dds

)

ωW(t) − rdyncμ0FZT(t) = −MB(t)

(5.5.12)
which is a linear first-order differential equation with time-varying parameters.

Now, small deviations of the wheel velocity around an operation point for v = v̄

are considered with

ωW = ω̄W + ΔωW; MB = M̄B + ΔMB; FZT = F̄ZT + ΔFZT.

Then, (5.5.12) becomes by neglecting the small friction torque (5.5.8) and therefore
dds = 0 and assuming a constant vertical force and therefore ΔFZT = 0

J ∗
W

dωW(t)

dt
+ cμ0 F̄ZT

r2dyn
v̄

ΔωW(t) = −ΔMB(t), (5.5.13)

and a simplified signal flow as depicted in Fig. 5.24 can be drawn. Again, a negative
feedback and therefore stable behavior are obtained for cμ0 > 0 and monotonic
unstable behavior for cμ0 < 0.

Compacting the parameters results in

TWB
dωW(t)

dt
+ ΔωW(t) = KWBΔMB(t) (5.5.14)
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Fig. 5.24 Simplified signal flow for the linearized braking wheel dynamics

or a first-order transfer function

GMBω(s) = ΔωW(s)

ΔMB(s)
= KWB

1 + TWBs
. (5.5.15)

Hence, a linear first-order behavior results in braking wheel gain and time constant

KWB = − v̄

cμ0 F̄ZTr2dyn

TWB = J ∗
Wv̄

cμ0 F̄ZTr2dyn
.

(5.5.16)

Both parameters are larger, the larger the vehicle velocity v̄ and the smaller the
product cμ0 F̄ZT. Therefore, the control behavior for the wheel speed depends not
only on the gradient cμ0 of the friction coefficient characteristic μ(SX) but also on
the product of cμ0 and the vertical vehicle wheel force FZT. However, the initial
acceleration of the wheel speed is

dωW(t)

dt

∣
∣
∣
∣
t→0

= − 1

J ∗
W

ΔMB(t) (5.5.17)

and depends therefore only on the moment of inertia J ∗
W of the wheel resp. wheel

and drive train. If the vertical wheel force FZT(t) in dependence on the braking
acceleration aX is taken into account, as described in Sect. 6.5.4, the parameters
(5.5.16) change with time. These dynamic wheel models are used for modeling the
longitudinal behavior with the inclusion of the slip behavior in Sect. 6.7.2 and are a
basis for ABS control, treated in Chap. 13.
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5.6 Tire Forces for Aquaplaning

Aquaplaning (hydroplaning) of rolling tires occur if a layer of water builds up
between the tire and the road surface. This phenomenon depends on the water thick-
ness (WT), the speed v, tread depth (TD), and road texture. The grooves of a rubber
tire are designed to disperse water from beneath the tire to result in high friction even
inwet conditions. However, if a tire encounters morewater as it can dissipate through
the profile grooves, a water wedge arises between the tire and the road surface and
the wheel loses friction forces in the longitudinal and lateral directions.

Detailed measurements with a special traction trailer are described in Klempau
(2004). Figure5.25 depicts the maximal friction coefficient in dependence on the
water thickness for different speeds. For low speeds v ≤ 30km/h, the influence
is small. However, for higher speeds v ≈ 60 . . . 80km/h, the friction coefficient is
20 . . . 40% smaller if WT = 1mm and 50–80% smaller if WT = 8mm, for the
investigated tire with a small tread depth TD = 2mm.

The maximal lateral friction force in dependence on the speed for different water
thickness is shown in Fig. 5.26. For a tire with small tread depth, it shows the strong
loss of friction, about −25% for WT = 1mm and −55% for WT = 7mm at v =
100km/h.

For a large tread depth TD = 8mm (new tire) and a water thickness for WT =
3mm, the decreasing friction with increasing speed is far less significant (Klempau
2004). A medium tread depth of TD = 4mm leads for v = 90km/h to a loss of
maximal friction in longitudinal direction of about −60% for WT = 3mm and in
lateral direction −30% for WT = 3mm and −50% for WT = 7mm.

Fig. 5.25 Maximal friction coefficient μmax in longitudinal direction depending on water thick-
ness (WT) and speed v (Klempau 2004). (Tread depth TD = 2mm). Tire 195/65 R15, summer
compound. FZ = 5000N
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Fig. 5.26 Maximal lateral force FY,max depending on water thickness (WT) (Klempau 2004).
(Tread depth TD = 2mm). Tire: 185/65 R15, summer compound, FZ = 3500N

A large influence on these values has also the roughness of the road itself,
expressed by micro- and macro-texture. Mathematical models are treated in Gen-
genbach (1967) and Herrmann (2008).
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6LongitudinalVehicle Behavior

The longitudinal behavior of automobiles is a characteristic propertywhich all drivers
recognize immediately during acceleration, continuous driving, coasting, and brak-
ing. As will be shown in this chapter, many components from the combustion engine
or electric motor through the torque converter and elastic drive train to the driven
wheels act together. In order to understand their interactions and for the design of
automatic control systems like anti-locking control (ABS), automatic velocity con-
trol (AVC), or adaptive cruise control (ACC) or automatic driving in general, static
and dynamic process models are required. After summarizing the corresponding
drive train components, the respective models are derived and compiled together
with different kinds of granularity.

6.1 Vehicle Components for the Longitudinal Behavior of
Vehicles

The drive trains of vehicles provide the forces and torques which are required for
the movement. They consist, after the combustion engine, of a clutch, a manually or
double-clutch shifted transmission or a converter-type automatic transmission, the
drive shaft, the differential, the wheel shafts, and the wheels. Compare the schematic
in Fig. 6.1 for a rear wheel-driven car. These drive train components are rotational
multi-mass systems with different moments of inertia, stiffness, and damping coef-
ficients; see Fig. 6.2. The design, simulation, and control of the driving behavior
of a vehicle in a longitudinal direction require static and dynamic models of the
drive train. They can be represented in the form of two-port systems from the inter-
nal combustion engine to the wheels and the chassis; see Fig. 6.3. These two-port
systems operate with generalized power variables at their terminals, an “effort vari-
able” e like a force or torque, and a “flow variable” f like a translatory velocity or
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Fig. 6.1 Schematic of a rear wheel-driven vehicle for driving and braking

driver
gear selection brake

road
pedal clutch

Jtr J , Jsh diJcl
Jw

Jwm

Meng Mcl Mtr

engine clutch trans-
mission

propeller
shaft
differen-
tial

drive
shaft

wheels driving
restis-
tances

uth

ucl
ubr

Fig. 6.2 Schematic of a vehicle drive train (simplified)

angular velocity. Their product is a power P = e f ; see, e.g. Karnopp and Rosen-
berg (1975), Karnopp et al. (1990), MacFarlane (1970), and Isermann (2005). One
of these variables is an applied variable like the torque of the engine, the other is
a dependent variable, like the angular engine velocity. Through chaining of these
two-port elements, the overall behavior can be determined.

As the eigenfrequencies of these components differ by one or two orders of mag-
nitude, some components can be lumped together, dependent on the application, thus
leading to more simpler models. Also the brake system from the brake booster to the
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brakes and wheels can be presented as two-port systems, as illustrated in Fig. 6.3.
The following sections treat the drive train components for modeling the longitudi-
nal behavior, both for accelerating and driving and for braking. The variables and
symbols in Sects. 6.2–6.4 are taken from Isermann (2014).

6.2 Internal Combustion EngineModels

6.2.1 Gasoline Engine

The generated torque of a gasoline engine at the clutch Meng follows a signal flow as
depicted in Fig. 6.4. The engine control system has a torque-oriented structure and
distinguishes between an inner torque Mi in dependence on the cylinder charge (air
mass) mair, and engine speed neng and a drag torque Mdrg in dependence on cycle
losses, friction, and engine-integrated auxiliary drives; see Robert Bosch GmbH
(2018) and Isermann (2014). The mean value torque of the gasoline engine at the
clutch is then

Meng(mair, neng, λ, ϕign) = M i(mair, neng, λ,ϕign) − Mdrg(neng). (6.2.1)

The demanded inner torque from the driver, the transmission or the vehicle veloc-
ity control, or from demanded internal torques is the input to a torque coordinator,
where the desired torqueMi,d is determinedbypriority selection.A torque conversion
then calculates the required air massmair and throttle position αth by an inversion of
the inner torque model. The injected fuel quantitymf(mair, λ) is directly determined
from the air mass for a given excess-air factor λ. Changes of the throttle position αth
show a delay in the engine torque of some 100 ms because of the air mass storage in
the manifold, and result therefore in a slower torque development. The fuel injection
angle and corresponding ignition spark advance angle can be realized crank angle
synchronously and influence the torque within some 10ms. Hence, the engine torque
can be manipulated by the throttle with slower dynamics, determining the torque in a
larger time range, and it can be changed by ignition and/or injection timing in a short
time range, e.g. reduced for gear shifting. The torque conversion block combines
these actuator commands. For more details, see Isermann (2014), Chap. 7.

Figure 6.5 illustrates a simplified torque generation model. The main delay is
caused by the intake manifold dynamics. Detailed models of the air path system are
derived in Guzzella and Onder (2010) and Isermann (2014). The time constant of
the intake manifold is described by

Tint = 2Vint
ηυVDneng

(6.2.2)

with Vint the intake manifold volume, ηυ the volumetric efficiency of the cylinder
group, and VD the displacement. Hence, Tint is the smaller Vint and the larger neng.
The position control of the electrical throttle valve introduces a further delay with a
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Fig. 6.5 Simplified torque model for a naturally aspirated gasoline engine

time constant Tth. The fuel mass injection and ignition angle act only with negligible
dynamics and are therefore assumed as proportional acting. A further delay may
come from a dead time Td which results from ECU calculation times and a cycle
time, depending on the change of the injection after a command signal, which is
larger for port injection than for direct injection.

The inner torque generation of a gasoline engine without supercharging can there-
fore be approximated by a nonlinear map

M i(ṁair, neng) (6.2.3)

dependent on optimal calibrated other manipulated variables like λ and ϕign. Lin-
earization around an operating point (Meng, neng) results for the airflow as output in
the transfer function

Gmm(s) = Δαth,d(s)

Δṁair,d(s)
· Δṁair(s)

Δαth(s)
≈ Δṁair(s)

Δṁair,d(s)
= KthKint

(1 + Tths)(1 + Tints)
e−Tds

(6.2.4)
and for the torque

GmM(s) = ΔMi(s)

Δṁair(s)
· Δṁair(s)

Δṁair,d(s)
= ΔMi(s)

Δṁair,d(s)
= KmM(Meng, neng)

(1 + Tths)(1 + Tints)
e−Tds

(6.2.5)
with Tth ≈ 50...100 ms and Tint ≈ 50...500ms; compare Fig. 6.5.

Usually, the engine torque is given as a lookup table in the formofMeng(αth, neng);
see Fig. 6.6. The inner torque then follows due to (6.2.1) to

Mi(αth, neng) = Meng(αth, neng) + Mdrg(neng). (6.2.6)
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With αth as input, (6.2.4) becomes

Gm(s) = Δṁair

Δαth(s)
= Km(Mi, neng)

(1 + Tths)(1 + Tints)
e−Tds (6.2.7)

and instead of (6.2.5), it follows

GM(s) = ΔMi(s)

Δαth(s)
= KM(M i, neng)

(1 + Tths)(1 + Tints)
e−Tds . (6.2.8)

Hence, the torque of a naturally aspirated gasoline engine can be described by second-
order dynamics with a dead time.

6.2.2 Diesel Engine

The control system of diesel engines has also a torque-oriented structure. Different
from naturally aspirated gasoline engines, a turbocharger is applied in a closed loop
controlling the charging pressure p2, and the air mass flowrate ṁair is controlled
by manipulating the exhaust gas recirculation flow ṁegr with the EGR-valve. These
control loops lead to additional dynamics and make the torque response relatively
fast. The mean value torque at the clutch is

Meng(mair,megr, p2,mf ,ϕinj, neng) =
M i(mf ,ϕinj, neng) − Mdrg(neng).

(6.2.9)

As shown in Fig. 6.7, the external torque demands determine the demanded inner
torques Mi,d from the accelerator pedal, the transmission, or the velocity control
with a priority selection in the torque coordination block. An inversion of the inner
torque lookup table in the torque conversion block then yields the desired injected
fuel mass per stroke mf,d and calibrated values for the desired values of the air mass
mair,d, charging pressure p2,d, injection angle ϕinj,d, and rail pressure prail,d.

The airmass flow control loopwith themanipulated exhaust gas recirculation flow
and the charging pressure control loop with the manipulated turbocharger (either
variable turbine or wastegate) then determine the dynamics of the cylinder air charge
and the coordinated injected fuel mass. Both control loops are coupled, mutually.
For more details, see Isermann (2014).

Figure 6.8 illustrates a simplified structure of the torque model. The generated
inner torque can be represented by a nonlinear map

M i(mf , neng) (6.2.10)

dependent on optimal calibrated manipulated variables, like p2, prail,ϕinj, ṁegr.
The delays of the torque generation are caused by the dynamics of the air path

including the turbocharger expressed with a time constant Tint for the intake volume



112 6 Longitudinal Vehicle Behavior

5%

0 1000 2000 3000 4000 5000 6000 7000-100

-50

0

50

100

150

200

250

engine rotational speed [rpm]
a)

M
gne

]
m

N[

throttle angle

(idle speed)

th= 90°

th= 50°

th= 40°

th= 30°

th= 20°
th= 10°

0

100

200

300

400

500

600

700

800

900

10%

5%
7%

3%
0%

b)

10%
7%

3%
0%

road
gradient:

road
gradient:

en
gi

ne
 to

rq
ue

at
 th

e
M

tr,
ou

t
tra

ns
m

is
si

on
 o

ut
pu

t s
ha

ft 
[N

m
]

0
100

200

300

400
500

600

700

800
900

ehtta
euqrot

enigne
M

tuo,rt

]
m

N[tfahstuptuo
noissi

msnart

c)

0 50 100 150 200 250
vehicle speed [km/h]

1 gearst

2 gearnd

3 gearrd

4 gearth

5 gearth

vehicle speed [km/h]
0 50 100 150 200 250

1 gearst

2   gearnd

4 gearth

Fig. 6.6 Torque characteristics of a six-cylinder gasoline engine: (a) torque at the clutch of a six-
cylinder spark-ignition engine, as a function of the crankshaft rotational speed for various throttle
angles αth; (b) torque characteristics at the transmission output shaft at full load (α = 90◦); (c)
torque characteristics at the transmission output shaft at partial load (α = 30◦)



6.2 Internal Combustion Engine Models 113

dr
iv

er


pe
d

tra
ns

-
m

is
si

on
v

M
i,α

,d

M
en

g

ex
te

rn
al

to
rq

ue
 d

em
an

ds
en

gi
ne

 to
rq

ue
 

co
or

di
na

tio
n

ve
lo

ci
ty

co
nt

ro
l

M
i,t

r,d

M
i,v

c,
d

m
in

m
ax

M
i,d

en
gi

ne
dr

iv
e 

tra
in

ve
hi

cl
e

M
w

tra
ns

m
is

si
on

to
rq

ue
 c

oo
rd

in
at

io
n

M
dr

g
i to

t

 i
nj

en
gi

ne
 to

rq
ue

 
co

nv
er

si
on

ac
tu

at
or

s 
&

 c
on

tro
ls

p 2

m
f

ṁ
ai

r

 i
nj

,d

m
f,d

ṁ
ai

r,d
ai

r-m
as

s
co

nt
ro

l

in
je

ct
io

n
sy

st
em

ch
ar

gi
ng

 
pr

es
su

re
co

nt
ro

l

u eg
r

m
eg

r

u i
nj

u vg
t

p ra
il,

d

p 2,
d

ω
en

g
ω

en
g

i to
t

M
dr

g

M
i,c

or
r

ω
en

g

ω
W

dr
iv

e
tra

in

Fi
g
.6
.7

Si
gn
al
flo

w
fo
r
th
e
to
rq
ue

ge
ne
ra
tio

n
of

a
di
es
el
en
gi
ne

w
ith

tu
rb
oc
ha
rg
er

(p
ow

er
tr
ai
n
m
od
el
)



114 6 Longitudinal Vehicle Behavior

engine

air

Mi

Mdrg

Mengp2,dped

inj neng

p2

air,d

mfmf,d

Mi,d 1
iM

actuators
& control

torque
conversion

drive
characteristics

Fig. 6.8 Simplified torque model for a turbo-charged diesel engine

eng

1
J

engine

air Meng

Ml

engMi,dped

drive
characteristics

& torque
conversion

air path &
turbocharger
& actuators

Mdrg neng

Fig. 6.9 Simplified overall torque model for gasoline and diesel engine

and the turbocharger and Tact for the turbocharger actuator. The transfer function
can be approximated for a linearization around an operation point (Meng, neng) by
first-order elements

GMm(s) = Δmair(s)

ΔMi,d(s)
= KMm

(1 + Tacts)(1 + Tints)
e−Tds . (6.2.11)

The dead time Td may result from the time of one cycle (e.g. 40 ms for 3000 rpm).
ECU calculation time and can frequently be neglected. The inner torque at the output
becomes

GMM(s) = ΔMi(s)

ΔMi,d(s)
= KMM

(1 + Tacts)(1 + Tints)
e−Tds . (6.2.12)

The time constants are for a four-cylinder diesel engine with VD = 1.9 l approxi-
mately Tact ≈ 50 ms and Tint ≈ 0.2...1s for neng = 1800...3000 rpm; see Isermann
(2014). The engine torqueMeng followswith subtraction of the drag torque according
to (6.2.9).
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Comparing Figs. 6.5 and 6.8 shows that a general overall torque model for com-
bustion engines can be obtained as depicted in Fig. 6.9. The nonlinear steady-state
behavior of the torque is described by multi-dimensional maps

Meng(ueng, neng, Mdrg) (6.2.13)

where the input vector is

ueng,gasoline = [ṁair,mf ,ϕign, ϕinj] (6.2.14)

ueng,diesel = [
ṁair,mf , p2,ϕinj

]
. (6.2.15)

The desired inner torque Mi,d follows the pedal positionαped according to the imple-
mented drive characteristics and the torque conversion without delay. The main
dynamic delays stem from the air path volume storage, inertia of the turbocharger,
and actuator delays and can be approximated by the behavior of the delayed airflow
ṁair as a representative variable. Applying the dynamic models (6.2.4) and (6.2.11)
leads to

Gm(s) = Δṁair(s)

Δαped(s)
= Km

(1 + Tacts)(1 + Tints)
e−Tds . (6.2.16)

ṁair is then a representative dynamic input to the steady-state map (6.2.13). Tact
is either the time constant of an electrical throttle for gasoline engines or of the
turbocharger actuator for diesel engines. After linearization around an operating
point (Meng, neng), one obtains for the dynamic torque generation

GM(s) = ΔMeng(s)

Δαped(s)
= Gm(s)KmM (6.2.17)

with

KmM = ΔMeng

Δṁair

∣
∣
∣
∣
Meng,neng

. (6.2.18)

The time constants are for gasoline engines (4 cyl.) Tact ≈ 50...100 ms, Tint ≈
50...500 ms, and Td ≈ 30...100 ms, and for diesel engines (4 cyl.) Tact ≈ 50 ms,
Tint ≈ 200...1000 ms, and Td ≈ 30...100 ms. Tint depends on the speed and Td on
the speed and number of cylinders.

If the relatively small dead time Td can be omitted, the engine model (6.2.16) may
be represented by second order

GM = ΔMeng(s)

Δαped(s)
= KM

(1 + T ′
acts)(1 + Tints)

(6.2.19)

with an increased time constant

T ′
act = Tact + Td



116 6 Longitudinal Vehicle Behavior

for the approximation of (6.2.16) with T ′
act ≈ 80...150 ms for diesel engines and the

gain

KM(Meng, neng) = ΔMeng

Δαped
= KMKmM, (6.2.20)

which follows from the engine lookup table.
Germann (1997) applied a parameter estimation for a six-cylinder gasoline engine

with VD = 2.5 l and 125 kW/265 Nm and obtained T ′
act = 50 ms and Tint = 250 ms

and T ′
act = 70 ms and Tint = 280 ms for a six-cylinder engine with VD = 3 l and 165

kW/265 Nm. A comparison with the model (6.2.16) including dead time shows a
good agreement for ω ≤ 30 1/s or f ≤ 5 Hz of the frequency responses.

For applications where only the very low-frequency part is of interest, the model
(6.2.19) may be further reduced to first order

GM = ΔMeng(s)

Δαped(s)
= KM

(1 + T ′′
acts)

(6.2.21)

with

T ′′
act = Tint + Tact + Td.

The torque Meng acts on the crankshaft and flywheel of the engine. An angular
momentum balance yields

Jeng
dωe(t)

dt
= 2πJeng

dneng(t)

dt
= Meng(neng, t) − Ml(neng, t) (6.2.22)

with Jeng the moment of inertia of the crankshaft, pistons and flywheel, and Ml a
counteracting load torque; see Fig. 6.9. The load torque is either the clutch torque
Ml = Mcl,cd from a shifted transmission, see Sect. 6.3.1, or the impeller torque Ml =
Mp from a hydrodynamic torque converter; see Sect. 6.4. Thus, the acceleration
dωeng/dt of the engine is proportional to the difference between the engine and the
load torque. Meng acts as an applied variable on the drive train and the angular engine
velocityωeng = 2πneng is a dependable variable, based on the feedback of the driving
resistances from the vehicle and drive train, as discussed in the next section.

6.3 Drive Train with Friction Clutch and Shifted Transmission

For passenger cars, mainly two kinds of transmissions can be distinguished:

• manually shifted and automatic double-clutch transmissons with spur gears;
• automatic transmissions with torque converters and planetary gears.

The manually shifted transmissions require a friction clutch as the connecting com-
ponent between the flywheel and the gear sets. One distinguishes dry-plate friction
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Fig. 6.10 Scheme of a vehicle with rotational masses of the powertrain

clutches as a standard solution for manually shifted transmissions and wet-plate
friction clutches, which are used for double-clutch transmissions.

Automatic transmissions have generally a hydraulic torque converter followed by
hydraulically shifted planetary gear sets.

In the following, a manual or automatic gear shift transmission is considered. It
is assumed that the components of the drive train can be represented as in Fig. 6.10.
Two dominating elasticities are supposed, one at the clutch or converter and one at
the drive shaft between the differential and the rear wheels. This leads to a mass-
spring-damper system with the following turning and moving masses: engine and
primary part of the clutch or converter, secondary part of the clutch or converter,
transmission, propeller shaft and differential, drive shafts, wheels, and vehicle mass.

It is shown in Kiencke and Nielsen (2000) that the main contribution to drive train
dynamics stems from the drive shaft which is subject to a large torsion, due to the
high transmission rates of the shifted gear and the differential gear. The transmission,
propeller shaft, and differential are in the following assumed to be stiff.

6.3.1 Dry-Plate Friction Clutch

The mean value torque balance at the flywheel yields according to (6.2.21)

Jengω̇eng(t) = Meng(t) − Mcl,f(t) (6.3.1)

with
Jeng: moment of inertia of the engine
Meng: mean engine torque at clutch, operating-point-dependent
Mcl,f : clutch torque during gliding
The transmitted torque of the clutch depends on its state: open, engaged, or gliding.
During gliding, dry friction can be assumed:

Mcl,f(ucl, Δωcl, t) = Mcl,0(ucl) sign(ωeng(t) − ωcl(t)) (6.3.2)

with
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Mcl,0: dry friction coefficient of the clutch
ucl: clutch pedal position
Δωcl = ωeng − ωcl: difference speed engine/clutch

As the clutch possesses

spring-damper elements, the torque balance at the output of the clutch becomes

Mcl,out(ucl, Δωcl, t) = Mcl,c(Δϕcl, t) + Mcl,d(Δϕ̇, t) (6.3.3)

with a torque generated by the clutch springs and dampers

Mcl,c(Δϕcl, t) = ccl(ϕcl − ϕtr,in)

Mcl,d(Δϕ̇cl, t) = dcl(ϕ̇cl − ϕ̇tr,in)
(6.3.4)

ϕcl: clutch output angle
ϕtr,in: transmission input angle
ccl: clutch spring constant
dcl: clutch damping coefficient

Note that the clutch usually contains different springs in series, which leads to a
nonlinear characteristic Mcl,c(Δϕcl); see, e.g. Kiencke and Nielsen (2005). Hence,
in the gliding phase the torque balance at the clutch yields

Jclϕ̈cl(t) = Mcl,f(ucl, Δωcl, t) − Mcl,out(t) (6.3.5)

with Jcl: moment of clutch inertia on transmission side.
These equations lead to the parts “engine” and “clutch” in the signal flow scheme

of Fig. 6.11.

6.3.2 Shifted Transmission,Propeller Shaft, and Differential

Assuming that the shifted transmission, propeller shaft, and differential can be treated
as stiff, compared to the other drive train elements, it follows

Jtr,di(itr)ϕ̈tr,in = Mtr,in(t) − Mtr,d(t) − 1

itridi
Mdi,out(t) (6.3.6)

with

Jtr,di: moment of inertia of shifted transmission, shaft and differential
Mtr,in = Mcl,out: torque at transmission input
Mdi,out = Mds,in: torque at differential output
Mtr,d: friction torque of transmission
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and transmission ratios and torque ratios

itr = ϕ̇tr,in

ϕ̇ps
= input speed transmission

propeller shaft speed

idi = ϕ̇ps

ϕ̇di,out
= propeller shaft speed

differential speed at output

Mps =itrMtr,in ; Mdi = idiMps.

If the shifted spur gear set has two axles with moments of inertia Jtr,1 and Jtr,2, the
propeller shaft has Jps, and the differential Jdi, then the lumped overall moment of
inertia is

Jtr,di = Jtr,1 + 1

i2tr
(Jtr,2 + Jps + 1

i2di
Jdi). (6.3.7)

The friction torque of the transmission (bearings, oil) is assumed to be proportional
to the angular speed

Mtr,d = dtrϕ̇tr. (6.3.8)

A corresponding signal flow for this part of the drive train is shown in Fig. 6.11.

6.3.3 Drive Shaft andWheels

The torque balance of the drive shaft, the two wheels with dynamic roll radius rdyn,
and the vehicle with mass mv yields

Jwmϕ̈W(t) = Mds,in(t) − FXT(t)rdyn (6.3.9)

with the output torque of the drive shaft

MW(t) = Mds,out(t) = Mds,in + 2cds(ϕdi,out(t) − ϕW(t)) + 2dds(ϕ̇di,out(t) − ϕ̇W(t))
(6.3.10)

and the longitudinal vehicle drive force

FXT(t) = mv
dvv(t)

dt
+ Fres(t) (6.3.11)

with the resistance forces for air drag, rolling, and climbing

FX,res = FX,A + FX,R + FX,C. (6.3.12)

The equations for these vehicle driving forces are treated in Sect. 6.5. Insertion into
(6.3.9), assuming no slip between tire and road, the torque balance becomes vv =
rdynωW = rdynϕ̇W

Jwmϕ̈W(t) = Mds,out(t) − rdyn(FX,A(t) + FX,R(t) + FX,C(t)) (6.3.13)



6.3 Drive Train with Friction Clutch and Shifted Transmission 121

with replacement moment of inertia for two wheels (one driven axle) and mass of
the vehicle

Jwm = 2JW + mvr
2
dyn. (6.3.14)

The signal flow for the drive shaft, the wheels, and the vehicle forms the last part in
Fig. 6.11. Figure 6.11 summarizes the relations of all components of the considered
drive train for the case that the clutch is in gliding operation. If the clutch is fully
engaged, the engine torque acts directly on the secondary side of the clutch, leading
to the signal flow scheme of Fig. 6.12. Then a three-mass systemwith two elasticities
results.

6.4 Drive Train with Automatic Hydrodynamic Transmission

Automatic transmissions for cars are frequently a combination of a hydrodynamic
torque converter and several planetary gear sets which are shifted by wet friction
clutches and brake bands.

The torque converter consists of an impeller or hydrodynamic pump on the engine
side and a turbine on the drive side. In between is a stator which supports the torque
conversion; see Fig. 6.13. The impeller converts mechanical energy by fluid dynamic
forces to the encapsulated oil, which is converted back to mechanical energy in the
turbine wheel. The stator diverts the oil back from the turbine to the impeller and by
appropriate design of the vanes, the torque of the turbine becomes larger than that
of the impeller, with a torque conversion rate

Mt

Mp
= μ

(
ωt

ωp

)
. (6.4.1)

See, e.g. Robert Bosch GmbH (2018), Dach et al. (2001), Naunheimer et al. (2007),
and Germann (1997).

This conversion rate decays approximately linearly with the speed ratio ν =
ωt/ωp; see Fig. 6.14. For ν = 0, the torque multiplication is in the range of
μ = 1.7...2.5.

The impeller input torque Mp follows

Mp = λ

(
ωt

ωp

)
ρD5ω2

p = kp

(
ωt

ωp

)
ω2
p (6.4.2)

where λ is a performance index, ρ the density of the oil, D the circuit diameter,
and ωp the impeller angular velocity. Then, the turbine torque at the output of the
converter becomes

Mt = μ

(
ωt

ωp

)
kp

(
ωt

ωp

)
ω2
p . (6.4.3)
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Fig. 6.13 Scheme of a
hydrodynamic converter. 1
turbine, 2 stator, 3 impeller,
and 4 one-way clutch

1 3

4

2

t
Mt

eng
Meng

Fig. 6.14 Characteristics of
a trilock converter for
constant engine speed; see
Robert Bosch GmbH (2011)
and Dach et al. (2001)
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The torque can only be transferred for ωp > ωt , i.e. by a slip

s = ωp − ωt

ωp
= 1 − ν. (6.4.4)

The hydraulic efficiency is

ηhyd = Pout
Pin

= Mtωt

Mpωp
= μ

(
ωt

ωp

)
ν

= μ(1 − s).

(6.4.5)

It is zero for ν = 0 with full slip s = 1 and reaches a maximum of about 95% at
smaller slips of 2–10%.

The main characteristics of a fluid dynamic torque converter are shown in
Fig. 6.14. Because of the not turning and by the casing supported stator-wheel, it is
Mt > Mp until the coupling point, where the stator begins to turn and the automatic
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Fig. 6.15 Signal flow of a hydrodynamic torque converter with slip

transmission acts as a hydraulic clutch. The transmitted torque tends to Mt → 0 if
ν → 1, and s → 0.

An angular momentum balance of the torque converter yields with ωeng = ωp and
Jeng the engine moment of inertia

Jeng
dωeng(t)

dt
= Meng(ωeng, t) − Mp

(
ωeng,ωt, t

)

= Meng(ωeng, t) − kp

(
ωt

ωeng

)
ω2
eng

(6.4.6)

which is a nonlinear differential equation of first order.
The angular momentum balance of the turbine with the attached transmission

becomes

Jtr,di
dωt(t)

dt
= Mt(t) − 1

itridi
Mds,out − Mtr,d(t)

= μ

(
ωt

ωeng

)
Mp(t) − 1

itridi
Mds,out − Mtr,d(t)

(6.4.7)

where Jtr,di is the moment of inertia of the transmission, propeller shaft, and differ-
ential, Mds,out is the counteracting torque with itridi the acting gear ratio, and Mtr,d
is the friction torque of the transmission; compare (6.3.6) to (6.3.8).

Figure 6.15 depicts the signal flow of both balance equations. Due to the non-
linear relations between the impeller and turbine torque and the terms (ωt/ωeng)

and ω2
eng, a strongly nonlinear behavior between Meng as input and Mt or ωt as

output results. The signal flow chart of Fig. 6.11 holds also for the automatic hydro-
dynamic transmissions, if the models for “engine” and “clutch” are replaced by
Fig. 6.15 and Mtr,in = Mt . Linearization of (6.4.2) and (6.4.3) around an operation
point

(
Meng, ωeng

)
leads for the impeller and turbine torquewith regard to the angular
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Fig. 6.16 Linearized signal flow for a hydrodynamic torque converter with slip

speed ωp = ωeng and Mp = Meng

ΔMeng =
(

∂kp
∂ωeng

Δωeng + ∂kp
∂ωt

Δωt

)
ω2
eng + 2kpωengΔωeng

= a1Δωeng + a2Δωt,

(6.4.8)

ΔMt =
(

∂μ

∂ωeng
Δωeng + ∂μ

∂ωt
Δωt

)
Meng + μΔMeng

= b1Δωeng + b2Δωt + μ̄ΔMeng.

(6.4.9)

Introduction into (6.4.6) and (6.4.7) yields

Jeng
dωeng(t)

dt
+ a1Δωeng(t) = ΔMeng(t) − a2Δωt(t), (6.4.10)

Jtr,di
dωt(t)

dt
− b2Δωt = − 1

itridi
ΔMds,out + b1Δωeng(t)

−dtrΔωtr(t) + μ̄ΔMeng.

(6.4.11)

Hence, one obtains two coupled differential equations of first order; see the signal
flow in Fig. 6.16.

Laplace transformation of (6.4.9) and (6.4.10) yields

ΔMt(s) =
(

b1
(Jengs + a1)

+ μ̄

)
ΔMeng(s) −

(
b1a2

Jengs + 1
+ b2

)
Δωt

− 1

itridi
ΔMds,out − dtrΔωtr.

(6.4.12)
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Hence, the turbine torque follows a change of the engine torque according to a
first-order delay, for ωt = const with time constant

TMt = Jeng
a1

. (6.4.13)

As Fig. 6.16 indicates, the turbine speedΔωt is delayed by a further first-order delay
with time constant

T!t = Jtr,di
−b2

(6.4.14)

which depends on themoment of inertia Jtr,di of the drive shaft and is therefore larger
than TMt. (It holds b2 = ∂μ/∂ωt < 0.)

As advanced automatic transmissions operate with a lockup clutch, the impeller
and the turbine are locked together briefly after start-up. Then (6.4.7) can be used
with Mt = Meng as the engine torque acts directly on the input of the transmission
gear set. If the lockup clutch can be modeled with spring and damping coefficients
as (6.3.4), then Fig. 6.12 is also valid for the automatic hydrodynamic transmission.

6.5 Longitudinal Vehicle Model

To model the longitudinal behavior of a vehicle, it is first assumed that the vehicle
drives straight forward. The goal is to describe the behavior for acceleration and for
braking. First, the general vehicle model is considered which is linked to the elastic
multi-mass drive train. Then a simplified vehicle model is derived assuming a stiff
drive train. This is followed by taking into account the vertical wheel forces for
stationary and dynamic behavior which influence the wheel slip and the transferred
longitudinal tire forces.

6.5.1 Basic Longitudinal Vehicle Model

For straight driving, thewheel steering angle is δf = 0 and the side slip angle isβ = 0.
The momentum balance for the center of gravity in the x-direction then becomes

mV
dυ(t)

dt
= FXT(t) −

∑
FX,res(t) (6.5.1)

wheremV is themass of the vehicle (chassis, body, powertrain, and load) andυ = υX.
Thus, the difference between the tire forces FXT and the resistance forces FX,res
determines the acceleration of the vehicle. For the tangential tire contact forces with
i = 4 wheels holds

FXT =
∑

i

FXT,i

=
r∑

i=l

FXT,fi +
r∑

i=l

FXT,ri.

(6.5.2)
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These forces are generated either by the powertrain or the brakes. The resistance
forces are

∑
FX,res = FX,R + FX,A + FX,C. (6.5.3)

The rolling force for all wheels is described by

FX,R,i = ( fR0 + fR1υ + fR4υ
4)i FZi (6.5.4)

with FZi the vertical wheel force. For the aerodynamic drag holds

FX,A = ρA

2
cwxAXυ2

res = cair
2

υ2
res (6.5.5)

with ρA the air density, cwx the air drag coefficient, AX the frontal vehicle area, and
the relative velocity to the air velocity

υres = υX,res = υX − υX,air. (6.5.6)

The climbing resistance becomes

FX,C = mVg sin(λ) ≈ mVgλ (6.5.7)

with λ the longitudinal slope (road gradient) angle. If the slope p of a road is defined
by the ratio of vertical to horizontal distances, it holds

p = tan(λ) [%] (6.5.8)

and because of sin λ ≈ tan λ, one can take λ ≈ p. For more details and parame-
ters, see Reimpell and Hoseus (1992), Gillespie (1992), Popp and Schiehlen (1993),
Mitschke and Wallentowitz (2004), and Heissing and Ersoy (2011).

The basic longitudinal vehiclemodel (6.5.1)–(6.5.7) can in the case of accelerating
with the throttle inputαbe connected to the three-mass drive trainmodels of Sects. 6.3
and 6.4 by applying for a rear-driven vehicle

FXT =
∑

i

FXT,i =
r∑

i=l

FXT,ri = FXT,rl + FXT,rr (6.5.9)

and for a front-driven vehicle

FXT =
∑

i

FXT,i =
r∑

i=l

FXT,fi = FXT,fl + FXT,fr. (6.5.10)

These equations then lead to the part “vehicle” in the signal flow charts Figs. 6.4
and 6.7 with FXT = Mw/rdyn. Together with the three-mass model of the drive train
described in Sects. 6.2 and 6.3, the overall longitudinal vehicle model results, taking
the elasticities of the drive train into account.
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Table 6.1 Influence of gear on the change of vehicle speed as a result of a change in the road
gradient (at throttle angle α = 30◦)
Road gradient 5% 7% Change of vehicle

speed [km/h]

Vehicle speed
[km/h]

Fourth gear 86 53 33

Second gear 73 65 8

First gear 51 47 4

Example 6.1 (Characteristics of a passenger car) Stationary driving follows from
(6.5.1)

FXT =
∑

FX,res. (6.5.11)

Figure 6.6 depicts the torque characteristics of a gasoline engine (6 cylinders, 2.5l,
125kWat 6000 rpm,max. torque 227Nm, andvehiclemass 1250 kg) and the required
torques at the transmission output Mtr,out for the compensation of the driving resis-
tances in dependence on the velocity for different road slopes and gears. The torque
characteristics at the clutch for various throttle anglesα indicate that the torque curve
at full load (α = 90◦) is quite flat, whereas for smaller throttle angles, the engine
torque decreases with increasing engine speed. In Fig. 6.6b), the engine torque at the
transmission output shaft for full load and various road gradients is given. For a road
gradient of 0%, the point of intersection of the characteristic curve of the fifth gear
gives the maximum speed of 233 km/h. Maximum speed in the fifth gear reduces
with increasing road gradients of 3% and 5%, respectively, to 200 km/h and 170
km/h.

In the fifth gear, a further increase of the road gradient from 5% to 7% leads to
a speed drop from 170 km/h to values between 85 km/h and 50 km/h. Exact values
cannot be given due to the parallel curves in this region. A downshift to the fourth
gear results in a higher speed of 187 km/h at the road gradient of 5%, and reduces to
153 km/h at 7% road gradient, i.e. the speed loss is lesser than in the fifth gear. For
the first, second, and third gears with full load, no points of intersection exist for the
considered road gradients of up to 10% and the considered engine speed, which is
limited by the overspeed governor. The respective torque difference is available for
accelerating the vehicle.

Figure 6.6c gives the torque characteristics for partial load (throttle angle 30◦).
Due to the larger decline of the engine torque at partial load, stable operating condi-
tions also exist for the lower gears; for better clarity, the characteristic curves of the
first, second, and fourth gears only are depicted.

The points of intersection indicate the stationary speed values shown in Table 6.1.
Due to the steeper curve shapes of the driving torque after the transmission, the lower
the gear, the smaller is the influence of a change of the road gradient on a change of
the vehicle speed.
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6.5.2 SimplifiedVehicle Model with Stiff Powertrain (One-Mass
System)

If an approximate model for the longitudinal motion of a vehicle is sufficient, the
elasticities of the powertrain can be neglected and the powertrain can be represented
as one stiff rotating multi-mass system. This applies to the case of an engaged clutch
or an engaged lockup clutch. The accelerated mass is then described by a total
“representative” mass

mtot = mV + mpt (6.5.12)

where mV is the mass of the vehicle and mpt is a value for the rotational masses of
the powertrain.

Instead of the friction models used in Sect. 6.3, now efficiencies

η = Mout

Min
(6.5.13)

are used for the components, with ηtr for the transmission and ηdif for the differential.
The torque balances for the engine, the transmission, and the differential then become
for an accelerating powertrain

Jeng
dωeng

dt
= Meng − Mtr,in

Jtr,di
dωtr

dt
= Mtr,in − Mdi,out

2JW
dωW

dt
= Mdi,out −

l∑

i=r

Mw,i

(6.5.14)

where MW,i is the torque resulting from tire forces FXT,i at one wheel. Inserting

Mtr,out = itrηtrMtr,in; Mdi,out = idiηdiMtr,out

ωeng = itrωtr; ωtr = idiωW,
(6.5.15)

one obtains from the equation system (6.5.14) for an accelerating powertrain

Jtot
dωW

dt
= itridiηtrηdiMeng −

l∑

i=r

MW,i

= itotηtotMeng −
l∑

i=r

MW,i

(6.5.16)

with the representative moment of inertia for the rotational masses of the powertrain

Jtot = 2JW + i2diηdi Jtr,di + i2tri
2
diηtrηdi Jeng. (6.5.17)
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Thus Jtot determines the rotational masses for accelerations dωW/dt either by the
engine torque Meng or by wheel torques MW,i. The vehicle velocity is related to the
wheel velocity, assuming no slip, by

υ = ωWrdyn or υ̇ = ω̇Wrdyn. (6.5.18)

The torque at one wheel holds

MW,i = rdynFXT,i. (6.5.19)

Insertion into (6.5.16) allows to determine the tire forces with engine torque as input

l∑

i=r

FT,i = 1

rdyn

(
itotηtotMeng − Jtot

dωW

dt

)
. (6.5.20)

Hence, the force balance of the vehicle according to (6.5.1) becomes now, including
the rotational masses and assuming no tire slip with υ = rdynωW,

mtot
dυ(t)

dt
= itotηtot

Meng(t)

rdyn
−

∑
FX,res(t) (6.5.21)

where the rotational masses of the powertrain and the wheels are

mpt = Jtot
r2dyn

. (6.5.22)

The combined total mass then is with (6.5.12)

mtot = mV + Jtot
r2dyn

= λmmV (6.5.23)

λm = 1 + Jtot
r2dynmV

, (6.5.24)

wheremV includes the non-drivenwheels andλm is a rotationalmass factor. Depend-
ing on the drive train ratio itot ≈ 3...18 with the selected gear ratio itr , the rotational
mass factor shows values in the range of λm ≈ 1.05...1.5; see Heissing and Ersoy
(2011). The resulting acceleration of a vehicle can now be determined by (6.5.21).
The signal flow chart of Fig. 6.17 summarizes the different equations and terms for
acceleration and braking.

Figure 6.18 shows the range of dominant angular frequencies of the powertrain
subsystems. They range from about ωc = 500 to 0.031/s or f = 80 to 0.005Hz with
dominating time constants of Tc = 2 ms to 30 s, hence, the characteristic frequency
span over four decades. Therefore, it depends on the application, which frequen-
cies are most relevant. The higher frequencies determine more arising oscillations,
whereas the lower frequencies are more relevant for the driving dynamics.
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Fig. 6.19 Simplified
representation of the drive
train as a two-mass system M1

J1

c2

d2
J2

Mi

'

6.5.3 The Drive Train As a Two-Mass-System

For some applications, it may be sufficient to simplify the drive train to a two-mass
system with the main elasticity at the drive shaft; see Fig. 6.19. One can then, for
example, directly obtain an approximation of the undamped natural frequency of the
drive train. The ratio of inertia of the engine, clutch, gear gets, propeller shaft, and
differential are then lumped together, where the dominating term comes from the
engine

J1 ≈ Jeng. (6.5.25)

The moment of inertia of the driven wheels and the vehicle follows according to
(6.5.22)

J2 = Jwm = 2JW + mvr
2
dyn. (6.5.26)

Both masses are connected with the overall transmission ratio i = itridi, the stiffness
and elasticity of the drive shaft c2 = 2cds and d2 = 2dds.

Then, the following torque balances can be stated, compare Fig. 6.19 with M1 =
Meng,

J1ϕ̈1 = M1 − 1

i

[
c2

(
ϕ′
1 − ϕ2

) + d2
(
ϕ̇′
1 − ϕ̇2

)]
, (6.5.27)

J2ϕ̈2 = c2
(
ϕ′
1 − ϕ2

) + d2
(
ϕ̇′
1 − ϕ̇2

) − M2. (6.5.28)

Introducing the torsion angle

Δϕ = ϕ′
1 − ϕ2 (6.5.29)

and subtracting (6.5.27) and (6.5.29) leads to, compare Isermann (2005),

JeffΔϕ̈(t) + d2Δϕ̇(t) + c2Δϕ(t) = k1M1(t) + k2M2(t) (6.5.30)

with

Jeff = J1 J2i2

J2 + i2 J1

k1 = J1
J2 + i2 J1

k2 = J2
i
(
J2 + i2 J1

) .



6.5 Longitudinal Vehicle Model 133

Table 6.2 Undamped natural buckling (surge) oscillations for a passenger car; see Pfeiffer (1997)

Gear 1 2 3 4 5

f0 [Hz] 2.9 4.6 6.3 8.0 8.9

The undamped natural frequency of the drive train then becomes

ω2
0 = c2

Jeff
= c2

J2 + i2 J1
J1 J2i2

= c2

(
1

J1i2
+ 1

J2

)
. (6.5.31)

Applying the data of a compact car, the frequencies of Table 6.2 result; see Pfeiffer
(1997).

The transmission ratio has a significant influence on the buckling frequency. The
lower the gear, the lower the buckling frequency. Typical frequencies are in the range
of 2 Hz for the 1st gear and 9 Hz for the 5th gear; see Reik et al. (1990).

Backlash in the transmission, shaft, or differential has a further influence on
the buckling oscillations. This leads to larger amplitudes and smaller damping; see
Pfeiffer (1997).

The buckling oscillations can be damped by appropriate feedback controllers in
the ECU with the engine speed as the preferred controlled variable; see Schmidt
(1995), Kiencke and Nielsen (2000), and Isermann (2014). Applications of this two-
mass drive train model for the acceleration of trucks are shown in Sinsel (2000),
Schaffnit (2002), and Isermann (2014).

At least upper class vehicles have two-mass flywheels which consist of a smaller
primary and a larger secondary rotationalmass connected by a spring-damper system.
Their application results in a considerable reduction of torsion oscillations from the
engine to the drive line; see Reik et al. (1990), Walter et al (2007). One reason is
that the resonance frequency through the large secondary rotational mass is shifted
to values smaller than the idling speed. In that case, the starter has to be relatively
strong tomove the engine fast through the low resonance frequency; see Reik (1998).
Buckling drive line oscillations can still occur, because they depend on the drive line
elasticities. Because of the good damping of the two-mass flywheel, the excitation
from the engine side is smaller.

6.5.4 VerticalWheel Forces for Stationary and Dynamic Behavior

The vertical wheel forces or ground contact forces FZ,i depend for the holding vehicle
only on the position of the center of gravity (CG). In the case of a driving vehicle
with constant speed, aerodynamic lift forces FZA have to be added. If dynamic forces
from the suspensions are neglected, a force balance in vertical direction yields on an
even road

mVg = FZf + FZr − FZA(υ) (6.5.32)
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where FZf and FZr are the static vertical forces for the front and rear axle. In the
following, FZA = 0 is assumed. A torque balance around the CG yields

FZf lf − FZrlr = 0; (6.5.33)

see Fig. 4.1b. Insertion of (6.5.33) in (6.5.32) results in the vertical wheel forces per
axle

FZf = mVg
lr
l

FZr = mVg
lf
l

(6.5.34)

with the wheel base l = lf + lr.
In the case of a road with gradient and slope angle λ, the torque balance around

the rear tire contact point yields

mVglr cosλ − mVghCG sin λ = FZf l (6.5.35)

and the vertical wheel force for the front axle becomes

FZf = mVg

(
lr
l
cosλ − hCG

l
sin λ

)
(6.5.36)

where hCG is the height of theCGover the ground. Correspondingly, a torque balance
around the front tire contact point results in

FZr = mVg

(
lf
l
cosλ + hCG

l
sin λ

)
. (6.5.37)

In the case of an acceleration aX in longitudinal direction, a pitch torque arises
which changes the vertical axle forces. A torque balance around the rear tire contact
point to the road then becomes for an even road, neglecting the dynamics of the
suspension,

− mVaXhCG + mVglr − FZf l = 0. (6.5.38)

The front axle vertical force then follows to

FZf = FZf + FZf(aX) = mV

(
lr
l
g − hCG

l
aX

)
(6.5.39)

correspondingly it holds for the rear axle vertical force

FZr = FZr + FZr(aX) = mV

(
lf
l
g + hCG

l
aX

)
. (6.5.40)

Hence, for a positive acceleration the vertical force at the front axle decreases and it
increases at the rear axle.
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For a road with a longitudinal slope, (6.5.38) results with (6.5.35) in

− mVaXhCG − mVghCG sin λ + mVglr cosλ − FZf l = 0 (6.5.41)

and therefore

FZf = mV

(
lr
l
g cosλ − hCG

l
(aX + g sin λ)

)
. (6.5.42)

Correspondingly the vertical force on the rear axle becomes

FZr = mV

(
lf
l
g cosλ + hCG

l
(aX + g sin λ)

)
. (6.5.43)

The vertical wheel forces are then for a symmetric car in lateral direction

FZfl = FZfr = FZf/2

FZrl = FZrr = FZr/2.
(6.5.44)

The pitch torque through the longitudinal acceleration results in a turn around the
pitch axis, which is different from the position of the CG. This is considered in
Chap. 9.

An acceleration aY in the lateral direction, e.g. by cornering to the right, causes
a roll torque which changes the vertical wheel forces in addition to the static ones
due to (6.5.34). The lateral force on the CG is

FY = −mVaY. (6.5.45)

It is now assumed that this acceleration force is distributed to the front and rear
axle as the static vertical wheel forces (6.5.34).

FYf = −mVaY
lr
l

FYr = −mVaY
lf
l
.

(6.5.46)

A torque balance around the right rear wheel contact point then yields

− mVaY
lf
l
hCG − mVg

lr
l

br
2

+ FZrlbr = 0 (6.5.47)

with br the wheel track of the rear axle. The vertical force on the left rear wheel then
results in

FZrl = mV
lf
l

(
g

2
+ hCG

br
aY

)
. (6.5.48)
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Similarly, one obtains for the right rear wheel

FZrr = mV
lf
l

(
g

2
− hCG

br
aY

)
(6.5.49)

and for the front wheels with wheel base bf

FZfl = mV
lr
l

(
g

2
+ hCG

bf
aY

)
, (6.5.50)

FZfr = mV
lr
l

(
g

2
− hCG

bf
aY

)
. (6.5.51)

The roll torque through the lateral acceleration causes a twist around the roll axis,
which is usually different from the position of CG; see Chap. 9.

6.6 Acceleration Behavior

6.6.1 Simplified AccelerationModel

The resulting acceleration of a vehicle with the assumption of a stiff powertrain
follows from (6.5.21), (6.5.3) to (6.5.7) and yields for the case of an engine torque
input and no braking forces

mtot
dυ(t)

dt
= FXT(t) − FX,R(t) − FX,A(t) − FX,C(t) (6.6.1)

with the driving tire forces

FXT(t) =
∑

i

FXT,i(t) = itotηtot
rdyn

Meng(t). (6.6.2)

Herewith, mtot includes the vehicle mass and the rotational masses according
(6.5.23). A corresponding signal flow scheme is illustrated in Fig. 6.20. With the
driving force

∑
FXT,i as input, it consists of a linear feedforward branch with non-

linear feedback paths by the air and rolling resistance forces. However, the generation
of the driving force is nonlinear because of the engine characteristics.

The determination of the driving forces according to (6.6.2) supposes that there
holds a fixed ratio between engine speed and wheel speed and that the acting engine
torque Meng(t) determines the tire forces FXT(t) without tire/road slip, i.e. complete
adhesion between the tire and the road. This can be assumed for small to medium
accelerations. For higher accelerations, the slip and vertical force-dependent tire
forces have to be taken into account; see Sect. 6.7.2 and Fig. 6.22.
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In order to simplify the nonlinear vehicle equation (6.6.1), small changes ΔMeng

around a steady-state
[
Meng, υ, i tr

]
are considered. Linearization of the air drag and

rolling resistance results with (6.5.4) and (6.5.5) in

ΔFX,A = ρAcwxAXυΔυ = cAυΔυ (6.6.3)

ΔFX,R = fR1FZΔυ = cRΔυ, (6.6.4)

where fR1 is the velocity-dependent rolling force coefficient for all wheels. For an
even road with FX,c = 0, then one obtains for (6.6.1)

mtot
dυ(t)

dt
+ cRυΔυ(t) = cMFΔMeng,(t) (6.6.5)

with

cRυ = cAυ + cR (6.6.6)

cMF = itotηtot
rdyn

(6.6.7)

and the transfer function

GMυ(s) = Δυ(s)

ΔMeng(s)
= KMυ

(1 + Taccs)
(6.6.8)

with

KMυ = cMF

cRυ
, (6.6.9)

Tacc = mtot

cRυ
. (6.6.10)

For small changes of the engine torque ΔMeng after a change Δα = Δαped of the
accelerator pedal, the simplified second-order model (6.2.19) is used. Combining
with (6.6.8), this leads to

Gαυ(s) = Δυ(s)

Δαped(s)
= Kαυ

(1 + T ′
acts)(1 + Tints)(1 + Taccs)

(6.6.11)

with the gain, see also (6.2.20),

Kαυ = KMKMυ. (6.6.12)

Hence, a third-order model results with a larger time constant Tacc and two smaller
time constants T ′

act and Tint.
The parameters depend on the operating point

(
Meng, neng

)
of the powertrain,

cMF of the direction, and cRυ of the vehicle. Figure 6.21 depicts a corresponding
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Fig. 6.21 Signal flow chart for the longitudinal acceleration of a vehicle with stiff powertrain by
changing the throttle position α or the brake pedal position β. Linearization around a steady-state
operation point

signal flow chart. The resistance parameter cRυ forms a feedback to the integrator
with the mass storage mtot, thus creating a proportional behavior with a first-order
delay. The gain is larger, the larger the gear ratio itr , the steeper the ceng, and the
smaller the υ, and the time constant is smaller, the larger the itr and the smaller the
υ.

It follows from (6.6.5) that the initial acceleration υ̇(t = 0) is larger, the larger
the itr (the lower the gear), the larger the ceng,, and the smaller the mtot.

6.6.2 AccelerationModels withVariable Slip andVertical Forces

If for the determination of larger vehicle accelerations the tire/road slip and the
dynamic vertical forces have to be taken into account, the longitudinal tire force
FXT(t) in (6.6.1) has to be calculated with a dynamic wheel model according to
Sect. 5.5. Therefore, the tire force follows from (5.5.2)

FXT = μ(SX)FZ

with the slip SX from (5.5.1) and the dynamic wheel model (5.5.9). Figure 6.20
depicts a signal flow chart where the signal flow of Fig. 5.23 is added, assuming a
stiff drive train and using (6.5.39) and (6.5.40) for the static and dynamic vertical
wheel force through a pitching torque. It is assumed that both rear-driven tires have
equal slip and traction forces. Dynamic oscillations of the suspension are neglected.
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6.7 Braking Behavior

6.7.1 Simplified BrakingModel

In the case of braking, (6.5.1) to (6.5.7) and (6.5.21) lead to

mtot
dυ(t)

dt
= −

∑

i

FXT,B,i − FX,A(t) − FX,R(t) − FX,C(t) + itotηtot
rdyn

Meng,b(t)

(6.7.1)
where FXT,B,i are the wheel braking forces and Meng,b < 0 is a drag torque of the
engine if the clutch is engaged. If the clutch is not engaged, Meng,b = 0 has to be set
and for mtot the ratio of inertia Jtot has to be taken with Jeng = 0; see (6.5.17) and
(6.5.23). Models of the hydraulic braking system are treated in Chap. 13.

In the following, the dynamics between the position β of the braking pedal, the
resulting brake pressure pmcyl in the tandem master cylinder, and the pressure pwcyl
in the wheel brake cylinders are neglected (the time constants are about 50–250 ms).
These dynamics are considered in Chap. 13.

The friction force Ff of a brake depends on the clamping force Fc by

Ff = C∗Fc (6.7.2)

where C∗ is an amplification factor. The clamping force holds

Fc = AB pwcyl (6.7.3)

where AB is the brake piston surface area and pwcyl the hydraulic pressure in the
wheel brake cylinder. The friction force of a brake disk with friction coefficient μB
is

Ff = 2μBFc = 2ABμB pwcyl (6.7.4)

which leads to C∗ = 2μB. The braking torque of one wheel then follows

MWB,i = 2ABrBμB pwcyl,i = cWB,i pwcyl,i (6.7.5)

where rB is a representation radius of the brake disk. The braking pressure in the
master cylinder is related to the pedal position β with a characteristic pmcyl(β).
Then one obtains for the braking force in the contact patch of one tire with cB,i =
cWB,i/rdyn

FXT,B,i = MWB,i

rdyn
= cB,i pwcyl,i = cB,i pmcyl(β). (6.7.6)

This assumes that the tire braking force only depends on the brake fluid pressure with
a constant amplification factor cB,i and that the brake fluid pressure is the same for
all wheels. However, this holds only approximately for small braking accelerations
aX.
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The resulting braking forces of the front wheel brakes are

FXT,B,f =
r∑

i=l

cB,i,f pmcyl(β) (6.7.7)

and of the rear wheel brakes

FXT,B,r =
r∑

i=l

ca,icB,i,r pwcyl(β) = cB,r pwcyl(β) (6.7.8)

where ca,i is an attenuation factor for lower brake pressure at the rear wheels in the
case of a braking force limiter or because of smaller brake disks. The sum of the
braking tire forces then becomes

FXTB
∑ =

∑

i

FXT,Bi = cB pwcyl(β) (6.7.9)

with cB = 2(cB,f + cB,r). Linearization of (6.7.1) around the operation point[
pmcyl, υ, i tr

]
and neglecting the engine drag torque Meng,b results with (6.7.7) in

mtot
dυ(t)

dt
+ cRυΔυ(t) = −ΔFXTB

∑(t) (6.7.10)

or

Gpυ(s) = Δυ(s)

ΔFXTB
∑(s)

= − KFυ

1 + Taccs
(6.7.11)

with

KFυ = 1

cRυ

Tacc = mtot

cRυ
.

The dynamic behavior between a small brake pedal change Δβ and a change
of the sum of wheel braking forces ΔFXTB

∑ can be modeled by (13.2.40) with a
second-order system having two time constants. This leads together with (6.7.11) to

Gβυ(s) = Δυ(s)

Δβ(s)
= − Kβυ

(1 + TBBs)(1 + T ′
ps)(1 + Taccs)

Kβυ = KβFKFυ ; KβF = cBKβp ; Kβp = Δpwcyl
Δβ

.

(6.7.12)

Also for braking, a third-order model results with one large time constant and two
small time constants.

The linearized model should only be used for small changes of the brake pedal.
For a complete braking maneuver, the nonlinear equation (6.7.1) has to be applied.
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However, in the case of strong braking where the air drag, rolling resistance, and
engine drag torque are small compared to the braking forces FXTB

∑ at the wheels,
(6.7.1) can be reduced to

mtot
dυ(t)

dt
= −FXTB

∑(t) (6.7.13)

or as a transfer function after linearization

GFυ(s) = Δυ(s)

ΔFXTB
∑(s)

= − 1

mtots
. (6.7.14)

The deceleration is then approximately

aX(t) = dυ(t)

dt
= − FXTB

∑(t)

mtot
(6.7.15)

and therefore proportional to the braking force.

6.7.2 BrakingModels withVariable Slip andVertical Forces

Corresponding to the acceleration model shown in Fig. 6.20, a braking model with
tire/road slip and dynamic vertical forces for the rear and front wheels is illustrated
in Fig. 6.22. Again, the longitudinal tire forces FXT(t) (5.5.2) are determined with
the dynamic wheel models derived in Sect. 5.5 and depicted in Fig. 5.23.

It is assumed that the left and right wheels of the rear and front axle have the same
braking torque and slip. Dynamic oscillations of the suspensions are neglected. The
signal flow shows the negative and positive feedback of the deceleration on the
vertical tire forces which leads to a decrease of braking forces of the rear wheels
and an increase of braking forces of the front wheels through the pitching torque
with aX < 0. These relations, which take the tire/road slip into account, have to be
applied for higher braking accelerations.

If the braking forces are determined by the tire/road friction forces

FXTf = μXfFZf ,

FXTr = μXrFZr,
(6.7.16)

then (6.6.1) becomes assuming that the resistance and drag forces are negligible
small compared to the brake forces, by using (6.5.39) and (6.5.40) for the vertical
axle forces

mtotaX = −
(

μXf
lr
l

+ μXr
lf
l

)
mvg − (−μXf + μXr)mv

hCG
l

aX. (6.7.17)
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If the friction coefficients for the front and rear wheels are equal μXf = μXr = μX,
it holds with the rotational mass factor λm, (6.5.23),

aX = μX
g

λm
(6.7.18)

and if braking with the maximal μXmax, the maximal deceleration becomes

aX = −μXmax
g

λm
. (6.7.19)

The vehicle velocity then decreases linearly from initial velocity υ0

υ(t) = υ0 − axt (6.7.20)

and the braking time to υ = 0 is

tstop = υ0

ax
. (6.7.21)

The brake distance becomes

xbd =
∫ tstop

0
υ(t)dt =

(
υ0t − aX

t2

2

) ∣
∣
∣
tstop

0

= υ2
0

2aX
.

(6.7.22)

Inserting the maximal deceleration (6.7.19) yields the minimal braking distance
under ideal conditions

xbd,min = λm

2μXmaxg
υ2
0 . (6.7.23)

Summarizing, this chapter on the longitudinal vehicle behavior has shown that sev-
eral torque generating, torque converting, and elastomechanical torque transmitting
components act together and allow, with corresponding process models and signal
flow representations, to indicate the operation-point-and frequency-dependent char-
acteristics. The model descriptions give hints for the constructive design and allow a
systematic approach for the design of automatic control systems like ABC, ESC, and
ACC. A recent review of different longitudinal models is presented by Figel et al.
(2019).
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7LateralVehicle Behavior

In order to describe and analyze the stationary and dynamic behavior of driving
vehicles, the motions in horizontal and vertical directions and around the three axes
have to be considered. Regarding the lateral behavior, first a one-track model is
considered, where the two wheels of an axle are concentrated in one middle wheel
to result in a most simple approach. This begins with kinematic models, considering
geometric relations. Then, the dynamic behavior is treated with steering angles as
inputs and yaw rate, slip angle and lateral velocity as outputs. These one-trackmodels
allow to analyze some main properties with regard to steering. The next step is the
development of two-track models, where the forces on all four wheels in horizontal
and vertical direction are taken into account. Therefore, the tire-road behavior of the
individual wheels is considered with regard to lateral and longitudinal forces and
passive suspensions as connections between the wheels and the body. As different
outputs for the lateral behavior are possible and roads without or with slopes have
to be considered, different one-track and two-track models are derived.

Figure 7.1 depicts a survey scheme for the treated lateral vehicle models. The
models may be represented with yaw rate and lateral velocity as outputs or with
yaw rate and slip angle. An early publication for the one-track model is Riekert and
Schunck (1940). Amore recent treatment of one- and two-track models can be found
in Zomotor and Reimpell (1991), Popp and Schiehlen (1993), Ammon (1997), van
Zanten et al. (1998), Kiencke and Nielsen (2005), van Zanten (2006), Schramm et al.
(2010), and Mitschke and Wallentowitz (2014).

7.1 Kinematic Models for Lateral Behavior

Themost simplemodels for the lateral behavior of vehicles are obtained for stationary
cornering on a horizontal road plane using geometrical relationships. The vehicle is
presented by a one-track model (bicycle model), where the two front and rear wheels
are represented by one central wheel each; see Fig. 7.2. The front wheel steering
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Lateral vehicle models
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Fig. 7.1 Survey scheme of lateral vehicle models

angle is δf , relative to the longitudinal axis X . The center of gravity CG then moves
around the instantaneous center of motion or momentary pole MP with velocity v.
For low velocities v a planar motion can be assumed where each wheel moves in
the direction of the wheel. Hence, the MP is located at the intersection point of the
lines perpendicular to the orientation of the two wheels. The velocity v at the CG
then shows an angle β with the longitudinal axis which is called the slip angle of the
vehicle. Partitioning the vector v in its directions vX and vY leads to the relation

β = arctan

(
vY

vX

)
, (7.1.1)

which can for small β be approximated by

β ≈ vY

vX
. (7.1.1a)



7.1 Kinematic Models for Lateral Behavior 149

l

v

CG

Y ,E E

Z ,E E
X ,E E

P

R

R cos  lr lf



f

vf

f

vr z,
vY

vX

Fig. 7.2 Scheme of a vehicle for stationary cornering with kinematic variables and low velocity
(no tire slip angles)

Because of the planar motion it holds for the yaw rate in the CG

ψ̇ = v

R
, (7.1.2)

with R the turning radius. If the vehicle corners with higher velocity, the lateral
tire forces generate side slip angles αf and αr and the momentary pole changes to
MP, see Fig. 7.3, as intersection point between the lines perpendicular to the wheel
velocities. The momentum path radius (curvature radius) from the MP to the CG
then becomes RP.

The slip angle follows (7.1.1) and the yaw rate becomes

ψ̇ = v

RP
, (7.1.3)

with RP as path radius. This relation is also valid for each wheel such that the wheel
velocities become

vi, j = RPi j ψ̇ i ∈ {fl, fr}, j ∈ {rl, rr}. (7.1.4)

The radii RPi j are not known in general. However, taking the difference of the wheel
velocities it holds for the front wheels

vfr − vfl = ψ̇ (RP,fr − RP,fl) = ψ̇ �RP. (7.1.5)

Replacing �RP with the distance bf of the front wheels leads to

ψ̇ = vfr − vfl

bf
= rdyn

bf
(ωfr − ωfl). (7.1.6)
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Fig. 7.3 Scheme of a vehicle for stationary cornering with kinematic variables for higher velocity
(with tire slip angles)

A corresponding relation holds for the rear wheels.
Another kinematic relation follows for the lateral (centripetal) acceleration in the

CG

ac = v2

RP
= v ψ̇. (7.1.7)

The lateral acceleration in vehicle coordinates is

aY = ac cosβ. (7.1.8)

For small slip angles and cosβ ≈ 1 follows

ψ̇ = aY
v

. (7.1.9)

The relationships (7.1.6) or (7.1.9) can be used to determine the yaw rate ψ̇ frommea-
surements of the wheel speeds or the lateral vehicle acceleration. Similar kinematic
relations exist for aY and δf ; see Table 7.1, Halbe and Isermann (2007).

7.2 Dynamic One-TrackModels

7.2.1 Nonlinear One-TrackModel

To derive the lateral dynamic models, a coordinate system is fixed to the vehicle’s
center of gravity (CG) and Newton’s laws are applied. Roll, pitch, bounce, and
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Table 7.1 Kinematic relations for lateral vehicle dynamics, δf = δH/is

Yaw rate ψ̇ Lateral acceleration ay Steering wheel angle δh

1
rdyn(ωfr − ωfl)

bf

rdyn(ωfr − ωfl)

bf
v

(lf + lr) iS
v

·
(rdyn(ωfr − ωfl)

bf

2
rdyn(ωrr − ωrl)

br

rdyn(ωrr − ωrl)

br
v

(lf + lr) iS
v

·
rdyn(ωrr − ωrl)

bf

3
ÿ

v
ψ̇ v

(lf + lr) iS
v

· ÿ
v

4
v

(lf + lr) iS
δH

v2

(lf + lr) iS
δH

(lf + lr) iS
v

· ψ̇

MP

l

v

CG

lr lf

FXT,f

z,
vY

vX

RP

f
Y

l f

FXT,r

FYT,r

Y

XFYT,f
v²
RP

m

Fig. 7.4 Scheme for modeling the lateral vehicle behavior with a one-track model indicating the
resulting forces

acceleration dynamics are neglected to reduce the model to a one-track model with
two degrees of freedom: the lateral position and the yaw angle; see Fig. 7.4. Further
simplifications assume that, each axle shares the same steering angles for eachwheel.
The basic idea of a one-track model goes back to Riekert and Schunck (1940).

If the vehicle corners slowly, then it turns around the momentary pole MP for
v → 0 which is the intersection point of the rear axle prolongation and the line
perpendicular to the front wheels, Fig. 7.2. For the steering angle holds tan δf =
l/R cosβ ≈ l/R for large R � l or small β which can be approximated for small
δf by the so called Ackermann angle

δA = l

R
. (7.2.1)
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In the case of higher speed cornering, the arising centrifugal force must be compen-
sated by lateral tire forces. As this requires side slip angles αr and αf of the rear and
front wheel the vehicle turns on a momentary pole MP for v > 0, Fig. 7.3, with the
path radius RP and a corresponding path curvature

κ = 1

RP
. (7.2.2)

The velocity of the CG is the horizontal velocity vh over ground

�v = �vh = �vX + �vY, (7.2.3)

and the yaw rate of the CG is

ψ̇ = vh

RP
. (7.2.4)

The centripetal acceleration then becomes

ac = v2h

RP
. (7.2.5)

The heading angle or course angle ν of the CG in the earth fixed coordinate system
(XE, YE) is then the direction of the vehicle velocity vector �vh

ν = ψ + β, (7.2.6)

where the yaw angle ψ is the angle between the XE-axis and the X -axis. This results
from the superposition of the kinematic slip angle β and an additional yaw angle ψ
because of the wheels side slip. If both, the yaw angle ψ(t) and the slip angle β(t)
change with time, the angular velocity around the vertical axis is

ωZ = ν̇ = ψ̇ + β̇. (7.2.7)

It is now assumed that the velocity of the center of gravity is v = const. The cen-
trifugal acceleration of the CG is then with v = RPωZ and (7.2.7)

ac = aY = v2

RP
= vωZ = v

(
ψ̇ + β̇

) ; (7.2.8)

see also Mitschke and Wallentowitz (2014) and Schramm et al. (2010).
The velocity components of the CG then become according to Fig 7.3

vXE = vX = v cos(ψ + β),

vYE = vY = v sin(ψ + β).
(7.2.9)

For stationary cornering with β = const. and β̇ = 0 it follows

ac = vψ̇ = v2

RP
. (7.2.10)
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(a) Yaw Rate/Velocity Representation
For a cornering vehicle, according to Fig. 7.4, the motion equations follow from
two force balances and one torque balance. This leads directly to a yaw rate/velocity
representation of the one-track model.

1. Longitudinal direction:

v̇X = 1

m

[
FX,f + FX,r − FXA − FXR

]

= 1

m

[
FXT,f cos δf − FYT,f sin δf + FXT,r − FXA − FXR

]
.

(7.2.11)

2. Lateral direction:

v̇Y = 1

m

[
FY,f + FY,r − FYA

]

= 1

m

[
FYT,f cos δf + FYT,r + FXT,f sin δf − FYA

]
.

(7.2.12)

3. Vertical axis: yaw angle ψ

ψ̈ = 1

Jz

[
FY,f lf − FY,rlr

]

= 1

Jz

[(
FYT,f cos δf + FXT,f sin δf

)
lf − (FYT,rlr − FYAdA

)]
.

(7.2.13)

The distance between the center of gravity and the center of lateral air forces is
described with dA.

For the air drag forces holds, Reimpell and Hoseus (1992)

FXA = ρA

2
cWXAXv2res,X, (7.2.14)

FYA = ρA

2
cWYAYv2res,Y, (7.2.15)

with

vres,X = vX − vAX,

vres,Y = vY − vAY,
(7.2.16)

where cWX and cWY are drag coefficients and vA is the wind velocity. The rolling
resistance can be determined by

FXR = ( fR0 + fR1v + fR4v
4)FZ; (7.2.17)

see Mitschke and Wallentowitz (2014).
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The lateral tire forces depend on the side slip angle α and the vertical tire force
FZ; see Chap. 5. For small side slip angles α, the lateral tire force is proportional to
the side slip angle α

FY = cα(FZ) α, (7.2.18)

where cα is the cornering stiffness. For the side slip angle holds; see (5.2.2)

α = arctan

(
vYT

vXT

)
, (7.2.19)

at each wheel.
The side slip angle α of one wheel depends on the steering angle δf , the vehicle

slip angle β, and the yaw rate ψ̇. A relation between the tire side slip angles and the
vehicle slip angles of all wheels can be established by considering the longitudinal
and lateral velocity components of the center of gravity and the tires; see Figs. 5.12
and 7.3, Mitschke and Wallentowitz (2014)

vX = v cosβ = vTr cosαr,

vX = v cosβ = vTf cos (δf − αf) ,

vY = vTr sinαr = lrψ̇ − v sin β,

vY = vTf sin (δf − αf) = lf ψ̇ + v sin β.

(7.2.20)

This leads for the rear and front axis to

tanαr = lrψ̇ − v sin β

v cosβ
,

tan (δf − αf) = lf ψ̇ + v sin β

v cosβ
,

or to express the tire side slip angles by δf , β and v

αr = arctan

(
lrψ̇ − v sin β

v cosβ

)
,

αf = δf − arctan

(
lf ψ̇ − v sin β

v cosβ

)
.

(7.2.21)

Thus, the nonlinear one-track model in the yaw rate/velocity formulation is based
on (7.2.11)–(7.2.19) and (7.2.21).

(b) Yaw Rate/Slip Angle Representation

If the longitudinal and lateral velocity vX and vY in (7.2.11)–(7.2.13) are replaced
by (7.2.9), the velocity v of the CG and the slip angle β are introduced, this leads to
the balance equations in a yaw rate/slip angle formulation. For a cornering vehicle,
according to Fig. 7.4, the motion equations follow from two force balances and one
torque balance
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1. Longitudinal direction x :

− mv̇ cosβ + m
v2

RP
sin β + FXr + FXf cos δ − FYf sin δf − FXA − FXR = 0.

(7.2.22)
2. Lateral direction y:

− m
v2

RP
cosβ − mv̇ sin β + FYr + FXf sin δf + FYf cos δf + FYA = 0.

(7.2.23)
3. Vertical axis:

− Jzψ̈ + (FYf cos δf + FXf sin δf) lf − FYrlr − FYAdA = 0. (7.2.24)

7.2.2 Linearized One-TrackModel

The basic motion equations (7.2.11)–(7.2.13) are now simplified by assuming small
steering angles and side slip angles. Then, approximations sin δ ≈ 0, cos δ ≈ 1,
sin β ≈ β, cosβ ≈ 1 can be made. The side slip angle of the front and rear wheel
then becomes

αf = δf − arctan

(
lf ψ̇ + v sin β

v cosβ

)
≈ δf − β − lf ψ̇

v
(7.2.25)

αr = arctan

(
lrψ̇ − v sin β

v cosβ

)
≈ −β + lrψ̇

v
. (7.2.26)

These approximations are valid for the slip angles β ≤ 5◦; see Kiencke and Nielsen
(2005).

The cornering stiffness cα depends on the lateral friction coefficient μY, wheel
vertical force FZ, camber, toe-in, tire pressure, etc.; see Sect. 5.2 for more details.

Using these approximations, the motion equations (7.2.22)–(7.2.24) then become

mv̇ + m
v2

RP
β + FXr + FXf − FYfδf − FXA − FXR = 0, (7.2.27)

− m
v2

RP
− mv̇β + FYr + FXfδf + FYf + FYA = 0, (7.2.28)

− JZψ̈ + (FYf + FXfδf) lf − FYrlr − FYAdA = 0. (7.2.29)

Usually, the tire forces FYT,i in the wheel coordinate system have to be transformed
into a vehicle coordinate system via the relations (4.1.6), (4.1.7) as later shown for
the two-track model; see Sect. 7.3. However, because of the assumption of small
steering angle, it is FYT,i ≈ FY,i and this transformation is not required.
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(a) Yaw Rate/Slip Angle Representation (Stationary Cornering)
Introducing (7.2.8), (7.2.18), (7.2.25), and (7.2.26) into (7.2.27)–(7.2.29) yields

mv̇ = FXr + FXf − FXA − FXR, (7.2.30)

mv(ψ̇ + β̇) = −mv̇β + cαr

(
−β + lrψ̇

v

)
+ cαf

(
δf − β − lf ψ̇

v

)
+ FXfδf + FYA

(7.2.31)

JZψ̈ = cαf

(
δf − β − lf ψ̇

v

)
lf − cαr

(
−β + lrψ̇

v

)
lr + FXfδf lf − FYA dA.

(7.2.32)
It is now assumed that the vehicle drives with a constant operating point v = const.
Hence, (7.2.30) becomes

mv̇ = FXr + FXf − FXA − FXR = 0.

The longitudinal driving forces FXr and FXf are then equal to the resistance forces
FXA and FXR and have no influence on the lateral behavior.

Equation (7.2.30) is required for the determination of the velocity. Neglecting the
lateral air drag forces FYA, (7.2.31) and (7.2.32) can be represented in state-space
form

ẋ(t) = A(t) x(t) + b(t) u(t),

y(t) = C(t) x(t),
(7.2.33)

where a first state-space representation with the slip angle and yaw rate as state
variables is

ẋ(t) =
[
β̇(t)
ψ̈(t)

]
y(t) = x(t) =

[
β(t)
ψ̇(t)

]
u(t) = δf(t) = δH(t)/iS,

A =
⎡
⎢⎣

−cαf + cαr

mv

cαrlr − cαf lf
mv2

− 1

cαrlr − cαf lf
JZ

−cαrl2r + cαf l2f
JZv

,

⎤
⎥⎦

b =
⎡
⎢⎣

cαf

m v
cαf lf
JZ

⎤
⎥⎦ C =

[
1 0
0 1

]
.

(7.2.34)

The lateral acceleration follows from (7.2.8) and (7.2.32)

aY = v(ψ̇ + β̇) = −cαf + cαr

m
β + cαrlr − cαf lf

mv
ψ̇ + cαf

m
δf , (7.2.35)
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Fig. 7.5 a Tire force in dependence on the tire side slip angle α; b Cornering stiffness cα in
dependence on the tire side slip angle α, Börner (2004)

which is in state-space form in addition to (7.2.34)

⎡
⎣ β̇

ψ̈
aY

⎤
⎦

︸ ︷︷ ︸
y′

=
⎡
⎢⎣

1 0
0 1

−cαf + cαr

m

cαrlr − cαf lf
mv

⎤
⎥⎦

︸ ︷︷ ︸
C′

[
β

ψ̇

]
︸︷︷︸
x

+
⎡
⎢⎣

0
0
cαf

m

⎤
⎥⎦

︸ ︷︷ ︸
d′

δf . (7.2.36)

The one-track model (7.2.34) contains parameters which depend on the velocity v

and the side slip coefficients cαf and cαr. If these coefficients change with time, the
model has linear, time-variant behavior. Experiments have shown that it is a good
approximation for lateral accelerations aY ≤ 0.4 g and small side slip angles α < 5◦
on dry asphalt roads; see e.g. Milliken and Milliken (1995), Börner (2004), and
Fig. 7.5.

Equation (7.2.30) is not included in this one-track model because of the assump-
tion v̇ = 0. It is, however, for simulation required to determine v, the operation point.

Assuming stationary cornering with v̇ = 0, small angles and neglect of lateral air
forces, the motion equations (7.2.31) and (7.2.32) can be simplified to

− mv(β̇ + ψ̇) = FY,r + FY,f (7.2.37)

JZψ̈ = FY,f lf − FY,rlr, (7.2.38)

or

β̇ = 1

mv
(FY,f + FY,r) − ψ̇ (7.2.39)

ψ̈ = 1

JZ
(FY,f lf − FY,rlr), (7.2.40)
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with the lateral tire forces from (7.2.18), (7.2.25), and (7.2.26)

FY,f = cαf

(
δf − β − lf ψ̇

v

)
(7.2.41)

FY,r = cαr

(
−β + lrψ̇

v

)
. (7.2.42)

A state variable model, according to (7.2.34), then contains the state vector

x = [β ψ̇
]T

,

as (7.2.34).
These equations allow to develop a signal flow diagram with δf as input and β

and ψ̇ as outputs; see Fig. 7.6.
It shows that after an input excitation with the steering angle δf the yaw rate ψ̇

generates a negative feedback via FY,f and a positive feedback via FY,r. Hence, a
negative feedback from the lateral front wheel force, which damps and stabilizes,
and a positive feedback from the lateral rear wheel force, which leads to less damp-
ing and destabilizes, act together. The slip angle β shows two negative, stabilizing
feedbacks. In addition, ψ̇ acts negative on β̇, thus reducing the vehicle slip angle. If
during stationary cornering with δf = const., ψ̇ = const. and β = const., suddenly
the cornering stiffness of the rear tire cαr becomes smaller and cαf stays constant, it
follows ψ̈ > 0 and ψ increases, thus resulting in an oversteering and a destabilizing
reaction of the yaw rate ψ̇. This underlines the importance of the rear wheel cornering
stiffness cαr.

(b) Yaw Rate/Velocity Representation (Stationary Cornering)
Assuming constant velocity v̇ = 0 and use of (7.2.8), neglecting FYA and replacing
β by

β = arctan
vY

vX
≈ vY

vX
≈ vY

v
,

which leads to the side slip angles

αf ≈ δ − vY

v
− lf

ψ̇

v
,

αr ≈ −vY

v
+ lr

ψ̇

v
,

(7.2.43)

results with (7.2.18) and (7.2.30)–(7.2.32) in

mv̇ = FXr + FXf − FXA − FR = 0, (7.2.44)

v̇Y = 1

m

[
cαf

(
δ − vY

v
− lf ψ̇

v

)
+ cαr

(
−vY

v
+ lrψ̇

v

)]
, (7.2.45)

ψ̈ = 1

Jz

[
cαf lf

(
δ − vY

v
− lf ψ̇

v

)
− cαrlr

(
−vY

v
+ lr

ψ̇

v

)]
. (7.2.46)
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Fig. 7.6 Signal flow of a linearized one-track model for steering and stationary cornering. Yaw
rate/slip angle representation

The last two equations then give the state-space model

[
ÿ
ψ̈

]
=
[

− cαf+cαr
mv

− cαr+cαflf
mv

cαrlr−cαf lf
JZv

− cαrl2r +cαf l2f
JZv

][
ẏ
ψ̇

]
+
[ cα f

m
cα f lf
JZ

]
δf . (7.2.47)

Thus, the state variable vector consists of the yaw rate and the lateral velocity

x = [ẏ ψ̇]T, (7.2.48)

and the state variable form becomes

ẋ(t) = A′x(t) + bu(t)

y(t) = Cx(t),
(7.2.49)

as (7.2.33), but other A′.
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Fig. 7.7 Signal flow of a linearized one-track model for steering and stationary cornering. Yaw
rate/velocity representation

Based on (7.2.45) and (7.2.46), the signal flow of Fig. 7.7 can be drawn. Compared
to Fig. 7.6 β is replaced by vY/v. Again, ψ̇ generates a positive and a negative
feedback. The lateral velocity vY shows two negative feedbacks, as the slip angle β
in Fig. 7.5.

7.2.3 Parameter Variations

To discuss the influence of parameter variations on the lateral vehicle behavior, the
yaw rate transfer function G1(s) between steering wheel angle δH and yaw rate ψ̇
with constant parameters, following from (7.2.31) and (7.2.33), is considered, Börner
(2004)

G1(s) = ψ̇(s)

δH(s)
= �ψ̇(s)

�δH(s)
= b0 + b1s

a0 + a1s + a2s2
, (7.2.50)
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where

b0 = ψ̇

δH

∣∣∣∣∣
stat

= 1

cαf cαr l2 + m v2(lr cαr − lf cαf)

cαf cαr v l

iS

b1 = m v lf
cαr l

b0

a0 = 1

a1 = 2D

ω0
= JZ v(cαf + cαr) + m v(l2f cαf + l2r cαr)

cαf cαr l2 + m v2(lr cαr − lf cαf)

a2 = 1

ω2
0

= JZ m v2

cαf cαr l2 + m v2(lr cαr − lf cαf)
,

ω0 is the natural frequency and D is a damping factor of the second order system.
Hence, the lateral behavior and also its stability depends as follows on parameters:

stability = f

⎛
⎜⎝m(t), JZ (t), lf(t), lr(t)︸ ︷︷ ︸

vehicle design and loading

, cαf , cαr, v(t)︸ ︷︷ ︸
driving condition

⎞
⎟⎠ .

The transfer function between the steering wheel angle and the vehicle slip angle
β is due to Börner (2004)

G2(s) = �β(s)

�δH(s)
= b0β + b1βs

(a0 + a1s + a2s2)
, (7.2.51)

with

b0β = lr
v

(1 − mlfv2

cαrlrl
)b0,

b1β = JZv

cαrlrl − lfmv2
b0.

In the following, the poles and zeros of the transfer function G1(s) are studied for
varying velocity v and then for varying front and rear wheel cornering stiffness cαf
and cαr. The results of these investigations give a first insight into the transient and
stability behavior of the one-track model; Börner et al. (2002) and Börner (2006).
Hereby, cαr = 1.2cαf was assumed. The remaining vehicle parameters were set to
the values according to Table 7.2.

(a) Velocity Variation
The poles are real for v < 20km/h, become conjugate complex for v > 20km/h and
less damped with higher eigenfrequency until v = 180km/h, but stay stable; see Fig.
7.8a. The corresponding step responses of the transfer function G1(s) are depicted
in Fig. 7.8b.
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Table 7.2 Vehicle parameters, medium size passenger car

Symbol Value Unit Description

iS 13.5 Ackermann (2016) Steering gear ratio

cαf 80000 [N/rad] Cornering stiffness at
front wheel

cαr 100000 [N/rad] Cornering stiffness at
rear wheel

lf 1.3 [m] Distance CG - front
axle

lr 1.45 [m] Distance CG - rear
axle

m 1450 [kg] Vehicle mass

JZ 1920 [kg m2] Moment of inertia
vertical axis

v 50 [km/h] Vehicle CG velocity

vch 31.8 [m/s] Characteristic velocity

SG 2.7·10−3 [rad s2/m] Steering gradient
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time [s]t
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Fig. 7.8 a Poles and zeros of the yaw rate frequency response G1(iω) for changing velocity
v ∈ [7.2 km/h; 180 km/h] and constant cornering stiffness cαr = 1.2cαf = 60000 [N/rad]; b Step
responses for step input of the steering angle δH and different velocity v

(b) Cornering Stiffness Variation
While the front and rear wheel cornering stiffness cα are increased in the range
between 0 to 100 000 N/rad, the vehicle behaves stable for positive cα, see Fig. 7.9a,
and becomes unstable for cα = 0 N/rad with a double pole at the coordinate-origin.

The cornering stiffness becomes small for icy roads, but never negative. The zeros
of the system are always on the left real axis. With decreasing front and rear stiffness
cα the gain also decreases and the dynamics become less damped. If cαr is reduced,
the gain of (7.2.50) becomes smaller and the yaw balance less damped; see Fig. 7.9b.
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Fig. 7.9 a Poles and zeros of G1(iω) for different cornering stiffness cαr = 1.2cαf ∈
[0N/rad; 100 000N/rad] and constant velocity v = 14 [m/s] ≈ 50 [km/h]; b Step responses for step
inputs of the steering angle δH and different rear wheel cornering stiffness cαr

Hence, both the velocity and the cornering stiffness have a significant influence on
the gain and damping of the steering behavior.

Figure 7.10 depicts the placement of poles and zeros and the frequency responses
and Fig. 7.11 the corresponding step and impulse responses for changes of the steer-
ing angle at v = 50 km/h and vehicle parameters according to Table 7.2 for different
outputs. The yaw rate transfer function has a well-damped conjugate complex pole
pair and a zero and the transient function looks approximately like a first order behav-
ior with a settling time of about 0.3 s. In addition to the (same) pole pair, the lateral
acceleration transfer function has conjugate complex zeros, and therefore, larger
amplitudes and small phases for higher frequencies. This leads to an instantaneous
step of the transient response. However, if a dynamic tire side force generation is
added, which was neglected in the one-track model, one obtains the dashed course.
The transfer function for the slip angle shows besides the well-damped pole pair a
zero in the right half of the s-plane and therefore a non-minimum phase behavior.
Hence, the transient function first attains positive and then negative values. Simulated
step responses for different velocities, different loading and different tire pressures
are shown in Halfmann and Holzmann (2003); see also Sect. 7.3.5.

7.2.4 Characteristic Velocity and Stability

Based on the linearized one-track model, some characteristic properties of the steer-
ing or cornering behavior of front-steered vehicles are discussed.

An important parameter for the corneringbehavior of a vehicle is the characteristic
velocity, which is defined as; see Mitschke and Wallentowitz (2014) and Schramm
et al. (2010)

v2ch = cαf cαr l2

m(cαr lr − cαf lf)
. (7.2.52)
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Fig.7.10 Poles, zeros and frequency responses G(iω) for different outputs of the one-track model

For this speed, the yaw rate gain (7.2.54) for stationary corning obtains a maximal
value

d

dv

(
ψ̇

δH

)
= 0.

This characteristic velocity is usually considered as a constant parameter. Milliken
andMilliken (1995) pointed out that “someNorthAmerican cars have a characteristic
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Fig. 7.11 Step responses and impulse responses for different outputs of the one-track model,
v = 50 km/h

velocity of 40mph” (∼ 64km/h). Daiss (1996) describes that today’s passenger cars
are constructedwith a characteristic velocity from68 to 112km/h. A value of 68km/h
corresponds to a limousine and 112km/h to a sports car; see Fig. 7.12. The smaller
the characteristic velocity the higher the tendency to understeer.
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Fig. 7.12 Range of
characteristic velocities
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Based on the linear state equation of the one-track model (7.2.34), the character-
istic equation det(sI − A) = 0 of the lateral vehicle dynamics becomes

s2 + (JZ + m l2f ) cαf + (JZ + m l2r ) cαr

JZ m v︸ ︷︷ ︸
a1

s

+ cαf cαr(lf + lr)2 + m v2(cαr lr − cαf lf)

JZ m v2︸ ︷︷ ︸
a0

= 0. (7.2.53)

According to the first condition of the Hurwitz stability criterion, stability requires
that a1 > 0 and a0 > 0. As a1 > 0 is always satisfied, because no negative values
arise, only a0 has to be considered. With the characteristic velocity (7.2.51), the
following stability condition results:

cαf cαr(lf + lr)
2 + m v2(cαr lr − cαf lf)︸ ︷︷ ︸

a0

> 0

⇒ 1 + v2

v2ch
> 0. (7.2.54)

Due to (7.2.51), the quadratic characteristic velocity v2ch can be positive or negative
in dependence on cαr lr and cαf lf

v2ch

⎧⎨
⎩

< 0 ∀ cαr lr < cαf lf
= ∞ ∀ cαr lr = cαf lf
> 0 ∀ cαr lr > cαf lf

or
1

v2ch
=
⎧⎨
⎩

< 0
0

> 0
(7.2.55)

This leads directly to the stability conditions pointed out in Table 7.3. Hence, the
vehicle becomes monotonically unstable if

v2 > −v2ch. (7.2.56)
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7.2.5 Stationary Cornering

To investigate the vehicle behavior for stationary cornering with constant radius RP
it is now assumed that

δH = const., ψ̇ = const. v = const., and β = const.

The dynamic one-track model (7.2.47) then leads to algebraic relationships. For this
case of stationary cornering, one obtains from b0 in (7.2.50) and (7.2.51) for the yaw
rate gain

ψ̇

δH
= 1

iS l

v

1 +
(

v
vch

)2 . (7.2.57)

The lateral acceleration with β̇ = 0 from (7.2.8) is aY = vψ̇ and leads then to

ay
δH

= 1

iS l

v2

1 +
(

v
vch

)2 . (7.2.58)

Further, (7.2.51) yields

β

δH
= lr

iSl

1 − mlf
cαrlrl

v2

1 +
(

v
vch

)2 . (7.2.59)

Hence, the yaw rate gain is for small velocities proportional to v. From dψ̇/dδH = 0
follows that it has a maximum for v = vch

ψ̇(v)

δH
|max= 1

isl

vch

2
. (7.2.60a)

Thismeans that the yaw rate increases for v = 0...vch and then decreases for v > vch;
see van Zanten (2006). The lateral acceleration is for small v proportional to v2. The
slip angle is for v = 0

β0 = lr
isl

δH = lr
l
δf = lr

RP
= δA, (7.2.60b)

positive and becomes negative for

v2 >
llr
mlf

cαr. (7.2.61)

It only depends on the rear cornering stiffness cαr; see Mitschke and Wallentowitz
(2014).
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Table 7.3 Stability conditions (one-track model)

Stability condition Driving situation

1 + v2

v2ch
> 0 or v2 < −v2ch Stable

1 + v2

v2ch
= 0 or v2 = −v2ch Indifferent

1 + v2

v2ch
< 0 or v2 > −v2ch Unstable

With the measured steering wheel angle δH as input, the measured velocity v and
yaw rate ψ̇ or lateral acceleration aY, the quadratic characteristic velocity v2ch follows
from (7.2.57)

v2ch = − v2

1 − δH v

ψ̇ iS l

, (7.2.62)

or from (7.2.58)

v2ch = − v2

1 − δH v2

ay iS l

. (7.2.63)

The yaw rate ψ̇ can be expressed by the vehicles velocity v and constant radius RP
to the turn center

ψ̇ = v

RP
. (7.2.64)

The steering wheel angle δH then follows from (7.2.62) as

δH = iSl

RP

(
1 +

(
v

vch

)2
)

. (7.2.65)

Neutral steering is defined as

δH,0 = iS l

RP
= δAiS, (7.2.66)

where δA = l/RP corresponds to theAckermann angle; see (7.2.1). Then the right and
left turning torque terms cαr lr = cαf lf are equal, see (7.2.40)–(7.2.42) or Fig. 7.6,
whichmeans also v2ch = ∞; see (7.2.52). Further with the curvature κ = 1

RP
as input,

the steering gain for neutral steering with regard to the curvature follows as

Kst,0 = δH,0

κ
= iS l, (7.2.67)

and introduction into (7.2.65) results in the steering gain

Kst = δH

κ
= Kst,0 + iS l

v2ch
v2,



7.2 Dynamic One-Track Models 169

or the steering gain ratio

Kst

Kst,0
= 1 + v2

v2ch
, (7.2.68)

and with (7.2.65)

δH = δH,0(1 + v2

v2ch
). (7.2.69)

For a certain vehicle, the characteristic velocity vch is a fixed parameter with a given
front and rear cornering stiffness cαf and cαr and can, therefore, be considered as a
constant value for discussing the steering behavior. Introducing v2 = RPay for small
slip angles leads to the steering wheel angle

δH = δH,0

(
1 + RP

aY
v2ch

)
= iSl

RP
+ iS

l

v2ch
aY, (7.2.70)

and the front wheel steering angle with δf = δH/is

δf = l

RP
+ l

v2ch
aY = δA + l

v2ch
aY. (7.2.71)

The required steering wheel angle δH changes linearly with aY, respectively, v2. The
gradient of this relation is

dδH

daY
= δH,0RP

1

v2ch
= is l

v2ch
. (7.2.72)

If it is positive, the vehicle is called to have understeer behavior, because the steering
wheel angle has to be increased with the lateral acceleration or v2 to drive with
constant radius RP.

According to ISO8855 an understeer/oversteer gradient is defined as

dδ

daY
= dδ

daY
− dδD

daY
, (7.2.73)

where dδD/daY is theAckermann steer angle gradientwith δD = l/RP = δA.Hence,
the understeer/oversteer gradient or steer gradient follows for dδD/daY = 0 or for
RP = const. to

SG = dδ

daY
= l

v2ch
, (7.2.74)

and is, therefore, inverse proportional to the square of the characteristic velocity vch.
The steering gain expresses neutral-, under-, and oversteering as given in Table 7.4.

Figure 7.13 shows the driving conditions and the stable and unstable region for
the case of stationary cornering. Hence, vehicles show understeering behavior for
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Table 7.4 Driving conditions

Driving situation Characteristic velocity Steering gain

Neutralsteering v2ch → ±∞ Kst = Kst,0

Understeering v2ch > 0 Kst > Kst,0

v2ch > 0 and v2ch = v2 Kst = 2Kst,0

Indifferent v2ch = 0 Kst → ∞
Oversteering v2ch < 0 Kst < Kst,0

v2ch < 0 and v2 = −v2ch Kst = 0

Countersteering v2ch < 0 and v2 > −v2ch Kst < 0

v2ch > 0, oversteering for v2ch < 0, and countersteering for v2 > −v2ch. Comparing
the condition for countersteering with the stability condition v2 > −v2ch (7.2.56) for
the one-track model for any steering angle input, see Table 7.3, shows the same
result. Therefore, countersteering means a dynamic unstable driving situation.

With (7.2.73) the yaw rate gain (7.2.57) for the velocity v can also be expressed
by the steer gradient

ψ̇

δH
= 1

is

v

l + SG v2
. (7.2.75)

It is small for positive and large SG (understeering), large for negative SG and infinite
for SG = −l/v2, i.e. indifferent behavior. For SG < −l/v2 countersteering results.
Introducing (7.2.74) in (7.2.71) gives another equation for the front wheel angle

δf = δA + SGaY. (7.2.76)

The evaluation of the considered dynamic lateral models did not take into account
the dynamic behavior between δH(t) and δf(t) of the steering system. These models
are discussed in Chaps. 14 and 20.

7.2.6 Comparison withMeasurements

A comparison of the simulated and measured behavior for a one-track model is
depicted in Fig. 7.14 for a Volkswagen Golf IV and a slalom drive, Schorn (2007).
The parameters of the vehicle are summarized in Table 7.5. The used input variables
are the steering angle δH and the velocity v. Directly measured were ψ̇ and β. aY
was calculated from aY = v(β̇ + ψ̇).

The errors for the yaw rate and the lateral acceleration show small to medium
values, and are larger for the slip angle. The output signals are comparable to the
results with a two-track model in Fig. 7.18. In Chap. 12, it will be shown that, espe-
cially the slip angle can considerably better be determined by using state observers
and state-estimation methods.



7.2 Dynamic One-Track Models 171

slope in dependence
on

neutralsteering

oversteering

1

2

0

understeering

stable

unstable

countersteering

steering gain
ratio

v-vch

H,0

v ch
v

vch

1

H,0

H

Fig. 7.13 Steering gain ratio with areas of special steering behavior for stationary cornering with
constant radius, linear range

0 5 10 15 20 25

-0.1
-0.05

0

-0.15

0.05
0.1

0 5 10 15 20 25

time [s]

-1
-0.5

0
0.5

1

-10
-5
0
5

10

0 5 10 15 20 25

time [s]

Messung
Simulation

-5

0

5
0

10

20

0 5 10 15 20 25

0 5 10 15 20 25-0.03
-0.02

0.01
0

-0.01

0.02
0.03

0 5 10 15 20 25

0 5 10 15 20 25

0 5 10 15 20 25

-2
-1
0
1
2

-0.1
-0.05

0
0.05

0.1

ya
w

 ra
te

[r
ad

/s
]

er
ro

r y
aw

 
ra

te
 [r

ad
/s

]

er
ro

r s
lip

 
an

gl
e 

[r
ad

]
sl

ip
 a

ng
le

 
[r

ad
]

la
te

ra
l a

cc
el

e-
ra

tio
n 

[m
/s

²]
er

ro
r l

at
er

al
 

ac
ce

le
ra

tio
n 

[m
/s

²]

model

meas.
model

meas.meas.
model

st
ee

rin
g 

an
gl

e 
[r

ad
]

ve
lo

ci
ty

[m
/s

]

Fig.7.14 Measured and simulated variables for a linear one-track model of a Volkswagen Golf IV,
Schorn (2007)
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Table 7.5 Vehicle parameters of Volkswagen Golf IV (2000), Schorn (2007)

Symbol Value Unit

m
1505 kg

Jz
3700 kgm2

l
2.525 m

lf
0.975 m

lr
1.55 m

bf
1.51 m

br
1.49 m

cαr

120000 N/rad

cαf

100000 N/rad

is
16.5 –

vch

23.9 m/s

SG
4.4×10−3 rad s2/m

7.2.7 Wheel Slip Angle DifferenceModel

The force balance equation for the center of gravity in lateral direction (7.2.37)
with (7.2.8) yields with assumption of small steering angles δ and slip angles β for
stationary cornering with path radius RP

m
v2

RP
= FY,r + FY,f . (7.2.77)

For the lateral forces holds

FY,r = lf
l
m

v2

RP
; FY,f = lr

l
m

v2

RP
, (7.2.78)

and

FY,r = cαr αr ; FY,f = cαf αf . (7.2.79)

Hence

αr = m
v2

RPl

lf
cαr

; αf = m
v2

RPl

lr
cαf

, (7.2.80)
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Table 7.6 Driving conditions in dependence on the wheel slip angle difference

Driving situation Understeer gradient Wheel slip difference angle

Understeering SG > 0 αf − αr > 0

Neutral steering SG = 0 αf − αr = 0

Oversteering SG < 0 αf − αr < 0

Countersteering SG < 0 αf − αr < − l
RP

or
αf − αr < −δA

and

αf − αr = m
v2l

RP

(cαrlr − cαf lf)

cαf cαr l2
= l

RP

v2

v2ch
, (7.2.81)

or

�α = αf − αr = l

v2ch
aY = SG aY. (7.2.82)

For stationary cornering and constant steer gradient SG, the slip angle difference�α
is proportional to the lateral acceleration aY. Hence, this holds under the condition
that the characteristic velocity v2ch is constant, and therefore, cαr and cαf are constant;
see (7.2.52). The front wheel steering angle (7.2.76) can then also be described by

δf = l

RP
+ (αf − αr) = δA + �α. (7.2.83)

Hence, the steering angle at the front wheels is equal to the Ackermann angle δA
plus the difference �α of the front and rear wheel slip angle.

Using the above relations, the steering behavior can also be expressed by the
steer gradient and the slip angle difference; see Table 7.6. Hence, for understeering
holds αr < αf for oversteering αr > αf and for countersteering αr > αf + δA, i.e.
unstable behavior.

The lateral tire forces in the linear range can be expressed, see (5.2.5) and (7.2.18),
by

FYT = cαα = cα1 FZ α, (7.2.84)

or by

FYT = μYFZ, (7.2.85)

where μy is the side force coefficient or side friction coefficient of a tire (5.2.7). This
leads to

α =
(

μY

cα1

)
. (7.2.86)
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Fig. 7.15 Steering angle in
dependance on the lateral
acceleration, for driving with
constant curvature, with
linear and nonlinear range,
Schorn (2007) SG=0

understeering

oversteering

neutral

neutral

neutral

0

~4 m
s2
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SG<0

D
= D+SG aY

over-
s gie nret

a vY 2= /RP

.

linear range nonlinear
range

over-
steering

over-
steering
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steering

Both the coefficients are a property of the tire/road conditions. Hence, the slip dif-
ference angle can also be described by

�α = αf − αr =
(

μY

cα1

)
f
−
(

μY

cα1

)
r
. (7.2.87)

The dependence on the wheel load Fz vanishes. If cα1,r > cα1,f and μY,f = μY,r
then with �α > 0 the vehicle has understeering and for cα1,r < cα1,f oversteering
behavior.

The treated linear one-track model can be applied for lateral accelerations
aY < 4m/s2 on dry asphalt, Milliken and Milliken (1995). If the lateral acceler-
ation exceeds this value, the linear range is left. With increasing speed the vehicle
first stays understeering, thenmay become neutral steering and oversteering, as illus-
trated in Fig. 7.15. Oversteering vehicles show a corresponding behavior.

7.3 Dynamic Two-TrackModels

To model the dynamic behavior of a real vehicle in more detail, the acting forces
on all four wheels have to be considered. Figure 7.16 illustrates the geometrical
measures. This leads to a two-track model, which takes into account the main forces
and moments acting on the wheels and the vehicle body. Therefore, the translatory
behavior has to be described by Newton’s second law of momentum for masses
and the rotational behavior by the Euler’s equation for the angular momentum of
a gyroscope; see e.g. Zomotor and Reimpell (1991), Popp and Schiehlen (1993),
Ammon (1997), and Kiencke and Nielsen (2000). The following derivations leans
on Schorn (2007).
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Fig.7.16 Scheme of a vehicle with four wheels, two tracks, and geometric measures. a horizontal
motion. b vertical, pitch and roll motion, Schorn (2007), Bauer (2015)

7.3.1 General Two-TrackModel

The resulting forces for the translatory behavior follows with Newton’s second law
of momentum from

F = m

(
dv
dt

+ ω × v
)

, (7.3.1)

where m = mV is the mass of the vehicle.
The term dv/dt describes the acceleration of the center of gravity (CG) with the

vehicle-fixed axis system XV, YV, and ZV. The term ω × v models the centripetal
acceleration of a moved body in the space.

The motion variables are

vT = [vX vY vZ] ,

ω = [ϕ̇ θ̇, ψ̇
] (7.3.2)

and for the forces on the CG holds

FT = [FX FY FZ] . (7.3.3)

Then, (7.3.1) yields for the forces on the CG in three directions for the translatory
behavior

F =
⎡
⎣FXFY
FZ

⎤
⎦ =

⎡
⎣m 0 0
0 m 0
0 0 m

⎤
⎦
⎛
⎝
⎡
⎣v̇X

v̇Y
v̇Z

⎤
⎦+

⎡
⎣ θ̇vZ − ψ̇vY

ψ̇vX − ϕ̇vZ
ϕ̇vY − θ̇vX

⎤
⎦
⎞
⎠ . (7.3.4)
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The forces can be described by the body forces resulting from the tire forces, compare
Figs. 7.16 and 7.19

F =
⎡
⎣FX,fl + FX,fr + FX,rl + FX,rr − m0g sin(λ) − FXA − FxR

FY,fl + FY,fr + FY,rl + FY,rr − m0g sin(η) − FYA
FZ,fl + FZ,fr + FZ,rl + FZ,rr − m0g + (cA,f + cA,r)v

2
X,res

⎤
⎦ . (7.3.5)

Herewith, the road gradient angle (slope) in longitudinal and lateral direction is
described by λ and η. The air drag forces, the air velocities and the rolling resistance
force follow from (6.5.4) to (6.5.6).m0 is the body mass, and cA,f and cA,r are the lift
coefficients by the air flow with regard to the front and rear axle, Willumeit (2013).

The rotational behavior is covered by Euler’s equations for the angular momen-
tum

M = L̇ + (ωV × L, ) (7.3.6)

with the rotational impulse

L = JωV, (7.3.7)

where J is the inertia tensor and ωV the rotational vector of the vehicle.
This leads to

⎡
⎣JX 0 0

0 JY 0
0 0 JZ

⎤
⎦
⎡
⎣ϕ̈

θ̈

ψ̈

⎤
⎦ =

⎡
⎣MX
MY
MZ

⎤
⎦+

⎡
⎣ θ̇ψ̇(JY − JZ)

ψ̇ϕ̇(JZ − JX)

ϕ̇θ̇(JX − JY)

⎤
⎦ . (7.3.8)

JX, JY, and JZ are the moments of inertia and MX, MY, andMZ the moments
(torques) around the roll axis RA, the pitch axis PA, and the vertical axis through the
CG; see Fig. 7.16.

For these moments acting on the body holds

MX = (FZ,fl − FZ,fr)
bf
2

+ (FZ,rl − FZ,rr)
br
2

− (hCG − hRA)FY,CG,

MY = (FZ,rl + FZ,rr)lr − (FZ,fl + FZ,fr)lf + (hCG − hPA)FX,CG,

+ (hCG − hXA)FXA + (lrcA,r − lfcA,f)v
2
X,res,

MZ = (FX,fr − FX,fl)
bf
2

+ (FX,rr − FX,rl)
br
2

+ FY,fl(lf − ntfl)

+ FY,fr(lf − ntfr) − FY,rl(lr − ntrl) − FY,rr(lr − ntrr),

(7.3.9)

with the centrifugal forces on the CG

FX,CG = −maX ; FY,CG = −maY, (7.3.10)

causing pitch and roll motions. The pitch and roll rotations are around the pitch axis
PA and roll axis RA and can be calculated based on geometric relations; Halfmann
and Holzmann (2003). The roll axis is assumed to be in the vehicle center plane and
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Fig. 7.17 Overall signal flow block diagram for the two-track model of a vehicle, Schorn (2007)

the pitch axis parallel to the YV axis. The heights of turning points are hCG for the
CG, hRA and hPA for the roll and pitch axis; see Fig. 7.16. nt,fl... rr are the caster
offsets of the tires at ground and cA,f and cA,r the lift coefficients for the front and
rear axle.

Summarizing, the horizontal wheel forces on the body FX,fl... rr and FY,fl... rr in
longitudinal and lateral direction, the forces of the wheel and suspension FZ,fl... rr
in vertical direction and the resistance and gravity forces determine the translatory
motion of the vehicle CG according to (7.3.1)–(7.3.5). The rotational motion around
the CG, RA, and PA by the wheel and suspension forces and the longitudinal and
lateral acceleration follow (7.3.8) and (7.3.9). The forces acting on the “vehicle body”
are illustrated in the overall signal flow block diagram Fig. 7.17. Because the wheel
forces are the inputs for both equations (7.3.4) and (7.3.9) the translatory and the
rotational behaviors of the vehicle are coupled. The forces generated by the tires and
transferred to the vehicle body by the wheels and suspensions are considered in the
next sections.

The required forces FX,i = FXT,i and FY,i = FYT,i for i = f l, ..., rr from the
tires through the wheels to the body follow by applying the equations referenced in
Table 7.7, see also next sections. To solve the equation systems, partially iterative
solutions are required. Thus, the outputs of the block “tires/wheels” in Fig. 7.17 for
the two-track model can be determined.

By properly combining the models of this section with the models of the power
train, brake system and steering system, treated in Chaps. 6, 10, and 11 the overall
two-track model according to the structure of Fig. 7.17 can be compiled together.
The next sections treat nonlinear two-track models with yaw rate and lateral velocity
and with yaw rate and slip angle as output variables.

The vehicle dynamic models contain many parameters. Some of them, as the
geometrical quantities and masses can be obtained directly from construction data or
measurements. The parameters for the tire-road behavior are more difficult to gain.
Chapters 10, 11, and 12 illustrate in detail how many of the vehicle’s parameters can
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Table 7.7 Calculation of tire forces with i = f l, ... , rr for the two-track model

Symbol Variable Input
variables

Equations (a) Driving
condition
(b) output
variables

ωW,i Wheel velocity Md or Mb (5.5.12) (a) Longitudinal
acceleration or
braking

vX Vehicle velocity Meng or Mb (6.5.1), (6.6.1) (b) Determination
of wheel speeds
and velocity

SX,i Tire slip vX, ωW,i (5.1.1),
(5.1.2)

(a) Longitudinal
acceleration or
braking

μX,i Friction
coefficient

SX,i (5.1.3) (b) Determination
of tire forces for
longitudinal
direction

FXT,i Tire force μX,i , FZi (5.3.10)

cα,i Cornering
stiffness

μY , FZ,i (5.2.4) (a) Cornering
with acceleration
or braking

αi Side slip angle SY,i (5.2.2) (b) Determination
of tire forces in
lateral and
longitudinal
direction

SY,i Tire slip vX, ωW,i , αi (5.3.3)

Sres,i Resulting tire slip SX,i, SY,i (5.3.5)

FXT,i Tire force μres,i , FZ,i (5.3.8), (5.3.10)

FYT,i Tire force μres,i, FZ,i, cY (5.3.8), (5.3.10)

be obtained experimentally by applying parameter and state-estimation methods in
combination with one-track and two-track models.

The mass moments for inertia have to be calculated with compartment mass
models or determined by special experiments. Kiencke and Nielsen (2005) give for
middle class passenger cars following estimations

JX = mbi
2
X; JY = mbi

2
Y; JZ = mi2Z, (7.3.11)

where mb is the body mass (without unsprung suspension masses), m the complete
vehicle mass, and ij the radii of rotations, with

iX = 0.56... 0.65; iY = 1.13... 1.21,

iZ = 1.18...1.20 [m],
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Fig.7.18 Comparison of a simulated two-trackmodelwith themeasurements for a slalommaneuver
with a VW Golf IV, Schorn (2007)

dependent on loading.
Figure 7.18 shows as a first example a comparison of themeasured andwith a two-

track model simulated behavior for a slalom maneuver with some of the parameters
given in Table 7.5, Schorn (2007). The available on-board measurements with an
inertial measurement unit (IMU) mounted close to the CG were complemented by
an optical Correvit sensor, such that the slip angle and the side slip angle of the rear
wheels could be determined. The plots show that the results for ψ̇, ay, and θ show a
reasonable agreement and are comparable to those of the one-track model, Fig. 7.14,
but that the results for β and αr have to be improved with more precise parameters
and state estimation, as will be shown in Chaps. 11 and 12.
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Fig. 7.19 Scheme for the two-track model in the X-Y plane with acting forces, Bauer (2015)

7.3.2 SimplifiedTwo-TrackModel, Even Road Plane

(a) Yaw Rate/Velocity Representation
The general dynamic vehicle models (7.3.1)–(7.3.8) for the translatory and rotational
behavior take into account the speed along all three axes vX, vY, and vZ and the rota-
tions around the pitch axis, roll axis, and vertical axis ϕ̇, θ̇, and �̇. The corresponding
equations can be simplified if the pitch and roll motions are neglected and only the
motions in the horizontal X, Y level (ground level) are considered, Bauer (2015);
see Fig. 7.19.

Then it follows from (7.3.4), (7.3.5) and (7.3.8) with λX = 0; ηY = 0; nti = 0

v̇X = 1

m
[FX,fl + FX,fr + FX,rl + FX,rr − FXA − FXR] + ψ̇vY, (7.3.12)

v̇Y = 1

m
[FY,fl + FY,fr + FY,rl + FY,rr − FYA] − ψ̇vX, (7.3.13)

ψ̈ = 1

JZ
[(FX,fr − FX,fl

) bf
2

+ (FX,rr − FX,rl
) br
2

+ (FY,fl + FY,fr
)
lf

− (
FY,rl + FY,rr

)
lr]. (7.3.14)

The longitudinal and lateral forces FX,ij = FXW,ij and FY,ij = FYW,ij are the act-
ing forces from the wheels on the vehicle body. They are generated through the
longitudinal and lateral tire forces FXT,ij and FYT,ij.
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The calculation of the individual tire forces requires the individual tire slip values
due to Chap. 5. The necessary wheel velocities at the ground contact patch are

vT,ij = vij = [vX,ij vY,ij
]
. (7.3.15)

According to (5.1.3), the longitudinal tire forces in the direction of thewheel rotation,
i.e. in wheel coordinates, are

FXT,ij = μX,ij
(
SX,ij

)
FZ,ij, (7.3.16)

and the lateral tire forces perpendicular to the wheel rotation; see (5.2.3)

FYT,ij = cα,ij
(
FZ,ij

)
αij, (7.3.17)

assuming that both wheel forces can be determined separately. The calculation of
the tire slips SX,ij due to (5.1.1) and (5.1.2) and SY,ij due to (5.2.2), require the tire
velocities at the ground contact patch

vT,ij = vij

(
vXT,ij
vYT,ij

)
. (7.3.18)

They can be determined from the yaw rate ψ̇, the longitudinal and lateral velocities
of the CG vX and vY by; see Fig. 7.19

vT,fl =
[

vX − ψ̇bf/2
vY + ψ̇lf

]
, vT,fr =

[
vX + ψ̇bf/2
vY + ψ̇lf

]
,

vT,rl =
[

vX − ψ̇br/2
vY − ψ̇lr

]
, vT,rr =

[
vX + ψ̇br/2
vY − ψ̇lr

]
.

(7.3.19)

The wheel side slip angles follow according to (7.3.19)

αij = δij − arctan

(
vYT,ij

vXT,ij

)
with i ε [f,r] ; jε [l,r, ] (7.3.20)

and for the individual wheels with averaged steering angle at the front axle δf =
(δfl + δfr) /2 by inserting the components of (7.3.19) one obtains

αfl = δf − arctan

(
vY + lf ψ̇

vX − bf
2 ψ̇

)
, αfr = δf − arctan

(
vY + lf ψ̇

vX + bf
2 ψ̇

)
,

αrl = − arctan

(
vY − lrψ̇

vX − br
2 ψ̇

)
, αrr = − arctan

(
vY − lrψ̇

vX + br
2 ψ̇

)
.

(7.3.21)

The determination of the vertical forces FZ,ij of each wheel for the calculation of the
tire forces FXT,ij and FYT,ij can be obtained from a quasi-stationary cornering model
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according to Kiencke and Nielsen (2005) by using the accelerations of the CG as
inputs and neglecting roll and pitch dynamics, compare (6.5.48)–(6.5.51), but here
cornering to the left side

FZ,fl = m

(
lr
l
g − hCG

l
aX

)(
1

2
− hCG

bf

aY
g

)
,

FZ,fr = m

(
lr
l
g − hCG

l
aX

)(
1

2
+ hCG

bf

aY
g

)
,

FZ,rl = m

(
lf
l
g + hCG

l
aX

)(
1

2
− hCG

br

aY
g

)
,

FZ,rr = m

(
lf
l
g + hCG

l
aX

)(
1

2
+ hCG

br

aY
g

)
.

(7.3.22)

In this way, the individual longitudinal and lateral tire forces (7.3.16) and (7.3.17)
related to the wheel rotation

FT
T,ij = [FXT,ij FYT,ij,

]
(7.3.23)

are obtained. These forces in the wheel coordinates have to be transformed into the
longitudinal and lateral chassis (vehicle) coordinates

FT
ij = [FX,ij FY,ij;

]
(7.3.24)

see (4.1.6), (4.1.7), and Fig. 4.2b.
For a vehicle with front steering and averaged steering angle

δf = 1

2
(δfr + δfl) , (7.3.25)

it holds for the vehicle forces in dependence on the tire forces; see Figs. 7.19 and 7.4

FX = (FXT,fl + FXT,fr
)
cos δf − (FYT,fl + FYT,fr

)
sin δf + (FXT,rl + FXT,rr

)
.

(7.3.26)

FY = (FYT,fl + FYT,fr
)
cos δf + (FXT,fl + FXT,fr

)
sin δf + (FYT,rl + FYT,rr

)
.

(7.3.27)
The torque on the vehicle around the vertical axis follows

MZ = FY,f lf − FY,rlr + �FX,f
bf
2

− �FX,r
br
2

= [(FYT,fl + FYT,fr
)
cos δf + (FXT,fl + FXT,fr

)
sin δf

]
lf

− (FYT,rl + FYT,rr
)
lr

+ [(FXT,fr − FXT,fl
)
cos δf + (FYT,fr − FYT,fl

)
sin δf

] bf
2

+ [(FXT,rr − FXT,rl
)] br

2
.

(7.3.28)
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Fig.7.20 Scheme for the one-track model in the X-Y plane following from Fig. 7.19, Bauer (2015)

The corresponding equations for front and rearwheel steering are given in Sect. 7.3.3.
Based on the two-trackmodel (7.3.12)–(7.3.19) the one-track model follows if the

twowheels of one axle are replaced by one centeredwheel; see Fig. 7.20. The balance
equations for the forces and the torque then lead to (7.2.11)–(7.2.13). Assuming small
steering angles, using (7.1.1a) to replace β, introducing (7.2.8) to replace v2/RP,
and small angles δ and β, introducing (7.2.25)–(7.2.26) leads to the one-track model
(7.2.34), with the steering angle δf as input and β and ψ̇ as state variables.

Figure 7.21 illustrates the main signal flow of the treated two-track model for
the case that the longitudinal and lateral tire forces are determined separately from
each other, summarizing the calculations from (7.3.12) to (7.3.28). The inputs are
the measured values of αth, βb, and δf from the driver, measurements of the drive
dynamic sensors for aX, aY, and ψ̇ and the wheel angular velocities ωw. Outputs
are then the calculated variables v̇X, v̇Y and ψ̈. The forces from the tires and chassis
and other variables are summarized as vectors. The signal flow shows the generation
of the longitudinal tire forces FXT using the longitudinal slips SXT and longitudinal
friction coefficientsμXT. The lateral tire forces FYT are determined with the tire side
slip angles and cornering stiffnesses cα. The vertical forces FZT are calculated with
the measured acceleration aX and aY and are required to determine the longitudinal
and lateral tire forces FXT and FYT.

The rear wheel tire forces FXT and FYT are oriented to the wheel rotation (wheel
coordinates) and are then transformed into the longitudinal and lateral forces FX and
FY of the vehicle coordinate system which determine the vehicle motion, and thus
the accelerations v̇X and v̇Y and the yaw angle accelerations ψ̈. The integration of
these accelerations then delivers the vehicle state variables vX, vY, and ψ̇.

The signal flow shows that the outputs vX and vY, i.e. the determined velocities of
the center of gravity are required to determine the longitudinal slip SXT and side slip
angles of the wheels, and thus generate several feedback paths from the outputs to
the internal variables. This fact can be described as process-determined state variable
feedback influencing the dynamic overall behavior of the vehicle.
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A more detailed signal flow of the two-track model is depicted in Fig. 7.22. The
longitudinal slips and tire forces and the (small) side slip angles αij and lateral forces
FFT,ij are now inserted for four wheels, as well as the vertical forces FZT,ij.

The lateral tire forces in Fig. 7.22 are determined with the cornering stiffnesses
cα,ij which are valid for small side slip angles αij; see (5.2.3). For larger side slip
angles, however, it is more appropriate to operate with the lateral friction coefficients
μYT,ij; see (5.2.7) and (5.2.11). For these cases, Fig. 7.22 is changed to Fig. 7.23.

For combining steering and acceleration or braking with larger values for the
acceleration aX and aY in longitudinal and lateral direction the friction coefficients
μX and μY behave differently and depend on each other as described in Sect. 5.3.
It is then more realistic to calculate the longitudinal and lateral tire forces FXT and
FYT with friction coefficients, which take into account both slip values in form of
Sres, see (5.3.5), and determine the tire forces with (5.3.8).

An alternative is to use μX(SX, α) and μY(SX,α) if the tire characteristics as in
Fig. 5.14 are known. Compared to the separate determination of the tire forces with
μX and cα(FZT) the combined version uses μY instead of cα. Figure 7.24 shows the
corresponding signal flowwith vector symbols for the different variables as Fig. 7.21.

(b) Yaw Rate/Slip Angle Representation
The yaw rate/velocity representation of the simplified two-track model with motions
in the horizontal level was obtained with the force and torque balance equations
(7.3.12)–(7.3.14) of the center of gravity with tire forces in the longitudinal and
lateral direction of the vehicle. As the direction of the velocity vector v during
cornering is turned by the side slip angle β relative to the x-axis of the vehicle, the
equations can be modified in replacing the velocities vX and vY by

vX = v cosβ; vY = v sin β; (7.3.29)

see Fig. 7.3. For the acceleration of the CG follows from (7.3.4) with θ̇ = 0, ϕ̇ = 0
and aX = FX/m, aY = FY/m

aX = v̇X − ψ̇vY,

aY = v̇Y + ψ̇vX.
(7.3.30)

Using (7.3.29) to introduce v and β it follows

v̇X = v̇ cosβ − vβ̇ sin β,

v̇Y = v̇ sin β + vβ̇ cosβ.
(7.3.31)
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Introduction of (7.3.30) and (7.3.31) in (7.3.12)–(7.3.14) leads to

m(v̇ cosβ − vβ̇ sin β − ψ̇v sin β)

= FX,fl + FX,fr + FX,rl + FX,rr − FXA − FXR, (7.3.32)

m(v̇ sin β + vβ̇ cosβ + ψ̇v cosβ)

= FY,fl + FY,fr + FY,rl + FY,rr − FYA, (7.3.33)

JZψ̈ = (FX,fr − FX,fl)
bf
2

+ (FX,rr − FX,rl)
br
2

+ (FY,fl + FY,fr)lf − (FY,rl + FY,rr)lr. (7.3.34)

These equations are now solved for v̇, β̇, and ψ̈ with several calculation steps, see
Ackermann (2016) and Bechtloff (2018), resulting in

v̇ = 1

m

[
(FX,fl + FX,fr + FX,rl + FX,rr − FXA − FXR) cosβ

+(FY,fl + FY,fr + FY,rl + FY,rr − FYA) sin β
]
,

(7.3.35)

β̇ = (FY,fl + FY,fr + FY,rl − FY,rr − FYA) cosβ

mv

− (FX,fl + FX,fr + FX,rl + FX,rr − FXA − FXR) sin β

mv
− ψ̇,

(7.3.36)

ψ̈ = 1

JZ

[
(FY,fl + FY,fr)lf − (FY,rl + FY,rr)lr + (FX,rr − FX,rl)

br
2

+(FX,fr − FX,fl)
br
2

]
.

(7.3.37)

The longitudinal and lateral tire forces are now replaced by the forces in the tire
coordinates

FX,fl = FXT,fl cos δf + FYT,fl sin δf , FY,fl = −FYT,fr sin δf + FYT,fr cos δf ,

FX,fr = FXT,fr cos δf + FYT,fr sin δf , FY,fr = −FXT,fr sin δf + FYT,fr cos δf ,

FX,rl = FXT,rl, FY,rl = FYT,fl, FX,rr = FXT,rr, FY,rr = FYT,rr.

(7.3.38)
This leads to the two-track model

v̇ = 1

m

[
(FXT,fl + FXT,fr − FXA − FXR) cos(β − δf )

+ (FYT,fl + FYT,fr − FYA) sin(β − δf ) + (FXT,rl + FXT,rr − FXA − FXR) cosβ

+ (FYT,rl + FYT,rr − FYA) sin β
]
,

(7.3.39)
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β̇ = 1

mv

[
(FXT,fl + FXT,fr − FXA − FXR) sin(β − δ f )

+ (FYT,fl + FYT,fr − FYA) cos(β − δf ) + (FXT,rl + FXT,rr − FXA − FXR) sin β+
(FYT,rl + FYT,rr − FYA) cosβ

]− ψ̇,

(7.3.40)

ψ̈ = 1

JZ

[
lf (FYT,fl cos δf + FYT,fr cos δf + FXT,fl sin δ f + FXT,fr sin δf )

− lr(FYT,rl + FYT,rr) + bf
2

(
FXT,fr cos δf + FYT,fr sin δf − FXT,fl cos δ f

−FYT,fl sin δf
)+ br

2
(FXT,rr − FXT,rl) ]

(7.3.41)

Figure 7.25 depicts a signal flow diagram based on (7.3.35)–(7.3.37) and (7.3.38).
The tire forces are determined by using appropriate tire models treated in Chap. 5.
The longitudinal forces FXT,ij may additionally take into account forces frombraking
or acceleration; see also Table 7.7. The signal flow in Fig. 7.25 shows, that the part
for the vehicle model is strongly interrelated with regard to the outputs v and β.
Hence, the signal flow of the yaw rate/velocity representation of Fig. 7.22 is more
straight forward.

Summarizing, the simplified two-track model in the yaw rate/slip representation
for the motions in the horizontal X, Y level according to Fig. 7.19 describes the
vehicle motion with (7.3.39)–(7.3.41) with the output

ẋ = [v̇ β̇ ψ̈
]T

,

and the state variable vector

x = [v β ψ̇
]T

. (7.3.42)

This state variable representation then corresponds to theone-trackmodel (7.2.34),
however, with variable velocity vX

7.3.3 Two-TrackModel with Road Gradients, Front and RearWheel
Steering

(a) Yaw Rate/Velocity Representation
Based on the equations for the translatory behavior (7.3.4) and (7.3.5) for the accel-
eration one obtains, Bechtloff (2018), now with longitudinal road gradient λ and
lateral road gradient η; see Figs. 7.26 and 7.27

v̇X = FX
m

− ωYvZ + ωZvY + g sin λ, (7.3.43)

v̇Y = FY
m

+ ωXvZ − ωZvX + g cosλ sinϕ, (7.3.44)

v̇Z = FZ
m

− ωXvY + ωYvX − g cos η cosλ, (7.3.45)
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v   0Z v   0Z
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λ

Fig. 7.26 Vehicle-fixed coordinate system for longitudinal road gradient, Bechtloff (2018)

center of
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Fig. 7.27 Vehicle-fixed coordinate system for lateral road gradient (banked corner), stationary
driving, right curvature, negative lateral acceleration, Bechtloff (2018). Coordinates according to
ISO 8855 (2013)

ωX = ϕ̇, ωY = θ̇, ωZ = ψ̇ are the angular velocities around the vehicle-fixed axis
according to ISO 8855 (2013). FX, FY and FZ are the sums of all forces acting on
the body; see (7.3.5).

Assuming small vertical velocities vZ ≈ 0 and v̇Z ≈ 0 these equations simplify
to

v̇X = FX
m

+ ψ̇ZvY + g sin λ, (7.3.46)

v̇Y = FY
m

− ψ̇ − g cos η cosλ. (7.3.47)

For the longitudinal force follows, taking into account a front steering angle δf and
a rear steering angle δr; see Fig. 7.28, and δfl = δfr = δf

FX = (FXT,fl + FXT,fr) cos δf − (FYT,fl + FYT,fr) sin δf

+ (FXT,rl + FXT,rr) cos δr − (FYT,rl + FYT,rr) sin δr

− FXA − FXR.

(7.3.48)

The lateral force becomes with roll angle ϕ

FY = cosϕ
[
(FYT,fl + FYT,fr) cos δf + (FXT,fl + FXT,fr) sin δf

+(FYT,rl + FYT,rr) cos δr + (FXT,rl + FXT,rr) sin δr
]

+ mg sinϕ.

(7.3.49)
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The rotational behavior around the vertical axis results from the last row of (7.3.8)

ψ̈ = 1

JZ
(MZ + ϕ̇θ̇(JX − JY)). (7.3.50)

The torque around the vertical axis follows from (7.3.9) to

MZ = [(FYT,fl + FYT,fr) cos δf + (FXT,fl + FXT,fr) sin δf
]
lf

− [(FYT,rl + FYT,rr) cos δr + (FXT,rl + FXT,rr) sin δr
]
lr

+ [(FXT,fr − FXT,fl) cos δf − (FXT,fr − FXT,fl) sin δf
] bf
2

+ [(FXT,rr − FXT,rl) cos δr − (FXT,rr − FXT,rl) sin δr
] br
2

.

(7.3.51)

Bechtloff (2018) has shown with experimental drives on a banked corner of 30◦, that
the gyroscopic term in (7.3.50) can be neglected, such that is holds for the yaw angle
velocity

ψ̈ = 1

JZ
MZ. (7.3.52)

The determination of the lateral tire forces results with the slip angles αij from
(7.3.17).

The longitudinal and lateral tire forces are determined with the slip values (5.1.1),
(5.1.2), (5.2.2) and are calculated from the angular wheel velocities and the ground
speed, see also Bechtloff (2018), for the corrections with the steering angles.

Summarizing, the two-track model with road gradients, front and rear wheel
steering in the yaw rate/velocity representation is described by (7.3.46)–(7.3.52) and
determines the state variables longitudinal velocity, lateral velocity, and yaw rate

x = [vX vY ψ̇
]T

. (7.3.53)

7.3.4 Nonlinear One-TrackModel with Road Gradients

The equations of the two-track model can be used to derive a one-track model which
takes into account the road gradient angles in longitudinal and lateral direction, λ
and η, front and rear wheel steering, and gyroscopic effects, Bechtloff (2018).

(a) Yaw Rate/Velocity Representation
With the assumption of small vertical velocities vZ ≈ 0 and v̇Z ≈ 0 Eq. (7.3.4) leads
to the force balances for the CG

v̇X = 1

m
(FX − FXA − FXR) + ψ̇ZvY + g sin λ, (7.3.54)

v̇Y = 1

m
(FY − FYA) − ψ̇ZvX − g cosλ sin η, (7.3.55)
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where ψ̇ is the rotational velocity around the vertical body axis, compare Figs. 7.26
and 7.27. The four wheel forces of Fig. 7.28 are replaced by two axle forces (one-
track); see Fig. 7.29

FXT,f = FXT,fl + FXT,fr; FXT,r = FXT,rl + FXT,rr, (7.3.56)

FYT,f = FYT,fl + FYT,fr; FYT,r = FYT,rl + FYT,rr, (7.3.57)

and therefore

FXT = FXT,f + FXT,r,

FYT = FYT,f + FYT,r.
(7.3.58)

Analogue to (7.3.48) it follows for the longitudinal forces

FX = FXT,f cos δf − FYT,f sin δf + FXT,r cos δr

− FYT,r sin δr − FXA − FXR,
(7.3.59)

and corresponding to (7.3.49) for the lateral forces

FY = FY,f + FY,r + mg sinϕ

= (FYT,f cos δf + FXT,f sin δf
)
cosϕ

+ (FYT,r cos δr + FXT,r sin δr
)
cosϕ + mg sinϕ,

(7.3.60)

for the rotational behavior around the vertical axis (7.3.52) is valid. This leads to

ψ̈ = 1

JZ
MZ = 1

JZ

(
FYT,f lf − FYT,r, lr

)+ MZ,ESC. (7.3.61)

The term MZ,ESC becomes active if for ESC wheel brake interventions are activated.
Then it holds

MZ,ESC = (FXT,fr − FXT,fl
) bf
2

+ (FXT,rr − FXT,rl
) bf
2

, (7.3.62)

with FXT,ij as longitudinal tire forces by individual braking; see Sects. 6.7 and 7.2.
The side slip angles have now be taken for the centered wheels of each axis; see

Fig. 7.29

αf = δf − arctan

(
vY + lf ψ̇

vX

)
, (7.3.63)

αr = δr − arctan

(
vY − lf ψ̇

vX

)
. (7.3.64)



7.3 Dynamic Two-Track Models 195

FX riA, R+ F
CG

aX m

aY m

vY

v

vX

Z JZ

FXT,rr

FYT,rr

rr

vrr

rr

FXT,rl

FYT,rl

rl

vrl

rl

FXT,fl

FYT,fl

fl
vfl

fl

FXT,fr

FYT,fr

fr
vfr

fr

Fig. 7.28 Scheme for the two-track model in the X-Y plane with front and rear wheel steering,
Bechtloff (2018)
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Bechtloff (2018)



196 7 Lateral Vehicle Behavior

The tire slip values of the front and rear wheels are replaced by a weighted average

SX,f = SX,flFZ,fl + SX,frFZ,fr

FZ,fl + FZ,fr
, (7.3.65)

SX,r = SX,rlFZ,rl + SX,rrFZ,rr

FZ,rl + FZ,rr
, (7.3.66)

with the quasi-stationary vertical tire forces according to (7.3.22).
The vertical forces of the axles for a longitudinal acceleration aX can be simplified

and follow from (7.3.22) with aY = 0

FZ,f = m

l
(lr g − hCG ax),

FZ,r = m

l
(lf g + hCG ax).

(7.3.67)

Hence, the nonlinear one-track model with road gradients consists in the yaw
rate/velocity representation by the determination of the state vector

x = [vX vY ψ̇]T, (7.3.68)

and use of (7.3.54) and (7.3.55) with the tire forces (7.3.58), (7.3.59), and (7.3.60).
The vertical forces FZ,ij from the body to the wheels have beenmodeled for quasi-

stationary behavior. In reality the dynamics of the suspensions have to be taken into
account; see Chap. 8. Simplified models of passive suspensions are described in
Sect 8.2.

Hence, this extended one-track model operates with all four tire forces FXT,ij
and FYT,ij summarizing them to axle tire forces FXT and FYT (7.3.58)–(7.3.60) with
simplified vertical forces (7.3.67) for the determination of the longitudinal and lateral
acceleration v̇X and v̇Y (7.3.54) and (7.3.55).

Compared to the one-track model in Sect. 7.2.1, the determination of the yaw
angle acceleration ψ̈ uses the tire forces FXT,ij and FYT,ij of all four wheels and not
only those of two centered wheels. This allows then the addition of wheel individual
torques MZ,ESC,ij from ESC interventions.

The signal flow is similar to Fig. 7.22, however, with summarized tire forces for
one axis and neglecting of differences of left and right tire forces �FX,f and �FX,r
for the determination of ψ̈.

(b) Yaw Rate/Slip Angle Representation
The longitudinal and lateral velocity of the CG can be expressed by the ground
velocity v and the slip angle

vX = v cosβ; vY = v sin β. (7.3.69)
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Their derivatives are

v̇X = −v sin β̇ + v̇ cosβ,

v̇Y = −v cos β̇ + v̇ sin β.
(7.3.70)

Introducing these terms in (7.3.39) and (7.3.40) leads after some calculation steps

v̇ =
(
FX
m

+ g sin λ

)
cosβ +

(
FY
m

− g cosλ sin η

)
sin β

β̇ =
(
FY
m

− g cosλ · sin η

)
1

v
cosβ −

(
FX
m

+ g sin λ

)
1

v
sin β − ψ̇

ω̇Z = 1

JZ
MZ;

(7.3.71)

see the derivation in Bechtloff (2018). FX and FY follow from (7.3.26) and (7.3.27).
The nonlinear one-track model with road gradients can then be described by the state
vector

x = [v β ψ̇
]T

. (7.3.72)

Experimental results with lateral dynamic models are illustrated in Chap. 12.

7.3.5 Comparison of Different Lateral Vehicle Models

In order to compare some lateral vehicle models by simulations following models
have been used, Hoffmann (2018)

(A) Two-track model (7.3.12)–(7.3.28) (yaw rate / velocity representation),
(B) Linear one-track model (7.2.34),
(C) Nonlinear one-track model (7.3.54)–(7.3.68) (yaw rate / velocity representation

for even road, λ = 0, μ = 0).

The calculation of the tire forces FXT,ij and FYT,ij was performed with the nonlinear
slip based models (5.2.13) and combined longitudinal and lateral slip (5.3.1)–(5.3.8)
and (5.3.18). The applied vehicle parameters are given in Table 7.8. The simulation
results are shown for a step function of δH = 60◦ with dδH/dt = 200 ◦/s and a
velocity of v = 75 km/h, such that a required lateral acceleration of aY = 4m/s2 is
reached, according to ISO 7401 (2011)

To obtain reference values for the simulations the commercial multi-body simu-
lation tool ASM (dSPACE automotive simulation) was used.
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Fig. 7.30 Simulated transient responses of different lateral vehicle models for a step input of the
steering angle, v = 75 km/h. The right hand side shows a zoom

Figure 7.30 depicts the transient responses. All signal courses show overshoots.
The best agreement with the reference is obtained for the two-track model and the
nonlinear one-track model. Larger differences shows the linear one-track model.
However, the overall behavior is relatively good for all models, with time averaged
deviations for the slip angle β of 2.4◦ for A, −11, 5◦ for B, and −10.5◦ for C.

Further simulations have been made for parameter variations. Then only one
parameter was changed and the others are not changed, i.e. are the nominal values.
Figure 7.31 shows the influence of the cornering stiffness cα,f of the front wheel(s).
An increase of cα,f increases the gain of the yaw rate ψ̇ and also increases the gain
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Fig. 7.31 Simulated transient responses of the yaw rate ψ̇ and the slip angle β for different lateral
vehicle models and changes of the lateral cornering stiffness cα,f

of the slip angle β, i.e. the vehicle becomes more agile. The changes of the linear
one-track model are larger than for the other two models.

The influence of the cornering stiffness cα,r of the rear wheel(s) is illustrated in
Fig. 7.32. An increase of cα,r reduces slightly the yaw rate gain and the slip angle
gain, i.e. shows opposite behavior as cα,f . However, a reduction of cα,r results in
a significantly larger effect in the other direction and leads for the linear one-track
model even tomonotonic unstable behavior. The effect of the changes of cα,r is larger
for the linear one-track model compared to the other two models.

Figure 7.33 depicts the influence of the vehicle velocity v on the transient functions
for the linear one-track model. According to (7.2.57) and (7.2.59), the gain increases
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Fig. 7.32 Simulated transient responses of the yaw rate ψ̇ and the slip angle β for different lateral
vehicle models and changes of the lateral cornering stiffness cα,r

with v for the yaw rate, the lateral acceleration, and the slip angle. The overshoot of
the yaw rate increases for larger velocities.

These simulations show that the influence of parameter changes is larger for the
linear one-track model than for the nonlinear one-track and the two-track model.
The sensitivity to not exactly known parameters is smaller for the two-track model
and larger for the nonlinear one-track model, especially for the rear wheel cornering
stiffness.
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Fig.7.33 Simulated transient responses with the linear one-track model for different vehicle veloc-
ities, v = 75 km/h

7.3.6 Effect of Parameter Variations on the Lateral Behavior

To show the effects of parameter and state variable changes on the drive dynamic
behavior, some simulations with two-track models are illustrated. The results are
based on adaptive two-track models, which adapt the theoretical two-track model
by a serially coupled local linear neuronal net model (LOLIMOT) to the measured
behavior of the real vehicle, Holzmann (2001), Halfmann (2001), Halfmann and
Holzmann (2003). Some data of the investigated front driven car, are: m = 1265 kg
(empty), l = 2.6m.

The amplitude of the frequency response in the range of 1.3–1.6Hz of the yaw
rate behavior increases with the velocity, whereas the phase angle increases mainly
for higher frequencies, Fig. 7.34. The transient functions in Fig. 7.35 for step inputs
of the steering angle show for higher velocity vX > 40 km/h an increasing overshoot
of the yaw rate, an increasing lateral acceleration and higher roll angles with larger
oscillations.
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Fig. 7.34 Frequency response for the yaw rate ψ̇ for sinusoidal excitation of steering wheel angle
with amplitude δH0= 60◦ and velocities vx = 40, 60, 80, and 100km/h (simulations)

Table 7.8 Vehicle parameters used for simulation, higher class passenger car

Symbol Value Unit Description

cαf 98063 [N/rad] Cornering stiffness at
front wheel

cαr 106624 [N/rad] Cornering stiffness at
rear wheel

lf
1.42 [m] Distance CG - front

axle

lr
1.55 [m] Distance CG - rear

axle

m
2036 [kg] Vehicle mass

JZ
3417 [kg m2] Moment of inertia

vertical axis

JX
680 [kg m2] Moment of inertia

longitudinal axis

JY
2100 [kg m2] Moment of inertia

lateral axis

vch

61 [km/h] Characteristic velocity
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Fig. 7.36 Frequency response of the yaw rate ψ̇ for sinusodial changes of the steering wheel with
amplitude δH0 = 60◦ and changes of vehicle mass (simulations)

To illustrate the effect of an increase of the loadmass (laden state), the simulations
assumed following cases: (a) only driver, (b) driver and 1 person (front seat), (c)
driver and 3 persons, (d) driver, 3 persons, and loaded trunk until permissible loaded
weight. Figure 7.36 indicates that the resonance peak increases about 8%, but that
the resonance frequency and phase hardly change. The effects are more visible in
the transient functions, Fig. 7.37. With increasing laden weight the yaw rate, lateral
acceleration and roll angle present stronger but damped oscillations until 4 persons.
However, with additional 150 kg baggage in the trunk until maximal allowed weight
the oscillation increases significantly and have a low damping for the yaw rate and
lateral acceleration. The roll angle illustrates for this vehicle a very strong oscillation
with low damping.

These simulations for a compact car indicate that the lateral behavior variesmainly
with increasing velocity, increasing load mass, and mass distribution.
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8VerticalVehicle Behavior

The vertical behavior of driving cars is mainly determined by the suspension systems
of the individual wheel’s respective axles and the road roughness. The suspension
systems characterize the driving comfort of the passengers and have a significant
influence on driving safety. Therefore, firstly, a measure for driving comfort is con-
sidered, which is followed by a description of suspension components and mathe-
matical models of passive suspensions which are also required for lateral two-track
models, rolling and pitching behavior. Active suspensions are treated in Chap. 15.

8.1 Vehicle Suspensions

8.1.1 Driving Comfort and Safety

The vehicle suspension system carries the vehicle-body and transmits the forces
between body and road. Therefore, the suspension system is responsible for the
ride quality and influences considerably the drive stability; Reimpell et al. (2001),
Heissing and Ersoy (2011). The task of the spring is to carry the body mass and to
isolate the body from road disturbances. The damper contributes to both drive safety
and drive quality. Its task is the damping of body and wheel oscillations. A non-
bouncing wheel is the condition for transferring road-contact forces. Considering
the vertical dynamics and taking into account the vehicle’s symmetry, a suspension
can in a first step be reduced to the so-called quarter-car model as shown in Fig. 8.1.
In its simplest form, the suspension system consists of the spring and the damper.
A single spring models the tire. Modeling the tire damping is usually negligible.
This basic model satisfies the most common simulation and control applications;
Bußhardt (1995).
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Fig. 8.1 One-dimensional
vertical suspension
representation—the
quarter-car model mB
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Driving safety is the result of a harmonious suspension design in terms of wheel
suspension, springing, steering, and braking, and is reflected in optimum vehicle
dynamics. In order to describe driving comfort and safety mathematically, quantita-
tive values are introduced. The acceleration of the body z̈B is an obvious quantity
for the motion and vibration of the car body, and therefore, the passengers comfort.
Thus, the effective value of the normalized body acceleration for a quarter-car model
is chosen as a measure for comfort

z̈B,rel,eff =
√

1

T

∫ T

t=0

(
z̈B
g

)2

dt . (8.1.1)

As the dynamic vertical force at tire FZT(t) determines the road-contact changes of
the forces between tire and road, it is a quantity for the safety. Therefore, the effective
value of the normalized dynamic tire force is applied as measure for safety

FZTdyn,eff =
√

1

T

∫ T

t=0

(
FZTdyn
FZTstat

)2

dt . (8.1.2)

The momentum balances for the body mass part and the wheel mass of the car
suspension assuming a linear behavior are

mB z̈B = cB (zW − zB) + dB (żW − żB) − FB, (8.1.3)

mW z̈W = cW (zT − zW) − cB (zW − zB) − dB (żW − żB) . (8.1.4)

For more details; see Sect. 8.2.
This leads to an overall model of 4th order. Based on these simplified equations,

Figs. 8.2 and 8.3 show the magnitudes of different frequency responses for a suspen-
sion with parameters as in Table8.1 and changes of the parameters dB and cB.

The effects on the body acceleration and dynamic vertical tire forces are summa-
rized for wheel side excitation in Table8.2 and for body side excitation in Table8.3.
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Fig.8.2 Linear suspension model and frequency response magnitudes of relative body acceleration
(comfort) z̈B,rel = z̈B/g, Bußhardt (1995). a wheel side excitation zT(t) = 1cm sin(2π f t); b body
side excitation FB(t) = 500N sin(2π f t); c, d variation of damping coefficient dB; e, f variation of
spring stiffness cB

Table 8.1 Parameters of a quarter-car suspension; see Mitschke (1984), Bußhardt (1995)

Body mass mB 256 kg

Wheel mass mW 31 kg

Body spring stiffness cB 20.2 kN/m

Body damper coefficient dB 1140 Ns/m

Tire stiffness cW 128 kN/m
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Fig.8.3 Linear suspension model and frequency response magnitudes of relative dynamic vertical
tire forces FZT,dyn,rel = FZT,dyn/FZT,stat (safety) Bußhardt (1995). a wheel side excitation zT(t) =
3 cm sin(2π f t); b body side excitation FB(t) = 500 N sin(2π f t); c, d variation of damping
coefficient dB; e, f variation of spring stiffness cB

It can be seen for changes of the damping coefficient +ΔdB and wheel side exci-
tation improvements for low and high frequencies lead to a deterioration at middle
frequencies. These results show that the effect of changes of suspension parameters
depends on the frequency range of excitation. Further, improvement in one frequency
range is combined with a deterioration in another frequency range (like for +ΔdB).
Hence, the adaption of suspension parameters should be made in dependance on the
excitation frequencies, which is for a given road and wheel side excitation a function
of the vehicle velocity.
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Table 8.2 Changes of frequency responsemagnitude forwheel side excitation.++ strong increase;
+ increase; −− strong decrease; − decrease; 0 no change

Frequency Body acceleration Dynamic tire forces

Range +ΔdB +ΔcB +ΔdB +ΔcB

low 1−3 Hz – + – ++
medium 3−1 Hz ++ + ++ +
high 10−15 Hz - 0 – 0

Table 8.3 Changes of frequency response magnitude for body side excitation.++ strong increase;
+ increase; −− strong decrease; − decrease; 0 no change

Frequency Body acceleration Dynamic tire forces

Range +ΔdB +ΔcB +ΔdB +ΔcB

low 1−3 Hz – ++ – ++
medium 3−1 Hz 0 0 + +
high 10−15 Hz 0 0 + 0

However, normal uneven roads generate according to a velocity dependent power
spectral density a distribution of frequencies within a range of about 1−30Hz, such
that many frequencies of the suspension frequency response are excited simultane-
ously. Humans are especially sensitive within 4–8Hz, Heissing and Ersoy (2011).
In general, one can state the following requirements for the design of suspensions.

In order to improve the ride quality, it is important to isolate the body, also called
sprung mass, from the road disturbances and to decrease the resonance peak of the
sprung mass near 1−2Hz, which is known to be a sensitive frequency to the human
body. A further goal is to keep the tire in contact with the road surface, and therefore,
to decrease the resonance peak near 10Hz, which is the resonance frequency of the
wheel, i.e. the unsprung mass. For a given suspension spring, a better isolation of the
sprungmass from road disturbances can be achievedwith a soft damping by allowing
a larger suspension deflection. However, a better road contact can be achieved with a
strong damping preventing unnecessary suspension deflections. Therefore, the ride
quality and the drive safety are two conflicting criteria. Figure8.4 illustrates this
conflict, showing the variation of drive safety and comfort with the changing vehicle
parameters bodymass, stiffness, and damping in the “conflict diagram”. This diagram
presents the vehicle’s properties as a point in the z̈B − FZdyn diagram.

The fixed setting of a passive suspension system is a compromise between comfort
and safety for any given input set of road conditions. An adaptation to changing road
and load conditions can be reachedwith semi-active and active suspensions, as treated
in Chap. 15.
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Fig. 8.4 Influence of vehicle
parameters, quarter-car
simulations for a given road
profile, Bußhardt (1995)
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8.1.2 Suspension Components

The basic principles of suspension systems are presented briefly, in order to give
insight in the function and the related restrictions for the application.

(a) Automotive Spring Elements
In the field of passenger vehicles, four main types of spring elements are used;
conventional steel springs in form of coil springs, torsion bars, air springs, and hydro
pneumatic suspensions; see Fig. 8.5.

Coil springs are simple springs without self-damping. On account on their sim-
plicity, they have lowweight and aremaintenance-free.Only limited space is required
and dampers can be mounted within the spring. Their characteristic is linear, but can
also be designed progressively. Torsion bars are made of round bar stock or flat steel.
They are wear and maintenance-free. Air springs provide a high driving comfort and
enable load-leveling. It is the only spring concept, where the natural frequency of
the body remains constant under load, but the force characteristics are nonlinear due
to the gas properties. The springing air volume is captured in roll or toroid bellows.
Therefore, the wheel travel must be defined by separate mechanical guidance sys-
tems. In the case of hydro-pneumatic suspensions, a gas volume in an accumulator
determines the response characteristics. The fluid compresses the gas according to
thewheel load. The connection between the spring strut and the accumulator contains
additional valves for the control of the damping function. The performance curves
are nonlinear due to the gas properties. This system is favored by Citroën.

(b) Automotive Dampers
Basically, one distinguishes single-tube and twin-tube shock absorbers; Fig. 8.6.

In the case of single-tube shock absorbers, a sliding separating-piston and gas
cushion form the gas-pressure damper. Its advantage is the fact that it is easy to tailor
to specific applications, as the large piston diameter allows low working pressures
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Fig.8.5 Spring systems: Steel spring, torsion bar, air spring, hydro pneumatic spring according to
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Fig. 8.6 Schematic of a single-tube and twin-tube absorber according to Robert Bosch GmbH
(2011). a Single-tube absorber; b twin-tube absorber
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and sufficient space for valves and passages. Further advantages are that the heat is
dissipated directly via the outer tube and that the shock absorber can be installed
in any position. Whereas the disadvantages are the length and the sensitivity of the
outer tube to damages from stone throw, etc., as it acts as guide cylinder for the
piston. Also, the piston-rod seal is subjected to the damping pressure. Twin-tube
shock absorbers are available as atmospheric or low-pressure twin-tube type. The
advantages are firstly insensitivity to external damage, so supplementary mechanical
measures can be taken at the outer tube in restricted bodywork areas. Secondly, this
shock absorber type is short, as the balance chamber is next to the working cylinder.
Disadvantages include the sensitivity to overloading which results in damping ceases
and restricted installation positions. The damping characteristics are the result of the
cumulative function of orifice damping and of the spring-loaded valves, which closes
the passage. The spring responds to pressure by increasing the free aperture of the
outlet orifice. The piston bore and spring can be specifically tailored to provide
linear to mildly digressive damping curves. The compression forces are frequently
only 30... 50% of those for the rebound mode, Robert Bosch GmbH (2011), i.e. if
damper is moving out. The reason is that the absorber forces in the rebound stage
are higher as in the compression stage.

(c) Adjustable Dampers
The simplest adaptive dampers are manually adjustable dampers. The aim is the
adaptation of the damping to various long distance driving situations with varying
loads or road windings (e.g. holiday trip, mountain courses). The most common
adjustment method is the twisting of the piston or the piston shell resulting in a
change of the throttle’s properties. The so-called load dependent damping variation
is based on the alteration of the deflection in case of body mass changes. This effect
is used to vary the damping coefficient in order to achieve a nearly constant body-
damping ratio. In the case of load-leveling systems, the static deflection does not
change. In this case, the increased pressure of the leveling air spring or hydraulic
system can be used as manipulation variable for damper adjustment. This pressure
directs a control valve through a barometric cell changing the damping. For the sake
of completeness, the deflection-dependent dampers are mentioned. These variable
dampers increase their damping ratio for deflections near the limit stops. This aims
at a soft stop at the limits of the deflection and lead to a dissipation of the energy
in contrast to steel spring stops. Thus, this system is not an adaptive systems in the
sense of an adaptation to driving situations and excitations, as treated in Chap. 15.

8.2 Passive SuspensionModels

Physical models for the investigation of the vertical dynamics of suspension systems
are most commonly built on the quarter car. Greater accuracy is achieved by exten-
sions to a half car, e.g. Krtolica and Hrovat (1990) or full car, e.g. Weispfenning
(1996). This aims to describe correctly the roll and pitch motion of the car and the
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connected inertia forces; see Chap. 9. The stabilizers also can be involved in the
modeling. In addition, the lever arm of the wishbones and the related forces can be
considered, Streiter (1996).

In the following, suspensions models are considered. A schematic of the suspen-
sion is shown in Fig. 8.7. The sprung and unsprung mass displacements are zB and
zW, respectively. The damper generates the force FD and the spring generates the
force FS. The dynamic tire load is FZdyn. FC describes the friction of the damper
and Fst the stabilizer force. Body mass mB, tire stiffness cW, and damping coeffi-
cient dB are commonly not constant. Apart from semi-active changes of spring and
damper, the wheel mass mW and the body spring coefficient cB can be considered to
be constant.

8.2.1 Linear SuspensionModel

The force balance of the corresponding body is described by

mBν z̈B(t) = FS(t) + FD(t) + FC(t) + FSt,˚(t) − FBν(t),

ν = fl, fr, rl, rr
(8.2.1)

and the force balance of one wheel by

mW z̈W(t) = FZdyn(t) − FS(t) − FC(t) − FD(t). (8.2.2)

The vertical force for the suspension ν in the steady state

FBν = F̄ZBν = mBνg, (8.2.3)

is the weight of the corresponding body mass, e.g.

mBν = mB (l˚/l) /2. (8.2.4)
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Assuming a linear behavior and neglecting dry friction in the damper and bearings,
the spring, damper, and stabilizer contribute with the following forces; compare
Fig. 8.1

FS = cB (zW − zB) ,

FD = dB (żW − żB) ,

FSt,r = cSt ((zW − zB)l − (zW − zB)r) ,

FSt,l = cSt ((zW − zB)r − (zW − zB)l) ,

(8.2.5)

with the spring stiffness cB, damper coefficient dB, and stabilizer stiffness cSt; see
Sect. 9.1.

The dynamic behavior of the body follows from (8.2.1) by inserting the forces
(8.2.5) and neglecting stabilizer forces, FSt,˚ = 0, and the dry damper friction

mBν z̈B(t) = cB((zW(t) − zB(t)) + dB((żW(t) − żB(t)) − mBνg. (8.2.6)

For the steady-state follows

FBν = cB (z̄W − z̄B)ν = mBνg, (8.2.7)

and for small changes around the steady state

zB(t) = z̄B + ΔzB(t); zW(t) = z̄W + ΔzW(t)

ż(t) = dΔz(t)/dt,
(8.2.8)

one obtains, after using (8.2.7)

mBν z̈B(t) + dB żB(t) + cB(t)ΔzB(t) = cBΔzW(t) + dB żW(t). (8.2.9)

This second order differential equation describes the body motionΔzB(t) after exci-
tation from the wheel motion ΔzW(t) of a suspension ν.

The dynamic behavior of one wheel results from (8.2.2) after inserting the forces
(8.2.5) and without stabilizer forces

mW z̈W(t) = cW (zT(t) − zW(t)) − cB(t) (zW(t) − zB(t))

− dB (żW(t) − żB(t)) ,
(8.2.10)

where cW is the tire stiffness, neglecting (small) tire damping. For the steady-state
follows

cW (z̄T − z̄W) = cB (z̄W − z̄B) = F̄ZT = F̄ZB = mBνg. (8.2.11)

Hence, the vertical tire and spring forces in the steady state are identical if no dynamic
excitations occur.
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After insertion of (8.2.8) in (8.2.10) one obtains assuming small vertical motions

mW z̈W(t) + dB żW(t) + (cW + cB) ΔzW(t)

= cWΔzT(t) + cBΔzB(t) + dB żB(t).
(8.2.12)

This second order differential equation models the wheel motion after excitation
from the road surface ΔzT(t) and the corresponding body ΔzB(t).

The dynamic vertical tire forces follow from (8.2.10) and (8.2.11)

FZT(t) = cW (ΔzT(t) − ΔzW(t))

= mW z̈W(t) + cB (ΔzW(t) − ΔzB(t))

+ dB (żW(t) − żB(t)) .

(8.2.13)

If the effect of vehicle acceleration aY and aY, and therefore, pitching and rolling
have to be taken into account, the vertical tire forces follow according to (8.2.13).

These suspension models deliver the vertical forces FZ for the lateral vehicle
models in Chap.7.

8.2.2 Nonlinear SuspensionModels

The characteristic operating curve of steel springs show a smooth progressive rela-
tionship. However, they can be approximated by a linear curve in their operating
point.

The strongly degressive course of the damper’s characteristic curve, see Fig. 8.9,
is usually divided up into a constant, a linear, and a nonlinear square component.
Kraus and Dantele (1970) explains this fact by a complex hydraulic analysis of a
damper: the nonlinearity results from the opening of the piston valve and the stiffness
of its spring. The damper characteristic can be approximated using the linear and
nonlinear damping parameters dBl and dBnl and a constant friction force Ffc. These
parameters reflect the constructive parameters of the damper

FD = dBl (żW − żB) + Ffc sign (żW − żB)

+ dBnl | (żW − żB) | 2
1+2n sign (żW − żB) .

(8.2.14)

The constant n is usually set to n = 1.5; Majjad (1997). Another representation of
FD is a piecewise linearization of the curve into the segments κ

FDκ = dBκ (żW − żB) + Fglκ, (8.2.15)

where Fglκ is a parameter needed for the bumpless segmentation of the function.
Another method of handling the nonlinear characteristic of the damper is the appli-
cation of neuronal network models. For more details; see e.g. Halfmann (2001).
However, this approximation does not comprise physical parameters.
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Equation (8.2.14) inserted in (8.2.6) leads to the nonlinear model of a quarter-car
suspension

mBi z̈B = cB (zW − zB) + dBl (żW − żB) + dBnl
√|żW − żB| sign (żW − żB)

+ Ffc sign (żW − żB) − FBν,

(8.2.16)

mW z̈W = cW (zT − zW) − cB (zW − zB) + dBl (żW − żB)

+ dBnl
√|żW − żB| sign (żW − żB) − Ffc sign (żW − żB) .

(8.2.17)

The application of the piecewise linear curve results in the equation system

mBi z̈B = cB (zW − zB) + dBκ (żW − żB) + Fglκ − FBκ for κ = 1...N , (8.2.18)

mW z̈W = cW (zT − zW) + cB (zW − zB) + dBκ (żW − żB) − Fglκ for κ = 1...N .

(8.2.19)
The validity of thesemodels could be verified by comparing simulations with accom-
panying measurements on a test rig, Bußhardt (1995), see next section.

8.3 Parameter Identification of Semi-active Suspensions

8.3.1 Parameter Identification of a Quarter-Car Suspension

Because only very few measured variables will be available in suspensions, it is
not possible to estimate all six parameters of a quarter-car model. Hence, some
parameters must be set as known fixed values. Through simple conversion of (8.2.1)
and (8.2.2), various sets of estimation equations and sensor setups can be found. The
resulting arrangements for the different estimation equations are given below; see
also Table8.4

(zW − zB) = −dB
cB

(żW − żB) + mB

cB
z̈B − 1

cB
Fgl, (8.3.1)

(zW − zB) = −dB
cB

(żW − żB) − mW

cB
z̈W + cW

cB
(zT − zW) − 1

cB
Fgl, (8.3.2)

(zW − zB) = − dB
cB

(żW − żB) − mWmB

cB (mW + mB)
Fgl

− mWmB

cB (mW + mB)
(z̈W − z̈B) + cWmB

cB (mW + mB)
(zT − zW) ,

(8.3.3)

(zW − zB) = −dB
cB

(żW − żB) − mW

cB
(z̈W − z̈B) + mB

cB
z̈W + 1

cB
Fgl, (8.3.4)
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Table 8.4 Various estimation equations for the quarter-car parameters

Equation Measurable
sensor signals

Known
parameters

Parameter
estimation

Properties

(8.3.1) zW − zB cB dB,mB, Fgl + easily
measurable
quantities

z̈B + cB is
practically
constant

(8.3.2) zW − zB mW dB, cB + cW is estimated

z̈W cW, Fgl − road deflection
is hardly

zT − zW measurable

(8.3.3) zW − zB cB, cW dB,mB, + cB and mW are
practically

zT − zW cW, Fgl constant

+ cW is estimated

− road deflection
is hardly

measurable

(8.3.4) zW − zB cB db,mB, Fgl + easily
measurable
quantities

z̈W + cB is
practically
constant

(8.3.5) FS/FD − dB,mB, + no
pre-information is

(8.3.6) z̈W cB, Fgl necessary

+ all parameters
are

measurable

− FS, FD are
generally not

measurable,
expect for air

springs

FS = dB
cB

ḞS − mB

cB
(z̈W − z̈B) + mB z̈W − Fgl, (8.3.5)

FD = dB
cB

ḞD − mB

cB
F̈D + mBdB

cB
z̈W − Fgl. (8.3.6)

Practically, mostly only the body acceleration and the deflection are measured.
However, measuring instruments for the road/wheel distance are meanwhile dis-
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cussed; e.g. Nomura and Takeshita (1993) and measurement of wheel acceleration is
used for semi-active dampers; Kutsche and Rappelt (2006) and Causemann (2008).
Therefore, (8.3.1) and eventually (8.3.4) are suitable for the identification. The values
of the wheel mass and the body mass can be assumed to be constant. Supplementary,
the variable body mass can be estimated out of the static spring deflection. In order
to compensate for the nonlinearity of damper characteristics, a piecewise estimation
of the damper force is assumed. This division is dependent on the actual values of
(żW − żB) and results in a structure-variable system. For the valid range of each
single model, a set of parameters can be identified. The estimation equation for each
model arises in analogy to (8.3.1) and (8.2.15) to

(zW − zB) = −dBκ

cB
(żW − żB) + mB

cB
z̈B − 1

cB
Fglκ for κ = 1...m, (8.3.7)

or in a general form to

y(t) = −a1κ ẏ(t) + b0u(t) + cglκ for κ = 1...m,

with y(t) = zW(t) − zB(t) and u(t) = z̈B(t).
(8.3.8)

Based on the measurements of y(t) and u(t), the unknown parameters can be esti-
mated by recursive least squares algorithms (RLS or DSFI); see Isermann and
Münchhof (2011). Alternatively, the identification can be based on the nonlinear
equation (8.2.16).

The identification methods were applied to a test rig, shown in Fig. 8.8, which
is equipped with a continuously adjustable damper. The damping is controlled by a
magnetic valve, which opens or closes a bypass continuously. The test rig was con-
structed primarily for investigations on semi-active, parameter-adaptive suspension
control; Bußhardt (1995).

Figure8.9 shows the estimated damping curve for different damper magnetic
valve currents. Because rising damper current opens the bypass the damping sinks.
The damping curve was divided into four sections, two for each direction of motion.
It can be seen that the damping curves at different damper currents can be clearly
distinguished. Application of parameter estimation with the nonlinear equations led
to approximately the same results.

8.3.2 Parameter Identification of a DrivingVehicle

Both, the suspension as well as the tire pressure have a large influence on the vehicle
dynamics and are thus highly safety critical. In the following, identification tech-
niques will be developed that allow to identify the characteristics of the vehicle
suspension (and the tire in Chap.15) and can serve for supervision of these compo-
nents.

For application either in a service station, for example, for technical inspection,
or in a driving state, it is important to use easily measurable variables. If the methods
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Fig. 8.8 Quarter-car test rig
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should be used for technical inspection, then the additional sensors must be easily
mountable to the car. For on-board identification, the existing variables for suspension
control should be used. Variables which meet these requirements are the vertical
accelerations of body and wheel, z̈B and z̈W, and the suspension deflection zW −
zB. Another important point is that, the methods should require only little a priori
knowledge about the type of car.
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A scheme for a simplified model of a car suspension system, a quarter-car model,
is shown in Fig. 8.1. The following equations follow from force balances, compare
(8.2.6) and (8.2.10) with excitation from the road; see Fig. 8.7

mB z̈B(t) = cB
(
zW(t) − zB(t)

) + dB
(
żW(t) − żB(t)

)
, (8.3.9)

mW z̈W(t) =− cB
(
zW(t) − zB(t)

) − dB
(
żW(t) − żB(t)

)
+ cW

(
zT(t) − zW(t)

)
.

(8.3.10)

The small damping of the wheel is usually negligible.
In general, the relationship between force and velocity of a shock absorber is

nonlinear. It is usually degressive and depends strongly on the direction of motion
of the piston. In addition, the Coulomb friction of the damper should be taken into
account.To approximate this behavior, the characteristic damper curve can be divided
into m sections as a function of the piston velocity; see (8.2.18). Considering m
sections, the following equation can be obtained

z̈B = dB,κ

mB(żW − żB) + cB
mB

(zW − zB) + 1
mB

Ffc,κ
, κ = 1, . . . ,m , (8.3.11)

Ffc,κ denotes the force generated by Coulomb friction and dB,κ the damping coef-
ficient for each section. Using (8.3.11), the damping curve can be estimated with
a standard parameter estimation algorithm measuring the body acceleration z̈B and
suspension deflection zW − zB. The velocity żW − żB can be obtained by numerical
differentiation. In addition, either the body mass mB or the spring stiffness cB can
be estimated. One of the both parameters must be known a priori. Using (8.3.9)
and (8.3.10), other equations for parameter estimation can be obtained, e.g. (8.3.12)
which can be used to estimate the tire stiffness cW additionally

zW − zB = −dB,κ

mB
(żW − żB) − cB

mB
(zW − zB) + cW

cB
(r − zW) − 1

cW
Ffc,κ.

(8.3.12)
The disadvantage of this equation is the necessity to measure the distance between
road and wheel (zT − zW), see also Bußhardt (1995) and Weispfenning (1996) for
modeling and identification of the automotive suspension.

To test the above method in a driving car, a medium class car, an Opel Omega
A 2.0i was equipped with sensors to measure the vertical acceleration of body and
wheel, aswell as the suspensiondeflections. To realize different damping coefficients,
the car is equipped with adjustable shock absorbers at the rear axle, which can be
varied in three steps. In Fig. 8.10, the course of the estimated damping coefficients
at different damper settings is given for driving over boards of height 2 cm.

After approximately 2.5 s, the estimated values converge to their final values. The
estimated damping coefficients differ approximately 10% from the directly mea-
sured ones. In Fig. 8.11, the estimated characteristic curves at the different damper
settings are shown. The different settings are separable and the different damping
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Fig. 8.10 Estimated
damping coefficients for
different damper settings for
the driving car with about
30 km/h
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characteristics in compression and rebound is clearly visible, although the effect is
not as strong as in the directly measured characteristic curve. More results are given
in Börner et al (2001).

Next, the damping characteristics of the shock absorber were adjusted during a
driving maneuver. Recursive parameter estimation then allow to adapt the damping
coefficient accordingly. Figure8.12 illustrates the suspension deflection zW − zB,
the first derivative of the suspension deflection calculated with a state variable filter
żW − żB, and the wheel acceleration z̈W for the right rear wheel during a highway
test drive. After 30, 60, 90, and 120 s, a change of the shock absorber damping was
made.

Several estimations have shown that the recursive least squares algorithm (RLS)
with exponential forgetting factor received very good results. This recursive param-
eter estimation is able to adapt to the different damping settings in about 10 s; see
Fig. 8.13.



226 8 Vertical Vehicle Behavior

16

17

-0.05

0

0.05

30 60 90 120 150
-5

0

5

t [s]
0

Δz
W

B
[m

m
]

Δz
W

B
[m

/s
]

.
Δz

W
[m

/s
 ]2

..

Fig. 8.12 Measured signals on a highway with variation of the damper configuration
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9Roll andPitchDynamic Behavior

The roll andpitch behavior is already included in the basic dynamic equations (7.3.4)–
(7.3.8) of the two-track models; see also Fig. 7.17. In the following, the roll and pitch
dynamic behavior is considered separately by neglecting the couplings between the
motions around the roll and pitch axis. The resulting models are required to obtain
simplified models and as a basis for the estimation of the various parameters.

9.1 Roll Dynamic Model

Figure9.1 shows a schematic to model the roll dynamic behavior. The lateral
acceleration aY acts on the body and it is assumed that the resulting lateral force
FY,CG = mBaY can be lumped into the center of gravity CG, which has a distance
hCG from the ground. The forces of the suspensions may be represented by (8.2.5)
assuming linear behavior. With bf and br as the effective track of the front and rear
axle and hRA the distance of the roll axis from ground, a torque balance equation for
the roll axis is for small roll angles ϕ (positive for right turning),

JXϕ̈(t) = (FZfl(t) − FZfr(t))
bf
2

+ (FZrl(t) − FZrr(t))
br
2

− mB (hCG − hRA) aY(t).

(9.1.1)
Herewith, it is assumed that the center of gravity and the roll axis are positioned on
top of each other. For the body forces through the spring, dampers and stabilizer of
one suspension holds

FZBij = FSij + FDij + FSt,j (i = f , r; j = l, r). (9.1.2)

Assuming linear behavior for the spring and damper one obtains

FZBj = cBi(zW − zB) j + dBi(żW − żB) j , (9.1.3)
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Fig. 9.1 Scheme for the torques around the roll axis RA

and with �zi = (zW − zB)i ,

FZBi = cBi�zi + dBi�żi. (9.1.4)

A stabilizer contributes additional forces on the wheels depending on the torque of
the torsion bar; see Fig. 8.7. A torsion angle�γ generates a torsion torque, assuming
linear behavior

MSt = cT�γ, (9.1.5)

where the torsional stiffness follows from

cT = GI/lst, (9.1.6)

with G the shear modulus, I the polar moment of inertia and lSt ≈ b the length of
the torsion bar; see e.g. Isermann (2003).

If lSt is the length of the stabilizer lever to the suspension, see Fig. 8.7, the relation
between the difference of suspension travel is �z = �zl − �zr, the torsion angle
�γ is

�γ = �z

lSt
, (9.1.7)

and the vertical force on the wheel becomes

FSt = MSt

lSt
= cT

�γ

lSt
= cT

�z

l2St
= cSt�z, (9.1.8)

with the stabilizer stiffness coefficient

cSt = cT/l2St. (9.1.9)



9.1 Roll Dynamic Model 231

A stabilizer force becomes active for the difference between the right and left sus-
pension travel. Hence, for the right and left side holds

FSt,r = cSt (zW − zB)l − cSt (zW − zB)r ,

FSt,l = cSt (zW − zB)r − cSt (zW − zB)l .
(9.1.10)

The relation between the roll angle ϕ and a suspension deflection is

ϕ = (zW − zB)r

br/2
= (zW − zB)f

bf/2
. (9.1.11)

The stabilizer forces for the front and rear axle then are

FSt,fj = cSt,f�zfj j = l, r ,

FSt,rj = cSt,r�zrj j = l, r .
(9.1.12)

Assuming that the suspension travels during rolling are �zfj = �zrj = �z, the roll
angle follows with b = Br = bf

ϕ = (�z)

b/2
.. (9.1.13)

The vertical forces from the suspension on the body in the torque balance equation
(9.1.1) are the sum of the forces from the spring, damper, and stabilizer

FZB = FS + FD + FSt,j ( j = l, r), (9.1.14)

and follow from (8.2.5).
Introduction into (9.1.1) leads with �zi = ϕbi/2 to

Jxϕ̈(t) = − 2

(
cBr

br
2

+ cBf
bf
2

+ cSt,r
br
2

+ cSt,f
bf
2

)
ϕ(t),

− 2

(
dBr

br
2

+ dBf
bf
2

)
ϕ̇(t),

− mB (hCG − hRA) aY(t) cosϕ(t),

= −crolϕ(t) − drolϕ̇(t) − krolaY(t),

(9.1.15)

with the coefficients, assuming cosϕ ≈ 1 for small ϕ

crol = (cBrbr + cBfbf + cStrbr + cStfbf) ,

drol = (dBrbr + dBfbf) ,

krol = mB (hCG − hRA) .

(9.1.16)
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The application of the Laplace transform results in the transfer function for the roll
angle

Gay’(s) = ϕ(s)

aY(s)
= −krol

Jxs2 + drols + crol
. (9.1.17)

It is of second order and its eigenfrequency and damping are characterized by

ωo,rol =
√
crol
Jx

(undamped natural frequency),

ωe,rol =
√
crol
Jx

− d2rol
4Jx

(damped natural frequency, D < 1), (9.1.18)

ζ = drol
2

1√
crol Jx

(damped ratio).

Similar models are derived inWürtenberger (1997), Zomotor et al (1998), Halfmann
and Holzmann (2003), Halbe (2008), Ding et al (2004), Hac et al (2004), Bauer
(2015).

The ratio of inertia can be roughly estimated by Jx ≈ mBi2x according to (7.3.11).
The experimental determinationof the unknownparameters is illustrated inSect. 11.8.

9.2 Pitch Dynamic Model

Corresponding to the roll dynamic model, it is assumed that a longitudinal accelera-
tion aX acts on the vehicle, respectively, the CG, leading to a pitch angle θ around the
pitch axis, which is located parallel to the front and rear axle and has the height hPA
from ground and a backward distance lCG,PA from the center of gravity; see Fig. 9.2.
A torque balance around the PA then becomes

JYθ̈ = 2FZr
(
lr − lCG,PA

) − 2FZf
(
lf + lCG,PA

)
− mB (hCG − hPA) aX − mBg lCG,PA,

(9.2.1)

with the vertical forces from the suspension according to (8.2.5). Simplifying the
suspension forces to

FZj = cBj
(
zWj − zBj

) + dBj
(
żWj − żBj

)
. (9.2.2)

It is now assumed that zW = 0 and that the horizontal distance between the CG and
the pitch axis PA is lCG,PA = 0. Then it follows for the small pitching angles

�zBf = lf sin θ ≈ lfθ; �zBr ≈ lrθ. (9.2.3)
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Fig. 9.2 Scheme for the torques around the pitch axis PA

Equation (9.2.1) becomes then

JYθ̈ = 2 (cBrlr + cBllf) θ − 2 (dBrlr + dBllf) θ̇

− mB (hCG − hPA) aX

= −cpitθ − dpit θ̇ − kpitaX,

(9.2.4)

with

cpit = 2 (cBrlr + cBllf) ,

dpit = 2 (dBrlr + dBllf) ,

kpit = mB (hCG − hPA) .

The transfer function for the pitch angle then becomes

Gaxθ(s) = θ(s)

aX(s)
= −kpit

Jys2 + dpits + cpit
. (9.2.5)

It is as the roll dynamic behavior of second order with the characteristic values

ωo,rol =
√
cpit
Jy

,

ωe,rol =
√√√√cpit

Jy
− d2pit

4J 2y
, (9.2.6)

ζ = dpit
2

1√
cpit Jy

.

The damping depends on the shock absorbers and the friction in the suspension
bearings.
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The deflection of the suspensions follow from (9.2.3) and the changes of the
vertical forces on the front and rear axle through a positive acceleration aX and
therefore �θ < 0 are

�FZf = cBf lf�θ + dBf lf θ̇, (9.2.7)

�FZr = −cBrlr�θ − dBrlr θ̇. (9.2.8)

Corresponding models are published by Zomotor et al (1998), Germann (1997), and
Bauer (2015).

The experimental identification of unknown parameters is described in Sect. 11.8.

References

Bauer M (2015) Methoden zur modellbasierten Fahrdynamikanalyse und Bewertung von Fahrdy-
namikregelsystemen. Dissertation Technische Universität Darmstadt. Fortschr.-Ber. VDI Reihe
12, 792. VDI Verlag, Düsseldorf

Ding E, Massel T, Arndt M (2004) Fault-tolerant roll rate sensor monitoring. In: Proceedings of
AVEC, advanced vehicle control symposium, pp 585–590

Germann S (1997) Modellbildung und modellgestützte Regelung der Fahrzeuglängsdynamik. Dis-
sertation Technische Universität Darmstadt. Fortschr.-Ber. VDI Reihe 12, 309. VDI Verlag, Düs-
seldorf

Hac A, Borwn T, Martens J (2004) Detection of vehicle rollover. Warrendale, PA, vol SAE 2004-
01-1757

Halbe I (2008) Modellgestützte Sensoreninformationsplattform für die Quer- und Längsdynamik
vonKraftfahrzeugen:Anwendungen zur Fehlerdiagnose und Fehlertoleranz.Diss. TUDarmstadt,
Fortschr.-Ber. VDI Reihe 12, 680. VDI Verlag, Düsseldorf

Halfmann C, Holzmann H (2003) Adaptive Modelle für die Kraftfahrzeugdynamik. VDI-Buch,
Springer, Berlin

Isermann R (2003) Mechatronic systems - fundamentals. Springer, London
WürtenbergerM (1997)Modellgestützte Verfahren zur Überwachung des Fahrzustandes eines Pkw.
Diss. Universität Darmstadt, Fortschr.-Ber. VDI Reihe 12, 314, VDI Verlag, Düsseldorf

Zomotor A, Braess HH, Rönitz R (1998) Verfahren und Kriterien zur Bewertung des Fahrverhaltens
von Personenkraftwagen. ATZ-Automobiltechnische Zeitschrift 100(3):236–243



10Parameter andState-Estimation
Methods forVehicleDynamics

The derived mathematical models of vehicle dynamics are mostly based on theo-
retical physical models and contain parameters θ which are partially known or not
known at all. Therefore, they have to be determined experimentally bymeasurements
of input and output signals and parameter identification or parameter-estimation
methods have to be applied, see Fig. 10.1.

Because not all interesting time-depending variables x(t) are directlymeasurable,
they have to be reconstructed by using mathematical models with known parameters
and measurable input and output variables. If the measurements are only little influ-
enced by disturbances, the state reconstruction can be made with state observers.
However, if the disturbances have a considerable effect on the measurements, state-
estimation methods have to be applied.

In the following two sections, a brief introduction to these methods is given.
Figure10.1 gives an overview of the modeling procedure. The input signals are
usually

uT = [δHαβ] ,

where δH is the steering angle, α is the accelerator throttle position and β the brake
pedal position. The ESC provides in general the measured output variables

yTESC = [
δH, ψ̇, aX, aY,ωTij

]
.

These signals are available onboard in series vehicles.
For research cars, an inertial measurement unit (IMU)may be installed, providing

yTIMU = [
aX, aY, aZ, ϕ̇, ψ̇, θ̇

]
.
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Fig. 10.1 Schematic for the modeling procedure for drive dynamics of vehicles. ESC: Electronic
Stability Control; IMU: Inertial Measurement Unit; COR: CORREVIT Sensor for v and β

Further measurements for research may be obtained from 3D-GPS systems, Bauer
(2015)

yTGPS = [XE, YE, v, ψ,ϕ, θ] .

The measured input and output signals are usually sent to (identical) state variable
filters in order to suppress noise effects and to generate derivatives like ψ̈, ϕ̈, and θ̈.

Generally, first the unknown parameters θ have to be estimatedwhich are required
for the state estimation of x(t). However, in some cases, the parameter estimation
requires variables which are not measurable with onboard sensors, like the side slip
angle β or the roll angle ϕ. Then, parameter and state estimation have to operate in
parallel.An alternative is to include the parameter estimation into the state estimation,
e.g. withKalman filters. The goal is finally to generate adapted drive dynamicmodels
during driving and onboard which can be used online for adaptive, model-based
drive dynamic control systems or for supervision and fault diagnosis. However, for
research vehicles, additional measurements like with IMU or GPS may be used for
developing additional models with online or offline data processing.
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10.1 Parameter-EstimationMethods

The identification of dynamic models depends on the type of mathematical models
and the kindof used input signals.Aquite simpleway is to evaluate transient functions
after step inputs by using characteristic parameters like gains and time constants.
However, for noisy measurements, other methods have to be applied. An impulse
response can, for example, be obtained for stationary stochastic or pseudo stochastic
input signals by the determination of correlation functions. A frequency response is
the result of a Fourier analysis for periodic input signals. In both cases, nonparametric
models are obtained. However, if theoretical models with a parametric structure
already exist, as for driving dynamics of cars, then parameter-estimation methods
should be applied.

The basic methods of least squares for the estimation of parameters θ is firstly
considered for the case of linear dynamic processes with sampled discrete-time
measurements of one input signal u(k) and one output signal y(k). Then, the method
is described for continuous-time signals u(t) and y(t). For a detailed treatment; see
e.g. Isermann (2006) or Isermann and Münchhof (2011).

10.1.1 Method of Least Squares Parameter Estimation (LS),Discrete
Time

It is assumed that the process can be described by the linear difference equation

yu(k) + a1yu(k − 1) + . . . + am yu(k − m)

= b1 u(k − d − 1) + . . . + bmu (k − d − m).
(10.1.1)

Here

u(k) = U (k) −U00
yu(k) = Yu(k) − Y00,

(10.1.2)

are the deviations of the absolute signals U (k) and Yu(k) from the operating point
described by U00 and Y00, k is the discrete time k = t/T0 = 0, 1, 2, . . . , T0 is the
sampling time and d = Tt/T0 = 0, 1, 2, . . . is the discrete dead-time of the process.
The corresponding transfer function in the z-domain is

GP (z) = yu(z)

u(z)
= B(z−1)

A(z−1)
z−d

= b1 z−1 + . . . + bmz−m

1 + a1 z−1 + . . . + amz−m
z−d . (10.1.3)

The measured signal contains a stationary, stochastic disturbance

y(k) = yu (k) + n (k) with E {n(k)} = 0. (10.1.4)
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Fig. 10.2 Model structures for parameter estimation. a Equation error; b output error

The task is to determine the unknown parameters ai and bi from N measured input
and output signal data points; see Fig. 10.2.

(a) Equation Error Methods
Let the model parameters obtained from the data up to the sample (k − 1) be denoted
by âi and b̂i . Then, (10.1.1) becomes in the presence of a disturbed output signal

y(k) + â1 y(k − 1) . . . + âm y(k − m)

−b̂1 u(k − d − 1) − . . . − b̂mu(k − d − m) = e(k),
(10.1.5)

where the equation error (residual) e(t) is introduced instead of “0”. This error
corresponds to a generalized error; see Fig. 10.2. This can be seen by rewriting
(10.1.5), compare Fig. 10.2a.

Â (z−1)y(z) − B̂(z−1) z−d u(z) = e (z), (10.1.6)

e is linearly dependent on the parameters sought for (linear in the parameters).
From (10.1.5), ŷ(k|k − 1) can be interpreted as the one-step-ahead prediction,

based on the measurements up to sample (k − 1)

ŷ(k|k − 1) = ψT (k)θ̂, (10.1.7)

with the data vector

ψT (k) = [−y (k − 1) . . . − y (k − m)| u(k − d − 1) . . .

u(k − d − m)] , (10.1.8)

and the parameter vector

θ̂ = [â1 . . . âm | b̂1 . . . b̂m]T . (10.1.9)

Consequently, (10.1.5) can be written as

y(k) = ψT (k)θ̂ + e(k). (10.1.10)
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The measured signals for k = m + d, . . . ,m + d + N are written in vectors, e.g.

yT (m + d + N ) = [y(m + d) . . . y(m + d + N )]. (10.1.11)

Then

y(m + d + n) = �(m + d + N )θ̂ + e(m + d + N ), (10.1.12)

where � is a ((N + 1) × 2m)-data matrix. Minimizing the sum of errors squared

V =
m+d+N∑

k=m+d

e2 (k) = eT (m + d + N ) e (m + d + N ), (10.1.13)

yields

dV

dθ

∣∣
∣
∣
θ=θ̂

= −2�T [y − �θ̂] = 0, (10.1.14)

for the unknown parameters. From this, the (nonrecursive) estimation equation of
the least squares (LS) method can be obtained

θ̂ = [�T�]−1�T y. (10.1.15)

The covariance matrix

P = [�T �]−1, (10.1.16)

has the dimension (2m, 2m). The inverse exists if and only if

det [�T �] = det P−1 �= 0. (10.1.17)

Also,

∂2 V

∂ θ ∂ θT
= �T �, (10.1.18)

has to be positive-definite such that the loss function V has aminimum. Both require-
ments are satisfied if and only if

det [�T �] = det P−1 > 0. (10.1.19)

This condition also includes that the input signal is persistently exciting the process
and that the process is stable.

From parameter-estimation methods, it is usually required that the estimate is not
biased for a finite number of data samples N

E {θ (N )} = θ0, (10.1.20)
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(θ0 denotes the true parameters) and is consistent in the quadratic mean

lim
N→∞ E

{
θ̂ (N )

}
= θ0, (10.1.21)

lim
N→∞ E [θ̂ (N ) − θ0] [θ (N ) − θ0]T = 0. (10.1.22)

For the least squares method, (10.1.21) becomes, by substituting (10.1.10) into
(10.1.15)

E
{
θ̂ (N )

}
= θ0 + E

{
[�T �]−1�T e

}

= θ0 + b. (10.1.23)

In order to have a vanishing bias (systematic estimation error) b,�T and e must
be uncorrelated. Consequently, e(k) must not be correlated and E {e(k)} = 0. The
estimation is unbiased if the disturbance signal n(k) is generated by the disturbance
filter

Gv(z) = n(z)

v(z)
= 1

A(z−1)
, (10.1.24)

where v(k) is discrete white noise. Since this filter does not exist in practice, the least
squares estimation, in general, yields biased estimates. These systematic estimation
errors are the larger the greater the variance σ2

n of the disturbance signal is compared
to the output signal σ2

yu .
Because of the biased estimates for the least squares algorithm, this method can

only be used for processes with no or only small disturbance signals. A big advan-
tage of the least squares algorithm, however, is that the parameter vector θ̂ can be
determined in one batch calculation and no iterative methods are necessary. This is
possible since the employed error measure is linear in the parameters.

(b) Output Error Methods
Instead of the equation error the output error

e′(k) = y(k) − yM
(
θ̂, k

)
, (10.1.25)

can be used, where

yM
(
θ̂, z

)
= B̂(z−1)

Â(z−1)
u(z), (10.1.26)

is the model equation output; see Fig. 10.2b. But then no direct calculation of the
parameter estimates θ̂ is possible because e′(k) is nonlinear in the parameters. There-
fore, the loss function (10.1.13) is minimized by a numerical optimization method,
e.g. downhill-simplex. The computational effort is then larger, and online real-time
application, in general, not possible. However, relative precise parameter estimates
may be obtained.
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(c) Recursive Least Squares (RLS) Methods, Discrete Time
Writing the nonrecursive estimation equations for θ̂(k + 1) and θ̂(k) and subtracting
one from the other, results in the recursive parameter-estimation algorithm

θ̂(k + 1) = θ̂(k) + γ(k) [y(k + 1) −  T (k + 1)θ̂(k)]
new old correction new − one - step - ahead

estimate estimate vector measurement prediction of the new
measurement

.

(10.1.27)
The correcting vector is given by

γ(k) = P(k + 1) ψ(k + 1)

= 1

ψT (k + 1) P(k) ψ(k + 1) + 1
P(k) ψ(k + 1), (10.1.28)

and

P(k + 1) = [I − γ(k) ψT (k + 1)] P(k). (10.1.29)

To start the recursive algorithm, one sets

θ̂(0) = 0,

P(0) = αI.
(10.1.30)

with α large (α = 100, . . . , 1000). The expectation of the matrix P is proportional
to the covariance matrix of the parameter estimates

E {P(k + 1)} = 1

σ2
e
cov [Δθ(k)], (10.1.31)

with

σ2
e = E

{
eT e

}
, (10.1.32)

and the parameter error

Δθ(k) = θ̂(k) − θ0. (10.1.33)

Hence, the recursive algorithm contains the variances of the parameter estimates
(diagonal elements of covariance matrix). (10.1.27) can also be written as

θ̂(k + 1) = θ̂(k) + γ(k) e(k + 1). (10.1.34)

To improve the numerical properties of the basic RLS algorithms, modified versions
are recommended like discrete square root filtering.

As for process parameter estimation, the variations of u(k) and y(k) of the mea-
sured signalsU (k) and Y (k) have to be used. The DC (direct current or steady state)
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values U00 and Y00 either have also to be estimated or have to be removed; see
Isermann and Münchhof (2011).

In order to obtain unbiased parameter estimates, modified versions of the basic LS
method were developed, like Extended Least Squares (ELS), instrumental variables
or maximum likelihood method; see e.g. Isermann and Münchhof (2011).

10.1.2 Method of Least Squares Parameter Estimation (LS),
Continuous Time

Parameter-estimation methods for dynamic processes were first considered for pro-
cess models in discrete time as applied for digital control systems. For other appli-
cations, e.g. the validation of theoretical models or for fault diagnosis, however,
parameter-estimation methods for models with continuous-time signals are needed.

A stable process with lumped parameters is considered, which can be described
by the linear, time-invariant differential equation

an y
(n)
u (t) + an−1 y(n−1)

u (t) + . . .+ a1 y(1)
u (t) + yu(t)

= bm u(m)(t) + bm−1 u(m−1)(t) + . . .+ b1 u(1)(t) + b0 u(t) m < n.
(10.1.35)

It is assumed that the derivatives of the output signal

y( j)(t) = d j y(t)/dt j , j = 1, 2, . . . , n, (10.1.36)

and of the input signal for j = 1, 2, . . . ,m exist. u(t) and y(t) are the deviations

u(t) = U (t) −U00,

y(t) = Y (t) − Y00
. (10.1.37)

of the absolute signalsU (t) and Y (t) from the operating point described byU00 and
Y00. The transfer function corresponding to (10.1.35) is

GP (s) = yu(s)

u(s)
= B(s)

A(s)

= b0 + b1 s + . . . + bm−1 sm−1 + bm sm

1 + a1 s + . . . + an−1 sn−1 + an sn
. (10.1.38)

The measurable signal y(t) contains an additional disturbance signal n(t)

y(t) = yu(t) + n(t). (10.1.39)

Substituting (10.1.39) into (10.1.35) and introducing an equation error e(t) yields

y(t) = ψT (t) θ + e(t), (10.1.40)
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with

ψT (t) =
[
−y(1)(t) . . . − y(n)(t) | u(t) . . . u(m)(t)

]
, (10.1.41)

� = [a1 . . . an b0 . . . bm]
T . (10.1.42)

The input and output signals are measured at discrete-time samples t = k T0, k =
0, 1, 2, . . . , N with sampling time T0 and the derivatives are generated. Based on
this, N + 1 equations can be written down

y(k) = ψT (k) θ̂ + e(k). (10.1.43)

This system of equations can be written in matrix notation as

y = � θ̂ + e. (10.1.44)

Minimizing the loss function

V = eT (N ) e(N ) =
N∑

k=0

e2(k), (10.1.45)

yields with dV /dθ̂ = 0 as previously shown in Sect. 10.1.1 the vector of parameter
estimates for the least squares method

θ̂(N ) =
[
�T �

]−1
�T y. (10.1.46)

The existence of a unique solution requires that the matrix �T� is positive-definite.
After dividing this matrix by the measurement time, the elements of the resulting
matrix are the estimates of the correlation functions �(τ ) of the derivatives of the
signals for τ = 0 with no time shift. It can be seen that the form is very similar
to the least squares method for models with discrete-time signals. Hence, a lot of
the derivations can be directly transferred, such as the recursive formulation and the
numerically improved versions. However, particular problems arise concerning the
convergence and the evaluation of the needed derivatives of the signals.

A convergence analysis shows that the estimates for continuous signals are also
biased if the error signal e(k) is not statistically independent. Hence, the estimates
in general are biased for disturbed processes.

If the needed derivatives of the signals are directly measurable (e.g. as for vehicle
applications), these values can be written in the data matrix � and the correlation
functions in the matrix [�T �]/(N + 1) can be directly calculated. However, if
the derivatives are not measurable, the derivatives have to be evaluated from the
sampled signals u(t) and y(t). For this, there basically exist the following methods.
The numerical differentiation in combination with interpolation approaches (splines,
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Fig.10.3 State variable filter
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Newton’s method) is usually not able to suppress noise due to disturbance signals.
State variable filters (SVF), see Fig. 10.3,

F(s) = y f (s)

y(s)
= 1

f0 + f1 s + . . . + fn−1 sn−1 + sn
, (10.1.47)

have proven to yield good results. The state variable filter is a low-pass filter that
provides the derivatives as well as filters the disturbance signals. With the state
variable filter, the input signal u(t) and the output signal y(t) is filtered. The choice
of the filter parameters fi is relatively free. The design of a Butterworth filter is
recommended. A further possibility is the application of finite impulse response
filters (FIR), where the derivations of the impulse response of a low-pass filter are
convoluted with the signal.

For large signal-to-disturbance ratios, this least squares method has been shown
to yield good results. For larger disturbance signals, consistent parameter-estimation
methods should be employed such as the instrumental variables method.

Since these parameter-estimation methods are based on discrete-time estimation
methods, a lot of results and estimation methods for discrete-time models can be
transferred to models for continuous time.

For the identification of nonlinear processes, themethod of least square parameter
estimation can be directly applied if the equation error is linear in the parameters like
for static polynomial models or special dynamic nonlinear dynamic models, like a
Hammerstein or Volterra model. A future possibility is the application of neural net-
work models like Radial Basis Functions or Multilayer Perceptrons. However, the
determined parameters have in general no transparent relation to physical param-
eters. However, this improves with local linear model networks like LOLIMOT.
More details on these identification methods are given, e.g. in Isermann (2006) and
Isermann and Münchhof (2011).

10.2 StateVariable Estimation

State observers and state estimators adjust the internal state variables x(t) of dynamic
models based on measured input signals u(t) and output signals y(t) and assume
that the parameters θ of the models are known.
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Fig. 10.4 Process and state
observer
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In the case of drive dynamic modeling and control state, observers are required to
obtain access to nonmeasurable variables, for example, the vehicle slip angle, rolling
and pitch angles, road gradients, lateral velocity, and vehicle position.

10.2.1 State Observer, Continuous Time

A linear time-invariant process is considered which can be described by the state-
space model

ẋ(t) = A x(t) + B u(t), (10.2.1)

y(t) = C x(t). (10.2.2)

Here p input signals u(t) and r output signals y(t) are assumed as for multi-variable
processes. With the assumption that the structure and the parameters of the model
are known, a state observer is used to reconstruct the unmeasurable state variables
based on measured inputs and outputs

ˆ̇x(t) = A x̂(t) + B u(t) + H e(t), (10.2.3)

e(t) = y(t) − C x̂(t); (10.2.4)

compare Fig. 10.4. e(t) is an output error which acts through the observer matrix H
on the reconstructed state derivatives ˆ̇x(t). Inserting (10.2.4) in (10.2.3) yields the
implementation form of the state observer

ˆ̇x(t) = A x̂(t) + B u(t) + H
[
y(t) − Cx̂(t)

]

= [A − H C] x̂(t) + B u(t) + H y(t).
(10.2.5)

where it is assumed that the system is observable.
The state error

˜̇x(t) = ẋ(t) − ˆ̇x(t), (10.2.6)
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between the real process states and the observed states becomes under the assumption
that process and model parameters are identical and by introducing (10.2.1) and
(10.2.5)

˜̇x(t) = [A − H C] x̃(t). (10.2.7)

Hence, the state error is independent on the input u and vanishes asymptotically

lim
t→∞ x̃(t) = 0, (10.2.8)

for any initial state deviation [x(0) − x̂(0)] if the observer is stable.
For the state error follows from (10.2.7) after Laplace transformation

(sI − A + HC) x̃(s) = 0, (10.2.9)

and the characteristic equation becomes

det (sI − A + HC) = (s − s1) (s − s2) . . . (s − sn)
= γm + γm−1s + . . . + sn = 0.

(10.2.10)

In order to obtain a stable observer the poles

s j = δ j ± iω j j = 1, . . . , n,

have to be placed in the left half of the s-plane, hence for the real part follows

δ j < 0.

This can be reached by proper design of the observer feedback matrix H by pole
placement; see e.g. Föllinger (1994), Chen and Patton (1999).

10.2.2 Nonlinear State Observer, Continuous Time

As the dynamic models of vehicles are frequently nonlinear, the linear observers
cannot be applied directly. Therefore, they have to be extended to nonlinear model
equations in the general form of a nonlinear state-space model

ẋ = f (x, u), (10.2.11)

y = h(x, u). (10.2.12)

A nonlinear state observer which is close to a linear Luenberger observer is obtained
after linearisation of the process equation around the operation point according to a
Taylor approximation, Föllinger (1994), Adamy (2018)
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The observer equation for the nonlinear models then are, leaning on the linear
observer (10.2.5)

ˆ̇x = f(x̂, u) + L(x̂, u)(y − ŷ), (10.2.13)

ŷ = h(x̂, u). (10.2.14)

After Taylor approximation around x = x̂ and neglecting the higher order terms one
obtains for the process equation (10.2.11) and (10.2.12)

f(x, u) = f (x̂, u) + ∂f(x̂, u)

∂x
(x − x̂), (10.2.15)

h(x, u) = h(x̂, u) + ∂h(x̂, u)

∂x
(x − x̂), (10.2.16)

where ∂f/∂x and ∂h/∂x are Jacobi matrices, of the form

∂f
∂x

=

⎡

⎢
⎢
⎣

∂f1
∂x1

∂f1
∂x2

· · · ∂f1
∂xn

...
...

...
∂fn
∂x1

∂fn
∂x2

· · · ∂fn
∂xn

,

⎤

⎥
⎥
⎦ (10.2.17)

for

f(x, u) =

⎡

⎢
⎢⎢
⎣

f1(x, u)

f2(x, u)
...

fn(x, u).

⎤

⎥
⎥⎥
⎦

(10.2.18)

The process state equation then becomes with the linearisation of (10.2.15)

ẋ = f(x̂, u) + ∂f(x̂, u)

∂x
(x − x̂), (10.2.19)

y = h(x, u) = h(x̂, u) + ∂h(x̂, u)

∂x
(x − x̂), (10.2.20)

and for the observer follows from (10.2.13) and (10.2.18)

ˆ̇x = f(x̂, u) + L(x̂, u)(y − h(x̂, u)),

= f(x̂, u) + L(x̂, u)
∂h(x̂, u)

∂x
(x − x̂),

(10.2.21)

ŷ = h(x̂, u). (10.2.22)
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The equation describing the state error is analogous to (10.2.7)

˜̇x = ẋ − ˆ̇x =
[
∂f(x̂, u)

∂x
− L(x̂, u)

∂h(x̂, u)

∂x

]
(x − x̂), (10.2.23)

˜̇x = F(x̂, u)x̃. (10.2.24)

Similar to (10.2.7) the coefficients of the feedback matrix L have to selected such
that the observer is stable, e.g. by pole placement design with stable poles.

After further considerations with a desired diagonal matrix

G =
⎡

⎣
λ1 0 0
0 λ2 0
0 0 λ3

⎤

⎦

one obtains for a process with three state variables and two outputs

L(x̂, u) =

⎛

⎜
⎜
⎜
⎝

∂ f1
∂x1

− λ1
∂ f1
∂x3

∂ f2
∂x1

∂ f2
∂x3

∂ f3
∂x1

∂ f3
∂x3

− λ3

.

⎞

⎟
⎟
⎟
⎠

(10.2.25)

with selected stable polesλ1 andλ3; seeDaiss (1996), Börner (2004), Schorn (2007),
Kiencke and Nielsen (2005), and Adamy (2018). Figure10.5 shows the signal flow
for the nonlinear observer illustrating the higher complexity compared to the linear
case, Fig. 10.4.
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10.2.3 State Estimation (Kalman Filter),Discrete Time

For the linearmulti-inputmulti-output processwith discrete-time signals andwithout
stochastic disturbances

x(k + 1) = A x(k) + B u(k), (10.2.26)

y(k) = C x(k), (10.2.27)

the state observer equation becomes, corresponding to (10.2.3), (10.2.4)

x̂(k + 1) = A x̂(k) + B u(k) + H
[
y(k) − C x̂(k)

]
. (10.2.28)

The equation error as an output error then is

e(k) = y(k) − C x̂(k), (10.2.29)

and the state error equation according to (10.2.7) becomes

x̃(k + 1) = [A − H C] x̃(k). (10.2.30)

If no disturbances act on the process, the observer converges to the true state variables
if the eigenvalues A − H C are asymptotically stable. The speed of convergence can
bemade fast by a large influence of the observer gainH. However, under the influence
of stochastic disturbances the state reconstructionwith these observers is not optimal.
The state reconstruction must then simultaneously follow the true state variables and
reject the noise effects which then leads to an estimation problem. The following
shorted derivation follows Isermann (2006) and Isermann and Münchhof (2011).

The process is now supplemented by stochastic noise v(k) of the state and n(k)
at the output

x(k + 1) = A x(k) + B u(k) + v(k), (10.2.31)

y(k) = C x(k) + n(k). (10.2.32)

The process matrices A, B and C are assumed to be known. The initial state x(0)
is not known, but probabilistic information is known about x(0) and also about v(k)
and n(k). These stochastic variables are assumed to be statistically independent, have
a normal (Gaussian) distribution with the mean values

E {x(0)} = x0 ; E {v(k)} = 0 ; E {n(k)} = 0, (10.2.33)

and the covariance matrices

E
{
(x(0) − x0)(x(0) − x0)T

} = X0,

E
{
v(k) vT (k)

} = Q,

E
{
n(k) nT (k)

} = R.

(10.2.34)
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Furthermore, it is assumed that Q and R are known as a measure about the size of
the noises.

As the state-estimation error cannot converge to zero, a best estimate has to be
found for the state vector x(k) based on the measured input variables u(k) and output
variables y(k). A least squares estimation then requires

min ||x(k) − x̂(k| j)||2. (10.2.35)

Two different time instances are used here. k means the present time and j the used
time instant of the measurements. The state estimation can then be given different
names, Tomizuka (1998);

k > j prediction problem,

k = j filtering problem,

k < j smoothing problem.

The filtering problem and one-step ahead prediction is further considered. The used
measurements of the output are

Y j = {y(0), y(1), . . . , y( j)} . (10.2.36)

Following notations are used:

Optimal state estimates:

x̂(k| j) = E
{
x(k)|Y j

}
. (10.2.37)

State-estimation error:

x̃(k| j) = x(k) − x̂(k| j). (10.2.38)

Covariance matrices of the one-step ahead estimation error

P−(k + 1) = E
{

x̃(k + 1|k) x̃T (k + 1|k)
}

, (10.2.39)

P(k + 1) = E
{

x̃(k + 1|k + 1) x̃T (k + 1|k + 1)
}

. (10.2.40)

For time instant k + 1 the state variable x(k + 1) can be predicted by using the state
model (10.2.29) with the information at time k

x̂(k + 1|k) = A x̂(k|k) + B u(k) + v̄, (10.2.41)

as the exact v(k) is unknown.
With the assumption E {v(k)} = v̄ = 0 it yields

x̂(k + 1|k) = A x̂(k|k) + B u(k). (10.2.42)
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At time k + 1 also the measurement of the output y(k + 1) is available. It holds

y(k + 1) = C x(k + 1) + n(k + 1). (10.2.43)

However, x(k + 1) is unknown. The prediction x̂(k + 1|k) is disturbed by the noise
v(k) and the measurable output y(k + 1) by n(k + 1). It is assumed the v(k) and
n(k) are statistically independent.

If both, x̂(k + 1|k) and x(k + 1), would be known, one could calculate aweighted
mean as an estimate.

x̂(k + 1|k + 1) = (I − K′) x̂(k + 1|k) + K′ x(k + 1)
= x̂(k + 1|k) + K′[x(k + 1) − x̂(k + 1|k)], (10.2.44)

where K′ is a (m × m) weighting matrix which is to be chosen such that the
covariance of the estimation error P(k + 1) becomes a minimum. Now, instead of
x(k + 1), the measurable output vector y(k + 1) = C x(k + 1) using the process
model (10.2.32), is taken. Then with K′ = K C holds

x̂(k + 1|k + 1) = x̂(k + 1|k) + KC[x(k + 1) − x̂(k + 1|k)]
= x̂(k + 1|k) + K[y(k + 1) − Cx̂(k + 1|k)]
= [I − KC] x̂(k + 1|k) + K y(k + 1).

(10.2.45)

This equation contains

x̂(k + 1|k) : the model prediction of x(k + 1) based on
the last estimate x̂(k|k), (10.2.42),

y(k + 1) : the new measurement
.

A recursive estimation algorithm then follows from (10.2.43)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)[y(k + 1) − C x̂(k + 1|k)], (10.2.46)

where the correction matrixK(k + 1) has to be chosen as to minimize the covariance
matrix of the estimation error. As this variance changes with time, also K(k + 1)
must be time-variant. The error of the prediction is

x̃(k + 1|k) = x̂(k + 1|k) − E
{
x̂(k + 1|k)} ,

and the error in the measurement, see (10.2.32)

ỹ(k + 1) = y(k + 1) − E {y(k + 1)} = n(k).

The corresponding covariance matrices are

P−(k + 1) = E
{

x̃(k + 1|k) x̃T (k + 1|k)
}

Y = E
{

ỹ(k + 1) ỹT (k + 1)
}

= E
{

n(k) nT (k)
}

= R.
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The further derivations of theminimization of the covariancematrix of the estimation
error is shown in AGARD (1970) by forming the covariance matrix into a complete
square; see also Isermann (1991). This leads to a sequence of calculations:

prediction:

x̂(k + 1|k) = A x̂(k|k) + B u(k), (10.2.47)

P−(k + 1) = A P(k) AT + Q. (10.2.48)

correction

K(k + 1) = P−(k + 1) CT [C P−(k + 1) CT + R]−1, (10.2.49)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)[y(k + 1)

−C x̂(k + 1|k)], (10.2.50)

P(k + 1) = [I − K(k + 1)C]P−(k + 1). (10.2.51)

If the prediction (10.2.47) is inserted in (10.2.48), it follows

x̂(k + 1|k + 1) = A x̂(k|k) + B u(k)
new estimate old estimate

+ K(k + 1) [y(k + 1) − C(A x̂(k|k) + B u(k))]
correction new measure- − predicted measurement
matrix ment based on the process

model and old estimate

. (10.2.52)

which is identical to the recursive state estimation (10.2.46), now with determined
gain K(k + 1). These filtering equations are called the Kalman filter.

The state estimation is a recursive estimation of the state x̂(k + 1|k + 1) based
on a predicted state x̂(k + 1|k) by the process model and a correction based on the
new measurement y(k + 1) and a correction matrix which minimizes the covariance
of the estimation error x̃(k + 1|k). A comparison with the state observer (10.2.28)
shows that the observer only uses past information x̂(k) and y(k) and not predicted
values x̂(k + 1|k) and the new measurement y(k + 1).

The correction matrix or gain K(k + 1) depends on the covariance matrices Q of
the state noise v(k) and R of the output noise. It can be computed in advance for
stationary noise, since it does not depend on measured signals.

If the processmatricesA,B andC and the noise covariancematrices do not depend
on time, the Kalman filter gain K(k + 1) approaches asymptotically a steady-state
value K̄. The steady-state estimation error covariance matrix P− follows from the
elimination of P(k) from (10.2.48) using (10.2.51) and (10.2.49), leading to

P−(k + 1) = A P−(k) AT − A P−(k)CT [C P−(k) CT + R]−1 C P−(k)AT + Q,

(10.2.53)
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which is a Riccati equation. (One recognizes the duality to the optimal state control).
Its asymptotic solution results in the steady- state matrix P−. Then, the steady-state
Kalman filter gain becomes

K̄ = P− CT [C P− CT + R]−1. (10.2.54)

The calculations then reduce to

prediction:

x̂(k + 1|k) = A x̂(k|k) + B u(k), (10.2.55)

correction:

x̂(k + 1|k + 1) = x̂(k + 1|k) + K̄ [y(k + 1) − C x̂(k + 1|k)].
new estimate old estimate correction new predicted

matrix measurement measurement with
process model and

old estimate.
(10.2.56)

To obtain a comparison to a state observer the previous correction in the form

x̂(k|k) = x̂(k|k − 1) + K̄[y(k) − C x̂(k|k − 1)], (10.2.57)

is inserted in the prediction (10.2.53), leading to

x̂(k + 1|k) = A x̂(k|k − 1) + B u(k) + A K̄[y(k) − C x̂(k|k − 1)]. (10.2.58)

A comparison with the observer (10.2.28) shows that if the observer gain is chosen
as

H = A K̄, (10.2.59)

the observer equation corresponds to the Kalman filter.
Figure10.6 shows a signal flow diagram of the Kalman filter by using (10.2.58)

and (10.2.55). (This scheme is depicted for the case that at time instant k the input
signal u(k) and the output signal y(k) is available, as for an observer. If, however,
the next output sample y(k + 1) is used for estimating x̂(k + 1|k + 1) the correction
follows (10.2.56)).

In the original work of Kalman (1960), the recursive state estimator was derived
by applying the orthogonality condition between the estimation errors and the mea-
surements

E
{

x̃(i) YT ( j)
}

= 0 for j < i . (10.2.60)

An alternative derivation of the Kalman filter follows using the conditional expecta-
tion of a least squares estimate

E
{
x(k)|Y j

} ; (10.2.61)
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Fig.10.6 Signal flow diagram of a Kalman filter with the prediction according to (10.2.55) and the
correction according (10.2.57)

see (10.2.35) and (10.2.36). Hence, the estimate is the vertical projection of x(k) on
Y j

x̂(k| j) = E
{
x(k)|Y j

}
, (10.2.62)

with the estimation error

x̃(k| j) = x(k) − x̂(k| j);
see e.g. Tomizuka (1998). Other references for the Kalman filter are Brown and
Hwang (1992), Gelb (1974), Åström and Wittenmark (1984), Lewis (1986), Welch
and Bishop (2004), and Grewal and Andrews (2015).

Figure10.7 summarizes the prediction and correlation equations for implementing
the Kalman filter in the case of linear processes. The Kalman filter equations deter-
mine the process state vector x̂(k + 1) according to a prediction-correction principle
in two steps. Based on the known process model, a one-step ahead prediction is made
for the state x̂(k + 1|k) and the covariance of the state-estimation error P(k + 1|k),
based on the values at time step k.

The correction step begins by updating the Kalman gain as a weighting matrix by
using the predicted state- estimation covariance matrix P(k + 1|k). Then, an output
errorΔy(k + 1) is calculated as a difference of the new process outputmeasurements
y(k + 1) and its prediction Cx̂(k + 1|k). A new state estimate x̂(k + 1|k + 1) is
obtainedby correcting the state prediction x̂(k + 1|k)with the output errorΔy(k + 1)
multiplied with the updated Kalman gain K(k + 1). Then, the covariance matrix
P(k + 1|k + 1) is corrected using the corrected Kalman gain K(k + 1) and a new
prediction step begins.

In principle, the Kalman filter is similar to that of a state observers. But it is
especially suitable for processes with relatively large state variable and output noise.
The Kalman filter was derived for the process model (10.2.26) and (10.2.27).
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prediction correction

1) state prediction

2) covariance prediction

1) Kalman gain

2) state correction

3) covariance correction

initial values 
[x (1|0), P (1|0)]

x (k+1|k) = Ax (k) + Bu (k)

T
P (k+1|k) = AP (k) A + Q

T T -1
K (k+1) = P (k+1|k) C [CP (k+1|k) C  + R]

x (k+1|k+1) = x (k+1|k) + K (k+1) [y (k+1) - Cx (k+1|k]

P (k+1|k+1) = [I-K (k+1) C] P (k+1|k)

^ ^

^ ^ ^

^

Fig. 10.7 Kalman filter equations for the process equation (10.2.26) and (10.2.27)

10.2.4 Extended Kalman Filter

(a) Nonlinear Processes
In many applications, one is confronted with nonlinear system models of the form

x(k + 1) = fk(x(k), u(k)) + v(k), (10.2.63)

y(k) = gk(x(k)) + n(k) , (10.2.64)

where the index k in fk and gk indicate that also the functions themselves can be
time-varying.

For processes of this form, the Extended Kalman Filter (EKF) has been used
in many applications. In a few first publications, this filter was called the Kalman-
Schmidt-Filter; see Grewal and Andrews (2015). In the EKF, the update equation for
the states is based on the “true” nonlinear model, whereas the update for the error
covariance matrix P(k) is based on a first order Taylor series expansion of (10.2.63)
and (10.2.62). The prediction step for the states is hence given as

x̂(k + 1|k) = fk
(
x̂(k), u(k)

)
. (10.2.65)

The update of the covariance matrix requires the calculation of the Jacobian
matrices in each update step. The Jacobian matrices are given as

F(k) = ∂fk(x, u)

∂x

∣
∣
∣
∣
x=x̂(k), u=u(k)

=

⎡

⎢
⎢
⎣

∂ f1
∂x1

∂ f1
∂x2

. . .

∂ f2
∂x1

∂ f2
∂x2

. . .

...
...

⎤

⎥
⎥
⎦ , (10.2.66)

G(k + 1) = ∂gk+1(x)

∂x

∣∣
∣
∣
x=x̂(k+1|k)

=

⎡

⎢
⎢
⎣

∂g1
∂x1

∂g1
∂x2

. . .

∂g2
∂x1

∂g2
∂x2

. . .

...
...

⎤

⎥
⎥
⎦ . (10.2.67)
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Then, the update equation for P(k + 1) and the calculation K(k + 1) are given as

P−(k + 1) = F(k)P(k)FT(k) + Q(k), (10.2.68)

K(k + 1) = P−(k + 1)G(k + 1)
[
G(k + 1)P−(k + 1)GT(k + 1) + R(k + 1)

]−1
,

(10.2.69)
and

P(k + 1) = [
I − K(k + 1)G(k + 1)

]
P−(k + 1). (10.2.70)

The state estimates are corrected using the true nonlinear relation as

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)
[
y(k + 1) − gk+1

(
x̂(k + 1|k))].

(10.2.71)
While the derivation of the EKF seems quite simple, it must be stressed at this
point that the EKF does not provide optimal estimates. While the random variables
were remaining Gaussian at all times for the Kalman filter, the distribution of the
random variables will change after going through the nonlinear transformations in
the EKF. Furthermore, one should be aware that the filter can quickly diverge due to
the linearization around false operating points, if, for example, the initial conditions
are chosen wrongly. While these points seem to be severe drawbacks of the EKF, it
is still used in many applications, the most prominent being navigation systems and
GPS devices.

The final extended Kalman filter calculations result in the sequence:

prediction:

x̂(k + 1|k) = fk
(
x̂(k), u(k)

)
, (10.2.72)

F(k) = ∂fk(x, u)

∂x

∣
∣
∣
∣
x=x̂(k), u=u(k)

, (10.2.73)

P−(k + 1) = F(k)P(k)FT(k) + V(k)M(k)VT(k), (10.2.74)

correction:

G(k + 1) = ∂gk+1(x)

∂x

∣
∣
∣∣
x=x̂(k+1|k)

, (10.2.75)

K(k+1) = P−(k+1)G(k+1)
[
G(k+1)P−(k+1)GT(k+1) + R(k+1)

]−1
,

(10.2.76)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)y(k + 1) − gk+1
(
x̂(k + 1|k)),

(10.2.77)

P(k + 1) = [
I − K(k + 1)G(k + 1)

]
P−(k + 1). (10.2.78)
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(b) Extended Kalman Filter for Parameter Estimation
The extended Kalman filter can also be used for parameter estimation. Here, the
state vector x(k) is augmented with a parameter vector θ, leading to the state-space
system

(
x̂(k + 1)
θ̂(k + 1)

)
=

(
f
(
x̂(k), θ(k), u(k)

)

θ(k)

)
+
(

v(k)
ξ(k),

)
(10.2.79)

y(k) = g
(
x̂(k)

) + n(k), (10.2.80)

where in comparison with (10.2.63), the parameter vector θ(k) has been introduced
and obeys the dynamics

θ(k + 1) = θ(k) + ξ(k); (10.2.81)

see Grewal and Andrews (2015). One can see that the parameters are modeled as
constant quantities. However, the model includes a stochastic disturbance, i.e. the
parameters are modeled as being disturbed by a white noise in the sense of a random
walk.

10.2.5 Determination of Derivatives

If the required derivatives of the signals for state estimation or parameter estimation
are directly measurable (e.g. as for vehicle applications), these values can be entered
directly. On the contrary, if the derivatives are not measurable, the derivatives have
to be determined from the sampled signals u(t) and y(t). For this, one basically has
a choice between numerical differentiation and state variable filtering.

(a) Numerical Differentiation
The numerical differentiation in combination with interpolation approaches (e.g.
splines) is usually not able to suppress noise due to disturbance signals for higher
derivatives which limits this technique to the application of second or third order
derivatives as a maximum. Often however, only first order derivatives can be deter-
mined reliably.

One can use in general the following methods of determining the derivatives:

Forward Differential Quotient: ˆ̇x(k) = x(k + 1) − x(k)

T0
, (10.2.82)

Backward Differential Quotient: ˆ̇x(k) = x(k) − x(k − 1)

T0
, (10.2.83)

Central Differential Quotient: ˆ̇x(k) = x(k + 1) − x(k − 1)

2T0
. (10.2.84)

All of them have distinct advantages and disadvantages: While the forward and
the central differential quotient depend on future values, the backward differential
quotient introduces a delay of half a sample step.
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Fig.10.8 State variable filter for filtering and determining the derivatives of a signal simultaneously

Table 10.1 Polynomials B(s) of the normalized Butterworth filter

Order n Polynomial B(s) of the Butterworth Filter

n = 1 s + 1

n = 2 s2 + 1.4142s + 1

n = 3 s3 + 2s2 + 2s + 1

n = 4 s4 + 2.6131s3 + 3.4142s2 + 2.6131s + 1

n = 5 s5 + 3.2361s4 + 5.2361s3 + 5.2361s2 + 3.2361s + 1

n = 6 s6 + 3.8637s5 + 7.4641s4 + 9.1416s3 + 7.4641s2 + 3.8637s + 1

(b) State Variable Filters
The principle of state variable filters is to use a low-pass filter that dampens out the
higher frequent noise and transform it into a state-space representation, such that the
states are the derivatives of the filter output, i.e. the filtered signal. They are designed
to suppress any noise above the cut-off frequency, i.e. for f > fc.

State variable filters (SVF), see Fig. 10.8, with a transfer function

GF (s) = yF (s)

y(s)
= K

B(s)
= f0

f0 + f1s + . . . + fn−1sn−1 + sn
, (10.2.85)

have proven to yield good results in the identification of continuous-time systems.
A state variable filter is an analog filter with a certain topology that is subsequently
discretized for the realization on a digital computer. The input signal u(t) and the
output signal y(t) of a process must both be filtered with the same state variable filter.
The choice of the filter parameters fi is relatively free. For example, the parameters
of a Butterworth filter can be used; see Table10.1. For the discretization, differ-
ent approximation techniques can be employed. For more details see Isermann and
Münchhof (2011).
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Fig. 10.9 Main inputs and outputs of a driving vehicle (simplified vehicle models).

10.3 DrivingManeuvers

Driving maneuvers are used to test the stationary and dynamic behavior of the real
vehicle. The main inputs from the driver are the positions of the gas pedal αth,
brake pedal βB, and steering angle δH and the main outputs are the longitudinal
velocity vX and course angle ν. The inputs also influence the roll angle ϕ and the
pitch angle θ; see Fig. 10.9. The time-dependent input test signals have to excite
the stationary and dynamic behavior of the vehicle represented by the outputs and
intermediate variables. In order to change the inputs for the stationary behavior,
their size (amplitude) has to be adapted to the gains of the vehicle (accelerator gain,
braking gain, and steering gain). With regard to the excitation of dynamics, the size
of the inputs, as well as the excited frequencies, have to be properly selected and their
form has to be suitably designed with regard to the type of dynamic transfer function,
e.g. a proportional, integral or double integral behavior. Therefore, different types of
test maneuvers are applied.

Standardized driving maneuvers have been worked out in technical committees
and are available for example as follows:

DIN/OSI 4138: Steady-state circular test procedure (R < 80m; v changed in
steps. Measurements of δH, aY, ψ̇, β, ϕ, MH

DIN (OSI 7401): Lateral transient response test methods (steering angle: step,
sinusoidal; time response, frequency response)

DIN/OSI 7975: Braking in a turn (R = 30 . . . 50m; v = 44 to 57km/h; ay =
5m/s2, R = 100m; v = 72km/h; ay = 4m/s2. Determination of
ψ̇(t), aY(t), β(t), aX(t))
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DIN/OSI 3888: Double lane change. Dimensions of the test track are standard-
ized. ventry = 80km/h; αth ≈const. or variable. Maximum of
ventry can be determined.

One distinguishes open-loop tests, where the input signals are applied to the vehicle
either by the driver or automated by a robot and closed-loop tests, where the driver
or an autopilot after applying a test input has to control certain driving states in a
feedback loop, like cornering with constant radius or driving with constant velocity,
or driving through a way betweens cones.

Some typical driving maneuvers which are used for testing the lateral dynamics
are depicted in Fig. 10.10; see e.g. Ersoy and Gies (2017). Because of the limited
speed to change the steering wheel angle, the inputs are actually ramp functions with
a speed of about 3.5 to 10 rad/s. Step inputs can be realized with the accelerator pedal
or braking pedal within 300ms.

Figure10.10a shows a step input (idealized) δH of the steering wheel to generate
a transient function of the yaw rate ψ̇ with constant speed vX. The yaw angle then
increases (for slow speeds) linearly and the vehicle corners continuously on a circle
with radius R.

The lane change, Fig. 10.10b, is a maneuver which represents an evasion maneu-
ver with constant velocity before an object. To support the driver and because of
repeatability the driveable track is limited by cones. The maneuver is driven for cer-
tain constant velocity vX and begins with a ramp of amplitude δH0, e.g. to the left
and after holding time a ramp of double amplitude 2δ0 to the right and then back
with a ramp size δ0 to the left. This signal form is required because of the integrating
behavior of the vehicle with regard to the yaw angle ψ and the lateral position yE
and to reach a straight line parallel to the initial driving line.

A double lane change like in Fig. 10.10c represents an overtaking or evasive
maneuver to the left and then to the right. It is a severe test drive for a transient
road-holding ability in closed-loop control by the driver. The initial entry speed is
v = 80km/h. The throttle position should be a steady as possible or can be any.

A slalom maneuver excites the lateral dynamics for a larger time period. Slalom
maneuvers can be realized with constant amplitude, with increasing amplitude,
Fig. 10.10d, or with constant amplitude and increasing frequency, Fig. 10.10e.

A further maneuver is a fast manual step input δH0 of the steering wheel and then
taking off the hands. This allows to observe the dynamic eigenbehavior and returning
behavior of the steering system with the vehicle dynamics. The result is usually a
more or less damped oscillation to a steady state, usually in neutral position, see e.g.
Mitschke and Wallentowitz (2014), shown for such behavior during cornering.

The analytical and subjective evaluation of the lateral behavior can be based on
the transient response of the yaw rate after a fast ramp input of the steering wheel
angle. According to the second order behavior, the transient function shows a delayed
reaction with an overshoot; see also the simulations in Sects. 7.2 and 7.3

Δψ̇OS = ψ̇max − ψ̇stat; (10.3.1)
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Fig. 10.10 Some driving maneuvers for testing the lateral behavior, Börner (2004). a Steering
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Fig. 10.11 Some
characteristic values of a
transient function of the yaw
rate after a ramp input of the
steering wheel angle, ISO
7401, Mitschke and
Wallentowitz (2014)
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see Fig. 10.11. Some further characteristic values, defined in ISO 7401 andMitschke
and Wallentowitz (2014) are:

Kst,ψ̇ = �̇stat/δHstat yaw rate steering gain,

Tψ̇ = peak response time, delay until reaching a first ψ̇max,

Tψ̇max = peak response time, delay until reaching a first ψ̇max. (10.3.2)

Typical values for passenger cars are, Mitschke and Wallentowitz (2014):

Kst,ψ̇ = 0.2 . . . 0.3 1/s,

Tψ̇max = 0.33 . . . 0.5 s,

Δψ̇OS = 0.13 . . . 0.27.

A discussion on the subjective evaluation of the lateral steering behavior is given in
Mitschke and Wallentowitz (2014) and Ersoy and Gies (2017).

The frequency content of input test signals is analyzed; e.g. in Isermann and
Münchhof (2011). The amplitude densities of non-periodic test signals as shown in
Fig. 10.12 is obtained by a Fourier transform

F{u(t)} = u(iω) =
∫ ∞

−∞
u(t)e−iωt dt . (10.3.3)

Figure10.13 depicts the amplitude densities |u∗(iω)| = |u(iω)|/u0T for various
non-periodic test signals. A step function excites mainly the low frequencies. Rect-
angular and trapezoidal test signals show higher amplitude densities at middle fre-
quencies, but smaller ones at lower frequencies and zeros at higher frequencies.
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Fig.10.12 Simple non-periodic test signals. a Step function. bRamp function. c Rectangular pulse.
d Trapezoidal pulse. e Double-rectangular pulse. f Double trapezoidal pulse

These non-periodic test signals allow to determine a frequency response by the
ratio of Fourier transforms of the input and output signal

G(iω) = y(iω)

u(iω)
=

∫∞
0 y(t)e−iωt dt
∫∞
0 u(t)e−iωt dt

. (10.3.4)

A direct way to obtain a frequency response, which is defined for linear processes,
is to determine for sinusoidal inputs and outputs in an oscillating stationary state the
amplitude ratio and phase angle for different frequencies ων

G(iων) = y0(ων)

u0ων

ϕ(iων) = −ων tϕ.

(10.3.5)
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Fig.10.13 Referred amplitude density of various non-periodic test signals, Isermann andMünchhof
(2011)
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Fig.10.14 Identification driving maneuver with a following-up of different test signals and phases
for determination of basic vehicle models.AWeighing;B stand still;C slow acceleration;D braking
maneuver; E stationary steering maneuvers; F dynamic steering maneuvers (slalom); G dynamic
braking maneuvers

The evaluation of the measured signals can be made directly from the measured
signals or by orthogonal correlation. However, for driving automobiles the required
measurement time may be too long.

An alternative is to use sweep sine test signals, also called chirp signals, with a
continuously varying frequency; e.g.

y(t) = y0 sin(2π f (t)t), (10.3.6)

with a linear frequency transition

f (t) = at + b.
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Fig.10.15 Measured signals during an identification driving maneuver of Fig. 10.13, Bauer (2015)

Figure10.14F shows an example. This test signal is more suitable for automobiles.
For more details on the identification of process dynamics; see Isermann andMünch-
hof (2011).

In order to identify different models of vehicles various test signals can be applied
sequentially, as shown in Fig. 10.14 and Bauer (2015). Phase A is for preparing the
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Fig. 10.16 A passenger car driving a lane change

maneuvers and determination of the mass and coordinates of the center of gravity.
Then the sensor and the data acquisition are checked in phase B. Phase C is a
slow acceleration with about v̇x ≤ 1m/s2 to determine the dynamic roll radii of
the wheels. Then moderate braking maneuvers are applied in phase D to determine
dynamic longitudinal models. After reaching a certain velocity circular drives are
performed in phase E with different radii, also with different velocities. In phase
F slalom maneuvers with (approximately) sinusoidal steering inputs and changing
frequency are driven to excite the lateral and roll dynamics. The excitation of the
longitudinal dynamics is performed in phase G with strong braking pulses, also with
different starting velocities.

Figure10.15 depicts as an example the resulting measured signals and a graph of
the test field, see Fig. 10.16, with a second time period for validation measurements.

In the following chapters on parameter and state estimation, the described driving
test maneuvers are applied to different vehicles and obtained results are shown.
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11Parameter Estimation (Identification)
ofVehicleDynamics

The application of parameter-estimation methods to determine the unknown vehicle
model parameters is treated for a selection of dynamic and static vehicle or vehicle
componentmodels.Herewith, themethods of Sect. 10.1 are used, either in continuous
or discrete time, in non-recursive or recursive form. In general, one tries to use series
on-board sensors only depending on the standard equipment of the vehicle, (Robert
Bosch GmbH 2018). However, in some cases also additional sensors are applied
which are used for research vehicles. Compare the discussion of available sensors
and measurement systems discussed in the introduction to Chap.10.

11.1 Vehicle Mass and Resistance Parameters

The most direct method to determine a (constant) vehicle mass m is to weight the
vehicle as a whole or with a wheel load scale for the front and rear axle, which leads
to

m = (Gf + Gr) /g = mf + mr. (11.1.1)

Another possibility is to use the travelways of thewheel suspensions ifmeasurements
are available. Using a linear suspension model, according to Sect. 8.2.1, it holds for
the steady state of one suspension on an even ground, carrying the corresponding
body mass mBij

FBij = mBijg = F̄Bij = cBijzWBij, (11.1.2)

where

z̄WB = z̄W − z̄B, (11.1.3)
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is the deflection of the spring. For the body mass then follows

mB =
∑

mBij =
∑

cBijzWBij, (11.1.4)

with i = f , r and j = r , l.
To obtain the total vehicle mass, the mass of the wheels have to be added. A

better accuracy may be obtained by using nonlinear suspension models considered
in Sect. 8.2.2, where dry friction is also taken into account, creating hysteresis effects.

The vehicle mass can also be estimated from the longitudinal acceleration aX.
The force balance for the longitudinal behavior for an engine torque input are, on an
inclined road, yields; see (6.5.1)–(6.5.10) and (6.6.1), (6.6.2)

maX(t) = FXT(t) − FX,R(t) − FX,A(t) − FX,C(t), (11.1.5)

FXT(t) =
∑

i

FXT,i(t) = itotηtot
rdyn

Meng(t). (11.1.6)

Inserting the equations for the rolling resistance FX,R, the aero dynamic drag FX,A
and the climbing resistance FX,C = mgλ leads to the nonlinear acceleration model

maX = − (
fR0 + fR1v + fR4v

4)mg − cair
2

v2 − mgλ + fengMeng, (11.1.7)

feng = itotηeng
rdyn

; cair = cWXAVρair,

or in vector form

y = ψTθ, (11.1.8)

with

y = aX,

ψT = [−1 −v −v2 −v4 −1 Meng
]
,

θ =
[
fR0g fR1g

cair
2m fR4g λg

feng
m

]
.

(11.1.9)

The estimation of the parameter vector θ can be performed with the method of
least squares (LS) for continuous time, see Sect. 10.1.2, after determination of the
inputs aX(t), v(t), and Meng(t) over a certain time period with discrete time samples.
The acceleration aX(t) in the x-direction of the vehicle can be determined from the
measured speeds of the non-driven wheels vX = rdynωW(t) and generation of the
first derivative by using a state variable filter; see Sect. 10.2.5. The method can be
applied off-line or online.

Assuming that the air drag constant cair and feng are known, the unknown mass
m and the rolling resistance parameters can be determined theoretically from the
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estimated parameters in θ for an acceleration of the vehicle. In the case of braking,
(6.7.1) and (6.7.11) can be used with

FXT(t) = −
∑

i

FXT,B,i(t) = −cβΔβ(t). (11.1.10)

Then cβ has to be known for mass estimation. A similar mass estimation method
was applied in Daiss (1996) for the case that the engine torque is known (small
acceleration and closed lock-up clutch). The vehicle mass could be estimated after
averaging of the estimates over 6 s driving with an error of 1%.

The vehicle mass m can also be directly calculated with (11.1.5) if the driving
forces are separately calculated as shown in Kiencke and Nielsen (2005).

The application of the described parameter-estimation method, however, by using
directly the calculated longitudinal tire forces FXT(t)was described inHalfmann and
Holzmann (2003) for accelerations between 70 and 120km/h. The vehiclemass could
be estimated with an accuracy of about 1%.

The mass estimation method with the nonlinear acceleration model can be sim-
plified for the case of a decelerating free rolling vehicle on an even road with an
disengaged engine, FXT = 0, Halfmann and Holzmann (2003). Then (11.1.9) sim-
plifies to

uT = [−1 v −v2 −v4
]
,

θT = [
fR0g fR1g

cair
2m fR4g

]
.

(11.1.11)

Figure11.1a shows the velocity of a free rolling vehicle after disengagement of the
engine at 190km/h. Using themeasured and state variable filtered acceleration aX(t),
an off-line estimation of the parameters θ with the method of least squares led to the
following parameters

m̂ = 1659 kg,

f̂R0 = 0.691 · 10−2; fR1 = 0.457 · 10−2 s

m
,

f̂R4 = 0.1 · 10−4 s
4

m4 .

The real mass was 1623kg and the estimation error about 2%.
Figure11.1.1b compares the measured and the vehicle model (11.1.11) simulated

acceleration with a plausible good agreement.
If the mass m is known, then the air drag coefficient cair can be estimated.
If only small changes Δv of the vehicle velocity are considered for an even road,

the linear first order differential equation (6.6.6) of the vehicle with a stiff powertrain
can be used. Writing this equation in the form of

Δv(t) = −Taccv̇(t) + KaccΔα(t), (11.1.12)

one obtains the notation

y(t) = �T(t)θ, (11.1.13)
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Fig. 11.1 a Measured velocity for a free rolling vehicle. b Measured and simulated acceleration
with the estimated parameters. (Opel Vectra V6, 125kW, cW = 0.29, 1993)

with

ψT = [−v̇(t) Δα(t)] ,

θT = [Tacc Kacc.] .

The input and output signals are measured for the discrete times t = kT0 with k =
0, 1, 2, ... and T0 the sampling time. v̇(t) can be determined from Δv(t) with a state
variable filter. The application of the LS parameter-estimationmethod of Sect. 10.1.2
then allows to determine T̂acc and K̂acc. The vehiclemass (including rotationalmasses
(6.5.23) can then be calculated with

m̂tot = T̂acc

K̂acc

itotηtot
rdyn

ceng,α. (11.1.14)

The engine constant ceng,α = ∂Meng/∂α is a function of the operating point M̄eng
and n̄eng and follows from the lookup table of the engine torque; see Sect. 6.2.

In the case of braking with Δβ(t) and small changes of v(t), (6.7.13) can be used
and similarly the total vehicle mass can be determined after parameter estimation of
T̂brake and K̂brake by

m̂tot = T̂acc

K̂acc

(−cβF
)
. (11.1.15)

The brake constant cβF follows from (6.7.11) and has to be known.
A further simplification is obtained if only the initial acceleration after, e.g. a step

input of Δα(t = 0) is used. Then (6.6.7) leads to

dv

dt

∣∣∣∣
t=0

= Kacc

Tacc
Δα(0) = itotηtot

rdyn
ceng,α

1

m̂tot
Δα(0),

and

m̂tot = itotηtot
rdyn

Δα(0)
dv

dt

∣∣∣∣
t=0

. (11.1.16)
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These methods can be applied off-line or online.
Another possibility for an indirect estimation of the vehiclemass is to compare the

measured acceleration for a simulation with a basic mass mbase and the real vehicle
with another massmload, Halfmann and Holzmann (2003). Then is holds for an even
road

aX,base = 1

mbase

(
FXT − FX,R − FX,A

)
sim ,

aX,load = 1

mload

(
FXT − FX,R − FX,A

)
meas .

(11.1.17)

For small differences of the accelerations follows

aX,base

aX,load
= mload

mbase

[
ΔFXT(t) − ΔFX,R(t) − ΔFX,A(t)

]
sim[

ΔFXT(t) − ΔFX,R(t) − ΔFX,A(t)
]
meas

≈ mload

mbase
· c(t).
(11.1.18)

For similar driving maneuvers with small to medium accelerations, it holds c(t) ≈ 1
and it follows

aX,base

aX,load
≈ mload

mbase
= mbase + Δm

mbase
= Ka(Δm). (11.1.19)

If Ka(Δm) can be estimated with appropriate driving maneuvers, it is

Δm =
(
K̂a − 1

)
mbase. (11.1.20)

The simulated and the measured accelerations show approximately a linear rela-
tionship with the slope Ka. However, this method, which uses only acceleration
measurements, needs a longitudinal dynamic vehicle simulation. In Halfmann and
Holzmann (2003), it was shown that, after a selection of suitable driving maneuvers
and filtered acceleration measurements, the vehicle mass could be determined with
a maximal error of 60kg or 4%.

A general property of the considered methods for the determination of the vehicle
mass by measuring the longitudinal acceleration and the velocity is that they require
a selection of suitable driving maneuvers, where the respective assumptions are met.

11.2 Center of Gravity Coordinates

As the dynamic forces on the vehicle are assumed to act in the center of gravity (CG),
the coordinates hCG, lf and lr have to be determined for the individual vehicle. A
direct way it to weigh the tire load forces at the contact points by scales. Firstly, the
wheel respective loads FWZ,r = mrg are weighted; see Fig. 11.2a. A torque balance
around the front axle then leads to

lf = mr

mr + mf
l and lf = l − lf . (11.2.1)
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To determine the height hCG of the CG the vehicle can be lifted at the rear axle or
brought to an inclined ground with gradient λ; see Fig. 11.2b. If the vertical forces of
the rear axle FZ,r = mrg can be measured, a torque balance on the front axle results
in

lfmg cosλ − lmrg cosλ − hCG mg sin λ = 0,

and the height of CG becomes

hCG = 1

tan λ

(
lf − mr

m
l
)

. (11.2.2)

11.3 Dynamic Rolling Tire Radius

For driving on a straight road without braking, it holds for the non-driven wheels

vω,fl = rdyn,flωfl vω,fr = rdyn,frωfr.
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Fig. 11.3 Identification of the dynamic tire radius rdyn,fl and rdyn,fr based on measurement of
vref (GPS) and wfl, wfr . Tire: 225/50/R17 (outer radius rout = 328.4 mm, static radius for v = 0:
rstat = 310 mm), Bauer (2015)

If the velocity of the center of gravity respectively the vehicle can be measured with
a GPS system or a Correvit sensor and delivers vref , then one can state the equation,
Bauer (2015)

y = ψTθ, (11.3.1)

with

yT = [vref vref ],
ψT = [ωfl ωfr],
�T = [rdyn,fl rdyn,fr].

(11.3.2)

Applying the parameter-estimation method of least squares enables to obtain an
estimation of r̂dyn,fl and r̂dyn,fr.

Figure11.3 depicts the time history of the described parameter-estimationmethod
for increasing the speed from standstill. The estimation begins for v ≥ 2m/s. Above
10s, the estimate converges to rdyn = 315, 4 mm, which is 96% of the outer tire
radius for zero load.

11.4 Road Gradients

The longitudinal and lateral road gradient angles λ and η have a significant influence
on vehiclemodels. They change continuously during driving and should be available.
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11.4.1 Longitudinal Road Gradient

According to Fig. 4.3 or 7.26, for a vehicle on a road with gradient angle λ, and
therefore, the slope p = tan λ [%], it holds for the measured acceleration

aX,sens(t) = v̇X(t) + θ̇(t)vZ(t) − ψ̇(t)vY(t) − g sin(λ(t) − θ(t)) + na(t),
(11.4.1)

where θ is the pitch angle, ψ is the yaw angle (compare (7.3.4)) and na is a noise
term.

The longitudinal velocity vX(t) can be determined from the speed of the non-
driven wheels

vX = rdyn(ωw,r + ωw,l)/2. (11.4.2)

v̇X follows by applying a state variable filter. The lateral velocity vY is either recon-
structed by a measured v̇Y or it is determined with a one-track model according to
Eq. (7.2.9)

vY = vX sin β̂, (11.4.3)

where the slip angle β̂(δ, vX) is estimated with one of the methods in Sect. 12.3, e.g.
via Eq. (12.3.8). Usually the product θ̇vZ is small and can be neglected. Then the
road gradient can be calculated from

λ(t) = θ(t) + 1

g
arcsin(v̇X(t) − aX,sens(t) + ψ̇(t)vX(t) sin β̂(t)) + na(t).

(11.4.4)
An application of this method is shown in Halbe (2008).

For straight driving on a smooth road with vY = 0, vZ = 0 and θ = 0 (11.4.1)
simplifies to

aX ,sens(t) = v̇X(t) − g sin λ. (11.4.5)

The road gradient can then be determined by

λ(t) = 1

g
arcsin(v̇X(t) − aX,sens(t)),

≈ 1

g
(v̇X(t) − aX,sens(t));

(11.4.6)

see also Kiencke and Nielsen (2005).
Considering the force balance equation of an inclined road (11.1.7) for the longitu-

dinal acceleration aX(t), the road gradient is already part of the estimated parameter
vector θ̂ and can, therefore, be determined together with the mass estimation; see
(11.1.9). Based on a similar equation, a linear state observer is described in Kiencke
and Nielsen (2005) and Halfmann and Holzmann (2003) and good results have been
obtained after knowledge of the wheel forces.
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11.4.2 Lateral Road Gradient

For a vehicle on a lateral inclined road with gradient angle η following equation can
be stated by looking at Figs. 7.26 and 7.27

aY,sens(t) = v̇Y(t) + ψ̇(t)vX(t) − ϕ̇(t)vZ(t) + g sin(η(t) + ϕ(t)), (11.4.7)

v̇Y is either directly measured or can be determined with (11.4.3) and its derivative
ϕ̇(t). If it can be assumed that ϕ̇(t) = 0, then the lateral gradient angle can be
determined from

η(t) = −ϕ(t) + arcsin
1

g
(aYsens(t) − v̇Y(t) − ˙ψ(t)vX(t)). (11.4.8)

For straight driving with ψ̇ = 0, it is

η(t) = −ϕ(t) + arcsin
1

g
(aY,sens(t) − v̇Y(t)), (11.4.9)

and with negligible lateral acceleration v̇Y = 0

η(t) = −ϕ(t) + arcsin
1

g
aY,sens(t). (11.4.10)

11.5 Understeer Gradient

The analysis of the linearized one-track model in Sect. 7.2.5 shows for stationary
cornering with radius RP for the steering wheel angle

δH = iS
l

RP
+ iS

l

v2ch
aY, (11.5.1)

or with δf = δH/iS; see (7.2.20)

δf = l

RP
+ l

v2ch
aY. (11.5.2)

If the characteristic velocity vch can be considered as a constant parameter, then
the steering wheel angle changes linearly with the lateral acceleration

δf = δA + SGay, (11.5.3)

where δA is the dynamic reference steer angle (slow velocity); see (7.2.1)

δA = l

RP
. (11.5.4)
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Hence, the understeer gradient

SG = dδf

daY
= l

v2ch
, (11.5.5)

is the gradient of the relation (11.5.3), see Fig. 7.13, in the linear range for about
aY < 4.5 m/s2. Out of the linear range (11.5.3) may be approximated by a nonlinear
term

δf(ay) = c0 + c1aY + c2a
n
Y, (11.5.6)

with c0 = δA = l
RP
, c1 = SG and e.g. n = 2.

The experimental determination of δf = f (a2Y) can be made by driving with
constant radius RP and increasing velocity such that different measured values of
δf(t) = δH(t)/iS and aY = v2(t)/RP are obtained. As c0 is known, it is brought on
the left side

y(t) = ψ(t)θ,

y(t) = δf(t) − c0,

ψT (t) = [
aY(t) anY(t),

]

θT = [c1 c2.]

(11.5.7)

Least squares estimation with measurements at t = kT0, k = 0, 1, 2...N then yields

θ̂
T = [

ĉ1 ĉ2,
]

with SG = ĉ1
The standard ISO/DIN 4138 requires that the measurements have to be taken for

steps of 0.5 m/s2 in ay with a duration of ≥ 3 s.

11.6 Tire Model Parameters

As treated in Chap.5, the tire models describe the longitudinal tire forces FXT in
dependence on the longitudinal slip SX and the lateral tire force FYT independence
on the side slip angle α or side slip SY through nonlinear algebraic approximation
equations.

A linear behavior can only be assumed for small longitudinal and lateral forces. In
the following, it is shown how the usually unknown parameters of different tire mod-
els can be estimated based on drive dynamic sensors of driving vehicles. Figure11.4
gives a survey of the considered cases.
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Fig.11.4 Survey for the estimation of longitudinal and lateral tire paramters with different tire and
vehicle models

11.6.1 Longitudinal Tire Model Parameters: Friction Coefficient
Estimation

The friction coefficient μX in longitudinal direction is according to (5.1.3) defined
by the relation

μX(SX) = FXT
FZT

. (11.6.1)

In order to estimate μX, the forces FXT and FZT have to be known. The longitudinal
FXT has to be measured, e.g. by rim force measurement equipment for research cars
or it has to be reconstructed from on-board sensors.

(a) Dynamic Wheel Model (Individual Wheels)
To obtain μX(t) for the individual wheel, the dynamic behavior of a wheel for accel-
erations is considered; see also Kiencke (1993). Equation (5.5.11) yields

J ∗
W
dωW(t)

dt
− rdynμXSX(t)FZ(t) + d

′
dsωW(t) = −MWB(t) + Mds(t). (11.6.2)

It is assumed that d
′
ds is a coefficient for the friction torque of the drive shaft and

wheel bearings and includes the linear part of the rolling resistance (6.5.4). The
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Fig.11.5 Estimation of the longitudinal friction coefficients with dynamic wheel models by driving
with changing throttle and brake pedal input. Front driven VW Golf IV (2005), m = 1505kg, dry
asphalt, Schorn (2007)

determination of the braking torque MWB is based on the measured braking pressure
pWcyl calculated with (5.5.4) and (5.5.6) or on the braking pedal position β according
to Eq. (6.7.7). Mds = itotηtotMeng/2 is the wheel torque from the drivetrain, see e.g.
(11.1.7). Then it follows

μX(SX(t)) = 1

rdynFZT(t)
(J ∗

W
dωW(t)

dt
+ d

′
dsωW(t) + MWB(t) − Mds(t)).

(11.6.3)
The direct use of this equation results in too noisy values. Therefore, Schorn (2007)
has proposed to perform a recursive least squares parameter estimation with forget-
ting factor. For the front left wheel, (11.6.3) becomes

y(t) = ψT (t)θ,

y(t) = −Mdsfl(t) + MWBfl(t) + d
′
dsωWfl(t) + J ∗

W
dωWfl(t)

dt
,

ψT (t) = [
rdyn FZfl(t)

]
,

θ = [μ̂X(t)].

(11.6.4)

The vertical tire force FZf is determined with (6.5.39). For parameter estimation,
(11.6.4) is discretized with discrete time t = kT0. This estimation then provides the
actually applied friction coefficient μ̂X(t) for each wheel.

Figure11.5 depicts an example for a front driven car. The applied friction coef-
ficient time history is obtained for a positive acceleration with two wheels and for
braking with four wheels. A similar approach is published in Kiencke (1993) and it
is shown that by recursive parameter estimation, the actual μX(t) value is obtained
after about 0.1s braking time.

(b) Dynamic Vehicle Model (Average of All Wheels)
If an overall friction coefficient of two or all the wheels is of interest, one can use the
equations applied for mass estimation. It holds for braking; see (11.1.5) and (11.6.1).

maX(t) = −rdynμX(SX(t))FZ − FX,R(t) − FX,A(t) − FX,C(t), (11.6.5)
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which leads to

μX(SX(t)) = 1

rdynFZT
(−maX(t) − FX,R(t) − FX,A(t) − FX,C(t)). (11.6.6)

If it is assumed that the vehicle tire force FZ is constant and the parameters for
the resistance force from the mass estimation (11.1.9) are known, then a parameter-
estimationmethod as for (11.6.3) can be applied. However, this gives only an average
approximate friction coefficient for all braking or driving wheels. Therefore, the
method described next is much better suited.

(c) Determination of Analytical Tire Friction Model Parameters (Individual
Wheels)
It is assumed that the friction coefficients μX in dependence on the slip values are
experimentally determined by measurements or calculations of FXT and FZ and that
an analytical relation μX(SX) has to be found. The approximation of the friction
coefficient μX(SX) according to the HRSI - model (5.1.4) with two straight lines

μX = cμ0 SX; SX < SX,max,

μX = μX0 − cμ1 SX; SX > SX,max.
(11.6.7)

enables to estimate the unknown parameters by stating, Semmler (2006),

y(k) = ψT (k)θ, (11.6.8)

with

y(k) = μX(k) = FXT(k)/FZT,

ψT (k) = SX,

θ = cμ0 ,

}
SX < SX,max,

ψT (k) = [
1 −SX

]
,

θT = [
μX0 cμ1

]
,

}
SX > SX,max.

and k = t/T0 the discrete time. The wheel braking forces can be calculated with
(6.7.7) and (6.7.8) by measurement of pmcy′(β) and FZT is determined with (6.5.39),
(6.5.40), and measurement of aX.

The slip values are determined with (5.1.1) and vX according to Sect. 12.2. The
unknown parameters cμ0 , μX0 and cμ1 are estimated by least squares parameter
estimation.

Figure11.6 depicts an example of some measurements with 25 samples with
sampling time T0 = 7 ms for increasing slip during a brake maneuver. The value
SX,max which corresponds to μX,max is obtained by applying the LS estimation for
certain time segments and then the change of the gradient is determined by

sign(cμ0(k)) �= sign(cμ0(k − 1)); (11.6.9)
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Fig. 11.6 Least squares estimation for the friction coefficient μX of the HRSI-model. Semmler
(2006)

see Semmler (2006).
However, because of the strongly disturbed signal during braking the determina-

tion of SX,max and μX,max is not reliable with this relative simple HRSI-model.
Therefore, tire models which cover the whole μ(S)-curve are to be preferred also

with regard to determine the important μmax-value.
An algebraic tire friction approximation function, proposed by Kiencke (1993),

Daiss (1996), and Kiencke and Nielsen (2005) is

μX(SX) = cμ0

1

1 + c1SX + c1S2X
SX, (11.6.10)

which can be brought into a form which is linear in the unknown parameters

SX
μX(SX)

= 1

cμ0

(1 + c1SX + c2S
2
X),

1

μX(SX)
= 1

cμ0 SX
+ c1

cμ0

+ c2
cμ0

SX.

(11.6.11)

A LS parameter estimation is then based on

y = ψTθ,

y = 1

μX(SX)
,

ψT =
[
1

SX
1 SX

]
,

θT =
[

1

cμ0

c1
cμ0

c2
cμ0

.

]

(11.6.12)

Hence, if several values of μX(kT0) are known for varying slip SX(kT0), k =
1, 2, ...N , for example estimated with (11.6.4) or (11.6.8), the parameters cμ0 , c1
and c2 can be determined with the method of least squares.
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The initial gradient of (11.6.10) is

dμX/dSX

∣∣∣∣
SX→0

= cμ0 , (11.6.13)

and the maximum friction coefficient is

μmax = cμ0

√
1/c2

2 + c1
√
1/c2

. (11.6.14)

With the assumption that cμ0 = 30 is known, experimental results for the estimation
of parameters c1 and c2 are shown in Kiencke and Nielsen (2005). The parameters
converge after 200ms during braking. However, sufficient excitation of braking force
is required, close to the maximum of μX; see also Börner (2004).

11.6.2 Lateral Tire Model Parameters: Cornering Stiffness
Estimation

The friction coefficient in lateral direction is according to (5.2.7)

μY(SY) = FYT
FZT

, (11.6.15)

and requires for its determination the knowledge of the lateral tire force FYT and
the vertical tire force FZT. FYT can either be directly measured with the rim force
equipment for research cars, see Fig. 5.18, or it has to be reconstructed based on
lateral vehicle models and on-board sensors. Instead of the friction coefficients, one
can use for small side slip angles the cornering stiffness; see (5.2.4)

cα = dFYT(α)

dα

∣∣∣∣
α=0

= dμY(α)

dα

∣∣∣∣
α=0

FZT, (11.6.16)

and thus; see Fig. 11.7

FYT = cα(FZT)α, (11.6.17)

with

cα = cα1FZT, (11.6.18)

for small vertical forces and

cα =
(
cα1 − cα2

FZ
FZ,rate

)
FZT, (11.6.19)

for large FZT; see (5.2.4)–(5.2.6). The lateral slip SY and the sideslip angle α are
related by; see (5.2.2)

SY = vYT

vXT
= tanα. (11.6.20)
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Fig. 11.7 Lateral tire force
in dependence on the side
slip angle and approximation
by a constant cornering
stiffness coefficient cα for
small α and operating point
depending cornering
stiffness factor kα for larger
α, Börner (2004), Halbe
(2008)
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For small side slip angles, it holds, therefore

SY ≈ α. (11.6.21)

According to (7.2.52) for the one-track model the cornering stiffness of the front axis
cα f and the rear axis cαr determine the characteristic velocity v2ch, and therefore, also
the understeer gradient (7.2.74)

SG = l

v2ch
= m(cαr lr − cα f lf)

cα f cαr
, (11.6.22)

If SG= dδf/daY is known, which is a basic steering characterstic. Then cαr can be
calculated from known cα f due to

cαr = mcα f lf
mlr − SGcα f l

. (11.6.23)

As the understeer gradient SG directly can be determined by cornering with different
lateral accelerations aY, see Sect. 11.5, only cα f has to be identified if the one-track
model can be applied.

In the following, the determination of lateral tire model parameters is considered
with use of sensors which are available for development and for series vehicles with
usually installed on-board sensors.

(a) Linearized One-Track Model, Linear Tire Models, and Dynamic Steering
Input
The linearized one-track model, (7.2.33)–(7.2.36), is valid with the assumption of
small steering angles δf , small side slip angles β, and linear tire models

FYT,i = cα,iαi i = f,r. (11.6.24)

The goal is now to determine the cornering stiffness values cα f and cαr for the front
and rear axis. For constant velocity v̇ = 0, the lateral behavior is described using
(7.2.45), (7.2.46), and dA = 0 by:
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(a) Lateral force balance (y - direction)

aY = cα f

m

(
δf − β − lf

v
ψ̇

)
+ cαr

m

(
−β + lr

v
ψ̇

)
. (11.6.25)

(b) Torque balance around the vertical axis

ψ̈ = cα f
lf
Jz

(
δf − β − lf

v
ψ̇

)
− cαr

lr
Jz

(
−β + lr

v
ψ̇

)
. (11.6.26)

It is assumed that δf , ψ̇ and aY are directly measured and that the ground velocity v is
determined by wheel speed measurements, see Sect. 12.2 and that the side slip angle
β is measured, e.g. with a correlation measurement technique (e.g. CORREVIT).

Further assumptions are that lf , lr, and JZ are known and that ψ̈ is determined
from the measured ψ̇ by a state variable filter. Wesemeier (2012) has shown how the
cornering stiffness can be estimated by applying LS parameter estimation to both
Eqs. (11.6.25) and (11.6.26). The equation system is brought into the form

y(t) = ψ(t)θ, (11.6.27)

with the measurements

yT (t) = [
aY(t) ψ̈(t),

]

the regressors

ψ(t) =
[
χ11(t) χ12(t)
χ21(t) χ22(t),

]

χ11(t) = 1

m

(
δf(t) − β(t) − lf

v(t)
ψ̇(t)

)
,

χ12(t) = 1

m

(
−β(t) − lr

v(t)
ψ̇(t)

)
,

χ21(t) = lf
JZ

(
δf(t) − β(t) − lf

v(t)
ψ̇(t)

)
,

χ22(t) = lr
JZ

(
−β(t) − lr

v(t)
ψ̇(t)

)
,

and the parameter vector

θT = [
cα f cαr .

]
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Fig. 11.8 Driving maneuver with a series of pulses of the steering wheel angle and different
velocities to estimate the cornering stiffness, Opel Omega A 2.0i, Wesemeier (2012)

The measured signals are then sampled for continuous time t = kT0, with k =
1, 2, 3, ...N and T0 the sampling time. Building an equation system according to
(10.1.12) resp. (10.1.44) leads then after defining an equation error as in (10.1.10)
to the least squares estimate (10.1.46)

θ(N ) = [�T �]−1�T y. (11.6.28)

Figure11.8 depicts the steeringwheel inputs in formof rectangular/trapezoidal pulses
of different length with amplitude of about ±45◦ for the velocities v = 30.5 and 80
km/h. A state variable filter is applied for themeasurements. The parameter estimates
for the off-line evaluation over the complete time interval are

ĉα f = 63900 N/rad ; ĉαr = 97990 N/rad ;

ĉα f lf/ĉαr lr = 0.592; vch = 76.6 km/h.

The evaluation of these results by comparing of measurements of a slalommaneuver
with a one-track model simulation and the estimates of the cornering stiffness has
shown good results for ψ̇ and aY, but less for β, especially if aY > 5 m

s2
(where the

one-trackmodel is not valid),Wesemeier (2012). The use of only one of the equations
(11.6.25) or (11.6.26) did not give reasonable results. The lateral friction coefficient
is obtained with (5.2.9) by

μY,i = cα,iαi i = f,r,

where αi is determined with (7.2.25) and (7.2.26).
(b) Linearized One-Track Model, Linear Tire Models, and Quasi-stationary
Cornering
Cornering is an excitation of lateral vehicle dynamics, which is a part of normal
driving. The dynamic one-track models then lead to algebraic equations according
(7.2.57)–(7.2.59), with the gains

ψ̇

δH
= 1

iSl

v

1 + ( v
vch

)2
= b1v

1 + a2v2
= Kψ̇, (11.6.29)
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aY
δH

= 1

iSl

v2

1 + ( v
vch

)2
= b1v2

1 + a2v2
= Kay, (11.6.30)

β

δH
= lr

iSl

1 − mlf
cαr lrl

1 + ( v
vch

)2
= b0 + b2v2

1 + a2v2
= Kβ, (11.6.31)

with

a2 = l

v2ch
= m(cαr lr − cα f lf)

cα f cαr l
,

b0 = lr
iSl

,

b1 = 1

iSl
,

b2 = mlr
cαr l2iS

.

(11.6.32)

These models can now be used to estimate cα f and cαr if the other parameters are
known. The three gain equations then are:

ψ̇ = Kψ̇δH,

ay = KayδH,

β = KβδH.
(11.6.33)

As two gains Kay = Kψ̇v are linearly dependent, only two parameters can be deter-
mined from (11.6.33). If then the parametersm, lf , lr, and iS are known, cα f and cαr

can be estimated.
Wesemeier (2012) has shown that it is possible to estimate the parameters

θT = [a2 b0 b2] , (11.6.34)

with the method of least squares, if the slip angle β can be measured and then the
following parameters are determined

l̂r = b0l,

ĉαr = ml̂r
b2l

,

ĉα f = mcαr l̂r
a2cαr l + mlf

,

lf = l − l̂r.

(11.6.35)
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The measurements of ψ̇, ay, and β are taken for cornering with constant radius and
increasing and decreasing velocity; see Fig. 11.9. The estimates are

cα f = 66100 N/rad ; cαr = 96400 N/rad; lr = 1.42 m,

and thus values close to the measurements according to Fig. 11.8.
If the measurement of the slip angle β is not available, then only (11.6.29) and

(11.6.30) can be used. This leads to

ψ̇ − b1vδH = −a2v
2ψ̇,

aY − b1v
2δH = −a2v

2aY.
(11.6.36)

Hence, only one parameter a2 can be estimated, and therefore, either cα f for given
cαr , or vice versa, can be determined.

One further assumption is to use a specified ratio

κcα = cα f

cαr
, (11.6.37)

as both cornering stiffness values may change simultaneously and κcα is usually
in the range of 0.5....0.9, Mitschke and Wallentowitz (2004). However, according
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Fig.11.9 Measurements for cornering with constant radius and increasing and decreasing velocity,
Wesemeier (2012)
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Fig. 11.10 Signal flow for using an adaptive one-track model to calculate the slip angle β̂ and to
estimate the cornering stiffness ĉα f and ĉαr , Wesemeier (2012)

to (11.6.23) κ depends depends on cα f . This equation can be used to specify κcα
approximately. Based on (11.6.36) the parameter â2 is then estimated with the LS-
method. Then for given κcα it follows from (11.6.35)

ĉαr = m
lr − κcαlf

a2l
and ĉα f = κcαĉαr . (11.6.38)

(c) Linearized One-Track Model, Linear Tire Model, and Parallel Adaptive
Model
The disadvantage of the slip angle measurement is avoided by a sequentially oper-
ating one-track simulation model or an observer as shown in Fig. 11.10.

The adaptive model obtains after each sampling the estimated cornering stiff-
ness and estimates the slip angle β̂(tk), tk = kT0. This can be made for a general
dynamic one-track model as described in section (a) and for cornering according
to section (b). Depending on the kind of excitation, the cornering stiffness values
determined for quasi-stationary cornering and for dynamic slalom like excitation are
blended via a fuzzy-logic membership weighting. For details; seeWesemeier (2012).

(d) One-Track Model and Time-Varying Cornering Stiffness
In order to apply the cornering stiffness estimation for large lateral accelerations
aY > 4 m/s2 Börner (2004) has extended the cornering stiffness coefficient by

kα(α, t) = FYT(α, t)

α(t)
, (11.6.39)
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describing the secant to the present operating point of the FY(α)-curve; see Fig. 11.7.
This time-varying cornering stiffness factor describes only the lateral force for oper-
ating point depending α.

Using the force balance equation for the lateral direction (7.2.23) and the torque
balance equation around the vertical axis (7.2.24) of the one-track model in yaw
rate/slip angle representation, it follows for the lateral tire force of one axle after
solving for FYT,f and FYT,r, Börner (2004)

FYT,f = 1

l cos δf
(JZψ̈ + lrmÿ cosβ + lrmv̇ sin β), (11.6.40)

FYT,r = 1

l
(−JZψ̈ + lfmÿ cosβ + lfmv̇ sin β). (11.6.41)

For small β these equations can be simplified by β ≈ 0

FYT,f = 1

l
(JZψ̈ + lrmÿ),

FYT,r = 1

l
(−JZψ̈ + lfmÿ).

(11.6.42)

Another possibility is to determine the lateral tire force from the lateral force and
torque balance with aY = v2/R

FYT,f = lr
l
maY; FYT,r = lf

l
maY, (11.6.43)

which follows for v = const , ψ̈ = 0, β ≈ 0, δf ≈ 0 for stationary cornering with
low speed and large radius; see also Mitschke and Wallentowitz (2004).

The side slip angles are calculated with (7.2.21) and the slip angle β is determined
with the one-track model (7.2.34), see section 12.3.2, with the assumption that JZ is
known.

Figure11.11 summarizes the different calculation steps. The cornering stiffness
factor for the front and rear axle wheels are determined by a recursive LS parameter
estimation with a forgetting factor; see (10.1.27)

kαi (k) = kαi (k − 1) + γ(k)[FYT,i (k) − αi (k)kαi (k − 1)]; i = f,r, (11.6.44)

in order to reduce noise effects.
The experimental results for a circular drive are depicted in Fig. 11.12. Within

few seconds after turning the steering wheel, the cornering stiffness factor of the
front axis converges to kα f ≈ 50000 N/rad. Best results were obtained with the
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Fig. 11.11 Schematic for the estimation of the cornering stiffness factors kα f , kαr by using a
one-track model (OTM) and measurement of δf , v, and ψ̇, Börner (2004)
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determination of the lateral tire force with (11.6.40) and (11.6.41) compared to the
simplified versions (11.6.42) and (11.6.43).

Themeasured signals are transient functions after a rampwise change of the steer-
ing wheel. They show the short delayed reactions of FYT , αf , and ÿ with a small
overshoot, according to the response of a second order dynamic system as expressed
by the transfer function (7.2.50).

(e) One-Track Model and Nonlinear Tire Models
Tire friction models for the longitudinal and lateral tire behavior which are suitable
for parameter estimation are (5.1.11), (5.1.12), (5.2.11) or (5.2.13), Bauer (2015).
Figure11.13 summarizes the sequence of calculations to determine the parameters
of longitudinal and lateral tire models. The parameter estimation for the longitudinal
tire models was already described in Sect. 11.6.1 c).

In case of lateral friction models, a one-track model is considered with the lateral
tire forces FYT,i(i = f , r) of a centered wheel of the one-track model at the front
and rear axle. Based on force and torque balance equations, the lateral tire forces are
calculated with (11.6.42) and measurement of ψ̇ and aY, assuming small slip angles
β. ψ̈ is determined with a state variable filter (SVF). An alternative is (11.6.43) for
stationary cornering. The vertical forces FZT,i follow from (7.3.22) (or for small aY
from (7.3.66). Thereby, it is assumed that for each axle holds

FZT,i = FZT,ir + FZT,il,

and that aX and aY are measured. The side slip for the front and rear axle is

SY,i = vYT,i

vXT,i
= tanαi. (11.6.45)

according to (5.2.2) requires the determination of the tire velocities vYT,i and vXT,i or
the tire side slip anglesαi. These tire velocities are calculatedwith (7.3.19), where the
chassis velocities vX and vY follow from an extended Kalman filter; see Fig. 11.13.

The actual lateral friction coefficient μYT,i is then determined according to the
definition (5.2.7)

μYT,i = FYT,i

FZT,i
i = f , r (11.6.46)

For the lateral friction model (5.2.13), now one pair of calculated actual values
μYT,i (k) and SY,i (k) is known. Several determined values for k = 1, 2, 3..., N for
small side slip are used to estimate the initial slope cα1 of the tire characteristic

cα1,i = μYT,i

SY,i

∣∣∣∣
SY=0

= FYT,i

FZT,i SY,i

∣∣∣∣
SY=0

, (11.6.47)
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according to (5.2.14), for example, by averaging. Then also an averaged value of

cα,i = cα1,i FZT,i (11.6.48)

is known.
Equation (5.2.13) can then be used to solve for μYT,i,max for the front and rear

axle wheels; see Bauer (2015)

μYT,max = − 1

2

cα1 SY − 2SY
αcrit,ref

1 − cα1SY
μYT

+
√√√√

(
1

2

cα1 SY − 2SY
αcrit,ref

1 − cα1SY
μYT

)2

−
( SY
αcrit,ref

)2

1 − cα1SY
μYT

.

(11.6.49)

This equation is used to determine several valuesμYT,i,max(k) based on several values
μYT,i (k) and SY,i (k), k = 0, 1, 2, ..., N , for larger slip values. An average then yields
μ̂YT,i,max. The corresponding side slip angle αcrit for μYT,max follows from

αcrit = μYT,max

μYT,max,ref
αcrit,ref . (11.6.50)

The reference values μYT,max,ref andαcrit,ref are taken from a similar tire with known
values; see e.g. the measurements of Fig. 5.18.

Using the known parameters, the lateral forces FT
YT = [

FYT,f FYT,r
]
can be

calculated by; see (5.2.7)

FYT,i = μYT,i (SY,i )FZT,i , (11.6.51)

and used as a correction of the value from (11.6.42).
The tire forces FYT and FXT are then transformed into chassis forces FX and FY,

by using (7.3.23) and (7.3.24).
Finally, the velocities of the center of the gravity vX and vY, which are required for

the determination of the tire velocities with (7.3.19) are estimated with the Extended
Kalman filter of Sect. 12.3.3 (b) with (12.3.31) and (12.3.32), which is based on a
non linear two-track model.

The final results for the parameters of the lateral tire models of the front and rear
axle are then the initial gradients cα1, f , cα1,r , according to (11.6.47) and μ̂YT,max,f
and μ̂YT,max,r, according to (11.6.49) of the nonlinear lateral tire model (5.2.13).
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Fig. 11.14 Experimental results for the estimation of the cornering stiffness cα and the maximal
friction coefficient μmax of the tires of front and rear axle after a change of the steering wheel, Bauer
(2015), BMW 540i (E60), v ≈ 50 km/h

Figure11.13 contains also the signal flow for the determination of the longitudinal
tire friction model of Sect. 11.6.1 (d) with friction model (11.6.10).

The application of this estimation procedure is shown in Fig. 11.14 for amaneuver
with steering angle δH ≥ 20◦. The estimated cornering stiffness converge after start
of the parameter estimation in about 0.3 s. The results of the cornering stiffnesses of
the one-track model are

front : cα1, f = 115000 N/rad ; μ̂YT,max,f = 1.09,
rear : cα1,r = 138000 N/rad ; μ̂YT,max,r = 1.2.

A further possibility is that the lateral tire model parameters are estimated together
with the time-varying state variables. This is shown in Sect. 12.6.
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11.7 Mass Moments of Inertia

Modeling the rotational behavior of vehicles requires the knowledge of the mass
moments of inertia:

JZ: moment of inertia for rotation around the vehicle axis (yawing),

JX: moment of inertia for rotation around the longitudinal axis (rolling),

JY: moment of inertia for rotation around the lateral axis (pitching).

The yaw motion includes the total vehicle mass m whereas, for the roll and pitch
motion the sprung mass mS, respectively, the body mass mBo = m − mun without
the unsprung mass mun (axles and wheels) is relevant.

Themoment of inertia of the planar bodywith an axle through the center of gravity
is defined by

J =
∫

r2dm. (11.7.1)

If the mass is assumed to be concentrated with a distance i from the axis of rotation
like on a thin wall of a cylinder, it holds

J = mi2, (11.7.2)

where i is called the radius of gyration.
As the calculation of themoments of inertia of a complete vehicle is rather compli-

cated, a first approach to determine those parameters is to use approximate calculation
formulae. Thus, based on the evaluation for different passenger cars, radii of gyration
i have been obtained, leading to estimates of the three mass moments of inertia:

JZ ≈ mi2Z,

JX ≈ mBoi
2
X,

JY ≈ mBoi
2
Y.

(11.7.3)

Table11.1 lists some values for middle class passenger cars, Preukschat (1988),
Börner (2004), and Kiencke and Nielsen (2005). The unsprung mass is e.g. 80...105

Table 11.1 Radii of the gyration for middle class passenger cars, Preukschat (1988)

Load iX (m) iY (m) iZ (m)

Empty 0.65 1.21 1.20

Two people 0.64 1.13 1.15

Four people 0.60 1.10 1.14

Maximal mass 0.56 1.13 1.18
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Table 11.2 Examples of geometrical data, masses and mass moments of inertia for different pas-
senger cars due to Wesemeier (2012), Bauer (2015), Goertz (2007), Schorn (2007)

VW Golf IV
(2000)

Mercedes
A-class W168

Opel Omega
A 2.0 i (1993)

BMW 540 i
E60

BMW 550 i
E10

m (kg) 1505 1315 1450 1823 2005

lf (m) 0.975 1.30 1.46 1.42

lr (m) 1.55 1.43 1.41 1.55

hCG (m) 0.55 0.68 0.58 0.54 0.54

JX (kgm2) 411 424 618 510 730

JY (kgm2) 1853 1227 1928 2080 3860

JZ (kgm2) 1505 1920 2809 4060

hRA (m) 0.07

kg for the front and 110...130 kg for the rear part. Some values for different cars are
shown in Table11.2. They are taken from Börner (2004), Bauer (2015), Bechtloff
(2018), Goertz (2007), and Schorn (2007).

Preukschat (1988) has developed another estimation formula

JZ = AZmllV + Δml2Δm, (11.7.4)

with AZ = 0.1269 for passenger cars, l the wheel base, lV the vehicle length, Δm
the additional mass in the trunk with its distance lΔm from the CG; see also Börner
(2004).

The experimental determination of the mass moments of inertia requires the exci-
tation of the vehicle with applied forces or torques. This can be realized either with
special test rigs or with dynamic driving maneuvers. Test rigs allow vehicle motions
on all three axis and use force measurements; see e.g. Goertz (2007).

In the following an example is described which determines the mass moment JZ
by driving maneuvers, like lane changes or slalom maneuvers.

The experimental estimation of the yaw mass moment of inertia JZ can be based
on the torque balance around the vertical vehicle axis which follows from (7.3.40)
for the simplified two-track model in the yaw rate/slip representation, taking into
account lateral tire forces FYT,ij and longitudinal tire forces FXT,ij.

JZψ̈ = lf((FYT,fl + FYT,fr) cos δf + (FXT,fl + FXT,fr) sin δf ,

− lr(FYT,rl + FYT,rr),

+ bf
2

(
(FXT,fr − FXT,fl) cos δf + (FXT,fr − FYT,fl sin δf)

)
,

+ br
2

(FXT,rr − FXT,rl).

(11.7.5)
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The required longitudinal and lateral tire forces have to be determinedwith appro-
priate equations

FXT,i j = μXT,i j FZT,i j , (11.7.6)

FYT,i j = μYT,i j FZT,i j , (11.7.7)

treated in Chap.5, and using the estimated tire model parameters from Sect. 11.6.
The torque balance equation can be considerably simplified by using a one-track

model (7.2.13) without longitudinal tire forces from braking or acceleration and
FYT,A = 0

JZψ̈ = lfFYT,f cos δf − lrFYT,r. (11.7.8)

The tire forces may be determined with (11.6.42).
For parameter estimation (11.7.5) or (11.7.8) have to be brought into the form

y(t) = ψT (t)θ, (11.7.9)

with

ψT (t) = ψ̈(t),

θ = JZ,

and y(t) the remaining part of the equations with measured and calculated variables.
The experimental application of this estimation procedure with (11.7.5) is shown

in Kiencke and Nielsen (2005). ĴZ converges after about 10 s.
Amuch simpler approach is obtained by using (11.6.43), which is originally valid

for stationary cornering. Introduction into theone-track torquebalance (11.7.8) yields

JZψ̈ = lf lr
l
m ÿ(cos δf − 1), (11.7.10)

which then can be used for parameter-estimation analog to (11.7.9).

11.8 Roll and Pitch Dynamic Parameters

11.8.1 Roll Dynamic Parameters

The roll dynamic behavior can with various simplifications be described by a
linear second order differential equation; see (9.1.15)

JXϕ̈(t) + drolϕ̇(t) + crolϕ = −KrolaY(t) − Krolgη, (11.8.1)

with JX the mass moment of inertia around the (longitudinal) roll axis, crol and drol
the torsional spring rate and torsional damping rate, and Krol a torque constant; see
(9.1.16). If the roll angle ϕ and roll angle velocity ϕ̇ can be measured, the roll angle
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acceleration ϕ̈ can be determined with a state variable filter, Würtenberger (1997). If
only the roll angle velocity ϕ̇ can be measured, ϕ can be determined with a Kalman
filter, Halbe (2008) and ϕ̈ by a state variable filter. The excitation of the roll dynamics
requires a lateral acceleration aY(t) which can, for example, be generated by a lane
change or a slalom maneuver.

For parameter estimation with the method of least squares estimation, (11.8.1) is
written as

y(t) = ψTθ, (11.8.2)

with

y(t) = −aY(t),
ψT (t) = [ϕ̈(t) ϕ̇(t) ϕ(t) 1] ,

θT =
[

JX
Krol

drol
Krol

crol
Krol

c0
Krol

]
,

= [
J ∗
X d∗

rol c∗
rol c∗

0

]
,

where c0 = gη is an offset parameter taking into account a lateral road gradient
η. Krol is assumed to be known; see (9.1.16). Figure11.15 depicts measurements
of a slalom maneuver and Fig. 11.16 shows the estimated parameters, Würtenberger
(1997). crol and drol show a fast convergence. The estimation of JX is more stochastic
and needs more convergence time though the maximal lateral acceleration is about
5 m/s2.

Other experimental results are shown in Fig. 11.17, ϕ, ϕ̇, and aY are measured
and ϕ̈ is determined with a state variable filter. c∗

rol converges during stationary
cornering and J ∗

X and d∗
rol after about 20 s during the slalom maneuver. Hence, the

determination of the mass moment of inertia JX and the roll damping d∗
rol needs a

strong and persistent excitation of the lateral vehicle dynamics.
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11.8.2 Pitch Dynamic Parameters

As for roll dynamics a second order system model describes the motion around the
pitch axis for a longitudinal acceleration; see (9.2.4)

JYθ̈(t) + dpit θ̇(t) + cpitθ(t) = −KpitaX(t) − Kpitgλ, (11.8.3)

with JY the mass moment of inertia around the (lateral) pitch axis, cpit and dpit the
torsional spring rate and damping rate and Kpit a torque constant. η takes into account
a longitudinal road gradient and serves as an offset parameter.

The pitch angle is usually not measured, but could be reconstructed if the sus-
pension deflections are measured. Otherwise, it may be reconstructed from the mea-
surement of θ̇ with an additional inertial measurement unit (IMU).

The parameter estimation follows then the procedure as for the roll behavior;
see Eq. (11.8.2). However, it is generally difficult to obtain enough excitation from
acceleration during driving to estimate the pitch dynamic parameters.
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The determination of not or not precisely measurable driving state variables as veloc-
ity over ground, slip angle, yaw, rolling, and pitch angle can be reconstructed by state
estimation methods with kinematic or dynamic vehicle models. The estimation of
some parameters may also be integrated in a state estimation procedure.

12.1 State Estimation of theVehicle Position

The determination of the vehicle position within an inertial coordinate system is a
basic requirement for driver assistance and automatic driving systems. It requires
calculations by using the vehicle’s translatory and rotatory degrees of freedom. In
the case of a vehicle on an even earth surface, the position is determined by the
coordinates X and Y within an earth fixed coordinate system (XE, YE) and the yaw
angle ψ (orientation). The translatory position may be given in general for the center
of gravity or the rear axle in the case of slowly moving vehicles, like mobile robots
or parking vehicles, Strunz (1993), Borenstein et al. (1996), Kochem (2005).

The determination of the position is divided into external and internal methods,
compare Fig. 12.1.Externalmethods use sensors to indicate the surrounding either by
artificial or natural reference objects. Active artificial reference objects are sending
signals, like radio signals, lighthouse beams or from satellites of the global navigation
satellite system (GNSS) or GPS, with higher precision, of the differential version
system (DGNSS) or DGPS. They require a corresponding receiver in the vehicle.

Passive artificial reference objects are landmarks, as reflectors or barcode shields,
which are detected by an active sensor system in the vehicle as, for example, laser
scanners or cameras

Natural reference objects are using the natural surrounding, like edges, columns,
or walls and require a mathematical picture within the surrounding of the vehicle.
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position estimation
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inertial navigation
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natural
reference objects
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Fig. 12.1 Survey of different methods for the position estimation of vehicles

Sensors on-board the vehicle are, for example, cameras, laser scanners of ultrasonic
sensors.

Internal methods use on-board motion sensors and determine the driven distance
and vectors with regard to a starting position through integration to obtain the actual
position. The corresponding methods are called dead reckoning and can be divided
into inertial navigation and odometry.

Inertial navigation uses in general three acceleration sensors and three gyros. The
acceleration sensors have to be integrated twice to obtain the position and the angle
changes of the gyros deliver the orientation within a Cartesian space. However, for
a motion in a plane, only two accelerometers and one gyro are sufficient.

Odometry uses velocity measurements and determines the position by integration
over a time period. For example, the angular velocities of the wheels can be used
and with the knowledge of the wheels’ circumferences the traveled distances from
a starting point can be determined, and by using a kinematic vehicle model and the
steering angle also the change of the orientation. This can, for example, be used in
parking garages or tunnels, if GPS-based positioning is not possible.

The advantage of these internal methods or dead reckoning is that they do not
require outside information and are not affected by weather conditions. Their disad-
vantage is that the current position is calculated from a previous position by integra-
tion of (noisy) sensor data. Therefore, errors are cumulative and sum up with time
thus generating drift. Hence, inertial navigation methods in general have to be cor-
rected after some time by using more precise localization methods, as, for example,
GPS. This can be realized with a Kalman filter to result in a combination of internal
and external position state estimation.

In the following, two odometry methods are described. An example for the posi-
tion estimation with inertial navigation in combination with other state estimates is
shown in Sect. 12.6.
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Fig. 12.2 Motion of a
vehicle in the earth fixed
coordinate system

vY

βψ

CG

vX
v

ψ

XE

YE

12.1.1 Odometric Position Estimation for an Earth Fixed Coordinate
System

The determination of the position of a vehicle on a straight road with on-board drive
dynamic sensors may be based on the measurement of the vehicle speed v, the yaw
rate ψ̇, and the estimated vehicle slip angle β. The vehicle orientation then is with a
known initial yaw angle ψ0 given by

ψ(t) = ψ0 +
∫ t

t0
ψ̇(τ ) dτ , (12.1.1)

at least for a limited time period.
If the vehicle drives with a velocity of the center of gravity (ground velocity)

vT(t) = [vX (t) vY (t)] in the vehicle fixed coordinate system (XV, YV) and an ori-
entation (yaw angle) ψ with regard to the earth fixed coordinate system (XE, YE) it
holds for the earth fixed velocities, see Fig. 12.2,

vXE(t) = vX (t) cosψ − vY (t) sinψ,

vYE(t) = vX (t) sinψ + vY (t) cosψ.
(12.1.2)

The position of the center of gravity is, starting with a position (XE0, YE0),

XE(t) = XE0 +
∫ t

0
(vX (τ ) cosψ(τ ) − vY (τ ) sinψ(τ )) dτ ,

YE(t) = YE0 +
∫ t

0
(vX (τ ) sinψ(τ ) + vY (τ ) cosψ(τ )) dτ ,

(12.1.3)

while the components of the ground velocity can be obtained from the vehicle slip
angle β̂ by using (7.3.68) and the ground velocity v̂, determined, as in Sect. 12.2, by

vX = v̂ cos β̂; vY = v̂ sin β̂; (v̂ = v̂CG) (12.1.4)
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Fig. 12.3 Motion of a vehicle in a road fixed coordinate system, a Frenet coordinate system

The slip angle estimate follows from the state estimation methods of Sect. 12.3.
The application of this method has shown that after a round trip of 2 km with

velocities of up to 27 m s−1 and lateral acceleration of up to 6 m s−2, the difference
between start point and estimation of the endpoint differed about 0.6 m and the
orientation ψ̂ by 0.7◦, Schorn (2007).

12.1.2 Odometric Position Estimation for a Bent Road

During driving on a bent road, the position and orientation relative to a moving
road coordinate system (XR, YR) is of interest, see Fig. 12.3, where the XR-axis
follows the right border of a bent road and YR is orthogonal to the XR-axis, Eidehall
et al. (2007), Schmitt and Isermann (2009). This corresponds to a Frenet coordinate
system [s, d] which is a moving reference frame for describing a curve locally. d is
perpendicular to s and s is a tangent to XR. The velocities in this coordinate system
are then, Schmitt (2012),

vXR (t) = vX (t) cosψ′ − vY (t) sinψ′,
vYR (t) = vX (t) sinψ′ + vY (t) cosψ′,

(12.1.5)

where ψ′ is a relative yaw angle with regard to a tangent to the road curve and,
therefore,

ψ̇′(t) = ψ̇(t) − κ0vXR

= ψ̇(t) − κ0
(
vX(t) cosψ′ − vY(t) sinψ′) ,

(12.1.6)

where κ0v describes the yaw rate due to the curvature κ0 of the road.
Figure 12.3 depicts also the lateral positions yR,Lr,m and yR,Lr,l of the middle and

left marking of the right lane. Hence, following state vector describes the vehicle
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state and its position and orientation on the right lane, Schmitt (2012),

xTveh = [
vXvYψ̇xRyRψ′yR,Lr,m yR,Lr,lκ0

]
. (12.1.7)

This state vector will, for example, be required for lane keeping control.

12.2 State Estimation of the GroundVelocity with Kinematic
Vehicle Models

The use of basic kinematic or geometrical relations has the advantage that no dynamic
vehicle models are required. The velocity v of the center of gravity, or velocity over
ground, in the earth fixed coordinate system is required for several vehicle control
systems and especially for the ABS-system to determine the slip values of the tires.
The most common way to determine v is to use the angular speed sensors ωi j of the
wheels. However, during driving the driven wheels and during braking all wheels
show slips and a direct calculation of the velocity from the circumferential velocity
vω,i = ωWi ri is not exactly possible. However, various approaches exist to use the
information from the wheel angular velocities.

12.2.1 Use of theWheel Angular Velocities

Taking the yaw rate ψ̇ during cornering into account and neglecting the wheel slip,
one obtains for the wheel circumferential velocities, Bauer (2015).

vω,fl = ωflrdyn,fl
cos (δf − β)

+ ψ̇

(
bf
2

− lfβ

)
,

vω,fr = ωfrrdyn,fr
cos (δf − β)

− ψ̇

(
bf
2

+ lfβ

)
,

vω,rl = ωrlrdyn,rl
cos (β)

+ ψ̇

(
br
2

+ lrβ

)
,

vω,rr = ωrrrdyn,rr − ψ̇

(
br
2

− lrβ

)
.

(12.2.1)

During normal driving situations with higher speed the slip angle can be neglected,
Daiss (1996), by setting β to zero. According to the select-low principle, Burckhardt
(1993), the velocity v = vω is taken from the wheel with the smallest slip, or from a
maximum of all vωi j , assuming there is the smallest slip:

vω = max
[
vωi j

]
. (12.2.2)
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12.2.2 Use of theWheel Angular Velocities and the Acceleration

The acceleration of the center of gravity aCG measured by an accelerometer or an
inertialmeasurement unit (IMU)may be used to determine the velocity by integration
and then to combine it with the velocity from the wheel velocities.

The relation between the acceleration and the velocity is given by

a = v̇ = dv

dt
. (12.2.3)

Hence, the velocity can be obtained by an integration of the acceleration:

v(t) =
∫

a(t) dt . (12.2.4)

After discretization of (12.2.3) with the sample time T0,

v̇(k) = Δv(k)

T0
= 1

T0
(v(k) − v(k − 1)) , (12.2.5)

it holds for the velocity

vCG(k) = vCG(k − 1) + T0aCG(k). (12.2.6)

This leads to a state-space process representation:

[
v̂CG(k)
âCG(k)

]
=

[
1 T0
0 1

] [
v̂CG(k − 1)
âCG(k − 1)

]
+

[
νv(k)
νa(k)

]

x̂(k) = Ax̂(k − 1) + ν(k).

(12.2.7)

This equation can be considered as a process model without input signal and with
stochastic disturbances ν(k), where v̂CG(k) and âCG(k) are predicted values based
on the last values v̂CG(k − 1) and âCG(k − 1).

The measurement model for a newmeasurement at time k gives the output signals

[
vω(k)
aCG(k)

]
=

[
1 0
0 1

] [
v̂CG(k)
âCG(k)

]
+

[
nv(k)
na(k)

]

y(k) = Cx̂(k) + n(k),

(12.2.8)

where vω(k) is the velocity determined by the wheel velocities (11.4.2) and (12.2.1)
and aCG(k) is the measured acceleration.

AKalman filter now combines themeasurements vω(k) and aCG(k), see Fig. 10.7,

x̂(k) = x̂(k − 1) + K
[
y(k) − Cx̂(k)

]
, (12.2.9)
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Fig. 12.4 Estimation of the vehicle velocity v̂CG and longitudinal acceleration âCG by Kalman
filtering with a classification of the covariance matrix R in several cases. Front-driven VWGolf IV,
74 kW (2000). a Acceleration and braking on dry asphalt, b acceleration and full braking on wet
asphalt, Schorn (2007)

with the gain (10.2.52)

K = P−CT [
CP−CT + N

]−1
, (12.2.10)

and the covariances of the state variables

Q =
[
σ2

v 0
0 σ2

a

]
, (12.2.11)

and of the measured outputs

R =
[
σ2

vω
0

0 σ2
aCG

]
. (12.2.12)

The state estimate x̂(k) thus determines an estimate of the velocity vCG of the
center of gravity as a weighted combination of the measured wheel circumferential
velocity vω(k) and the measured acceleration aCG(k).
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Fig. 12.5 Determination of the velocity v̂CG of the center of gravity based on wheel velocities
and acceleration measurement and use of a Kalman filter, Bauer (2015). ABS-braking on a wet
road, BMW 540i (E60). a velocities, b zoom of a, c error of estimates ei , d zoom of c. vref :
direct measurement with a CORREVIT-sensor; v̂ω : velocity from wheel velocities; v̂CG: velocity
as combination of v̂ω and aCG; v̂GPS: fusion with GPS-measurement. T0 = 10 ms

The variances R of the measurements can be adapted to the driving situation.
For small slip values σ2

vω
they can be smaller and for large ones (strong braking)

larger, Halbe (2008), Daiss (1996). Schorn (2007) distinguishes several cases for the
adaptation of R, i.e. positive and negative acceleration, cornering, and locking of
wheels, and obtains good results for a front-driven car, also for full braking on a wet
road with active ABS; see Fig. 12.4.

Figure 12.5 shows measured results for an ABS-braking on a wet road, Bauer
(2015). The largest error is obtained by using only the wheel velocity sensors (R2 =
0.88), smaller errors by the combination with the acceleration measurement (R2 =
0.93) and the smallest errors by additional combination with a GPS-sensor (R2 =
0.99); see Sect. 12.6.

12.3 State Estimation for the Lateral Vehicle Behavior

For controlling the lateral vehicle behaviorwith regard to lane following, lane change,
and especially for electronic stability control (ESC) and emergency swervingmaneu-
vers, the lateral state variables side slip angle β(t) or the longitudinal and lateral
velocity components of the center of gravity vX(t) and vY(t) are required. As they
cannot be measured directly, they have to be calculated for special driving cases as
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stationary cornering or estimated by state observers or Kalman filters for general
dynamic cornering. The basic models for these estimation procedures are one-track
and two-track models. The available on-board measurements are usually steering
angle δf(t), the yaw rate ψ̇(t), the (estimated) ground velocity v(t), and for advanced
instrumentation aY(t). In addition to the estimated variables β̂(t) or v̂X(t) and v̂Y(t)

also improved variables as ˆ̇ψ(t) are obtained. Figure 12.6 depicts an overview of the
various possibilities.

The use of state observers for the reconstruction of vehicle state variables and
especially the vehicle slip angle β are, for example, treated in Daiss (1996), Kiencke
and Nielsen (2005), Börner (2004), Vietinghoff and Hiemer (2005), Baffet et al.
(2007), Bechtloff et al. (2015).

Approaches of vehicle state estimates with Kalman filters are, for example, pub-
lished by Ray (1995), Samadi et al. (2001), Arndt et al. (2004), Baffet et al. (2007),
Doumiati et al. (2011).

The following treatment of vehicle state reconstruction and state estimationmeth-
ods is mainly based on developments byWürtenberger (1997), Börner (2004),Wese-
meier and Isermann (2007), Schorn (2007), Halbe (2008), Bauer (2015), Bechtloff
(2018) partially also with tire model adaptation.

12.3.1 Slip Angle Estimation for Special DrivingManeuvers with
Kinematic Models

The vehicle slip angle β is an important driving variable, because it shows the direc-
tion of the center of gravity velocity v relative to the vehicle longitudinal axis XV;
see Figs. 7.2 and 7.3. It can usually not directly be measured and has to be calculated
from measurable variables. For some special cases, the slip angle can be directly
determined. However, in general it has to be reconstructed with state estimation
methods by using dynamic vehicle models.

Assuming a constant momentary pole MP, a constant radius R, and slow velocity,
e.g. for parking, it holds for a one-track model according to Fig. 7.2:

sin β = lr
Rr

= lr
R cosβ

, (12.3.1)

and

sin δf = l

Rf
= l cos δf

R cosβ
. (12.3.2)

Dividing both equations yields

sin β

sin δf
= lr

l cos δf
(12.3.3)

and

sin β = lr
l
tan δf , (12.3.4)
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or

β = arcsin

(
lr
l
tan δf

)
(12.3.5)

which can be simplified for small angles to

β ≈ lr
l
δf , (12.3.6)

see, for example, Kochem (2005).
A further relation for slow cornering follows from (7.1.7) and (7.1.8):

cosβ = aY
ac

= aY
vψ̇

β = arccos

(
aY
vψ̇

)
.

(12.3.7)

Thus, β can be determined for these special cases, if δf or aY, v, and ψ̇ are available
as measurements. However, both methods are only applicable for slow velocities, if
no tire slip occurs and the measurements for (12.3.7) are not too noisy with regard
to the small measured variables.

For higher velocities, the lateral tire forces generate side slip angles αf and αr;
see Fig. 7.3. The one-track model (7.2.59) for stationary cornering then yields with
iS = δH/δf

β = δf
lr
l

1 − mlf
cα,rlrl

v2

1 +
(

v
vch

)2 , (12.3.8)

with the characteristic velocity vch due to (7.2.52). This relation assumes a linear
lateral tire force characteristic with the tire stiffnesses cαf and cαr, see (7.2.18), which
have to be known.

12.3.2 Slip Angle Estimation with State Observers (General
Dynamic DrivingManeuvers)

(a) Linear State Observer (One-Track Model)
Assuming dynamic driving maneuvers with small steering angles δf and small side
slip angles α, the linearized one-track model of Sect. 7.2.2 can be used. The dynamic
state variable model is according to (7.2.34)

[
β̇(t)
ψ̈(t)

]
= A

[
β(t)
ψ̇(t)

]
+ b δf(t), (12.3.9)
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Fig. 12.7 Linear slip angle
state observer with a
one-track model

δf

H

A

b C

ψ

e

ψ̂

Δx

x̂ x̂

x=ˆ β̂
ψ̂

ˆ

with the measured output

y(t) = ψ̇(t) = C
[
β(t)
ψ̇(t)

]
. (12.3.10)

The signal flowbetween the steering angle δf as input and ψ̇, respectivelyψ, as output
in Fig. 7.5 shows that the slip angle β influences as feedback the side slip angles of
the front and the rear tire and, therefore, the lateral forces. Hence, the slip angle β(t)
is an interrelated variable of the one-track model, and it has to be reconstructed by
a state observer or estimated with a Kalman filter.

Figure 12.7 depicts the signal flow of a linear state observer. The feedback matrix
H has to be selected, for example, by pole placement of the eigenvalues of (10.2.10),
so that the observer is stable.

The reconstructed state variables of this linear one-track model observer are then
β̂(t) and ˆ̇ψ(t). However, A and b require that the following parameters are known:
m, JZ, cα,f , and cα,r. The estimation of these parameters is described in Chap 11.
Different methods to estimate the cornering stiffnesses cα,f and cα,r are treated
in Sect. 11.6.2. The determination of these stiffnesses within the linear tire force
characteristic or of kα,f and kα,r for the (simplified) nonlinear case applies the least
squares parameter estimation according to (11.6.28) via the determination of the
lateral axle forces with (11.6.40) and (11.6.41). The herewith required β may be
obtained in a sequential, delayed procedure from the observer.

An application of this combined one-track observer and recursive parameter esti-
mation is described in Schorn (2007). Results for the slip angle estimation with a
linear state observer are presented in Daiss (1996), with better results by an adaption
of the cornering stiffnesses. Important are good tire parameters. However, several
publications have shown that significantly better estimates are obtained with nonlin-
ear observers and two-track models.

(b) Nonlinear State Observer (Two-Track Model, Horizontal Motion)
Amore precise estimation of the side slip angle β(t) can be obtained by using a two-
track model, where the lateral and longitudinal forces of all wheels are taken into
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account. This is also required for ESC-control functions with individual wheel brak-
ing. A first used two-track model is the yaw rate/slip angle representation, (7.3.39)–
(7.3.41); see also Fig. 7.25. As it is nonlinear, a nonlinear state observer has to be
designed, Daiss (1996), Schorn (2007). The required state variable representation of
the process model is

ẋ(t) =
⎡
⎣ v̇(t)

β̇(t)
ψ̈(t)

⎤
⎦ =

⎡
⎣ f1(x, u)

f2(x, u)

f3(x, u)

⎤
⎦ = f(x, u), (12.3.11)

with the output measurements

y(t) =
[
v(t)
ψ̇(t)

]
= h(x), (12.3.12)

with the state variable vector

x(t) = [
vX(t) β(t) ψ̇(t)

]T
, (12.3.13)

and the input vector

u(t) = [
δf(t) FXT,fl FXT,fr FXT,rl FXT,rr

]T
. (12.3.14)

The considered yaw rate/slip angle equations of the two-trackmodel are (7.3.39)–
(7.3.41), now abbreviated as

v̇ = f1(FXT, FYT, FXA, FXR, δf ,β),

β̇ = f2(FXT, FYT, FYA, δf , β, ψ̇),

and

ψ̈ = f3(FXT, FYT, δf).

They already contain the transformation from the tire forces to vehicle forces.
The state observer for the nonlinear two-track model (7.3.35)–(7.3.38) has to be

designed for the state variables x(t) of (12.3.13), the input variables u(t) of (12.3.14),
and the measured output variables y(t) of (12.3.12).

The observer design follows Sect. 10.2.2 in the form

ˆ̇x = f(x̂, u) + L(x̂, u)(y − ŷ)

ŷ = h(x̂, u),
(12.3.15)

compare Fig. 12.8. It is or 3rd order and the poles λ1 and λ3 of the feedbackmatrixL,
see (10.2.23), have to be selected such that the observer is stable; see Börner (2004),
Schorn (2007), Adamy (2018).
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ˆ

Fig. 12.8 Nonlinear slip angle state observer with a two-track model in yaw rate/slip angle repre-
sentation

A signal-flow scheme of used models and calculations for the nonlinear state
observer is depicted in Fig. 12.9. It shows the various steps from the required on-
board measurements through the parameter estimation of the tire models until the
final state estimates x̂(t) and follows Börner (2004) and Schorn (2007).

The used two-track model according to Sect. 7.3.2b) and Fig. 7.25 requires the
longitudinal and lateral forces of the tires FXT and FYT, which are treated separately,
and of the chassis FX and FY.

The determination of the longitudinal forces FXT with (5.1.3),

FXT = μX(SX)FZT,

needs as inputs the wheel braking torques MB or the wheel driving torques MD, see
Sect. 5.5 and 6.5, and the friction coefficients ¯X(SX), see Sect. 5.1, with the vertical
tire forces FZT from (7.3.22).

To calculate the lateral tire forces FYT, (5.2.3) can be used with (5.2.5) for small
slip angles α,

FYT = cα(FZT)α,

or (5.2.11) with (5.2.7) for larger α. The side slip angles follow from (7.2.25) and
(7.2.26).

As the estimation of the vehicle slip angle β is especially required for dynamic
steering wheel inputs δH(t), respectively, cornering with δH = const., the models
for the lateral tire forces should be adaptive to the actual tire/road condition. One
possibility is to apply the cornering stiffness parameter estimation of Sect. 11.6.2a
in order to obtain an estimate of ĉαf and ĉαr for the front and rear axle wheels by
using a one-track model.
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The lateral forces are distributed to the left and right wheel according to the
individual vertical tire forces, as for the front wheels, Schorn (2007),

FYT,fl = FYT,f
FZT,fl

FZT,fl + FZT,fr
,

FYT,fr = FYT,f
FZT,fr

FZT,fl + FZT,fr
.

(12.3.16)

The determination of the side slip angles αi and the cornering stiffness adapta-
tion require the vehicle slip angle β. Therefore, the finally estimated β̂ introduces
feedback signal paths in Fig. 12.9.

Finally, the two-track model in yaw rate/slip angle representation (7.3.39)–
(7.3.41) can be used for the nonlinear observer.

Experimental results with this nonlinear observer and parameter estimation of the
cornering stiffnesses have been obtained by Schorn (2007) for a front-driven car.
Figures 12.10 and 12.11 depict the vehicle slip angle estimates β̂(t) for a slalom
maneuver and a double lane change. The agreement with the direct measurement of
β(t) by using an optical Correvit-sensor as reference is quite good. Additionally, the
side slip angle of the rear axle wheel was determined by (7.2.26) of the linearized
one-track model

α̂r = −β̂ + lr
v

ψ̇, (12.3.17)

and shows also a good agreement.
In order to circumvent the lateral tire force models FYT(α), the lateral forces of

the vehicle can alternatively directly be determined via the force and torque balance
equations (7.2.12) and (7.2.13) for a one-track model. With the assumption of small
vehicle slip angles β, it holds, see (11.6.42),

FY,f = 1

l
(JZψ̈ + lrmaY),

FY,r = 1

l
(−JZψ̈ + lfmaY).

(12.3.18)

In addition to the measurement of δf(t), v(t), and ψ̇(t), (12.3.9) and (12.3.10), now
the lateral acceleration aY has to be measured.

12.3.3 Slip Angle Estimation with Kalman Filters

State observers are designed under the assumption that no disturbances from mea-
surements and from the process occur. Kalman filters (KF) for state estimation
include as well process noise as measurement noise in their design. In addition,
they use a state prediction by one sampling interval. To operate with nonlinear pro-
cess models extended Kalman filters (EKF) can be applied. In this section, different
approaches for slip angle estimation are described operatingwith nonlinear two-track
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Fig.12.10 Experimental results with a nonlinear slip angle observer with parameter estimation of
the cornering stiffness kα,i for a slalom course, Golf IV, Schorn (2007)

-3

-2

-1

0

1

2

3

-200
-100

0
100
200

0 5 10 15

5

10

15

0 5 10 15
-10

-5

0

5

10

-4

-2

0

2

4

estimation
meas.

sl
ip

 a
ng

le
 [°

]

ve
lo

ci
ty

 [m
/s

]

time [s]

la
te

ra
l a

cc
el

er
at

io
n 

[m
/s

²]

time [s]

si
de

 sl
ip

 a
ng

le
re

ar
 a

xl
e 

[°
]

to
ta

l s
te

er
in

g
an

gl
e 

[°
]

estimation
meas.

Fig. 12.11 Experimental results of a nonlinear slip angle observer with parameter estimation of
the cornering stiffness kα,i for a double lane change, Golf IV, Schorn (2007)
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models. Section 12.5 shows an extended Kalman filter for a one-track model, and
Sect. 12.6 a method with the inclusion of 3D-GPS-measurements.

(a) Extended Kalman Filter with Yaw Rate/Velocity Two-Track Model and Vari-
able Longitudinal Velocity
The basic recursive equations for the Kalman filter (KF) and the extended Kalman
filter (EKF) are described in Sect. 10.2. As the classical Kalman filter operates with
discrete-time models the nonlinear two-track model, now in the yaw rate/velocity
representation for an even road, (7.3.12)–(7.3.14) and Fig. 7.22, has to be discretized.

Assuming small sampling times T0 and, therefore, the discrete time k = t/T0, it
holds for t = k + 1

v̇(t) = dv(t)

dt
≈ Δv(k + 1)

T0
= v(k + 1) − v(k)

T0
. (12.3.19)

The two-track model for horizontal motion then becomes

f1(k) = vX(k + 1) = vX(k) + T0
m

(
FX,fl + FX,fr + FX,rl

+ FX,rr − FXA − FXR
)
k
+ T0ψ̇(k)vY(k),

(12.3.20)

f2(k) = vY(k + 1) = vY(k) + T0
m

(
FY,fl + FY,fr + FY,rl

+ FY,rr − FYA
)
k
− T0ψ̇(k)vX(k),

(12.3.21)

f3(k) = ψ̇(k + 1) = ψ̇(k) + T0
JZ

[
(FX,fr − FX,fl)

bf
2

+ (FX,rr − FX,rl)
br
2

+ (FY,fl + FY,fr)Jf − (FY,rl + FY,rr)lr
]
k
,

(12.3.22)
see Schorn (2007), Bauer (2015).

This nonlinear process model is now the basis for the state prediction of an
extended Kalman filter according to (10.2.77)

x̂(k + 1|k) = fk(x(k), u(k)) + v(k), (12.3.23)

with the output equation (10.2.64)

y = gk(x(k)) + n(k), (12.3.24)

where v(k) and n(k) are independent white noise signals with (known) covariance
matrices Q and R; see (10.2.32). The state vector is

x(k) = [
vX(k) vY(k) ψ̇(k)

]T
, (12.3.25)
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and the input vector

u(k) = [FX FY FXA FXR]
T
k , (12.3.26)

with the longitudinal and lateral wheel forces, acting on the chassis,

FX = [
FX,fl FX,fr FX,rl FX,rr

]
,

FY = [
FY,fl FY,fr FY,rl FY,rr

]
.

(12.3.27)

Hence, the two-track model (12.3.20)–(12.3.22) provides the state prediction vec-
tor x̂(k + 1|k) for the extended Kalman filter, compare (10.2.65), (12.3.23), and
Fig. 10.6.

The process state function matrix is

fk = [ f1(k) f2(k) f3(k)]
T . (12.3.28)

As measurements for the two-track model (7.3.12)–(7.3.14), the on-board signals

y(k) = [
aX(k) aY(k) ψ̇(k)

]T
(12.3.29)

are available.
The predicted process model outputs then become with (12.3.24), for a next

sample step

y(k + 1) = gk+1(x̂(k + 1) + n(k + 1)), (12.3.30)

gk+1 =
⎡
⎣g1
g2
g3

⎤
⎦
k+1

=
⎡
⎣
âX(k + 1)
âY(k + 1)
ˆ̇ψ(k + 1)

⎤
⎦
model

[0.25cm] =
⎡
⎢⎣

( 1
m

∑
FX,i j − FXA − FXR

)
k+1( 1

m

∑
FY,i j

)
k+1

ψ̇(k + 1)

⎤
⎥⎦
model

.

(12.3.31)

Herewith, the lateral air resistance FYA and the gyroscopic terms are neglected. As
the small differences of the tire forces in (12.3.22) result in rather noisy estimates of
ψ̇, the measurement for ψ̇(k + 1) is directly used and not corrected.

The state correction equation of the EKF is finally according to (10.2.71)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)
[
y(k + 1) − gk+1(x̂(k + 1|k))] ,

(12.3.32)
where y(k + 1) are the new measurements for (k + 1) and gk+1 the process model
output due to (12.3.31).

The EKF requires the determination of the Jacobi matrices F(k) and G(k + 1)
according to (10.2.66) and (10.2.67) to update the covariance matrix P−(k + 1) of
the state estimation error and the gain matrix K with (10.2.69).
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Fig. 12.12 Signal flow for the vehicle state estimation with a two-track model and an extended

Kalman filter with x̂ = [
v̂X v̂Y ψ̇

]T
and ŷ = [

aX aY ψ̇
]

The vehicle slip angle β follows finally due to (7.1.1)

β̂ = arctan
v̂Y

v̂X
. (12.3.33)

The inputs u(k) of the EKF are the wheel forces FX and FY and the resistance forces;
see (12.3.26). The wheel forces results from the tire forces FXT and FYT. The lon-
gitudinal forces FXT are determined with the longitudinal vehicle models treated in
chapter 6. The calculation of the lateral forces can be performed as follows, Schorn
(2007).

Version 1 uses a linear lateral tire force model (5.2.3)

FYT,i j = cα,i j (FZT,i j )αi j , (12.3.34)

with the cornering stiffness cα = cα1FZT, cα1 known, the vertical wheel forces
FZT,i j (aX, aY) according to (7.3.22), and αi j (δf , vY, vX, ψ̇) due to (7.3.21) for all
wheels i j .

Version 2 uses an adaptive cornering stiffness coefficient kα,i j (αi j ), (11.6.39), equal
for the wheels of the front and rear axle by inserting the kα,f and kα,r in the state
vector x̂ of the EKF for estimation.

Version 3 determines the adaptive kα,i j (αi j ) with a separate recursive least squares
parameter estimation; see (11.6.44).

The tire forces FXT and FYT are then transformed from the wheel coordinates to
the vehicle coordinates by (7.3.38).

Figure 12.12 summarizes the main steps for the state estimation with an extended
Kalman filter, providing estimates for v̂X, v̂Y, and β̂ based on measurements of δf ,
aX, aY, ψ̇ for the state estimation.
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Fig. 12.14 Experimental results for the slip angle estimation. Comparison of the estimates for a
nonlinear state observer and an extended Kalman filter (version 3) for a a slalom course and b a
double lane change. VW Golf IV, Schorn (2007)

The extended Kalman filter then consists of the prediction and correction equa-
tions, stated in (10.2.70)–(10.2.76). The covariance matrices Q and R can just be
specified as unity matrices or properly selected by probing.

Figure 12.13 illustrates the resulting slip angle estimates for a slalom course and
a double lane change with a front-driven car. Three versions of EKF estimates are
compared to each other for the cases: cαi = const., kαi time-variant adaptive and
kαi as recursive least squares parameter estimates. The agreement with the direct
measurements by an optical CORREVIT-sensor system is for all versions good and
the best for version 3.
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A comparison of slip angles estimates from the nonlinear observer with the
extended Kalman filter, version 3, shows that better results could be obtained with
the Kalman filter; see Fig. 12.14.

(b) Extended Kalman Filter with Simplified Two-Track Model and Constant
Velocity
A simplified version for the estimation of the vehicle slip angle is obtained, if a con-
stant longitudinal velocity vX = const. and constant longitudinal tire forces FXT,i j

are assumed. Furthermore, gyroscopic forces are neglected. As measurements δf as
input and aY and ψ̇ as outputs are used, it follows from (7.3.13) and (7.3.27) by
including the transformation of the tire forces to the chassis forces and neglecting
small terms

aY = 1

m

[
(FYT,fl + FYT,fr) cos δf + (FYT,rl + FXT,rr)

]

= 1

m

∑
FY,

(12.3.35)

and from (7.2.14) and (7.3.28)

ψ̈ = 1

JZ

[
(FYT,fl + FYT,fr)lf cos δf − (FYT,rl + FYT,rr)lr

+ bf
2

(FYT,fr − FYT,fl) sin δf

]
= 1

JZ

∑
MZ.

(12.3.36)

Further, (7.2.8) yields

β̇ = v̇Y

v
− ψ̇ = aY

v
− ψ̇. (12.3.37)

Discretization with sampling time T0 then gives

aY = dvY
dt

≈ ΔvY(k + 1)

T0
= vY(k + 1) − vY(k)

T0
, (12.3.38)

ψ̈ = dψ̇

dt
≈ Δψ̇(k + 1)

T0
= ψ̇(k + 1) − ψ̇(k)

T0
, (12.3.39)

β̇ = dβ

dt
≈ Δβ(k + 1)

T0
= β(k + 1) − β(k)

T0
. (12.3.40)

As β̇ can directly be calculated with (12.3.37) from the measured variables aY and
ψ̇, it is not included in the state vector. Thus, the state vector is

xT(k) = [
vY(k) ψ̇(k)

]
, (12.3.41)

as (12.3.25), but without vX(k) and (12.3.38) and (12.3.39) are represented in the
discrete-time state equation model

x(k + 1) = fk(x(k), u(k)) + v(k),

y(k) = gk(x(k)) + n(k),
(12.3.42)
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with

f1(k) = vY(k + 1) = vY(k) + T0
m

∑
FY(k), (12.3.43)

f2(k) = ψ̇(k + 1) = ψ̇(k) + T0
JZ

∑
MZ(k). (12.3.44)

(12.3.37) and (12.3.38) yield

f3(k) = β(k + 1) = β(k) + 1

v
(vY(k + 1) − vY(k)) − T0ψ̇(k) (12.3.45)

The state prediction for the extended Kalman filter according to (12.3.23) uses

fk = [ f1(k) f2(k)]
T , (12.3.46)

y(k) = [
aY(k) ψ̇(k)

]T
, (12.3.47)

and the state correction is made according (12.3.32) with

gk+1 =
[
g1
g2

]
k+1

=
[
aY(k + 1)

ψ̇(k + 1)

]

model

=
[ 1

m

∑
FY(k + 1)

1
JZ

∑
MZ(k + 1)

] (12.3.48)

and the measurements

y(k + 1) = [
aY(k + 1) ψ̇(k + 1)

]
. (12.3.49)

The state estimates x̂(k + 1) result from the state correction equation (12.3.32)
and β̂(k + 1) results via (12.3.45) from

β̂(k + 1) = β̂(k) +
(

v̂Y(k + 1) − v̂Y(k)

v
− T0ψ̇(k + 1)

)
. (12.3.50)

The lateral tire forces FYT,i j are obtained with linear or nonlinear models as in
version 1 to 3 of the last section. Reif et al. (2007) have used the Paceika-model for
a similar vehicle slip angle estimation.

12.4 State Estimation of the Roll Angle and Pitch Angle

The roll and pitch dynamic behavior can with simplifying assumptions be described
by linear second-order differential equations, as shown in Chap. 9. In the following,
state estimation methods are described which allow to determine the roll angleϕ and
pitch angle θ, if they cannot be measured directly; see also Ryu and Gerdes (2004).
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12.4.1 State Estimation of the Roll Angle

The roll dynamic behavior is for small ϕ described by

JXϕ̈(t) + drolϕ̇(t) + crolϕ(t) = −KrolaY(t) − Krolgη (12.4.1)

see (9.1.15) and (11.8.1). The parameters can be estimated if Krol is determined with
(9.1.16); see also Sect. 11.8.1.

For stationary cornering with aY = const. and no lateral gradient, i.e. η = 0,
follows in a steady state

ϕ̂ = −Krol

crol
aY (12.4.2)

and the roll angle can directly be determined. In dynamic driving situations, (12.4.1)
has to be used, which becomes in state-space form with η = 0

[
ϕ̇
ϕ̈

]
=

[
0 1

− crol
JX

− drol
JX

] [
ϕ
ϕ̇

]
+

[
0

− Krol
JX

]
aY,

ϕ̇ = [
0 1

] [
ϕ
ϕ̇

] (12.4.3)

The goal is now to estimate the roll angle ϕ based on measurements of the roll rate
ϕ̇ and the lateral acceleration aY.

As for state estimation, a process model in discrete time k = t/T0, where T0 is
the sampling time, is preferred. The differential equation (12.4.1) can for small T0
directly be discretized, leading to

a0ϕ(k) + a1ϕ(k − 1) + a2ϕ(k − 2) = b0aY(k), (12.4.4)

with, see, for example, Isermann (1989), p. 21,

a0 = JX
T 2
0

+ drol
T0

+ 1,

a1 = −drol
T0

− 2JX
T 2
0

,

a2 = JX
T 2
0

,

b0 = −Krol.

(12.4.5)

In order to write (12.4.4) in a form with a prediction for time k + 1, one obtains

ϕ(k + 1) + a′
1ϕ(k) + a′

2ϕ(k − 1) = b′
0aY(k + 1) (12.4.6)
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with a′
1 = a1/a0, a′

2 = a2/a0, and b′
0 = b0/a0. A corresponding state model then

becomes
[

ϕ(k)
ϕ(k + 1)

]
=

[
0 1

−a′
2 −a′

1

] [
ϕ(k − 1)

ϕ(k)

]
+

[
0
b′
0

]
aY(k + 1) (12.4.7)

with the measurable variable

ϕ̇(t) = Δϕ(k)

T0
≈ 1

T0
(ϕ(k) − ϕ(k − 1)) =

[
− 1

T0
1
T0

] [
ϕ(k − 1)

ϕ(k)

]
. (12.4.8)

The last two equations represent the state variable model

x(k + 1) = Ax(k) + bu(k + 1),

y(k) = cTx(k),
(12.4.9)

and the Kalman filter equations (10.2.53) and (10.2.54) become

prediction:

x̂(k + 1|k) = Ax̂(k|k) + Bu(k + 1). (12.4.10)

correction:

x̂(k + 1|k + 1) = x̂(k + 1|k) + K̄
[
y(k + 1) − cTx̂(k + 1|k)] (12.4.11)

with

xT(k|k) = [
ϕ(k − 1) ϕ(k)

]
,

and the measurements

u(k + 1) = aY(k + 1)

y(k + 1) = ϕ̇(k + 1).

The Kalman filter then provides an estimate of the roll angle ϕ̂(k + 1) from the
correction x̂(k + 1|k + 1).

By appropriate selection of the covariance matrices R and Q, a weighting of
the influence of the measurements ϕ̇ and aY can be made, depending on the noise
variance of the sensors, see, for example, Halbe (2008).
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Fig. 12.15 Measured roll rate and estimated roll angle with a Kalman filter and measurement of
the lateral acceleration aY and roll rate ϕ̇. Opel Omega A2.0i (1993), Halbe (2008). a Slalom drive
with v = 30 km h−1, b double lane change with v = 40 km h−1

Figure 12.15 depicts driving results for the roll angle estimation. The reference
measurement is based on the travelways of the suspensions; see (9.1.13). The agree-
ment of estimated and measured roll angle is good.

The estimation of the roll angle with a Kalman filter based on measurements of
ϕ̇ from an IMU and ϕ from a 3D-GPS system is illustrated in Bauer (2015).

12.4.2 State Estimation of the Pitch Angle

The simplified pitch model is according to (9.2.4) and (11.8.3)

JYθ̈(t) + dpit θ̇(t) + cpitθ(t) = −KpitaX(t) − Kpitgλ, (12.4.12)

and has the same structure as the roll dynamic model (12.4.1). The parameters can
be estimated as described in Sect. 11.8.2. Kpit is determined with (9.2.4).

For estimating the pitch angle θ, measurements of the pitch rate θ̇ and the longitu-
dinal acceleration aX are required. The state estimation of the pitch angle θ̂(t) with
a Kalman filter then follows a procedure as for the roll angle, (12.4.3)–(12.4.11).

However, because the pitch angle θ usually is small compared to noise effects in
the measurements, especially for the required values of aX for braking, it is difficult
to obtain good estimates.

Experimental results for the pitch angle estimation for strong braking maneuvers
are shown in Bauer (2015).
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12.5 ExpandedVehicle State Estimation with an Extended
Kalman Filter, a Nonlinear One-TrackModel and Front and
RearWheel Steering

The state estimation methods in Sect. 12.3 are mainly designed for the determination
of the slip angle β and include also the velocities vY and/or vX and the yaw rate
ψ̇; see Fig. 12.6. The parameters of the tire models are separately estimated by
parameter estimation methods; see Figs. 12.9 and 12.12. However, by expanding
the state vector, the parameters of the tire models can also be included in an overall
estimation with an extended Kalman filter, as developed by Bechtloff et al. (2015),
Bechtloff et al. (2016), Bechtloff (2018).

In order to reduce the computational effort for the two-track model, the nonlinear
one-track model (7.3.71) is applied.

(a) Vehicle and Tire Models
Neglection of road grades λ and η, but inclusion of the roll angle ϕ and the pitch
angle θ results in the following equations for the center of gravity in the yaw rate/slip
angle representation (7.3.71)

v̇ =
(
FX
m

+ g sin θ

)
cosβ +

(
FY
m

− g cos θ sinϕ

)
sin β, (12.5.1)

β̇ =
(
FY
m

− g cos θ sinϕ

)
1

v
cosβ −

(
FX
m

+ g sin θ

)
1

v
sin β − ψ̇, (12.5.2)

ψ̈ = 1

JZ
MZ, (12.5.3)

where FX, FY, and MZ are due to (7.3.48), (7.3.49), and (7.3.51). As (7.3.51) shows,
the longitudinal tire forces FX,i j of all four wheels are included, as required for
individual wheel braking and driving.

The resulting longitudinal and lateral forces arewithaX = FX/m andaY = FY/m
replacedby themeasurable accelerations as they canbeused asmodel inputs, yielding

v̇ = (aX + g sin θ) cosβ + (aY − g cos θ sinϕ) sin β, (12.5.4)

β̇ = (aY − g cos θ sinϕ)
1

v
cosβ − (aX + g sin θ)

1

v
sin β − ψ̇. (12.5.5)

The continuous-time nonlinear vehicle model is as for the nonlinear observer
(10.2.13) formulated by

ẋ(t) = f(x(t), u(t)) + ν(t), (12.5.6)

y(t) = g(x(t), u(t)) + n(t), (12.5.7)
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with an expanded state variable vector

x =
[
vβμmaxϕθ︸ ︷︷ ︸

xfast

cα,f SGΔμ︸ ︷︷ ︸
xslow

]T
, (12.5.8)

and the input vector

u =
[
ψ̇aXaYδfδr ωflωfrωrlωrr ϕKϕ̇K

]
, (12.5.9)

according to Bechtloff (2018).
The process noise ν(t) and the output noise n(t) are assumed to be statisti-

cally independent, have zero mean with covariance matrices Q and R, as (10.2.31),
(10.2.32).

The input vector contains the measured front and rear wheel steering angles, δf
and δr, the measured yaw rate ψ̇ and roll rate ϕ̇K, the accelerations aX and aY, and
the angular wheel velocities ωi j . The roll angle ϕK is determined with the roll angle
model (9.1.15) or a first-order dynamic model as in Bechtloff (2018).

The state vector is divided in fast variables xfast(t) and slow variables or quasi
constant parameters xslow. The inclusion of the roll angle ϕ and the pitch angle θ
allows to consider high dynamic situations and also banked corners. The cornering
stiffness of the front axle and the understeer gradient SG are also estimated. The
cornering stiffness of the rear axle is calculated with (7.2.52) and (7.2.74) by

cαr = mcαf lf
mlr − SGcαf l2

. (12.5.10)

Instead of estimating the maximal friction coefficients μYT,f,max and μYT,r,max, see
(5.2.13), their difference

ΔμY = ΔμYT,r,max − ΔμYT,f,max (12.5.11)

is used.

(b) State Prediction
After discretization of (12.5.6), analogously to (12.3.23), the state prediction of

the EKF is

x(k + 1|k) = fk(x(k), u(k)) + ν(k). (12.5.12)
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The prediction model in continuous time (12.5.6) then becomes with the one-track
model (12.5.1) and (12.5.2)

ẋ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v̇X
β̇

μ̇max
ϕ̇

θ̇
ċαf˙SG
˙ΔμY

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(aX + g sin θ) cosβ + (aY − g cos θ sinϕ) sin β

(aY − g cos θ sinϕ) 1
v
cosβ − (aX + g sin θ) 1

v
sin β − ψ̇

1
Tμ

(1 − μmax)

ϕ̇K + 1
Tϕ

(ϕK − ϕ)

− 1
Tθ

θ

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

νaX
νaY
vX

+ νψ̇

νμmax

νϕ

νθ

νcαf
νSG
νΔμY

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12.5.13)
The derivatives of μmax, ϕ, and θ are modeled as Gauss-Markov processes of 1st

order and the derivatives of the parameters cα,f , SG, and Δμ as random-walks, as
usually for the parameter estimation with a Kalman filter; see Grewal and Andrews
(2015). ϕ̇K and ϕK follow from the roll model (12.4.1) with aY as input, see also
Fig. 12.16.

(c) State Correction
The state correction equation of the EKF is as (10.2.69) and (12.3.30)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)
(
y(k + 1) − gk+1(x̂(k + 1|k))) .

(12.5.14)
The vehicle model output y, which corresponds to the prediction model (12.5.13) is
defined as

y = g(x, u)

y =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

vTm,fl
vTm,fr
FXT,f
FXT,r
FYT,f
FYT,r

β

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

v cos (δf − β) + lf ψ̇ sin δf
v cos (δf − β) + lf ψ̇ sin δf

FXT,f(FZf , SXf , αf , μX,max, cSX,f , SX,crit,f , cXf)
FXT,r(FZr, SXr, αr, μX,max, cSX,r, SX,crit,r, cXr)
FYT,f(FZf , SXf , αf ,μY,max, ccαf , αcrit,f , cYf)
FYT,r(FZr, SXr, αr, μY,max, ccαr ,αcrit,r, cYr)

β

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(12.5.15)

Hence, the vehicle model output is expressed by the tire velocity of the middle front
wheel and the four slip and side-slip angle based force models. The wheel velocity
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Fig. 12.16 Signal flow for a vehicle state estimation with a nonlinear one-track model, virtual
sensor models, front and rear wheel steering, and an extended Kalman filter in continuous-time
representation, Bechtloff (2018)

of the middle front wheel is, see Bechtloff (2018),

y1 = y2 = vTm = v cos (δf − β) + lf ψ̇ sin δf . (12.5.16)

The tire forces per axle follow from the Pacejka-formula (5.1.7) in longitudinal
direction

y3 = FXT,f(FZf , SXf , αf ,μX,max, cSX, SX,crit, cXf), (12.5.17)

y4 = FXT,r(FZr, SXr, αr, μX,max, cSX, SX,crit, cXr), (12.5.18)

and in lateral direction, Table 5.1,

y5 = FYT,f(F
′
Zf , αf , SYf , μY,max,f , cα,f , αcrit,f , cY,f), (12.5.19)

y6 = FYT,r(F
′
Zr, αr, SXr,μY,max,r, cα,r,αcrit,r, cY,r). (12.5.20)
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The vertical forces for each axle are, (6.5.50), (6.5.51),

F ′
Zf = m

lr
l

(
g

2
+ hCG

bf
aY

)
, (12.5.21)

F ′
Zf = m

lr
l

(
g

2
− hCG

bf
aY

)
. (12.5.22)

cαf is obtained by parameter estimation and cαr follows from (12.5.10) after param-
eter estimation of the understeer gradient SG. For the maximal friction coefficients
holds

μX,max,f = μX,max,f0 μmax,

μX,max,r = μX,max,r0 μmax,
(12.5.23)

μY,max,f = μY,max,f0 μmax,

μY,max,r = (μY,max,f0 + ΔμY)μmax,
(12.5.24)

and for the critical side-slip angle

αcrit,f = αcrit,f0
cαf0

cαf
; αcrit,r = αcrit,r0

cαr0

cαr
. (12.5.25)

μX,max,f0, μY,max,f0, and αcrit,f0 have to be known from the basic parameters of the
used tire as well as a starting value

ΔμY(t = 0) = μY,max,r0 − μY,max,f0. (12.5.26)

The coefficients cαf and Δμ are estimated with the vehicle model (12.5.13). cαr
follows from (12.5.10) and estimated SG.

The measured outputs

y = g(x, u) (12.5.27)

have to be based on measurable outputs of the vehicle. Because the variables of the
output vector y of (12.5.15) are not directlymeasurable, they have to be reconstructed
from measurable quantities, leading to a so-called virtual sensor model according to
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Bechtloff (2018):

y =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

vTm,fl
vTm,fr
FXT,f
FXT,r
FYT,f
FYT,r

β

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ωflrdyn,f + ψ̇ bf
2 cos δf

ωfrrdyn,f − ψ̇ br
2 cos δf

(MB,fl + MB,fr)rdyn,f

(MB,rl + MB,rr + MD)rdyn,r
1

cos δf

[ 1
l

(
mlraYT + JZψ̇ − MZ

)] − (
FXT,fl + FXT,fr

)
sin δ f

1
cos δr

[ 1
l

(
mlfaYT − JZψ̇ + MZ

)] − (
FXT,rl + FXT,rr

)
sin δr

βkin

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12.5.28)

The vehicle slip angle βkin is determined by using a one-track model

βkin = arctan

[
lf
l
tan δf + lr

l
tan δr

]
. (12.5.28a)

The state correction according to (12.5.14) then can be performed with y(k + 1)
from (12.5.15) and g(k + 1) from (12.5.28) after discretization. The determination of
the Kalman gain K(k + 1) follows (10.2.67) by appropriate selection of covariance
matrices Q and R; see Bechtloff (2018).

(d) Experimental Results
The described state and parameter estimation with an extended Kalman filter (EKF)
and an unscented Kalman filter (UKF) was applied in many driving situations.

Figure 12.17 shows the estimation of the slip angle for a double lane change
without ESC. The maximal error of the slip angle for lateral accelerations until 10 m
s−1 is about 1.2◦ or 7%. Figure 12.18 further depicts the estimates of the slip angle
for high speeds and a drift maneuver with strong accelerations and decelerations
until aX = −10 ms−2 and until aY = 10 ms−2 by strong braking on a handling test
field. The vehicle was driven until drive dynamic limits including banked corners.
Therefore, several drift situations occurred. The largest error of the slip angle is about
Δβ ≈ 3◦ or 13%.

The state estimation for many other driving experiments, like ABS-braking, sta-
tionary cornering to determine μmax, and steep curves gave also good results for
several estimates like v̂, ϕ̂, μ̂max, FYT,r, FYT,f . Hence, the state estimation with
the applied one-track model and the state vector (12.5.8) is applicable also for high
dynamic driving situations.
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Fig.12.17 State estimation of the slip angle for a double lane change, BMW 550i (E60), Bechtloff
(2018). a steering angle and yaw rate, b accelerations, c velocity, d slip angle

12.6 Vehicle State Estimation with Additional 3D-GPS
Measurements and an Extended Kalman Filter

The usually implemented on-board sensors and also additionally installed inertial
measurement units do not allow to measure all important drive dynamic variables.
This situation can be improved by the use of signals from a global positioning system
(GPS). A GPS with one antenna provides the velocity vector

vGPSE = [
vGPSX,E vGPSY,E vGPSZ,E

]T
,

and the position vector

pGPS
E = [

pGPSX,E pGPSY,E pGPSZ,E

]T
,

in the earth fixed coordinate system E, if at least 4 satellites are available.
A 3-antenna system also delivers the position angles

� = [
ϕGPS θGPS ψGPS]T ,

relative to the earth coordinate system.
Figure 12.19 depicts the installation of 3 antennas on the used vehicle for drive

dynamic measurements. This 3D-GPS system is from the manufacturer Sepentrio
(2009) and provides measurements with sampling time T0 = 100 ms. The 3D-GPS
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Fig. 12.18 State estimation of the slip angle for high speeds and drift maneuvers on the handling
course of the Automotive Testing Area in Papenburg (ATP), Germany, BMW 550i (E60), Bechtloff
(2018). a velocity, b slip angle, c accelerations

delivers the velocity and position vector and its variances in an earth fixed coordinate
system. Its origin is fixed after initialization. For more details, see, for example,
Hofmann-Wellenhof et al. (2001), Kaplan andHegarty (2006), Parkinson and Spilker
(1996).

This 3D-GPS allows not only to provide position measurements with an accuracy
in the range of some cm, but also the yaw angle, roll angle, and pitch angle of the
vehicle, which are usually not available in production cars. Especially in combination
with Kalman filters by sensor fusion with the measurements of an IMU, precise
estimates of vehicle state variables are possible.

Thus, 3D-GPS is a valuable additional source of measurements for prototype and
research vehicles to develop dynamic vehicle models and control systems. In the
following, some examples are given.
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Fig.12.19 Installation of a 3-antenna GPS system on a BMW 540i (E60). a Schematic illustration,
b photo

12.6.1 Roll Angle andYaw Angle Estimation

The inertial measurement unit (IMU) on board the vehicle measures angle rates and
the 3D-GPS system absolute values of the angles of the driving vehicle. In order
to improve the accuracy of the relatively small and noisy signal values of the IMU,
the goal is to design a fusion of both measurements. This can be performed with a
Kalman filter and will be described for the roll rate ϕ̇ and transferred to the yaw rate
ψ̇, according to Bauer (2015). See also Ryu and Gerdes (2004).

The measured signal of the roll rate sensor is modeled by

ϕ̇IMU = sϕ̇ϕ̇ + bϕ̇ + νϕ̇, (12.6.1)

where ϕ̇ is the real roll rate, sϕ̇ the sensor gain (sensitivity), bϕ̇ an offset, and νϕ̇

sensor noise. The real roll rate then becomes

ϕ̇ = 1

sϕ̇
ϕ̇IMU − 1

sϕ̇
bϕ̇ − 1

sϕ̇
νϕ̇. (12.6.2)

Discretization leads to

ϕ̇(t) = dϕ(t)

dt
≈ Δϕ(k + 1)

T0
= ϕ(k + 1) − ϕ(k)

T0
, (12.6.3)
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and one obtains a one-step-prediction for the real roll rate

ϕ(k + 1) = ϕ(k) + T0
sϕ̇

ϕ̇IMU(k) − T0
sϕ̇

bϕ̇(k) − T0
sϕ̇

νϕ̇(k). (12.6.4)

This sensor model is now turned into a state variable representation

⎡
⎢⎣

ϕ(k + 1)
1
sϕ̇

(k + 1)
bϕ̇

sϕ̇
(k + 1)

⎤
⎥⎦ =

⎡
⎢⎣
1 T0ϕ̇IMU(k) −T0
0 1 0

0 0 0

⎤
⎥⎦

⎡
⎢⎣

ϕ(k)
1
sϕ̇

(k)
bϕ̇

sϕ̇
(k)

⎤
⎥⎦ +

⎡
⎢⎢⎣

T0
sϕ̇

νϕ̇(k)

ν 1
sϕ̇

(k)

ν bϕ̇
sϕ̇

(k)

⎤
⎥⎥⎦ ,

x̂(k + 1|k) = Ax̂(k|k) + ν(k),

(12.6.5)

which is used for the prediction part of the Kalman filter. The GPS-measurement
for the roll angle ϕGPS(k) relates to the state variables by

ϕGPS(k) = [
1 0 0

]
⎡
⎢⎢⎣

ϕ(k)

1
sϕ̇

(k)

bϕ̇

sϕ̇
(k)

⎤
⎥⎥⎦ + nϕ(k),

y(k) = cTx(k) + nϕ(k),

(12.6.6)

and is used in the correction part of the Kalman filter.
The noise signals ν and n are assumed as white, zero mean, Gaussian random

variables with known or assumed covariance matrices Q and R.
The Kalman filter then follows from (10.2.54)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K̄
[
y(k + 1) − cTx̂(k + 1|k)] , (12.6.7)

with a gain matrix K̄ according to (10.2.52). The estimated values for sϕ̇ and bϕ̇

are then used to correct the measured ϕ̇IMU. Figure 12.20 summarizes the roll rate
estimation through sensor fusion. The application of this roll angle estimationmethod
is depicted in Fig. 12.21 for a sampling time T0 = 0.2 s (5 Hz) and a sweep sine
test signal until 1 Hz for the steering angle. The lateral acceleration reaches about 5
ms−1 for a speed around 45 km h−1. Figure 12.21c and f show a good agreement of
the estimated roll angle with the reference values from the 3D-GPS. Figure 12.21g
and h depict the offset and the gain deviation of the IMU roll rate sensor. The final
gain deviation with sϕ̇ = 1.05, i.e. 5 %, agrees with the sensor specification. Taking
these deviations into account, the roll rate measurement can be corrected according
to Fig. 12.20 and results as shown in Fig. 12.21d. The same procedure as for the
roll angle was applied for the yaw angle estimation and Fig. 12.22 shows the results.
As reference signal for a validation, the yaw rate measurement from the ESC-unit

is used, noted by “ref”. The corrected yaw rate ˆ̇ψIMU
corr shows a good agreement with
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roll rate
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KKFφ

[s   b ]φ φ
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Fig.12.20 Signal flow for the roll rate estimation by a fusion of the measured roll rate of the IMU
and the roll angle from the 3D-GPS with a kinematic Kalman filter (KKF), Bauer (2015)

the reference values, Fig. 12.21c and d, taking into account the estimated sensor
deviations in (g) and (h). Finally, the estimated yaw angle in (c) and (d) indicates a
good agreement with the reference signal.

Summarizing, the sensor fusion of the roll rate and yaw rate measurements from
the IMU with 3D-GPS measurements of the roll angle and yaw angle by using a
kinematic Kalman filter gives relative precise estimates of the roll angle and the yaw
angle and allows to estimate the offset and gain of on-board roll rate and yaw rate
sensors.

12.6.2 Vehicle State Estimation with a Two-TrackModel

In order to include more state variables as in (12.3.25) for the state estimation with
an extended Kalman filter, the nonlinear two-track model in the yaw rate/velocity
representation (7.3.12)–(7.3.14) is used and discretized with sampling time T0. The
state vector is an extension of (12.3.25) and consists of

x(k) = [
vX(k) vY(k) aY(k) ψ̇(k) ψ(k) XE(k) YE(k)

]T
. (12.6.8)

It contains additionally the lateral acceleration aY(k), the yaw angle ψ(k) and the
vehicle position XE(k) and YE(k) in order to allow for corrections of the Kalman
filter with the respective measurements, Bauer (2015). Hence, compared to the pro-
cess model (12.3.20)–(12.3.22) equations for the lateral acceleration aY(k), the yaw
angle ψ(k), and the odometry position estimation, (12.1.3), have to be introduced.
This leads for driving on a plane surface to
– Process model
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which were not used for estimation. Vehicle: BMW 540i (E60)
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x(k + 1) = fk(x(k), u(k)) + ν(k),

vX(k + 1) = vX(k) + T0

[
1

m

∑
i j

FX,i j − FXA(vX(k))

− FXR(vX(k)) + ψ̇(k)vY(k)

]
+ νvX(k),

vY(k + 1) = vY(k) + T0
[
aY(k) − ψ̇(k)vX(k)

] + νvY(k),

aY(k + 1) = aY(k) + T0
m

∑
i j

FY,i j (k) + νaY(k),

ψ̇(k + 1) = ψ̇(k) + T0
JZ

[(
FX,fr − FX,fl

) bf
2

+ (
FX,rr − FX,rl

) br
2

+ (
FY,fl + FY,fr

)
lf − (

FY,rl + FY,rr
)
lr

]
k
+ νψ̇(k),

ψ(k + 1) = ψ(k) + T0ψ̇(k) + νψ(k),

XE(k + 1) = XE(k) + T0
[
vX(k) cosψ(k)

− vY(k) sinψ(k)
] + νXE(k),

YE(k + 1) = YE(k) + T0
[
vX(k) sinψ(k)

+ vY(k) cosψ(k)
] + νYE(k).

(12.6.9)

This vehiclemodel is then used for the state prediction as (12.3.23). The state function
matrix is

fk = [ f1(k) f2(k) ... f7(k)]

= [vX(k + 1) vY(k + 1) ... YE(k + 1)] .
(12.6.10)

– Process output model
The measured output variables of the on-board IMU and the 3D-GPS

y(k + 1) = [
vGPSX aIMU

Y ψ̇IMU ψGPS XGPS
E YGPS

E

]
k+1 (12.6.11)

are inserted in the state correction (12.3.32) together with the predicted states

gk+1(x̂(k + 1|k)) =
[
v̂X v̂Y âY

ˆ̇ψ ψ̂ X̂E ŶE
]
k+1

(12.6.12)

and deliver the new state estimate x̂(k + 1|k + 1).
The structure of the Jacobi matrix G of the EKF is relatively simple, as all state

variables except vY are measured, Bauer (2015).
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Fig.12.23 Signal flow for vehicle state estimation with a two-track model and an extended Kalman
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system with x̂ =
[
v̂X v̂Y âY

ˆ̇ψ ψ̂ X̂E ŶE
]T

and y = [
vGPSX aIMU

Y ψ̇IMU ψGPS XGPS
E YGPS

E

]

The signal flow of the EKF is depicted in Fig. 12.23. The tire models are obtained
with parameter estimation for combined longitudinal and lateral friction coefficients
μres,i j as described in Sect. 11.6.2.

It shows that the tire model adaptation needs the state estimates v̂X, v̂Y, and
ˆ̇ψ

determined by the Kalman filter. This introduces a feedback in the signal flow for an
online real time application.

The results of the application of the drive dynamic extended Kalman filter for
a double lane change are shown in Fig. 12.24. The agreement of the estimated
variables with the reference measurements from the 3D-GPS system and an optical
CORREVIT-sensor is very good. These results show that the additional use of the

3D-GPS system allows to obtain very good estimates v̂X, v̂Y,
ˆ̇ψ, and âY for drive

dynamics and X̂E, ŶE, and ψ̂ for the position and orientation of the vehicle. The
range of the validity function is about 0.89 ≤ R2 ≤ 0.99.

A comparison of the use of 1D and 3D-GPS signals shows better results espe-
cially for the roll and pitch angle with the 3D-GPS system, Bechtloff et al. (2014).
Further results are shown in Bauer et al. (2012). A fast state estimation and param-
eter estimation with onboard sensors and a 3D-GPS system is illustrated by using a
nonlinear two-track model in Bechtloff et al. (2014).
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In the frame of active vehicle safety, the optimal function of brake systems has one of
the highest priorities. In the long history of the development ofmechanical, hydraulic,
and pneumatic brake systems, the improvements of the braking performance by
electronic control since the introduction of ABS-brake control around 1978 play a
dominant role for automotive control.

This chapter considers hydraulic brake systems with pneumatic and electrical
brake boosters and their mathematical models. The principles of anti-lock-control
(ABS) are briefly described andmeasurements forABScontrolwith switching valves
are shown. Then an electro-hydraulic brake system (EHB)with proportionally acting
valves is considered, and it is illustrated inwhich braking results can be obtainedwith
wheel-slip based control. The chapter concludes with the description and modeling
of an electromechanical disk brake. A rich literature with books and published arti-
cles exists for these braking systems. Some comprehensive books are Mitschke and
Wallentowitz (2004); Isermann (2006); Savaresi and Tanelli (2010); Robert Bosch
GmbH (2018); Ulsoy et al (2012);Winner et al (2016); Breuer and Bill (2017); Ersoy
and Gies (2017).

13.1 Hydraulic Brake System

Service brake systems for passenger cars and light utility vehicles consist usually
of two independent hydraulic circuits. They are configured either diagonal, i.e. the
right front wheel and the left rear wheel belong to one circuit, or parallel, where
the two front wheels and the two rear wheels form each one circuit. The scheme
in Fig. 13.1 shows that the brake pedal acts on the brake booster, which amplifies
the pedal force, e.g. by a vacuum-operated booster with a factor 4–10, and acts on
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Fig. 13.1 Schematic of a hydraulic brake system with two independent brake circuits

the brake master cylinder. There, the force is converted into hydraulic pressure with
up to 120...180 bar.

A hydraulic unit carries the solenoid valves and the ECU for the brake control
system (ABS, ESC). The pressurized brake fluid transmits the brake pressure through
brake lines and flexible brake hoses to the wheel brake cylinders. The pistons of the
brake cylinder then generate the force to press the brake pads against the disc or
drum brake.

The brake master cylinder, or dual master cylinder, for the two braking circuits
is illustrated in Fig. 13.2. The primary piston generates the pressure for circuit I, the
primary circuit. The brake fluid pressure acts on the secondary piston and pressurizes
the secondary circuit II. If the brake circuit I has a leak, the push rod acts directly
on the second piston, such that braking with about half power is still possible. If
the brake circuit II is leaky, the primary piston moves the secondary piston to its
final position and then pressurizes the primary circuit allowing also for braking with
about half of the power. In both cases, the driver recognizes this by an increased
pedal displacement.

Brake force boosters use an auxiliary energy to amplify the pedal force, either
stemming from air vacuum or hydraulic pressure. Vacuum brake boosters use the
(variable) vacuum in the intake manifold of gasoline engines or from special vac-
uum pumps in the case of diesel engines. A cut-away drawing of a vacuum brake
booster is shown in Fig. 13.3. The foot force exerted by the driver is supplied to
the vacuum brake booster via a linkage. The vacuum brake booster is divided into
two chambers by means of the diaphragm. The vacuum chamber is always kept at a
pressure substantially lower than the atmospheric pressure whereas the pressure in
the working chamber is controlled by the pneumatic valves located inside the vac-
uum brake booster. These valves allow to open or shut a flow path from the working
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Fig. 13.2 Schematic of the brake master cylinder and two hydraulic circuits

chamber to the vacuum chamber or from the working chamber to the surroundings,
respectively. Opening and closing of the valves is controlled by the reaction washer,
which is basically an elastic rubber disc. The air sucked in from the surroundings is
traversing an air filter and thereby cleaned. The pressure difference between the two
chambers of the vacuum brake booster exerts a force onto the membrane, which is
transmitted to the master brake cylinder via a push rod. For a more detailed descrip-
tion of the vacuum brake booster, the reader is referred to Burckhardt (1991); Breuer
and Bill (2017). Active brake force boosters have an integrated solenoid drive and
manipulate the duct between the working chamber and the atmosphere and allow
therefore electrical controlled braking for ACC.

Figure13.4 depicts a signal flow scheme of a hydraulic brake system for a passen-
ger car. The brake pedal, with position βB, controlled by the driver’s foot, transfers
via a linkage the foot force FF to the push rod of the master piston. The movement
of the linkage also acts on the brake booster, which generates, in addition to the foot
force, a brake booster force FBB such that the force on the push rod becomes

FPR(t) = FF(t) + FBB(t). (13.1.1)
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Fig. 13.3 Cut-away scheme of a vacuum brake booster, (Münchhof et al 2003)

The generation of the booster force is, regarding the dynamics within the pneumatic

acting membrane actuator, delayed by a small time constant TBB.
The movement of the master piston zMPI generates, according to the compress-

ibility of the brake fluid volume in the brake lines, brake hoses and the brake caliper
of brake circuit I, a brake pressure pII in the master cylinder after traveling through
clearances between the brake pads and the brake disk. This pressure acts then back
to the push rod.

The movement of the push rod in the brake master cylinder is also transferred
to the secondary piston for the brake circuit II and generates the brake pressure pII.
The brake pressures pBI and pBII in the brake calipers are dynamically delayed by a
small time constant of about Tp ≈ 25 ms and lead via the brake forces on the brake
disk or brake drum to the wheel brake torques MBI and MBII.

13.2 Models of a Hydraulic Brake Circuit

13.2.1 Pneumatic Brake Booster

Figure13.5 shows a simplified scheme of a vacuum brake booster, consisting of a
vacuum chamber and a working chamber which are separated by a diaphragm. Both
the vacuum chamber and the working chamber have the low pressure pVC for the
case of no braking. In a braking situation, the pedal travel zBP opens a valve to the
surrounding air with pressure pa, such that an increased pressure pWC acts on the
diaphragm with area AD for the amplification of the foot force.
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Fig. 13.5 Simplified representation of a vacuum brake booster as a pneumatic valve-accumulator
element

It is assumed that the vacuum pressure pVC is constant. Then the airflow through
the valve can be described by

ṁin = AV(zBP) ψ

(
pWC

pa

)
pa

√
2

RTa
, (13.2.1)

where ψ is the outflow function of a compressible gas through a contraction (nozzle)
and pa and Ta the pressure and temperature of the ambient air. For overcritical
pressure ratios ( pWC

pa
< 0.53) the outflow function for air is ψ = 0.484, while for

undercritical pressure ratios ( pWC
pa

≥ 0.53) ψ ≤ 0.484 holds.
Another possibility is to use the pressure loss for turbulent flow of orifices in the

case of an undercritical pressure ratio. Then it holds

Δṁin = AV(zBP)

√
2ρa
ζ

√
pa − pWC, (13.2.2)

see, e.g. Backé (1992); Isermann (2003). Here, ζ is a loss coefficient and depends
on the geometry of the valve; see, e.g. Merrit (1967). Linearization of this equation
around a certain operation point ( ĀV, p̄WC) leads to

Δṁin = ∂ṁin

∂ pWC
ΔpWC + ∂ṁin

∂AV
ΔAV

= − ĀV

√
ρa

2ζ

1√
p̄a − p̄WC

ΔpWC +
√
2ρa
ζ

√
p̄a − p̄WC ΔAV

= −c1ΔpWC + c2ΔAV.

(13.2.3)
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The mass flow balance of the working chamber with volume VWC = mWC/ρWC is

Δṁin(t) = d

dt
mWC(t) = VWC

d

dt
ρWC(t). (13.2.4)

Assuming an isothermal gas state change of the form

pWC = ρWC RTWC or ρWC = 1

RTWC
pWC, (13.2.5)

results with (13.2.3) and (13.2.4) in a first-order lag function

TBB
d pWC(t)

dt
+ ΔpWC(t) = KBB ΔAV, (13.2.6)

with the gain and time constant

KBB = ΔpWC

ΔAV
= c2

c1
= 2

AV
( p̄a − p̄WC) (13.2.7)

and

TBB = VWC

c1 RTWC
, (13.2.8)

respectively.
The stationary booster force to the push rod is

F̄BB(zBP) = AD [ p̄WC(zBP) − p̄VC] − cVCS zBP, (13.2.9)

where cVCS is the spring constant of the return spring in the vacuum chamber. For
small changes and when neglecting the spring force, it is

ΔFBB = AD ΔpWC = AD KBB ΔAV. (13.2.10)

Hence, the gain KBB of the brake booster pressure is for small changes of the valve
area

AV = f (zBP) (13.2.11)

due to (13.2.7) the larger, the smaller the pressure p̄WC in the working chamber and
the smaller AV. On the other hand, the time constant TBB is the larger, the larger the
volume VWC, the smaller pWC, and the smaller AV.

Therefore, the static and dynamic behavior of the brake booster dependsmainly on
the operating point ( ĀV, p̄WC) and the pedal-valve characteristic AV(zBP). Usually,
the travelway of the push rod to the master cylinder and the travelway of the foot
pedal are the same, zMP = zBP. For modeling of a vacuum brake booster see also
Münchhof et al (2003).
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13.2.2 Brake Circuit

A hydraulic brake circuit consists of the brake master cylinder with the primary and
secondary piston, the brake lines and hoses, the cylinders of the caliper, and the brake
fluid. To model the dynamic behavior, the brake circuit is first considered as a mass-
spring-damper model and then, after neglecting the mass, as a resistance-storage
model.
(a) Mass-spring-damper Model Figure13.6 depicts a simplified scheme of a
hydraulic circuit. The brake master cylinder moves with a displacement z1 = zMP
and forces the brake fluid with displacement z2 = (A1/Al) z1 through the brake
line to the wheel brake cylinder of the caliper and generates there a displacement
z4 = zCP. Taking the moved mass ml = Alρl, a laminar flow resistance coefficient
dl and a stiffness coefficient cl into account and assuming z3 = 0, the application of
the law of momentum yields

ml z̈2(t) + dl ż2(z) + cl z2(t) = F1(t). (13.2.12)

Introducing V2(t) = Al z2(t) and F1 = p1(t)Al leads to

ml V̈2(t) + dl V̇2(t) + clV2(t) = A2
l p1(t). (13.2.13)

This equation describes the dynamic change of the volume V2 into the brake line
after introducing a pressure p1 at the brake line entrance.

The compressibility κ of a closed hydraulic fluid mass is defined with the bulk
modulus β

β = 1

κ
= −V

(
∂ p

∂V

)
T=const.

. (13.2.14)

If an additional fluid volume dV is pressed into the fluid column of length l it holds

dV

V
= dz

l
= 1

β
dp = 1

β

dF

Al
, (13.2.15)

and its stiffness becomes

cl = dF

dz
= β

Al

l
= β

A2
l

Vl
. (13.2.16)

The pressure p2 depends now on the compressibility of the brake line and the wheel
brake cylinder with the storage volume Vst.

It follows from (13.2.15) that

Δp2 = β

Vst
ΔV2, (13.2.17)
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Fig.13.6 Scheme of a hydraulic brake circuit and replacement with mass-spring-damper elements

Fig.13.7 Signal flow for a hydraulic brake circuit to onewheelwith linear pressure storage behavior

where ΔV2 is the volume flowing into the brake line. If the bulk modulus is assumed
to be constant over a wide pressure range then

p2 = β

Vst
V2 (13.2.18)

can be applied. Based on (13.2.14) and (13.2.19), the signal flow scheme of Fig. 13.7
can be drawn.

Replacing V2 in (13.2.13) by p2 with (13.2.18) gives

ml
Vst
β

p̈2(t) + dl
Vst
β

ṗ2(t) + A2
l p2(t) = A2

l p1(t), (13.2.19)
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Fig. 13.8 Storage
characteristics of a brake
circuit. Measured brake
cylinder pressure in
dependence on brake fluid
volume change. a Front
brake, b Rear brake, (Straky
2003)

[     ]

which corresponds to the transfer function

Gpp(s) = p2(s)

p1(s)
= Kpp

a2s2 + a1s + 1
, (13.2.20)

where

a2 = mlVst
βA2

l

= ρlVst
βAl

,

a1 = dlVst
βA2

l

,

Kpp = 1.

(13.2.21)

Hence, a second-order system for the pressure p2 = pCP is obtained.
However, because of the elasticities of the brake pads and the caliper a nonlinear

storage characteristic results, which can be approximated by

p2 = kBC0ΔV2 + kBC1ΔV 2
2 , (13.2.22)

compare Fig. 13.8. Then (13.2.18) has to be replaced by (13.2.22). The brake fluid
volume for the front wheel is larger than that of the rear wheel because of the
larger caliper cylinder area of the front brake. The hydraulic capacity of the brake
system was estimated for a Continental MK 20 brake with VW-Golf chassis to
k̄BC0 = ΔV2/Δp2 = 0.974 × 10−7 cm3 Pa−1 for the brake master cylinder.

The inlet valves in the ABS control module and their non-return valves have a
significant smaller orifice as the brake lines and are therefore additional resistances.
They are modeled by

ΔpV(t) = kVV̇
2 with kV =

{
k+ V̇ ≥ 0

k− otherwise
, (13.2.23)

with k as flow direction dependent constants, (Straky 2003). Then the signal flow in
Fig. 13.9 with a corresponding feedback path results.
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Fig. 13.9 Signal flow for a hydraulic brake circuit to one wheel with nonlinear pressure storage
behavior and inlet valve resistance

If the motion energy can be neglected compared to the storage energy, the fluid
mass ml can be set to zero. Then (13.2.19) simplifies to

dl
Vst
β

ṗ2(t) + A2
l p2(t) = A2

l p1(t), (13.2.24)

or

G ′
pp(s) = p2(s)

p1(s)
= K ′

pp

T ′
ps + 1

, (13.2.25)

with K ′
pp = 1 and the time constant

T ′
p = a1 = dlVst

βA2
l

. (13.2.26)

This time constant was experimentally parameter estimated to be about 20...25 ms
for a Continental MK 20 brake system and a VW-Golf chassis, Straky (2003).
(b) Resistance-storage-model

Another approach to model the behavior of the pressure in the caliper brake
cylinder is to replace the brake line by a resistance element with laminar or turbulent
flow and the compressibility of the brake fluid by a storage element, as depicted in
Fig. 13.10. Using this lumped parameter approximation, the acceleration forces for
the fluid are neglected.
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Fig. 13.10 Scheme of a hydraulic brake circuit and replacement by a resistance-storage element
with lumped parameters

Assuming a laminar flow for the brake line, it holds according to the law of
Hagen-Poisseuille that

p1(t) − p2(t) = kl V̇2, (13.2.27)

kl = 128 · νfρf l

πd4
, (13.2.28)

with νf being the kinematic viscosity, ρf the fluid density, l the pipe length, and d
the pipe diameter. For turbulent flow, a quadratic law is valid

p1(t) − p2(t) = kt V̇
2
2 , (13.2.29)

kt = kt1 = f l

2d A2
l

, (13.2.30)

with f being a friction factor depending on the surface roughness and Reynolds
number and Al being the cross section area of the pipe. In the case of flow restrictions
in the form of orifices, it holds

kt = kt2 = ζ
ρf

2A2
l

, (13.2.31)

where ζ is a loss coefficient depending on the geometry; see Merrit (1967); Backé
(1992); Isermann (2003).

The storage behavior follows from (13.2.19)

dp2
dt

= β

Vst
V̇2 = kBCV̇2, (13.2.32)
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where Vst is the volume of the brake fluid in one circuit. Insertion into (13.2.27) leads
to the linear first-order differential equation

T ′′
p
dp2(t)

dt
+ p2(t) = p1(t), (13.2.33)

T ′′
p = kl

kBC
= kl

Vst
β

, (13.2.34)

which corresponds to (13.2.24), (13.2.26).
In the case of turbulent flow and especially with orifice flow restrictions in the

brake control device, the brake circuit should be modeled according to the signal
flow in Fig. 13.9, as shown by Straky (2003).

The transfer behavior from a small brake pedal change Δβ to a change of all
braking forces ΔFXT,B,i can now be determined as follows. For the brake booster
holds (13.2.6)

Δpwc(s)

ΔAv(s)
= KBB

1 + TBBs
(13.2.35)

which yields the brake booster force with ΔAv = cfiAΔβ

ΔFBB(s)

Δβ(s)
= KBBADcfiA

1 + TBBs
. (13.2.36)

The dynamics of the hydraulic brake circuit is with (13.2.25) and p2 = pwcyl and
p1 = FBB/A1

Δpwcyl(s)

ΔFBB(s)
= K ′

pp

A1

(
1 + T ′

ps
) (13.2.37)

The sum of the front and rear wheel forces becomes with (6.7.7) and (6.7.8)

FXT,B,� =
∑
i

FXT,B,i = 2(cB,f + cB,r)pwcyl = cB pwcyl (13.2.38)

and after linearization with (6.7.6)

ΔFXT,B,� = cBΔpwcyl. (13.2.39)

The series connection of the brake booster and the hydraulic brake then results with
(13.2.36), (13.2.38), and (13.2.39) in the transfer function of the hydraulic brake
system

ΔFXT,B,�(s)

Δβ(s)
= KBf

(1 + TBBs)(1 + T ′
ps)

(13.2.40)
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Fig. 13.11 Dynamic behavior of various pressures in the hydraulic brake system Continental MK
20 built as test bench according to dimensions of a VWGolf V6, (Straky 2003). a Pressure increase
front left, b pressure decrease front left, c pressure increase rear right, d pressure decrease rear right

with the gain

KBf = KBBK ′
ppADcfiAcB

A1
. (13.2.41)

The overall brake system can therefore be described by a second-order delay with
two time constants.

Figure13.11 shows themeasured dynamic behavior of the pressure of a secondary
brake circuit on a brake system test bench with a configuration as a compact car. The
transient functions pi (t) are obtained from a fast ramp function of the linkage to the
brake booster/master piston. The transient pressure courses for the pressure increase
(braking situation) show:

– The measured transient functions in Fig. 13.11 can be evaluated with the method
of characteristic parameter determination; see Isermann and Münchhof (2011).
For the front brake, Fig. 13.11a, the delay time is TD ≈ 3 ms and the settling time
TS ≈ 20 ms which gives TD/TS = 0.15. A second order low pass model with
equal time constants T then yields Ti ≈ TS/2.72 = 7.4 ms. The sum of two time
constants is about T� ≈ 14.8 ms.
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– In the case of rear brakes it holds TD ≈ 5ms and TS ≈ 20ms, TD/TS = 0.25. This
yields for n = 3, Ti = 20/3.7 = 5.4 ms, T� = 16.2 ms. For n = 2 one obtains
Ti ≈ 7.35 ms, T� = 14.7 ms.

– The pressures pI after the master cylinder (beginning of the brake line) and in
the caliper brake cylinder pBCII differ only very little (compare with Fig. 13.4).
However, they lag with about 3 to 5 ms behind the pressure pII in the slave piston
chamber. This is mainly due to the pressure loss through the valve orifices in the
brake control device; see Figs. 13.2 and 13.9

– The pressure pBII in the caliper cylinder is more delayed for the rear wheel brake
than for the front wheel brake to allow a dynamically delayed brake force increase
for the rear wheel to support vehicle stability.

– The time constants of the model (13.2.40) are TBB ≈ 7 ms and T ′
P ≈ 8 ms.

The transient pressure courses for the pressure decrease (release situation) indicates:

– A delay of 4 to 5 ms due to clearance effects
– The behavior of the pressure pBII in the caliper brake cylinder shows a first order

lag behavior with a time constant of about 17 to 20 ms and a settling time of about
35 ms

– The pressures pSP and pBII are almost the same
– The caliper brake cylinder pressure pBII lags only about 1 to 2ms after the pressure

pII in the slave piston chamber or pSP. This is because the non-return valves in
the brake control device are opened for the back flow.

The measurements illustrate the real behavior of the considered brake system and
underline the theoretically developedmodels treated in the last sections, summarized
in Fig. 13.4.

13.3 Anti-lock Control with SwitchingValves (ABS)

In order to avoid locking wheels during strong braking, anti-lock braking systems
(ABS) are installed. They ensure that the wheels rotate with a certain angular speed
close to optimal slip with the goals to keep the vehicle’s steerability and stability and
to shorten braking distances, (Burckhardt 1993).

A hydraulic-electronic control unit (HECU) consists of a central hydraulics block
with valves, an electric driven pump (90 W to 220 W), see Fig. 13.12, and a coil
carrier with an electronic control unit (2 micro-controllers, ∼ 20 MHz, ROM with
256 kB to 1MB). The coil carrier is connected to the hydraulics unit with a magnetic
connector.

As shown in Fig. 13.12, an inlet valve and an outlet valve (both 2/2 way) within
the hydraulic block enable to modulate the brake pressure for each wheel. The inlet
valve is normally open and the outlet valve is closed.

Based on the wheel-speed sensor, the wheel’s acceleration is determined. If this
acceleration shows during braking a sharp negative value, a deceleration, the braking
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Fig. 13.12 Hydraulic brake system with magnetic 2/2-way valves for ABS-braking

pressure in the master cylinder has to be reduced in order to avoid locking of the
wheel, though the braking pedal is applied by the driver to strong braking. There-
fore, first the inlet valve is closed and the brake pressure remains constant. If the
deceleration continues the outlet valve is opened, the braking pressure gets smaller,
and the wheel results in smaller slip, thus avoiding complete locking of the wheel.

The brake fluid leaving the brake circuit is stored in an intermediate accumulator
and then pumped back by the return pump to the brakemaster cylinder; see Fig. 13.12.

In the following, an example for a control cycle of an ABS is described, leaning
on Semmler (2006a); Robert Bosch GmbH (2011); van Zanten and Kost (2016);
Breuer and Bill (2017).

The measurements for the ABS control system are usually:

– ωW angular wheel speed for each wheel
– vX vehicle ground speed

Based on these measurements, the following variables are calculated in the ABS-
ECU:

– ω̇X =
{
dωX/dt > 0 wheel speed acceleration

dωX/dt < 0 wheel speed deceleration

– SX = vX−ωWrdyn
vX

tire slip for each wheel; see (5.1.1).

Figure13.13 depicts a signal flow for a braking wheel with the angular speed
acceleration ω̇X as output, based on Fig. 5.23. It shows that ω̇W is a direct output after
an applicationof a braking torqueMB, however,with feedback including an integrator
and the μ-slip characteristic. The feedback is negative, if dμX/dSX > 0, leading to
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Fig. 13.13 Signal flow chart for a braking wheel with braking torque MB as input and angular
wheel acceleration ω̇W as output. Measurements for ABS control: ωW and vX, calculated variables:
ω̇X and SX

stable behavior and is positive for dμX/dSX < 0,which results inmonotonic unstable
behavior and, therefore, locking.

After linearization and assuming small changes, one obtains from (5.5.15)

Gω̇MB(s) = Δω̇W

ΔMB
= KWBs

1 + TWBs
. (13.3.1)

Hence, a differential behavior with a time delay results (DT1-behavior). This means
that the wheel acceleration indicates a fast pulse-like behavior, which is difficult to
control with a continuous controller.

A typical ABS control cycle for one wheel with switching valves is depicted
in Fig. 13.14 after a stepwise brake command with the brake pedal. Then different
phases for switching the valve solenoids follow sequentially.

Phase 1: The brake pressure pB applied by the driver increases, the wheel speed
decreases, and the deceleration ω̇W(t) < 0 increases.

Phase 2: If ω̇W < −a, the wheel deceleration transgresses the threshold (−a), the
inlet valve (Fig. 13.12) is closed, such that the brake pressure is hold at pB = const..
Thewheel slip further increases andmoves from the stable range to the unstable range
of the μ-slip characteristic. The reference speed vXref is determined, corresponding
to an a priori defined value for maximal vehicle deceleration.

Phase 3: If the wheel speed is smaller than the reference speed, i.e. vW < vXref , and
the tire slip becomes larger than a slip-switching threshold SX1, i.e. SX(t) < SX1, the
outlet valve is opened while the inlet valve is closed, such that the braking pressure
falls. The tire slip is therefore reduced to bring it in the stable range of the μ-slip
characteristic.

Phase 4: If the wheel speed deceleration reaches the threshold (−a), i.e. ω̇W >

−a, the outlet valve is closed, the braking pressure is hold, pB = const., the wheel
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Fig. 13.14 Phases of the ABS control functions, (Robert Bosch GmbH 2004)

deceleration becomes smaller, the wheel accelerates, ω̇W > 0, and the wheel speed
ωW increases.

Phase 5: If the wheel speed acceleration exceeds the threshold (+A), i.e. ω̇W >

+A, the inlet valve is opened, the braking pressure pB increases, and the wheel
acceleration ω̇W decreases.

Phase 6: If the wheel acceleration ω̇W < +A the inlet valve is closed, the braking
pressure pB stays constant, and the wheel acceleration ω̇W decreases.

Phase 7: If thewheel acceleration decreases under the threshold (+a), i.e. ω̇W < +a,
the inlet valve is opened with pulse signals, such that the braking pressure increases
slowly and the wheel deceleration increases. It is assumed that the slip is now in the
stable range and near to the maximal value.

Phase 8: If the wheel deceleration exceeds the threshold (−a), i.e. ω̇W < −a, then
the outlet valve is opened and the inlet valve is closed, the braking pressure drops,
and the wheel deceleration becomes smaller, such that wheel speed ωW increases
again. This corresponds to phase 3 and the ABS control cycle repeats from phase 4
to phase 8.
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In phase 2 of the first control cycle, a short pressure holding phase is necessary at the
beginning, in order to avoid a locking wheel for slow brake pressure rise and small
slip values, e.g. on ice. This means that the second and following control cycles begin
with phase 4 and end with phase 8.

Fig. 13.15 gives an overview of the sequentially arising phases together with
the switching conditions based on limit values. It shows how the brake pressure
is increased, decreased, and hold constant by switching the inlet and outlet valves
depending on exceeding the different limit values of the wheel acceleration and
wheel-road slip (the influence of the reference speed is omitted).

Measurements over the first 0.6 s of an initial ABS cycle are illustrated in
Fig. 13.16. One recognizes the decrease of the wheel circumferential velocity from
75 km h−1 to 50 km h−1 in the first 200 ms and a maximal slip of SX = 0.21, which
is reduced to smaller values.

Figure13.17 depicts the measurements of the ground speed vX and the wheel
speeds vW,fl and vW,rl for a full braking. The wheel speed oscillations show the
control cycles of the ABS-system with larger values within the first second, an
average difference velocity of about 5 m s, and an average deceleration of 9.8 m s−2,
(Semmler 2006b).

An extension of the basic hydraulic system for ABS-braking of Fig. 13.12 is
depicted in Fig. 13.18 for 4 wheels of a passenger car. The ABS control unit also
provides functions for brake force distribution between the front and rear wheels. In
order to prevent the rear wheels to lock during increasing braking pressure, the brake
pressure to the rear wheel is limited by closing the inlet valves if increased slip at the
rear axle is detected. Here, a ”select-low principle” is applied, which means that the
rear wheel which first shows higher slip determines the brake pressure limitation.

Figure13.18 contains, compared to Fig. 13.12, two additional magnetic valves,
a suction valve, and a change-over valve to allow a traction control system (TCS)
for the case that one or two driven wheels are spinning compared to the non-driven
wheels. Then, first the engine torque is reduced. If then one of the driven wheels
continues to spin because of different frictions on both sides, the brake pressure is
applied to this wheel and the drive torque is transferred to the other non-spinning
wheel through the differential. In this case, the suction valve is opened, the change-
over valve is closed, and the activated return pump increases the pressure to the brake
of the spinning wheel through the inlet valve; see Sect. 17.1.

13.4 Electromechanical Brake Booster

The conventional vacuum brake booster requires a vacuum source, either from the
manifold of gasoline engines or an extra vacuum pump for diesel engines. Addition-
ally, the required packaging space is relatively large. With the goal of an integrated
mechatronic brake force generator, an electromechanical brake booster has been
developed, which uses the dual master cylinder and an electrical motor with gear to
amplify the pedal force and is used since 2013 for series production. The advantages
are a faster brake pressure generation, better use of electrical inputs for driver assis-
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Fig. 13.16 Measurements for an ABS cycle of the rear right wheel (rr) during a full braking with
aX = 8.8 m s−2, (Bauer 2015). vX: ground velocity (ABS), vref,CV: reference ground velocity
(Correvit-sensor), vrr : wheel circumferential velocity, pMPI: pressure in master cylinder, pBCrr:
pressure in caliper cylinder

tance systems, redundancy for automatic driving, and use for electrical and hybrid
drives.

The generation of the supporting brake force is performed, e.g. by a permanently
excited synchronous motor (PMSM) followed by a two-step reduction gear and a
worm gear, with a power of about 300 W, (Kunz et al 2018).

A schematic illustration of the signal flow is depicted in Fig. 13.19. The generation
of the supporting braking force is based on the measurement of the travelways of the
pedal push rod and of the electromotorically driven rack. The control variable is the
difference of the two travelways with the goal to bring it to zero. An alternative is to
measure directly the difference of the two travelways, (Kunz et al 2018).
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Fig.13.17 Measurements for the front left and rear left wheel during a full braking on dry asphalt,
VW Golf IV, 1.6 l, (Semmler 2006b)

This arrangement is more precise and faster than a vacuum booster. Because of
the electrically actuated braking force, it allows the direct contribution and blending
for recuperative braking with generators or for electrical drives and direct use for
automatic driving.

13.5 Electro-Hydraulic Brake System (EHB)

The electro-hydraulic brake system is a brake-by-wire system,where the brake forces
for each wheel are individually controlled electronically by continuously operating
valves. This allows to directly integrateABS,TCS, andESC functions in one compact
braking unit. The EHB consists of the following components, see Fig. 13.20:

– Actuation unit with dual master cylinder, pedal travel force simulator, backup
travel sensor, and brake fluid reservoir

– Hydraulic control unit (HCU)withmotor, three piston pumps, high-pressure accu-
mulator, 8 continuously operating electromechanical valves, 2 isolation valves, 2
balancing valves, and 6 pressure sensors

– Electronic control unit (ECU) with two microprocessors

The brake pedal force simulator generates a suitable pedal travel/force characteristic
with damping. The pedal travel is measured by 2 separate angle-position sensors.
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Fig. 13.18 Hydraulic brake system for antilock braking of a passenger car in a diagonal configu-
ration, (Bauer 2015)

Additionally, the brake pressure of the brake master cylinder is measured, such that
a threefold redundancy of the drivers brake command exists.

In normal driving mode, the electrically driven hydraulic three piston pump
charges the high-pressure metal diaphragm accumulator leading to a pressure
between 90 and 180 bar, which is measured by an accumulator pressure sensor. The
isolating valves are closed if the brake pedal is activated and separate the pressure
in the master cylinder from the brake calipers. The braking demand from the driver,
measured by the pedal travel sensors, is then transferred to the ECU, which controls
the brake pressures individually for each wheel “by wire”, Jonner et al (1996).

As the braking pressure does not have to be different for the wheels of one axle
in many situations, the balancing valves connecting the brakes of one axle can stay
open and, thus, increase lifetime and allow for diagnosis functions.
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Fig.13.19 Signal flow for an electromechanical brake booster acting on the master piston of a dual
master cylinder with difference position control. Please note that compared to Fig. 13.4 only the
master piston for brake circuit I is considered

Fig. 13.20 Electro-hydraulic brake system (EHB) for a passenger car with dual master cylinder,
pedal force simulator, and high-pressure brake fluid pump, (Remfrey et al 2016; Semmler 2006b).
1: dual master cylinder with pedal feel simulator; 2: travelway sensors; 3: brake fluid accumulator;
4: HCU with motor-pump accumulator; 5: valve block with eight continuous control valves; 6: two
isolating valves; 7: two balancing valves; 8: six pressure sensors; 9: ECU
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Fig.13.21 Signal flow for a braked wheel with braking pressure as input and braking slip as output

The software structure of the ECU is characterized by a modular structure with
different levels from basic functions through yaw control, traction control (TCS),
and anti-lock control (ABS) to electronic stability control (ESC), see Remfrey et al
(2016).

In the case of electrical or electronic faults, the pedal simulator is shut off and the
direct connections from the master cylinder to the brake circuits allow to brake with
pedal force only. The EHB was introduced into series production in the years 2001
to 2004, (Remfrey et al 2016). However, because of its complexity, high costs, and
maintenance efforts, the EHB concept was after some years not continued by some
manufacturers.

13.6 EHB Slip Control with Proportional Valves

The individual brake pressure control with the proportionally acting valves of the
EHB allows to control directly the wheel slip during braking. If then a suitable value
for the desired slip is known, a certain brake pressure can be generated and a locking
of the wheel avoided. This was demonstrated by Semmler (2006b). In the following,
a simplified slip control is considered.

The torque balance equation of one wheel is according to (5.5.9) and Fig. 5.22
given by

J ∗
W
dωW(t)

dt
= Mds,out(t) + MXT(t) − MB(t) − Mds,F(t). (13.6.1)

Assuming no drive torque, i.e. Mds,out = 0, and for the road/tire torque through slip
SX, (5.5.2), and (5.5.5)

MXT = rdynμX(SX)FZT, (13.6.2)

one obtains

J ∗
W
dωW(t)

dt
− rdynμX(SX(t))FZT(t) + ddsωW(t) = −MB(t). (13.6.3)
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A corresponding signal flow is depicted in Fig. 13.21. The relation μX(SX) intro-
duces a nonlinearity in the feedback of the block diagram. In order to simplify the
derivations, the linearized approximation (5.1.5) for the μ-slip characteristic is used,
i.e.

μX = cμ0SX, (13.6.4)

and the wheel/drive friction is neglected, so that dds = 0. This yields

J ∗
W
dωW(t)

dt
− rdyncμ0SX(t)FZT(t) = −MB(t). (13.6.5)

Introduction of (5.5.1)

SX = Δv

v
= 1 − ωWrdyn

v
or ωW = v

rdyn
(1 − SX), (13.6.6)

and

ω̇W = − v

rdyn
ṠX, (13.6.7)

with v̇ ≈ 0 gives

J ∗
W

v

rdyn︸ ︷︷ ︸
=a1

ṠX(t) + rdyncμ0FZT(t)︸ ︷︷ ︸
=a0

SX(t) = MB(t), (13.6.8)

or

a1 ṠX(t) + a0SX(t) = MB(t). (13.6.9)

Hence, a first-order delay results with transfer function

GMS(s) = SX(s)

MB(s)
= 1

a1s + a0
, (13.6.10)

with time varying parameters. The brake torque follows (6.7.5)

MB = cWB pWcyl, (13.6.11)

and the slip transfer function becomes

GpS(s) = SX(s)

pWcyl(s)
= cWB

a1s + a0
. (13.6.12)

Applying a PD-slip controller

Gc(s) = ΔpWcyl(s)

ΔSX(s)
= (KP + KDs), (13.6.13)
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Fig. 13.22 Slip control of the front wheels on dry asphalt for a desired slip of SXd = 10%, VW
Golf IV, 1.6 l, (Semmler 2006b). a vehicle and braked wheel velocities; b reference and real slip;
c brake pressure in the master brake cylinder for the driver input and the reduced value by the slip
control

results in a closed-loop transfer function with the brake pressure as manipulated
variable for a desired slip SXd

GpS(s) = SX(s)

SXd(s)
= GpS(s)Gc(s)

1 + GpS(s)Gc(s)
= KS. (13.6.14)

A proportional behavior can be obtained if the controller parameters are properly
selected, as, for example, KP = a0 and KD = a1.

As the parameters a0 and a1 of the simplified slip model depend on v, FZT, and
the linear approximation parameter cμ0, which becomes smaller with increasing slip
SX, the controller parameters have to be adapted.

The estimation of the slip parameter cμ0 can be obtainedwith least squares param-
eter estimation as described in Sect. 11.6.1 (d) either with a linear HRSI-model
(11.6.15) or with a nonlinear algebraic model (11.6.18). Semmler (2006a) has devel-
oped a slip controller which compensates the time varying variables.

To find optimal desired slip values the sign of the parameter cμ0 of the linear
approximation (13.6.4) is observed with increasing slip. The change of the sign then
indicates passing the critical slip SX,crit and, therefore, a too large slip value. Another
approach is to observe oscillations of the slip values around SX,crit .

Figure13.22 and 13.23 depict brake maneuvers with desired slip values of 10 %
for dry asphalt and 17 % on wet asphalt. The front wheels are slip controlled for the
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Fig. 13.23 Slip control of the front wheels on wet asphalt for a desired slip of SXd = 17%, VW
Golf IV, 1.6 l, (Semmler 2006b). a vehicle and braked wheel velocities; b reference and real slip; c
brake pressure in master brake cylinder for the driver input and the reduced value by the slip control

desired slip values. The rear wheels are rolling free and are used to determine the
vehicle velocity. The slip controller is activated after ω̇W and SX pass a threshold
and shut off for low velocity.

Further experiments have shown also precise slip control for snow with SX,d =
44% and on ice with SX,d = 70% without locking wheels.

Figure13.24 depicts an ABS-braking with slip controlled wheels, where the opti-
mal desired slip SX,d is adapted via a frequency analysis of the wheel slip. The real
slip oscillates with about 10Hz around the critical slip SX,crit for maximalμX-values.
On average, the resulting deceleration is -10.2 m s−2. A comparison with the ABS
control with switching valves of Fig. 13.17 shows that the resulting maximal slip is
with SX,max = 0.11 somewhat higher than SX,max = 0.08 for the conventional ABS-
braking and the resulting shortage of the brake distance is about 2 to 3 % smaller.
For more details see Semmler (2006a, b).

13.7 Electromechanical Brake (EMB)

13.7.1 Introduction

The number of registered cars being equippedwithmodern electronic driver-assisting
brake control systems such as anti-lock braking (ABS), traction control system
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Fig. 13.24 Slip controlled ABS-braking on dry asphalt with determination of the desired optimal
slip with frequency analysis of the wheel velocity, VW Golf IV, 1.6 l, (Semmler 2006b)

(TCS), and electronic stability control (ESC) have increased steadily. However, to
embed such functionality in conventional hydraulic brake systems, a large number
of electro-hydraulic components are required. In recent years, the automotive indus-
try and their suppliers have therefore started to develop brake-by-wire systems as
typical mechatronic solutions. There are two concepts favored, the electro-hydraulic
system (EHB) and the fully electromechanical system (EMB). The electro-hydraulic
brake-by-wire system still uses brake fluid and conventional brake actuators but pro-
portional valves. This system came on the market in 2001.

However, with regard to the disadvantages of the electro-hydraulic system (brake
fluid, brake lines, proportional valves, etc.), the fully electromechanical brake system
is a promising concept and is therefore also investigated. Figure13.25 shows an elec-
tromechanical brake actuator, Rieth (1999). An electromechanically actuated brake
system provides an ideal basis for converting electrical command signals into clamp-
ing forces, or rather peripheral forces, at the brakes. Standard and advanced braking
functions can then be realized with uniform hardware and software. The software
modules of the control unit and the sensor equipment determine the functionality of
the brake-by-wire system.

The reduction of vehicle hardware and entire system weight are not the only
motivational factors contributing to the development of a fully electromechanical
brake-by-wire system.The system is environmentally friendly due to the lack of brake
fluid and requires little maintenance (only pads and discs). Its decoupled brake pedal
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Fig.13.25 Electromechanical
disc brake (Continental
Teves), (Rieth 1999)

can be mounted in a crash-compatible and space-saving manner in the passenger
compartment. There are no restraints to the design of the pedal characteristics, so
ergonomic and safety aspects can be directly included. This ”plug and play” concept
with a minimized number of parts also reduces production and logistics costs.

However, brake-by-wire systems also entail disadvantages. One of these is the
varying efficiency of the brake actuator due to changing rough environmental condi-
tions and wear, see Fig. 13.26. The transmission characteristics of each subsystem,
such as the electromechanical actuator, the gear unit, the friction brake, and the
tire/road/vehicle system, is subject to large parameter variations. Therefore, the indi-
vidual wheel brakes need to be operated in a closed control loop. For disc brakes,
an obvious physical quantity to control is the clamping force. Yet, a force sensor is
difficult to integrate in the electric brake. Therefore, it can be tried to estimate their
force based on easier measurable variables. The following treatment is taken from
Schwarz (1999); Isermann (2003).

13.7.2 Electromechanical BrakeModule

A wheel module consists of an electromechanical brake with servo-amplifier and
microcontroller unit, see Fig. 13.27, Schwarz (1999). With the aim of using com-
ponents that are suitable for large volume production, a standard 16-bit microcon-
troller was chosen as the programming platform for the digital control algorithms.
The microcontroller performs the clamping force and position control as well as
the clearance management, the communication, and the supervision of the wheel
module.

To drive the DC brushless motor of the wheel brake, a compact and powerful
servo-amplifier is used. It processes the motor rotor position, which is provided by a
resolver, for electronic commutation. Additionally, the servo-amplifier is equipped
with two analog controllers, amotor current controller, and a rotor velocity controller.



13.7 Electromechanical Brake (EMB) 379

Fig. 13.26 Two-port model representation of a brake-by-wire actuator with influencing variables
and their effects

Fig. 13.27 Block diagram of a wheel module

The design of an ”intelligent disc brake” consisting of an electromechanical con-
verter, gear, friction brake, and sensors ismainly driven by the demand forminimized
space and lightweight construction. Based on a reliable and well-proven caliper, a
very compact electric brake was developed. Figure13.28 depicts the third-generation
actuator with an additional planetary gear, a clamping-force sensor, and other mod-
ifications.

Instead of the piston in hydraulic brakes, the inner brake pad is actuated by a
spindle. The nut of the planetary roller gear (PRG) is driven by the rotor of a brushless
torque motor via a planetary gear (PG). By integrating the coil of the servo-motor
directly into the brake housing and by supporting the gear unit with one central
bearing only, a compact design was made possible. However, the central bearing has
to absorb both radial and axial forces. A resolver measures the position of the rotor
for electronic commutation.
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Fig. 13.28 Sectional drawing of the EMB (Continental Teves), (Schwarz 1999)

13.7.3 EMB-brakeModel

Figure13.29 shows a block diagram of the EMB, (Schwarz 1999). The microcon-
troller block contains the force and position controller, both having proportional
behavior. The analog controller comprises the velocity and the current controller of
the servo-amplifier. The angular velocity controller is a PI controller and the current
controller is a PI controller with a series-connected first-order lag (PT1) element.
They are cascaded with the velocity controller in an outer loop.

The next block in the model structure is the motor, Fig. 13.29. For simplification,
the DC brushless motor was modeled as a standard DC motor with its output torque
Mm being proportional to the motor current Im:

Mm = Im�. (13.7.1)

The planetary gear (PG), Fig. 13.30, is modeled as two series-connected gear
units. The first gear unit is the sun-planet wheel unit, the second is the planet-carrier
wheel unit. Each of the gear units has friction torque due to bearing friction MFB1
and MFB2 and due to tooth friction MFT. The stiffness and damping of one gear unit
are lumped together as cG and dG. For the calculation of the inertias and friction
losses, special attention has to be paid to the speed ratios of the components. With
the support of the component supplier, all parameters could either be evaluated or
measured. Figure13.31 depicts the two-mass model of one gear unit.

One of the most challenging tasks in the modeling process was the design of
the planetary roller gear (PRG) subsystem. The PRG was also modeled as a two-
mass oscillator with friction due to bearing mounting as well as for the nut-roller and
roller-spindle contact. Since the thread-face contact contour of a planetary roller gear
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Fig. 13.29 Matlab®/Simulink™ block diagram of EMB-brake control, (Schwarz 1999)

Fig. 13.30 Principle and
components of the planetary
gear

Fig. 13.31 Two-mass model
of one gear unit
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Fig. 13.32 Planetary roller gear, (Schwarz 1999)

is identical to the contact contour of an angular ball bearing, the models could be
derived from such bearingmodels. The final PRG subsystem includes, see Fig. 13.32,

– stiffness of the nut, spindle, and rollers (lumped together as one stiffness and one
damping)

– Coulomb friction of the PRG with axial load dependency MFR
– dead zone of the PRG
– moments of inertia of the nut JR, the rollers JW, and the roller cage JK as well

as the mass of the spindle mS and the rollers mW (lumped together as one inertia
and one mass).

In the friction brake subsystem, Fig. 13.33, the static and dynamic behavior of the
caliper, the brake pads, and the brake disc are modeled. The stiffness of the caliper
and the brake pads were determined with a specifically designed test unit.

Two states of the friction brake have to be distinguished:

– the brake pads do not touch the brake disc: clearance (air gap) has to be taken into
account (xAG > 0)

– the brake pads touch the brake disc: no clearance (xAG = 0).

For each state, themassmB, the translatory friction force FFB, the stiffness cB, and
the damping dB must be calculated individually. Based on the value of the clearance
xAG, the model is switched between the two states.

A bearing test bench served to identify the parameters of the central bearing
subsystem. The moment of friction could be measured for different axial forces and
rotational velocities. By means of artificial excitation signals and measurements, the
parameters could be estimated by parameter estimation methods, (Schwarz 1999).
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Fig. 13.33 Model of a friction brake

Fig.13.34 Block diagram of the simplified electromechanical brakemodel with the clamping force
as output

13.7.4 Simplified EMB-brakeModel

For the development of a reduced model, the different physical parameters were
lumped together, see Fig. 13.34. Jtot includes all inertias as well as all translatory
accelerated masses. The parameter dtot comprises the viscous friction torques of the
individual brake components. With the parameter gtot, the load-dependent friction
is considered. The gear ratio ntot results from the series connection of the planetary
gear ratio and the planetary roller gear ratio. A torque balance for the lumped inertias
results in

Jtotω̇m = Mm − MFν − MFc − Muse

= Mm − dtotωm − sign(ωm)(MF0 + gtotFcl) − νtotFcl.
(13.7.2)

The clamping force Fcl is modeled as a characteristic curve, depending on the spindle
travel xS with the nonlinear equation

Fcl = αB

√
βB + x2S + χB (βB, χB : offset parameters). (13.7.3)
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Fig. 13.35 Simulation and measurement results: a clamping force; b angle of motor shaft; c rota-
tional velocity of motor shaft; d motor current, (Schwarz 1999)

13.7.5 Simulation andMeasurement

In order to validate the brake model mentioned above, the same input signal is
used both for simulation and measurement. Figure13.35 shows the results, Schwarz
(1999).

The output signals of the brakemodel correspondwith the output signals obtained
from the physical brake. Minor differences in clamping force, angle of the motor
shaft, angular velocity of the motor shaft, and motor current between model and
brake can be traced back due to the fact that the variation of the friction parameters
due to the transverse forces are neglected here.

By using these models, a complete brake control system could be developed and
tested on special test rigs and vehicles.
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The steering system translates the rotation of the steering wheel through the steering
shaft, a steering gear, tie rods steering arms, and the wheel carrier to a turn of the
steered wheels; see Fig. 14.1. The required steering forces are generated bymuscular
forces of the driver and are transferred to thewheelswithout power assistance for very
small cars. However, for larger cars a power assistance is required which acts with
hydraulic or electrical auxiliary energy in addition to the drivers muscular forces.
Many requirements have to be taken into account in designing the steering system;
see, e.g. Heissing and Ersoy (2011b), Pfeffer and Harrer (2013), Ersoy and Gies
(2017), Bosch GmbH (2018). On the one side, the steering system has to move light
with direct orientation to the wheel steering angles, without any play. On the other
side, it has to give haptic feedback to the driver about the wheel/road condition,
but has to damp irregularities of the road. In the following, after considering pure
mechanical steering, hydraulic and electrical power steering systems are considered
and models for their behavior are derived, as required for lateral vehicle control.

14.1 Mechanical Steering Systems

14.1.1 Types of Steering Systems

For passenger cars, two main steering systems have proven to fulfill the general
requirements. Rack and pinion steering consists of a pinion connected to steering
shaft, a rack connected via a tie rod, and a steering arm to the turnable front wheels;
see Fig. 14.1. This type is usually used for small cars. Its steering ratio is given by
the ratio of steering wheel (or pinion) revolutions to the rack travel way. It may be
constant or may be varied by appropriate design of the tooth distances, e.g. from
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indirect ratio in the center (for straight driving) and more direct ratio for medium
and large steering angles (e.g. for parking).

Recirculating-ball steerings have a tooth segment at the steering shaft and transfer
the shaft torque via a nut and recirculating balls to a steering worm connected to the
tie rods. Because of the low friction this type is a comfortable design and is or was
used for larger passenger cars and especially for commercial, heavy-duty vehicles.

Rack and pinion steering systems dominate now for passenger cars. Different
versions can be distinguished. The steering rack can be located for or after the front
axle center line, and the pinion may be built above or below the rack.

Due to increasing weight of passenger cars and comfort requirements, power-
assisted steering systems are now standard down to compact cars. The manual steer-
ing force by the driver is then amplified by hydraulic or electric servo systems.

14.1.2 Stationary and Dynamic Behavior of Mechanical Steering
Systems

In order to model various steering systems, first a pure mechanical system is consid-
ered, as now only used in very light weight vehicles. The schematic representation
in Fig. 14.2 illustrates that this mechanical steering in the case of a pinion-rack type
consists of eight main components, the steering wheel and steering shaft (column),
the pinion-rack gear, the steering rack, the tie rod and steering lever, the wheel car-
rier with steering axis (kingpin), and the wheels with suspensions. The mechanical
steering system then represents a multi-mass-spring-damper system. Different mod-
els have been published with, e.g. 2 to 5 inertias and masses, with regard to various
applications; see, e.g. Pfeffer and Harrer (2013), Braess and Seiffert (2007), Fankem
et al. (2014). However, in view of using the steering system as an actuation device for
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Fig. 14.2 Schematic for modeling of a pinion-rack steering system without power assistance: a
with 3 spring-damper elements; b with 1 spring-damper element

lateral vehicle dynamics, some simplifications can be made. As shown in Fig. 14.2a
the steering wheel and steering shaft are considered as a torsional spring-damper
system, the pinion-rack gear as a transformer with elasticity and damping, and the
steering rack and linkage to the wheels as a further spring-damper system with a rep-
resentative mass. The lateral force of the tire generates during cornering an aligning
torque which acts on the rack and comprises a dry friction. Hence, the whole steer-
ing consists basically of three coupled spring-damper systems with two masses and
with dry friction. Models of general multi-mass torsional oscillating system without
and with gear are treated in Isermann (2005). The resulting models are used for the
development of models for steering systems.

Figure 14.2b depicts a simplified schematic with two masses and one representa-
tive spring-damper system, which will be used later.

The mechanical steering system can also be represented by a serial connection
of two-port systems with energy flows at its terminals; see Fig. 14.3. According to,
e.g. Isermann (2005) p. 52, one can then define potential differences e(t), which
are forces F(t) or torques M(t) and flows f (t), which are transitional velocities or
angular velocities. Their product is then a power

P(t) = f (t)e(t). (14.1.1)

The two-port systems then consist of a power source, which is the driver and trans-
formers like the steering wheel and shaft, the pinion-rack gear, the rack, the tie rod,
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driver steering wheel
and shaft

pinion-rack
gear rack tie rod wheel

MH MS FR1 FR2 MW

δH δS z1 z2 δf
∙ ∙ ∙ ∙

Fig. 14.3 Two-port representation of a mechanical steering system with power variables at the
terminals

and a sink, the turned wheels. The causality follows by the manual torque MH of the
driver, which is an applied variable as input to the steering system. However, also
the steering angle can be used as applied variable.

(a) Kinematic Relations for Mechanical Steering Systems

The kinematic relation from the steering wheel to the steering angle of the front
wheels without considering elasticity is defined as the steering ratio, ISO 8855,

iS = ΔδH

Δδf
= change of steering wheel angle

change of mean wheel steering angle
(14.1.2)

where Δδf is an average of the left and right wheel steering angle in the absence of
tire forces and torques, but including static tire vertical load,

Δδf = 1

2
(Δδfl + Δδfr). (14.1.3)

This overall steering ratio is not constant, but changes in general with the steering
wheel angle.

For a pinion-rack steering, the ratio between the steering shaft angle and the rack
position with rR the pinion radius is the gear ratio

iG = ΔδS

ΔzR
= 1

rR
(14.1.4)

and the ratio between the rack position and the steering angle with lL the steering
lever is the steering linkage ratio

iT = ΔzR
Δδf

= lL(δf). (14.1.5)

Hence it follows for the overall steering ratio with ΔδS = ΔδH

iS = iGiT = ΔδH

Δδf
= lL

rR
(14.1.6)

for small changes around the center point.
The gear ratio iG(δS) changes usually with δH in order to obtain a more direct

steering behavior for larger steering wheel angles and the linkage gear ratio changes
because of the nonlinear kinematics δf(zR) of the linkages.
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The effective steering ratio has to include elasticities of the steering system, which
arise especially in the steering shaft and its different joints, the tie rod and its joints
and all elastic bearings, if tire forces act on the steering. The so-called dynamic
overall steering ratio is than

iS,dyn = ΔδH + ΔδH,elast

Δδf
. (14.1.7)

The additional steeringwheel angleΔδH,elast depends on the elasticity or compliance
with respect to a tire force or torque, ISO 8855. It can be measured by fixing the front
wheels and applying a torque at the steering wheel, see, e.g. Reimpell et al. (2001)
and Pfeffer and Harrer (2013) and results in a hysteresis characteristic δH(MH).

The overall stiffness of a mechanical steering system is defined as

cS = ΔMH

ΔδH
(14.1.8)

and depends on the stiffness of the steering shaft cshaft, of the gear cgear and of the
linkage clink between the rack and the steering axis (kingpin axis: axis about which
the wheel and hub assembly rotates). Because of the series connection it holds

1

cS
= 1

cshaft
+ 1

cgear
i2G + 1

clink
i2Gi

2
T. (14.1.9)

Some published values in Pfeffer and Harrer (2013) are cS = 14000...22000 Nm/rad
and in Mitschke and Wallentowitz (2004) cS = 5000...20000 Nm/rad.

(b) Steering Wheel Torque As Applied Input Variable

For modeling the dynamic behavior of a mechanical pinion-rack steering system,
the simplified schematic in Fig. 14.2b is considered. The steering system is thus
represented by an elastic steering shaft with linear damping, the steering wheel with
inertia and it is assumed that the pinion-rack gear, the rack and the linkage to the
front wheels are rigid but have viscous and dry friction. This means that the elasticity
respective stiffness is representatively concentrated in the steering shaft in order to
avoid too complicated equation systems, but to model the main effects.

The dynamic behavior of the steering wheel and shaft follows after applying the
principle of angular momentum or a torque balance, assuming linear behavior to

JSWδ̈H(t) = MH(t) − cS(δH(t) − δS(t)) − dS(δ̇H(t) − δ̇S(t)) (14.1.10)

where JSW is the ratio of inertia of the steering wheel, MH the manual torque by the
driver, δH the steering wheel angle, δS the shaft angle at the input to the pinion-rack
gear, cS and dS the stiffness and viscous damping coefficient of the shaft.

Following torque components can be distinguished

JSWδ̈H = MH − MS1 + MR1 (14.1.11)
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with the torque from the shaft to the steering wheel

MS1 = cSδH + dSδ̇H (14.1.12)

and the torque from the pinion to the shaft

MR1 = cSdS + dSδ̇S. (14.1.13)

The force on the rack becomes

FR1 = 1

rR
(MS1 − MR1)

= 1

rR
(cS(δH − δS) + dS(δ̇H − δ̇S)).

(14.1.14)

The rack is now considered as a rigid component without elasticity but with friction,
thus that zR1 = zR2 = zR can be assumed. Its mass mR is enlarged by the masses of
the components of the linkages and the turned wheels, such that for a representative
mass holds

m
′
R = mR + 2mTR + 2

l2L
JWZ (14.1.15)

wheremTR is the mass of the tie rods and JWZ the ratio of inertia of the front wheels
turning around its vertical steering or kingpin axis.

A force balance of the rack and the coupled masses then becomes

m
′
R(t)z̈R(t) = FR(t) − d

′
R żR(t) − f

′
RC sign żR(t) (14.1.16)

FR(t) = FR1(t) − Fy(t) (14.1.16a)

with the rack force FR and the force from the pinion due to (14.1.14).
FY is the sum of the tire forces on the rack, and d

′
R and f

′
RC are viscous and dry

friction coefficients. For the pinion-rack gear holds zR = rRδS; see (14.1.4).

– Effects of tire forces

The lateral tire forces FYT,i generate a torque at each wheel i , compare Sect. 5.2,

MZTYi = FYTfi nS (14.1.17)

with

nS = nT + nø (14.1.18)

where nT is the caster offset of the tire which depends on the vertical force and
velocity and nø a constructive offset (spindle trial), (≈ 0.02m) due to the inclined
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vertical steering axis, Pfeffer and Harrer (2013) and ISO 8855, which acts as a return
torque (aligning torque). The resulting torque is then for 2 front wheels

MZTY� = (FYTfl + FYTfr)nS = FYTf�nS. (14.1.19)

For equal lateral forces of both wheels it holds

MZTY� = 2FYTfnS. (14.1.20)

The aligning torque of a tire during cornering with small side slip angles αf =
0◦...20◦ is due to (5.2.10).

MZTYi(FZ) = cα(FZi)nS(FZi)αi. (14.1.21)

As well the side slip coefficient cα as the caster offset nT depend strongly on the
vehicle wheel forces FZ and velocities vx; see Fig. 5.6. However, as during cornering
the vehicle force on one side increases and on the other side decreases it is assumed
that both changes compensate each other and FZ = const is taken. The lateral tire
force during cornering becomes

FYTfi = MZTYi

nS
= cα(FZi)αfi. (14.1.22)

For small side slip angles it holds, see (7.2.25)

αf = δf − β − lf
vx

ψ̇ (14.1.23)

and using a one-track model the yaw rate becomes for stationary cornering, see
(7.2.57)

ψ̇ = δf
1

l

vx

1 + v2x/v
2
ch

. (14.1.24)

Therefore one obtains for constant velocity

ψ̇ = cψ̇δf

cψ̇ = 1

l

vx

1 + v2x/v
2
ch

(14.1.25)

As the slip angle β for stationary cornering with not very large lateral acceleration
is relatively small, (14.1.23) yields simplified

αf ≈ (1 − lf
vx

cψ̇)δf = cδ(vx)δf (14.1.26)
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and the side slip angle can be assumed as being proportional to the steering angle,
and with (14.1.22) follows

FYTfi = cα(FZi)cδδf . (14.1.27)

An alternative to determine the lateral tire force during cornering with a radius RP
is to use the lateral acceleration aY

FYTf = mfaY = m
lr
l
aY = m

lr
l

v2x

RP
(14.1.28)

wheremf is the partial frontmass and aY is the lateral acceleration; see section 14.2.1.
The use of (14.1.27) requires that cα , v2ch are known. For (14.1.28) mf has to be

known and aY is usually measured.
The longitudinal tire forces FXfi generate for each front wheel a torque

MZTXi = FXTfi rL (14.1.29)

where rL is the turning radius of the wheel around its vertical axis.
The resulting torque for 2 front wheels is then

MZTX� = (FXTfl − FXTfr)rL = ΔFXTf rL. (14.1.30)

For symmetric data of the wheel suspensions and on even road without left and
right road disturbances this torque is MTX� = 0. However, for uneven roads, road
disturbances and different vertical tire forces, e.g. through cornering the torque is
MZTX� �= 0.

The resulting torque from the lateral and longitudinal tire forces is then for the 2
front wheels

MZTf = MZTY� + MZTX�

= (FYTfl + FYTfr)nS + (FXTfl − FXTfr)rL.
(14.1.31)

If ΔFXTf can be neglected (14.1.19) gives for two front wheels

MZTf = 2FYTf�nS. (14.1.32)

The torque of the steeringwheel because of these tire forces follows toMH = 1
iS
MZTf

For small vehicle speed and for parking where the lateral forces vanish a tire
turning friction torque MZT,c has to be taken into account, also called as boring
torque. For modeling it is assumed that this torque consists of a dry friction and a
viscous friction part

MZTf = f MZT,c sign δ̇f + f MZT,vδ̇f . (14.1.33)
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Amodel to describe the steering torque to turn a non-rolling tire is given inMitschke
and Wallentowitz (2004) and Bastow et al. (2004), resulting in a friction parameter

f MZT,c = μf
F

3
2
Z√
pT

(14.1.34)

with μf a friction coefficient, FZ the vertical load and pT the tire pressure in [N/m2].
As friction coefficient on concrete or tarmac μf ≈ 1 can be used. The friction torque
leads to a force on the rack

FYRF = 1

lL
MZTf = 1

lL
( f MZT,c sign δ̇f + f MZT,vδ̇f). (14.1.35)

Hence, the tire forces on the rack through the aligning torque and through the 2 tires
turning friction torque becomes

FYR = 1

lL
(2cαcδnSδf + 2 f MZT,vδ̇f + 2 f MZT,c sign δ̇f). (14.1.36)

Because of the inclined steering axis (kingpin axis) of the front wheels arises a static
returning torque, which depends on the steering angle δf , the kingpin inclination
angle σ, the castor angle τ , the camber angle εv, the scrub radius rk (see ISO 8855)
and Mitschke (1972), Pfeffer and Harrer (2013)

MZ,st = mfgkMst(σ, τ , εv, rk)δf = f MZT,stδf . (14.1.37)

Introduction in (14.1.16) yields

m
′
R z̈R =FR1 − d

′
R żR − f

′
RC sign żR − 2

lL
cαcδnSδf − 2

lL
f MZT,vδ̇f

− 2

lL
f MZT,c sign δ̇f − 2

lL
f MZT,stδf .

(14.1.38)

The dry friction terms can be joined together

f
′′
RC = f

′
RC + 2

lL
f MZT,c. (14.1.39)

Figure 14.4 represents a signal flow scheme based on (14.1.10), (14.1.16), and
(14.1.39). It shows a linear torsional inertia spring-damper system of the steering
wheel and shaft, the pinion-rack gear as a static transformer and a nonlinear transla-
tional mass-damper system of the rack with coupled linkages and wheels.
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For higher velocities it can be assumed that f MZT,c ≈ 0, f MZT,v ≈ 0, and f MZT,st ≈ 0.
Then (14.1.38) with (14.1.14) leads to

m′
R z̈R = cS

rR
(δH − zR

rR
) + dS

rR
(δ̇H − żR

rR
)

−d
′
R żR − f

′
RC sign żR − 2

lL
cαcδnSδf

(14.1.40)

or with (14.1.28)

m
′
R z̈R = cS

rR
(δH − zR

rR
) + dS

rR
(δ̇H − żR

rR
)

−d
′
R żR − f

′
RC sign żR − mf

nS
lL

aY.

(14.1.41)

As Fig. 14.4 illustrates the overall model represents a series connection of two
second-order systems with several feedbacks. The signal flow scheme allows to ana-
lyze the main effects of various design parameters and to simulate the stationary and
dynamic behavior provided the parameters are known, by taking into account several
simplifying assumptions. Table 14.2 gives ranges of some steering parameters.

The signal flow scheme shows the superposition of the different forces on the
rack. Thus, the rack force FR is according to (14.1.14) determined by the steering
shaft-pinion output torque MS1, the torque MR1from the rack with δS = zR/rR and
the transformed lateral tire forces FY from the wheels. In the case of power steering,
the power assist force FPA has to be added. The resulting torque MR1 as well as MS1
are fed back to the steering shaft and act against the manual torque MH and thus
influence significantly the so-called “steering feel”.

Using the equations (14.1.10) and (14.1.40) with the kinematic relation

δS = zR/rR (14.1.42)

leads to the equation system

δ̈H = 1

JSW
[MH − cSδH − dSδ̇H + cS

rR
zR + dS

rR
żR] (14.1.43)

z̈R = 1

m
′
R

[ cS
rR

δH + dS
rR

δ̇H − cS
r2R

zR + dS
r2R

żR − d
′
R żR

− f ′
RC sign żR − 2

lL
cαcδnSδf ]

(14.1.44)

which can be brought into a linear state-space representation if f ′
RC = 0 is set

ẋ(t) = Ax(t) + bu(t)
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⎡
⎢⎢⎢⎢⎣

δ̇H
δ̈H
żR
z̈R
δ̇f

⎤
⎥⎥⎥⎥⎦

=

⎡
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JSW
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m
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RrR

dS
m

′
RrR

− cS
m

′
Rr

2
R

(− dS
m

′
Rr

2
R

+ d
′
R

m′
R
) − 2cαcδnS

m
′
RlL

0 0 0 1
lL

0

⎤
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⎡
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zR
żR
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0
1

JSW
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0
0

⎤
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MH
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δf = [0 0 0 0 1]

⎡
⎢⎢⎢⎢⎣

δH
δ̇H
zR
żR
δf

⎤
⎥⎥⎥⎥⎦

(14.1.45)

– Stationary cornering with constant velocities

Introduction of zR = lLδf in (14.1.40) results in

m
′
RlLδ̈f = cS

rR
δH + dS

rR
δ̇H − cS

r2R
lLδf − lL(

dS
r2R

+ d
′
R)δ̇f

− f
′
RC sign δ̇f − 2

lL
f MZT,vδ̇f − 2

lL
f MZT,c sign δ̇f

− 2

lL
cαcδnSδf .

(14.1.46)

In the stationary case, one obtains by setting the derivatives of δf and δH, f MZT,v and

f MZT,st to zero, but taking the rack and tire friction f
′′
RC (14.1.40) into account

δH = (
lL
rR

+ 2rRnS
cSlL

cαcδ)δf + rR
cS

f
′′
RC sign δ̇f

+ 2rR
cSlL

f MZT,c sign δ̇f

= (iS + 2rRnS
cSlL

cαcδ)δf + rR
cS

f
′′
RC sign δ̇f .

(14.1.47)
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δH

δf

dry friction 
effect

δf

MH

dry friction effect

a) b)

c)
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MH
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Fig.14.5 Steeringwheel angle and torque characteristicsa δH = f (δf ) ;vx = const.;bMH = f (δf )
; vx = const. c MH = f (δf ) for parking

Hence, the steering wheel angle is proportional to the steering angle with the steering
ratio iS = lL/rR plus a term depending on the side slip coefficient cα and the side
slip angle coefficients cδ(vx); see (14.1.26).

If (14.1.28) is used to determine the lateral tire forces during cornering (14.1.47)
changes to

δH = (iS + rRnS
cSlL

mlr
l
aY)δf + rR

cS
f

′′
RC sign δ̇f . (14.1.48)

The additional term to iS depends now on the lateral acceleration aY.
The steering wheel angle has an offset, depending on the dry friction coefficient

f ′
RC of the rack and f MRT,c of the turningwheel; see (14.1.33). This leads to a hysteresis

characteristic, as shown in Fig. 14.5a.
The required torque of the steering wheel follows from (14.1.10) for stationary

cornering

MH = cSδH − cSδS = cSδH − cS
lL
rR

δf . (14.1.49)

Insertion of (14.1.47) gives

MH = 2
nS
iS

cαcδδf + rR f
′′
RC sign δ̇f (14.1.50)
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or with (14.1.48)

MH = nS
iS

mlr
l
aYδf + rR f

′′
RC sign δ̇f . (14.1.51)

A corresponding characteristic is depicted in Fig. 14.5b. The steering wheel torque
is proportional to the steering angle and inverse proportional to the steering ratio iS.
The dry friction term acts additionally, such that a hysteresis characteristic results.

For low velocity it can be assumed, that the lateral tire forces (14.1.27) through
cααf are small compared to the dry friction term, asαf ≈ 0. Then it can be set cα = 0
and (14.1.47) simplifies to

δH = iSδf + rR
cS

f
′′
RC sign δ̇f . (14.1.52)

The required torque at the steering wheel yields with (14.1.50)

MH = rR f
′′
RC sign δ̇f , (14.1.53)

and gives a hysteresis characteristic (almost) independent of δf , depending on the
dry friction of the tire and the rack.

For parking the turning tire friction torque is larger than the dry friction of the
rack such that with f

′
RC = 0 in (14.1.39) and (14.1.51) the required torque becomes

MH = 2

iS
f MZT,c sign δ̇f , (14.1.54)

see the characteristic in Fig. 14.5c.
It is noted that in modeling the mechanical steering system the stiffness, respec-

tively, elasticity has been concentrated in the steering shaft and assumed as linear. In
reality, the elasticities are distributed over the whole steering system and are partially
nonlinear. Measured steering characteristics show therefore hysteresis curves with
nonlinear parts and rounded corners.

– The driver as a controller

Themanual input torqueMH is generated by the driver as a steering angle controller.
Assuming that the driver reacts simplified as a P-controller it holds

MH(t) = KDr(δHd(t) − δH(t)) (14.1.55)

where δHd is a desired value or setpoint. Laplace transformation of (14.1.10) for the
linear case then yields

δH(s) = KDrδHd(s) − MR1(s)

JSWs2 + dSs + (cS + KDr)
. (14.1.56)

The steering angle δH depends on the desired value δHd and the torque feedback MR1
from the rack which acts as a disturbance, as depicted in Fig. 14.6.
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Hence, the steering angle control systemwith the driver as a controller is a second-
order system with a natural angular frequency

ω0H =
√
cS + KDr

JSW
(14.1.57)

which is in the range of the natural angular frequency of the free oscillating steering
wheel with shaft; see the following Example 14.1.1.

(c) Steering Wheel Angle As Applied Variable

The natural input for steering a vehicle is the steering wheel angle δH. (As illustrated
in Fig. 14.6 the steering wheel torque MH is the manipulated variable by a human
driver). Therefore, δH is now considered as an applied variable.

For a given steering wheel angle, the torque from the steering shaft to the pinion
is

MS1 = cS(δH − δS) + δS(δ̇H − δ̇S) (14.1.58)

where δS is the shaft angle at the pinion. This gives a rack force

FR1 = 1

rR
MS1. (14.1.59)

It is now assumed that the overall stiffness and the viscous friction of the steering
system is lumped into the shaft parameters cS and dS and that m

′
R is a representative

mass as (14.1.15) and f
′
RC a corresponding dry friction coefficient. For stationary

cornering with constant higher velocity then (14.1.46) is used with the assumption
f MZT,c = 0 and f MZT,v = 0 resulting in

m
′
RlLδ̈f + lL(

dS
r2R

+ d
′
R)δ̇f + (

cS
r2R

lL + 2
cαcδnS

lL
)δf

+ f
′
RC sign δ̇f = cS

rR
δH + dS

rR
δ̇H

(14.1.60)

∫∫

cS

dS

JSW

1J δSW H

driver steering wheel and shaft

δHδ δH
∙∙MH δH δH

∙∙ ∙
KDr

MR1

Fig.14.6 Signal flow scheme of the steeringwheel shaftwith the driver as a steering angle controller
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or

a2δ̈f + a1δ̇f + a0δf = b0δH + b1δ̇H − c1 sign δ̇f (14.1.61)

with

a0 = (
cS
r2R

lL + 2
cαcδnS

lL
) a1 = lL(

dS
r2R

+ d
′
R)

a2 = m
′
RlL b0 = cS

rR

b1 = dS
rR

c1 = f
′
RC

Laplace transformation after omitting the dry friction term yields a transfer function
with the steering wheel angle as input and the steering angle of the front wheels as
output

GδFδH = δF(s)

δH(s)
= b0 + b0s

a2s2 + a1s + a0
. (14.1.62)

Hence, the front wheel steering angle δf results after a change of the steering wheel
angle δH as a second-order oscillating systemwith a derivative (lead) term, or a linear
system with two poles and one zero. Its natural frequency is

ωoδ =
√
a0
a2

=
√√√√ 1

m
′
RlL

(
cS
r2R

lL + 2
cαcδnS

lL

)
(14.1.63)

and its damping ratio

ζδ = a1
2

1√
a0a2

=
lL( dS

r2R
+ d

′
R)

2
√
m

′
R(cS(

lL
rR

)2 + 2cαcδnS)
. (14.1.64)

Hence, the natural frequency increases with smaller m
′
R and larger stiffness cS and

larger side slip coefficient cα. The damping ratio increases with larger damping
factors of the steering shaft dS and of the (enlarged) rack d

′
R.

If the effects of the lateral tire force cαcδ is assumed to be relatively small, then
the characteristic oscillation factors become simpler

ωoδ = 1

rR

√
cS
m

′
R

(14.1.65)

ζδ =
rR( dS

r2R
+ d

′
R)

2
√
m

′
RcS

. (14.1.66)
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However, these characteristic values are only valid for the linearized system without
the dry friction coefficient f

′
RC of the rack, the linkages and the steering axis and

without the friction coefficient f MZT,c and f MZT,v of the tire due to (14.1.33). Therefore,
the damping factor is considerably larger as expressed by (14.1.64) and (14.1.66). As
a rough approximation d

′
R can be increased to cope with the neglected dry frictions

as shown in the next example.

Example 14.1.1 For a pinion-rackmechanical steering system following parameters
are used, see, e.g. Table 14.2,

cS = 10000 Nm/rad; m
′
R = 1500 kg; lL = 0.12 m

rR = 0.015 m; dS = 0.12 Nms/rad; d
′
R = 6.105 Ns/m

(d
′
R is approximated by using: rack force FR/ rack velocity żR = 12000N/ 0.02 m/s

= 6.105 Nm/s, thus imitating the influence of the turning tire dry friction). With
these assumptions it follows from (14.1.65) and (14.1.66)

ωoδ = 172 1/s = 27.4 Hz

ζδ = 1.16

Hence, a well-damped oscillation results with a natural frequency which is larger
than the range of lateral vehicle dynamics. �

The steering gain follows from (14.1.62)

KδHF = δF(0)

δH(0)
= 1

lL
rR

+ 2( rRlL )
cαcδnS

cS

. (14.1.67)

For a large shaft stiffness cS or small cα, i.e. cα/cS → 0 one obtains the basic
kinematic relation

KδHF = rR
lL

= 1

iS
. (14.1.68)

Figure 14.7 depicts a signal flow scheme for the considered steering system, which
is based on (14.1.60) and Fig. 14.4.

14.1.3 Frequency Ranges of Interest

With regard to the dynamic behavior of steering systems, one can distinguish mainly
4 frequency ranges; see Table 14.1. The driver’s input through the steering wheel as
well as the resulting lateral dynamics are in a low-frequency range of about f < 3
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Hz. The driver can usually compensate drive dynamic oscillations within 0–0.4 Hz.
An upper limit of driver’s capabilities is about 2 Hz, Heissing and Ersoy (2011b).
The frequency responses of passenger cars for sinusoidal steering wheel input δf
and, e.g. the yaw rate ψ̇ as output show resonance frequencies in the range of 0.25–
1.5 Hz, Mitschke and Wallentowitz (2004); see Fig. 7.8. Experiments with removed
driver’s hand from the steering wheel after cornering, so-called “free control”, result
in yaw rate oscillations of about 1.7 Hz, Mitschke and Wallentowitz (2004). Hence,
the lateral dynamics of passenger cars arise in a range of about 0–2 Hz and depend
on load and velocity.

The haptic feedback in the form of torque feedback of the steering wheel from the
tire side forces and from the kind of road contact are observed in amedium frequency
range of about 3–20Hz. These frequencies are an important information on the lateral
driving condition and part of “steering feel”, Harrer (2008). Frequencies above 20Hz
result from road irregularities, imbalances of the tires and have to be considered as
impairing feedback. The natural frequency of the steering column is usually around
40 Hz, such that, in the case of an overcritical design, the 2nd harmonics of 4- or 6-
cylinder engines in idle running in a range of 20...35 Hz, and imbalances of tires of
f < 25 Hz do not excite vertical and lateral steering wheel vibrations, Pfeffer and
Harrer (2013). If necessary, absorbers in the steering wheel with eigenfrequencies
around 32 Hz may damp unwanted vibrations. However, the natural frequency of
the steering column with free swinging steering wheel lies in a range of 1–3 Hz; see
Fankem et al. (2014).

Hence, the steering system as a precise and fast actuation system for the lateral
driving control of passenger cars has to transfer frequency inputs in a range of 0–3
Hz and feedback information from the road and tires in a range of 3–20 Hz.

14.2 Power-Assisted Steering Systems

Except very small cars electrical power-assisted steering systems (EPS) are standard
for small to larger passenger cars and hydraulic power-assisted steering systems
(HPS) for large passenger cars, and light weight and heavy commercial vehicles.
These power-assisted steering systems amplify the driver’smuscular forces by adding
additional steering forces resulting from hydraulic or electrical auxiliary energy.
Some development steps for power steering systems are shown in Fig. 14.8.

Figure 14.9 depicts a signal flow scheme of a power steering system for the case
of a rack and pinion steering. In addition to the mechanical steering system a torque
sensor in the steering column measures the manual torque MH of the driver via a
torsion bar generating a small twist angle ΔδM. This value then directly changes an
orifice valve in the case of an hydraulic actuator to influence hydraulic flows or is an
electrical output of a torque sensor in the case of electrical power steering. Based on
this torque measurement the hydraulic or electrical power actuator is feed forward
controlled via a calibrated characteristic curve uPA = f (ΔδM) which determines
the actuator force dependent on the steering angle δH and the vehicle speed vx. For
both, hydraulic and electric power steering systems many different constructions
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Table 14.1 Frequency ranges of front steering systems

Low freq. range
f < 3Hz

Medium freq.
range 3Hz <

f < 20Hz

Higher freq.
range 20Hz <

f < 40Hz

High freq. range
f > 40Hz

Driving input for
normal driving
– Parking
– Rural road
– Lane change

←− −− −→

Lateral driving
– Dynamics
– Yaw rate
– lateral accel

←− −− −→

Steering feedback
– Haptic inform
– Driving condition
– Road contact
– Side forces

←− −−− −→

Steering wheel and
shaft

←− −− −→ ←− −−− −→ ←− −−− −→

Disturbances
– Tire imbalances
– Road regularities

←− −−− −→

Drivetrain and chas-
sis vibrations
– Engine
– Road regularities

←− — — — —
-

– ———−→

exist; see, e.g. Pfeffer and Harrer (2013), Heissing and Ersoy (2011a), Bosch GmbH
(2018), Ersoy and Gies (2017). In the following models for typical basic designs are
considered.

14.2.1 Kinematic Relations for Power Steering

The kinematic relations without considering elasticities and forces for a rack and
pinion steerings are described with (14.1.2)–(14.1.9).

In the case of a power steering system with a support of the rack force FPA the
torque at the vertical steering axis (kingpin axis) becomes

MW = MHiS + FPAlL = MHiS + MPA (14.2.1)

with iS = δH/δf the wheel steering ratio, and the corresponding torque by the power
assistance is for a required steering torque MW

MPA = FPAlL = MW − MHiS. (14.2.2)
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Hydraulic
Power Steering

(HPS)

Electrical
Power Steering

(EPS)

Electrical Power
Assisted Steering

(HPS + EPS)

Active Front
Steering

(AFS)

Steer-by-
Wire

(SbW)

hydraulic
electrical

Fig. 14.8 On the development of different power steering systems

The lateral tire force is for stationary cornering with a path radius RP and the vehicle
front mass mf

FYf = FYT = mfay = mf
v2x

RP
, (14.2.3)

which leads to a torque at the wheels

MW = FYfnS = mfnSay (14.2.4)

and the resulting steering wheel torque becomes without power steering

MH = mf
nS
iS

ay = CA
v2X

RP

CA = mf
nS
iS

.

(14.2.5)

Hence, it is proportional to the lateral acceleration ay or to v2X. CA is called a torque
return factor, Pfeffer and Harrer (2013).

A steering gain is defined as the ratio of the required steering torque at the front
wheel to the manually activated torque of the rack, Mitschke and Wallentowitz
(2004),

KS = MW

iSMH
= iSMH + MPA

iSMH
= 1 + MPA

iSMH
. (14.2.6)
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aY [m/s²]
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1

0
0 1 2 3 4
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5 6 7

A: without power support

B: with power support
DA A= 0.38, K = 0.12

Fig. 14.10 Steering torque characteristics in dependence on the steering wheel type, Pfeffer and
Harrer (2013)

Hence, it is KS = 1 without power steering. The generated torque from the power
assist is then,

MPA = iSMH(KS − 1). (14.2.7)

The evaluation of cars with harmonic steering behavior has shown, that the steering
gain is approximately linearly depending on the lateral acceleration, Pfeffer and
Harrer (2013),

KS(ay) = CA(DA + KAay) = mfnS
iS

(DA + KAay) (14.2.8)

and the steering wheel torque becomes then with (14.2.4), (14.2.5), and (14.2.7)

MH = MW

iSKS
= ay

(DA + KAay)
= 1

DA
ay

+ KA
(14.2.9)

Without power steering, i.e. KS = 1, it is

DA = 1/CA = iS
mfnS

KA = 0

The steeringwheel torque is then, as (14.2.5), proportional to ay.With power steering
and KA > 0 the steering wheel torque shows a degressive behavior; see Fig. 14.10.

The wheel torque which has to be generated from the power steering actuator
follows then from (14.2.7), (14.2.8) and (14.2.9) to

MPA = ay(mfnS(DA + KAay) − iS)

DA + KAay
(14.2.10)
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Fig. 14.11 Steering torque characteristics at the front wheels MW = MHiS + MPA, according to
(14.2.1) and (14.2.11), Pfeffer and Harrer (2013)

or by replacing ay with (14.2.9)

ay = DAMH

1 − KAMH

then results in

MPA(MH) = iSKAM2
H

1 − KAMH

= FPA(MH)lL.

(14.2.11)

Figure 14.11 depicts the steering torque MW due to (14.2.1) at the front wheels in
dependence on the steering wheel torque MH. The part from the driver is then due to
(14.2.1) MHiS and increases linearly with MH and the part from the power assistance
is MPA and increases progressively with MH; see (14.2.11) and Pfeffer and Harrer
(2013).

14.3 Hydraulic Power Steering (HPS)

14.3.1 Basic Designs of HPS

Hydraulic power steering systems for passengers cars are used since about 1945.
Mainly two types of steering gears, the rack and pinion steering or the recirculating
ball steering are applied, the first one for most of the passenger cars and the second
one for heavier, usually commercial vehicles.

In the case of a conventional hydraulic power steering (HPS)with a rack andpinion
gear, the hydraulic system consists of an engine driven displacement pump, an oil
tank, a steering valve and a hydraulic cylinder. The cylinder and the control valve are
usually integrated with the rack and pinion housing. Typical pumps are sliding vane,
radial piston, or rolling vane pumps. A schematic of an hydraulic power steering
system is depicted in Fig. 14.12
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Fst

FPA

zRmax

zR

p1 p2

pP

HM

Fig. 14.12 Schematic of an hydraulic power steering system

The oil pump generates a pressure and a permanent circulation oil flow. A control
valve changes the oil difference pressure on the piston in the hydraulic cylinder
according to the torque on the steering wheel. Therefore an elastic torque sensor in
the form of a torsion is connected to the control valve which opens the high-pressure
side of the pump to one side of the cylinder and the other side back to the pump. The
travel of the control valve is a movement of a rotary slide, forming a displacement
of control edges as chamfers and facets and thus determines the opening area of the
oil flow. If no torque acts on the steering column the valves let the oil flowing back
to the oil tank with only a small change in pressure. This is called the “open-center”
principle.

The flow principle of the control valve is depicted in Fig. 14.13a. It consists of a
fixed outer sleeve and an inner rotary shaft. Both parts have several axial slots which
are opened or closed by turning the inner shaft, thus resulting in at least 4 changeable
flow resistances, as depicted in Fig. 14.13b. In neutral position, the oil flow streams
from the inflow to the outflow with small resistance.

If a steering torque turns the inner shaft several slots are increased or decreased,
according to the schematic in Fig. 14.13b. In the case of a turn to the left, for example,
the slots 1 and 3 are increased and 2 and 4 are decreased, thus increasing the pressure
in the left part of the cylinder and reducing it in the right part. Hence, the flow
resistances of several orifices are changed simultaneously, according to an electric
Wheatstone bridge, Pfeffer and Harrer (2013). See also, Bosch GmbH (2018).

The resulting difference pressure of the hydraulic power steering cylinder then
results in a nonlinear characteristic as in Fig. 14.14. Because of friction effects, a
small hysteresis is observed in the control valve. The characteristic curve depends
on the design of the orifices of the control edges. A maximum pressure is limited by
a pressure relief valve, normally integrated with the pump.

In order to damp force impulses from the road through the wheels to the steering
wheels special damping valves are required. They are for example built in at the
connections of the fluid hoses to the cylinder and generate a volume flow-dependent
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tank

outer sleeve
inner shaft

hydraulic cylinder
a) b)

oil inflow from pump

p2p1

FPA

pT

pP

Y

outflow

inflow

rightleft

1 2

4 3

Fig. 14.13 Schematic of the control valve for an hydraulic power steering system. a Hydraulic
control with axial slots, due to Kageyama (2014). b Function principle of the flow resistances
according to a Wheatstone bridge, due to Pfeffer and Harrer (2013)

resistance for the out flowing fluid combined with a pressure relief function for the
in flowing fluid; see, e.g. Pfeffer and Harrer (2013).

Parametrization hydraulic power steering allows to change the pressure-torque
characteristic depending on the vehicle speed, see Fig. 14.15 and Barthenheier
(2004). An electro-hydraulic convertermodifies the feedback pressure of the cylinder
with an ECU and the vehicle speed as input. Thus, when parking and large steering
torques at the wheel are required the characteristic is steep in order to need only
small steering torques by the driver. With increasing speed the power assistance is
reduced compared to the steering wheel torque, because smaller steering torque at
the wheels are required and thus precise steering is possible by the driver.

The design and modeling approaches for HPS have a long tradition, see, for
example, Edge andDarling (1986),Milliken andMilliken (2002), Bootz et al. (2003),
and Pfeffer (2006).

14.3.2 Dynamic Models of HPS

The delivered theoretical volume flow V̇p of a positive displacement pump, as, e.g.
a sliding vane pump, is

V̇p,th = Vp,thωp (14.3.1)

where Vp,th is the theoretical (ideal) displacement per turn. Because of volume
flow losses through internal leaks and non ideal charging the effective volume flow
becomes.

V̇p,eff = V̇p,thηvol = Vp,thηvolωp (14.3.2)
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difference pressure Δp

steering torque MW

hysteresis
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max. pressure

Fig.14.14 Pressure vs. steering wheel support torque characteristic for a hydraulic power steering,
Barthenheier (2004), ZF-Lenksysteme (2010)
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Fig. 14.15 Difference pressure of the hydraulic power steering cylinder vs. steering wheel torque
for different vehicle velocities

where ηvol is a volumetric efficiency.
Hence, the volume flow of displacement pumps is proportional to the angular

velocity ωp which depends for an engine driven pump from the engine speed ωeng
or neng = 2πωeng.

As the maximum oil flow for power steering is required for parking and low
vehicle speed, the linear increase is realized until, e.g. idle speed nidle; see Fig. 14.16.
However, for the higher vehicle resp. engine velocity the required steering forces
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Fig. 14.16 Volume flow
characteristic of a sliding
vane pump with flow
limiting valve

Vp

npnidle

∙

decrease and therefore usually a flow limiting valve is built in thus that the volume
flow decreases with increasing velocity, as shown in Fig. 14.16.

To model the stationary and dynamic behavior of the hydraulic power steering
actuator, it is required to describe the behavior between the angle of the inner shaft
of the control valve and the actuation force FPA of the hydraulic actuator. This
corresponds to the models of an hydraulic servo axis, as described in Münchhof
(2006) and Isermann (2005), consisting of a proportional hydraulic 4/3 valve, two
cylinder chambers, a piston, and a shaft. The actuation force is; see Fig. 14.12.

fPA = AP(p1 − p2) − fc sign żR (14.3.3)

where AP is the effective area of the piston and fc a dry friction coefficient. For the
volume flow of an orifice holds

V̇1 = A
′
V

√
2

ρ

√
ΔpV sign(Δp)

A
′
V = αDAV

(14.3.4)

where αD is a contraction parameter, AV the opening area of the valve, ρ the oil
density, and ΔpV the pressure difference which is, e.g.

ΔpV1 = pP − p1 (14.3.5)

for the valve of the left cylinder and

ΔpV2 = p2 − pT (14.3.6)

for the right cylinder in Fig. 14.12. As the valve then opens to the tank, it is assumed
that ΔpV2 ≈ 0. Therefore in the following only one cylinder is considered.

To obtain the difference pressure ΔpV1 at the valve in dependence on the twist
angle δV as measure for the steering wheel torque one obtains with (14.3.4).

ΔpV = 1

A
′2
V

ρ

2
V̇ 2 = RVV̇

2 (14.3.7)
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where RV is the valve resistance. Introducing a relative valve opening area

uA = A
′
V

A
′
Vmax

(14.3.8)

leads to

ΔpV = Rmin

u2A
V̇ 2 = Rmin

u2A
V̇ |V̇ | (14.3.9)

with the minimal resistance for the fully opened valve

Rmin = ρ

2A
′2
Vmax

. (14.3.10)

The effective opening area of the valve depends now on a designed characteristic in
dependence on the twist angle δV between the inner rotary shaft and the outer sleeve

A
′
V = f (δV). (14.3.11)

The volume flow through the valve follows from (14.3.9) for the pressurized chamber
1

V̇V1 = 1√
Rmin

√
ΔpV1uA = 1√

Rmin

√
pP − p1uA. (14.3.12)

Hence, the volume flow into chamber 1 depends for constant pump pressure p̄P =
const. on p1(t)and uA(t).

To obtain the resulting power assistance force FPA of the hydraulic cylinder, the
mass balance equation for the chamber 1 is considered. It holds

ṁV1(t) = ṁcyl(t)

V̇V1(t)ρV(t) = d

dt
[Vcyl(t)ρcyl + ρcyl(t)Vcyl]

= AP żRρ1 + ρ̇1(t)(AP(zRmax − zR1)).
(14.3.13)

The density can be replaced by the pressure in using the definition of the bulkmodulus

β = −V

(
∂ p

∂V

) ∣∣∣∣
T=const

. (14.3.14)

This leads with

∂ p

∂ρ
=

(
∂ p

∂V

)(
∂V

∂ρ

)
= −V

ρ

∂ p

∂V
= β

ρ

to

dρ = ρ

β
dp (14.3.15)
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Equation (14.3.13) then becomes

AP(zRmax − zR1)
ρ1

β
ṗ1(t) = V̇V1(t)ρV(t) − APρ1(t)żR(t)

or
AP

β

ρ1(t)

ρV
(zRmax − zR1(t)) ṗ1(t) = V̇V1(t) − AP

ρ1(t)

ρV
żR(t) (14.3.16)

and with (14.3.12) and the effective cylinder length

Δzcyl = (zRmax − zR1) (14.3.17)

AP

β

ρ1(t)

ρV
Δzcyl(t) ṗ1(t) = 1√

Rmin
( p̄P − p1(t))

1
2 uA(t) − AP

ρ1(t)

ρV
żR(t).

(14.3.18)
The actuator force follows from (14.3.3)

FPA(t) = AP(p1(t) − p2(t)) − fC sign żR
≈ AP p1(t) − fC sign żR.

(14.3.19)

Based on the considerations for the design of the power assist torque MPA according
to (14.2.11) the required pressure difference in the cylinder can be calculated with

Δpcyl(MH) = p1 − p2 = MPA(MH)

AcyllL
= FPA(MH)

Acyl
. (14.3.20)

A signal flow scheme of this nonlinear differential equation of first order for the
pressure p1 in chamber 1 is depicted in Fig. 14.17. It shows a proportional behavior
with time delay and the influence of the piston position in the cylinder length Δzcyl
and the piston speed żR.

For small changes around an operating point (V̇V1,0, pP,0, p1,0, zR,0) the valve
equation (14.3.12) is now expressed as a Taylor-series expansion

V̇V1 = V̇V1,0 + ∂V̇V1
∂ p1

Δp1 + ∂V̇V1
∂uA

ΔuA (14.3.21)

leading to the flow gain

KA = ∂V̇V1
∂uA

= 1√
Rmin

√
pP,0 − p1,0 (14.3.22)

and a flow-pressure coefficient

KB = ∂V̇V1
∂ p1

= 1√
Rmin

√
pP,0 − p1,0

, (14.3.23)
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Fig.14.17 Nonlinear model of the hydraulic power assistance actuator Fig. 14.12 with the relative
valve area uA as input and the cylinder chamber 1 pressure p1 and actuation force FPA as output
(only one chamber considered)
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Fig. 14.18 Linearized model of the hydraulic power assistance actuator

Equation (14.3.18) then results with the assumption of ρ1(t)/ρV ≈ 1 in

TP
dp1(t)

dt
+ Δp1(t) = KA

KB
ΔuA(t) − AP

KP
żR(t) (14.3.24)

with the time constant and gain

TP = APΔzcyl,0
βKB

; KP = KA

KB
= (pP,0 − p1,0) = ΔpP1. (14.3.25)

Hence, the pressure p1 and also the hydraulic cylinder force FPA = AP p1 behave
for small changes of the valve as a linear first order differential equation; see
Fig. 14.18. The gain is proportional to the pressure difference ΔpP1 between the
pump pressure pP,0 and the cylinder pressure p1,0 and the (small) time constant
increases with the momentaneous cylinder length Δzcyl and the difference pressure
ΔpP1.

Figure 14.19 depicts the overall signal flow of the considered hydraulic power
steering system.
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It shows that the power assistance from FPA depends on the torque measurement
(twist angle δV) and is added to the manual generated rack force FS, such that the
total force becomes

FR(t) = FR1(t) + FPA(t) − FY(t). (14.3.26)

The power assistance force depends also on zR(t) and żR(t) as feedback from the
coupled rack system; see Fig. 14.4. The rack dynamics result in a torque component
MR1 on the steering wheel and thus gives a feedback from the tire forces FY(t) and
the power assistance force FPA to the driver, as part of the so-called “steering feel”.
This is treated in more detail in section 14.4.

14.4 Electrical Power Steering (EPS)

An electrical power steering system (EPS) uses an electromotor powered by the
electrical board net to support the manual torque by the driver through a mechanical
transmission. Though the energy density of electrical system is less than that for
hydraulic systems and therefore more package space may be required around the
actuator space, they offer many advantages and have therefore penetrated passenger
cars since about 1988 from the A-segment to heavy vehicles, with electrical power
from 150W to 1000W. This required partially a 24V power supply. The upcoming
48V voltage level will further increase their application rate.

The advantages of EPS compared to HPS are mainly:

• reduction of fuel consumption
• elimination of engine-driven oil pump, flexible hoses, hydraulic cylinder, and

many seals
• complete system modules delivered as a single assembly, ready and tested units
• an EPS electronic control unit (ECU) together with a steering angle sensor allows

a precise position and torque control
• ECU enables the use of additional inputs from chassis sensors and other ECU’s

via bus systems
• enhanced steering functions like electrical damping, active return of the steering

wheel to straight line driving, compensation of disturbance torques from road or
sidewind by control software

• addition of driver assistance functions like automated parking, lane keeping and
trailer back-up assist, and for automated driving.

Examples for EPS systems are shown in Fig. 14.20. A torque sensor in the steering
shaft as a measure of the driver’s manual torque is transmitted to a specific ECU
which determines together with other measurements like the vehicle’s speed the
power steering assisting torque of the electric motor; see Fig. 14.31.
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a) b)

c) d)

e)

Fig. 14.20 Different types of electrical power steering systems: a column-type b pinion-type c
dual pinion-type d axis-parallel-type e rack-centered axis-parallel type, Kessler (2021)

14.4.1 Basic Designs of EPS Systems

Depending on the arrangement of the electrical motor at the column or at the rack
with different gears following EPS-type can be distinguished;see, e.g. Reimann et al.
(2016), Pfeffer and Harrer (2013) and Fig. 14.20.

Column-type EPS, consisting of the torque sensor, the electric motor, and a reduc-
tion gear, is arranged directly at the steering column inside the vehicle. The ECU
is installed separately or attached to the motor or torque sensor. The reduction gear
can be a worm-gear, allowing sufficient back-turning capability. This type is usually
applied for light vehicles and uses the existing rack and pinion steering system.

Pinion-type EPS (single pinion) may also use the existing rack and pinion system.
The electric motor with ECU is connected to the pinion by a worm-gear. This enables
more direct connection to the rack, but undergoes harder environmental influences
(temperature, splash water).
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Dual pinion-type EPS acts with a second pinion on an additional rack, e.g. by a
worm gear and allowsmore freedom for the integration in the vehicle. It also contains
a gear set and the ECU.

Axis parallel-type EPS (APA) have the electric motor arranged parallel to the
rack and transmit the rotary movement to a straight rack movement by a ball screw
which is driven by a tooth belt and the electric motor. The transfer of forces from the
ball nut to the rack is performed by a chain of hardened steel balls with ball screw
threads. The gear set operates without backlash. The advantages are high precision
and suitability also for heavier vehicles.

Axis parallel-rack-type EPS (RC: rack concentric) have the ball nut of the ball
screw without additional gear directly operating on the rack. The electrical motor
has then a hollow shaft where the rack ball screw passes through. This very direct,
stiff design requires a high torque motor and precise control.

The generated rack forces range fromabout 6000N for the column-type to 15000N
for the axis-parallel-type EPS, Runge et al (2009) with electrical motors power from
200W to 1000W.

14.4.2 Components of EPS Systems

(a) Electric Motors and Gears

The required torque/speed characteristic for the electric motors has to fulfill a high
torque at relatively low speed for parking maneuvers, small torque and low speed for
normal driving andmedium torque and high speed during evasionmaneuvers. Hence,
a torque/speed characteristic as shown in Fig. 14.21 with a part for Mm,max = const
for low speed and Pel,max = Mm,maxωM for medium and high speed meets these
goals, Pfeffer and Harrer (2013).

In addition the electric motor has to posses a steady torque generation without
ripples, high power density and efficiency, small braking torque in case of short-
cuts or current-off situation, robust design, maintenance-free for the whole lifetime,
etc. Suitable types are direct current (DC) motors, asynchronous and synchronous
alternating current (AC) or induction motors; see, e.g. Binder (2017).

Fig. 14.21 Required
torque/speed characteristics
for EPS-motors

max = const.MM

P M nmax M M= = const.

100%0 speed nM

0

100%

torque MM
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DCmotorswith brush commutation, stator windings, and commutated rotor coils
have the advantage that their speed can be directly be controlled by the DC power
supply voltage. However, because of the mechanical commutation and therefore
restricted lifetime and electrical disturbances (sparking) they are not suited for EPS.
Better properties show brushless DC motors with a permanent magnet rotor and
several stator windings which are electronically switched depending on the rotor
position.

Alternating current motors consist of at least three stator windings which are
supplied by a three-phase voltage system. In the case of an asynchronous motor
the rotor is designed as a squirrel cage consisting of bars in axial direction and
is short-circuited at the front and backside via end-rings. Hence, this represents a
robust design, needs permanent magnets, and has the advantage that no generator
operation with disturbing braking torque results for a failure of the stator excitation.
The speed can be controlled by a field-oriented control; see, e.g. Leonhard (1996),
Binder (2017), or Isermann (2005).

Synchronous motors have also stator windings supplied by a three-phase sinu-
soidal voltage system. The rotor has axially permanent magnets consisting of rare
earthmagneticmaterials such as Sm-Co. It rotates synchronouslywith the statormag-
netic field and by changing the stator voltage frequency the speed of the rotor can
be controlled, also with a field-oriented control system. These permanently excited
synchronous motors (PMSM) are most frequently used for middle and high-segment
passenger cars. Asynchronous motors need a rotor angular speed sensor and syn-
chronous motors for the measurement of the rotor angle.

The EPS-gear has the task to transmit the rotary motion of the electric motor into
a translatoric motion of the rack, with an appropriate transfer of the motor torque to
the rack force and a suitable speed ratio in the range of 15...30. Further requirements
are static and dynamic robustness, no self-inhibition, high efficiency, small or no
backlash, maintenance-free over lifetime. The dominating types are worm drives,
recirculation ball, and belt transmissions.

Worm drives have a relatively large sliding area and allow a continuous and noise-
free transmission. However, they have a higher friction. Recirculating ball gears have
a direct force transfer through the steel balls to the spindle of the rack. They have a
high mechanical load capacity, large gear ratios, and less friction. Belt transmissions
consist of a toothed driving and driven pulley and allow a transmission ratio of 2...4.
Theyneed a certain pretension andhaveno slip. They are in axis parallel configuration
frequently combined with recirculation ball gears. Figure 14.22 depicts an example.

(b) Sensors

The torque sensor for measurement of the manual torque is built in the steering
shaft. One distinguishes measurement principles with or without torsion bar. Mostly
applied is the measurement of the twist angle of a torsion bar. As a torsion bar
influences the stiffness of the steering system, its stiffness should be relatively large.
Usual designs have a torsion stiffness of 2 to 2.5 Nm/◦ and measurement range of
± 8 to ± 10 Nm. As this measurement plays a central, highly safety-relevant role it
must be very reliable, robust, and fault-tolerant.
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recirculation ball gear

brushless DC motor

torque sensor

steering rack

steering column shaft

pinion gear

tooth belt

Fig. 14.22 Axis-parallel EPS with PMSM electric motor, tooth belt, recirculation ball gear, rack
spindle. Source: Servo electric, ZF-Lenksysteme (2010), Imax = 80A, Pel,max = 960W, Frack,max =
12000N

The twist angle between the two ends of a torsion bar can be measured based on
potentiometric, inductive, magnetic, or optical principles; see, e.g. Pfeffer andHarrer
(2013). Inductive torque sensors use, e.g. the changeof an air gapofmagnetic, toothed
rings which leads to a change of the impedance of a surrounding coil supplied with
an alternating current.

Magnetic sensors operate in a static magnetic field provided by a permanent
magnet. One end of the torsion bar is, e.g. provided with a multiple pole magnetic
ring, the other end with a magnetoresistive sensor, where the electrical resistance of
an isotropic element is changed by the magnetic field; see Bosch GmbH (2018).

The measurement of the steering angle requires a measurement principle for the
full steering angle range of about ±2 × 360◦ = ±720◦. This is, e.g. realized by a
dual configuration of rotation sensors using theHall effect. Twoassociated permanent
magnets on small tooth wheels are driven by a larger diameter tooth wheel attached
to the steering shaft. The two smaller gear wheels differ by one tooth. Therefore, their
difference angle is a measure for the absolute angular position δH. This arrangement
allows to obtain an accuracy of about 1◦, Bosch GmbH (2018).

(c) Electric Control Unit (ECU)

The ECU for an EPS is usually directly connected to the electromotor actuator in
the case of pinion-and rack-type EPS. For column-type EPS it can also be separated.
The direct connection with plugin connection has advantages like short cable losses,
integration of the rotor angle measurement, and easy assembly. However, it must be
extremely well be protected against water, oil, salt and high temperatures.

The principle design of an EPS-ECU is depicted in Fig. 14.23. The microcon-
troller receives sensor measurements of the steering shaft torque, the steering shaft
angle, and, e.g. the rotor position of the EPS-motor in order to calculate the required
assistance torque of the electromotor. It may also contain a speed control in the case
of DCmotors or a field-oriented control of the rotor position for synchronousmotors.
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Themicrocomputer is also connected with a vehicle bus system (CAN or Flexray)
in order to obtain measurements of the vehicle speed and signals from other driver
assistance systems.

The microcontroller shows the principle design with CPU, different storages like
RAMandROMandA/D-conversion; see, e.g.Borgeest (2014),BoschGmbH(2018),
Isermann (2005). The programming language may be C, and use of MISRA-rules,
OSEX-VDX standards, and AUTOSAR-architecture; see Sect. 2.3.

The outputs of the microcontroller are calculated manipulated variables for the
electromotor, like current and motor position. For example, pulse-width modulated
(PWM) signals are given to the power electronics, where the DC-voltage of the board
net (12V or 48V) is controlled by switching to a certain mean value of a current.
This is reached by multiple-quadrant converters with MOSFET or IGBT-transistors;
see, e.g. Bose (1997), Erickson (1997), Pressman (1997), Isermann (2005).

Because of the very high safety requirement of EPS systems, an integrated moni-
toring and supervision systemwith fault-detection plays an important role. Therefore
a fault-management system is implemented as software, making also use of a sec-
ond safety microprocessor, which supervises the main microcomputer. In the case of
faults and failures the EPS-motor is switched off, allowing then conventional manual
steering.

14.4.3 Dynamic Models of Electrical Power Steering Systems (EPS)

For the design of the electrical power assistance system a relation between the elec-
tromotor command, the stator current IS and the power assistance force FPA is needed.

(a) Steering Shaft, Rack, and Wheel Suspension Models

As an example an axis-parallel-type EPS (APA) with a dual pinion-rack system is
considered. Figure 14.24 depicts a schematic representation of the involved compo-
nents. The permanent excited synchronous motor (PMSM) acts with torque MM and
rotor angle ϕM via a toothwheel with radius rM and a tooth belt on the tooth wheel
with radius rBS of a ball screw nut; see Fig. 14.25. The gear ratio of the belt drive
follows from δM = δBSrBS to

iB = input angle

output angle
= ϕM

δBS
= rBS

rM
= MBS

MM
. (14.4.1)

The rack is in the considered case a screw spindle with radius rRS and gra-
dient angle ε. This gives tanε = rBS/rRS. As for the spindle travel way holds
zR1 = δBSrBStanε the recirculation ball screw gear ratio becomes

iBS = δBS

zR1
= 1

rBStanε
. (14.4.2)
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Fig.14.24 Schematic representation of a dual pinion axis-parallel-type EPS: a main components;
b simplified representation with two lumped mass-spring-damper elements in the steering shaft and
in the ball screw gear and a representative mass m′

R

The overall ratio of the belt drive from the motor angle to the rack traveling is then

iBD = ϕM

zR1
= iBiBS. (14.4.3)

Dynamic models of belt drives are treated, e.g. in Isermann (2005).
Experiments on a test stand have shown that the tooth belt can be in this case

assumed as stiff; see Beck (2010). The ratio of inertia of the electric motor and the
belt screw drive can therefore be lumped together and the enlarged inertia for the
acceleration δ̈M of the electric motor becomes

JMB = JM + 1

i2B
JMB. (14.4.4)
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Recirculation ball gear

Tooth belt drive

MBS

φM

Abbreviations:
M:
B:
BS:

PMSM
Tooth belt
Ball screw

φBS

δBSJM

JBS

cB

cB

dB

dB

dBS

cBS

δBS

MBf

MM

MBSf

MBS

Fig. 14.25 a Tooth belt drive and recirculation ball gear, ZF-Lenksysteme (2010). b Schematic
representation of the torsional mass spring-damper element of the belt and ball screw gear

The torque balance for the electric motor with the coupled stiff tooth belt then
yields

JMBϕ̈M = MM(t) − 1

iB
MBS(t) (14.4.5)

where MBS is a load torque from the ball screw belt pulley. The load torque MBS of
the ball screw depends on the rack force FPA which is transmitted by the EPS drive.
For the screw spindle the mechanical work without considering friction losses is

MBSδBS = FPAzR1 (14.4.6)

and with (14.4.2) one obtains

MBS = 1

iBS
FPA. (14.4.7)

For dynamicmodeling the EPS-system from themotor to the turning front wheels,
it is now assumed that the motor and the rack spindle with the wheel are rigid
components and that the elasticity or stiffness of the whole system is lumped into
the belt drive and ball screw gear with a stiffness factor c

′
BS and a viscous friction

factor d
′
BS.

A torque balance of a first system consisting of the electrical motor and the belt
and ball screw drive then yields.

J
′
MBδ̈BS = iBMM − c

′
BS(δBS − iBSzR) − d

′
BS(δ̇BS − iBS żR)
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or

J
′
MBδ̈BS + d

′
BSδ̇BS + c

′
BSδBS = iBMM + d

′
BSiBS żR + c

′
BSiBSzR. (14.4.8)

This equation takes into account that the output of the ball screw gear is coupled
with the rack due to (14.4.2). For the lumped ratio of inertia holds now

J
′
MB = JBS + i2B JM. (14.4.9)

The power assist force of the EPS-drive spring-damper system is

FPA = iBS(c
′
BS(δBS − iBSzR) + d

′
BS(δ̇BS − iB żR)). (14.4.10)

A second dynamic system consists of the rack, linkage to the wheels, and turning
wheels. Its mass is lumped into a representative mass m

′
R according to (14.1.15).

The friction of the spindle rack is taken into account by a viscous friction coefficient
d

′
R and dry friction coefficient f

′
RC.

The dynamic behavior of the rack then results from a force balance as (14.1.16)

m
′
R z̈R = FPA − d

′
R żR − f

′
RC sign żR − FY (14.4.11)

with the load force from the front tires for cornering with higher velocity, see
(14.1.36), with f MZT,υ ≈ 0 and f MZT,c ≈ 0

FY = 2

lL
cαcδnSδf (14.4.12)

and for small velocity, see (14.1.36) with f MZT,υ ≈ 0

FY = 2

lL
(cαcδnSδf + fZT,c sign δ̇f). (14.4.13)

A signal flow scheme on the basis of these equations is depicted in Fig. 14.26. It
shows that the ball screw gear with the representative lumped parameters c

′
BS and

d
′
BS is located between the motor with the elastic belt drive and the rigid spindle rack
with representative mass m

′
R and friction parameters d

′
R and f

′
RC.The turning front

wheels generate during cornering with steering angle δf the lateral load force FY on
the rack which results in a feedback path of the rack. Hence, the EPS-system consists
of two serially coupled second-order dynamic systems with several feedback paths.
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(b) Fixed Rack Spindle

On steering test benches, it is possible to fix the rack in order to make dynamic
investigations. Then it follows with zR = 0, żR = 0 from (14.4.8) for the transfer
function, assuming small changes

GM(s) = ΔδBS(s)

ΔMM(s)
= iB

J
′
MSs

2 + dBSs + cBS
. (14.4.14)

This second-order oscillating system has a natural angular frequency

ωoBS =
√

c
′
BS

J
′
MS

, (14.4.15)

a damping ratio

ζ = d
′
BS

2

1
√
c

′
BS JMB

′ (14.4.16)

and a resonance frequency

ωres,BS = ωoBS

√
1 − 2ζ2 =

√
c

′
BS

J
′
MB

− d
′2
BS

2J
′2
MB

, (14.4.17)

see, e.g. Isermann (2005).
Figure 14.27 depicts the results of an experimental determination of a frequency

response by least squares parameter estimation and excitation of the electric motor
torque with a pseudo-random binary-signal (PRBS), Beck (2010), Kessler (2021).
The investigated axis-parallel EPS, shown in Fig. 14.22, was mounted on a special
test bench and the rack spindle could be blocked for this experiment.

The used z-transfer function for parameter estimation is

G
′
M(z) = ΔϕM(z)

ΔMM(z)
= iBΔδBS(z)

ΔMM(z)
= b1z−1 + b2z−2

1 + a1z−1 + a2z−2 . (14.4.18)

Figure 14.27a shows the PRBS excitation signal of the electric motor torque MM
and a comparison of the measured and with the estimated model calculated output,
which is in this case the rotor angle of the electric motor. The maximal error is
ΔδM ≈ 0.05 rad = 2.9◦ and can be considered as a good agreement. The resulting
frequency response in Fig. 14.27c indicates also a good agreement of measured and
with the estimated model simulated values. It illustrates that the EPS drive with fixed
rack spindle can be described well by a second-order dynamic model (14.4.14). Its
resonance frequency according to (14.4.17) is ωres,δM ≈ 80 1/s ≈ 13Hz.

Frequency response measurements with a sinus-sweep input of the rack force and
freely oscillating steering wheel for a similar EPS-steering system on a test bench
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Fig.14.27 Parameter estimation of an EPS-unit (Fig. 14.22) with fixed rack spindle on a test bench,
Beck (2010), Kessler (2021). a rotor angle b electric motor PRBS excitation signal c frequency
response GM’(s) = ΔϕM(s)/ΔMM(s)

in Fankem et al. (2014) show a natural frequency of 7.5Hz for the motor, belt drive
and ball gear and about 1Hz for the steering wheel and shaft. Frequency response
measurements are also published in Düsterloh et al. (2018).

Assuming that the rack spindle is stiff compared to the recirculation ball screw
gear it follows from (14.4.10) with zR = 0 and żR = 0 for the rack force

FPA(t) = iBSMBS(t)

= iBS(c
′
BSδBS(t) + d ′

BSδ̇BS(t)),

or with Laplace-transform for small changes

ΔFPA(s) = iBS(c
′
BS + d ′

BSs)ΔδBS(s). (14.4.19)

Using (14.4.14), it follows for the rack force with the ball screw drive and motor
dynamics

GMFPA(s) = ΔFPA
ΔMM(s)

= iBiBS(c
′
BS + d

′
BSs)

J
′
MBs

2 + d
′
BSs + c

′
BS

. (14.4.20)

The transfer function for a power assist force is therefore a second-order oscillating
system with a derivative term, a so-called PDT2 element and contains a pole pair and
a zero and has a natural frequency (14.4.15).

These discussions show that the models for the EPS-drive-train are relevant for
frequencies of about f > 8Hz. Therefore they are mainly required for the design of
the EPS-system with regard to oscillations and its control.
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If for the lateral vehicle dynamics the lower frequency part f < 8Hzof the transfer
function (14.4.20) is of interest and if it is well damped it may be approximated by
a first-order system.

GMFPA(s) = ΔFPA(s)

ΔMM(s)
≈ iBiBS

(1 + TBSs)
(14.4.21)

with a time constant taken from the cut-off (corner) frequency of (14.4.15)

TBS = 1

ωoBS
=

√
J

′
MB

c
′
BS

. (14.4.22)

Using ωoBS ≈ ωres,δM it holds TBS = 1/80 = 125 ms for the EPS-system of the
experiments of the Fig. 14.27.

Table 14.2 presents some values of parameters for EPS-system, taken from liter-
ature.

(c) Electric Motor and Power Assist Force Models

The torque of a permanently excited synchronous motor (PMSM) is, see, e.g. Vas
(1990), Leonhard (1996), Isermann (2005), Schröder (1995), Binder (2017).

MM = 3

2
p�Rd Isq = �

′
Isq (14.4.23)

where p is the number of pole pairs, �Rd = �R the rotor flux and Isq the q-current
component of a field-oriented control. The dynamic behavior of the q-current after
a change of the q-voltage is

GUI(s) = ΔIsq(s)

ΔUsq(s)
= Ks

1 + Tss
(14.4.24)

with Ks = 1/Rs and Ts = Ls/Rs where Rs and Ls are the resistance and inductance
of the stator. Using a PI-controller with the input voltageUsq as manipulated variable
and gain Kc for q-current controller and pole-zero cancelation results in

GII(s) = ΔIsq(s)

ΔIsq,d(s)
= 1

1 + Tqs
(14.4.25)

with Isq,d a desired value and Tq = Ls/Kc; see, e.g. Isermann (2005).
Hence, the closed-loop current control loop and therefore the torque behavior can

be described by the first-order lag behavior (14.4.25) and for the torque model one
obtains with (14.4.23)

GIM(s) = ΔMM(s)

ΔIsq,d(s)
= KM,PMSM

1 + Tqs
(14.4.26)
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Table 14.2 Parameters of EPS systems according to Düsterloh et al. (2018), Fankem et al. (2014),
Fankem (2017), Mitschke and Wallentowitz (2004)

Parameter Dimension Value

Steering wheel inertia JSW kgm2 0.033...0.05

Steering shaft stiffness cS Nm/◦ (4.4)...(4.8)

Nm/rad 252.1...275

Steering shaft damping dS Nm/◦ 0.0008...0.0018

Nm/rad 0.045...0.103

Torsion bar damping dM Nm/◦ 0.0055...0.0135

Nm/rad 0.315...0.77

Steering shaft friction fS Nm 0.2

Steering system stiffness cst Nm/◦ 90...350

Torque sensor stiffness cTS Nm/rad 75

Torque sensor damping dTS Nm/rad 1.6 × 10−4

Rack-pinion ratio iG rad/m 117

Rack mass mR kg 3...3.6

Equivalent rack mass m
′
R kg 630...2230

Rack dry friction fR N 150...300

Rack viscous friction d
′
R Ns/m 12000

Pinion ratio iP mm/rev 52...57

Ball screw drive ratio iBS rev/mm 0.11...0.15

iBS rad/m 897

Belt ratio iB 1...2.85

Belt and ball screw drive iBS rad/m 1514

Belt stiffness cB Nm/rad 200

Belt damping dB Nms/rad 0.001

Ball screw drive inertia JBS kgm2 0.00035...0.0019

Ball screw stiffness cBS N/m 3 × 108

Ball screw damping dBS Ns/m 1.6 × 104

Electric motor inertia JM kgm2 0.00011...0.00058

Electric motor time constant TM ms 18

with KM,PMSM = 3
2p�Rd = �

′
.

In the case of a DC-motor with brushes it holds for the torque

MM = � IA = KM,DC IA (14.4.27)

where� is themagnetic flux and IA the armature current. For squirrel cage induction
motors with field-oriented control the torque is

MM = 3

2
p
M

LR
�Rd Isq = KM,IM Isq (14.4.28)
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Fig. 14.28 Simplified signal flow for the generation of the rack power assistance force of an ESP
actuator system

where M is the mutual inductance between stator and rotor, LR the self -inductance
of the rotor and �Rd the rotor flux; see, e.g. Vas (1990), Schröder (1995), Leonhard
(1996), Isermann (2005), Binder (2017).

The torque of the electrical motors can therefore for all three motor types be
described by afirst-order transfer function according to (14.4.26)with the appropriate
gain factor and time constant.

Combining (14.4.21) and (14.4.26) leads to a transfer function of the power assist
rack force

GIFPA(s) = ΔFPA(s)

ΔIsq,d(s)
= GIM(s)GMFPA(s)

= KMiBiBS
(1 + Tqs)(1 + TBSs)

(14.4.29)

which includes the dynamics of the electrical motor, the belt drive and recirculating
ball screw gear.

Figure 14.28 depicts a corresponding signal flow. Hence, the rack force results
after a change of the q-current setpoint approximately delayed by a second-order
low pass system with small time constants. The motor time constant is about Tq ≈
20ms and the belt drive ball screw drive time constant is due to Fig. 14.27c and
(14.4.22) estimated to TBS ≈ 100ms, and the sum of time constants about TqBS� =
Tq + TBS ≈ 120ms or a cut-off frequency ωc,qBS� ≈ 52 1/s.

A further simplification leads to a first-order system with a sum time constant
TqBS�

GIFPA(s) = ΔFPA(s)

ΔIsq,d(s)
≈ KMiBiBS

(1 + TqBS�s)
. (14.4.30)

If a low frequency behavior with f < 5Hz is of interest this time constant may
be neglected and a proportional behavior for the EPS-generated rack force can be
assumed

ΔFPA(t) = KMiBiBSηBSΔIsq,d(t)

= KIFΔIsq,d(t).
(14.4.31)
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Fig.14.29 Signal flow of the rack-suspension system with the EPS-motor current setpoint as input

where an efficiency factor ηBS takes into account friction losses in the bearings, belt
drive and ball screw gear.

(d) EPS-Drive and Rack-Suspension System

The force balance of the rack with the representative mass m
′
R due to (14.1.15) and

the power assist force FPA is according to (14.1.16), by neglecting a torque from
the steering wheel and the rack force FR1 and thus the coupled steering shaft and
steering wheel

m
′
R z̈R = FPA − d

′
R żR − f

′
RC sign żR − FY. (14.4.32)

Inserting zR = lLδf and the feedback force from the tires during cornering FY =
2FYTfi due to (14.1.27) leads to

m
′
R δ̈f + d

′
R δ̇f + 2nS

l2L
cαcδδf + f

′
RC

lL
sign δ̇f = FPA

lL
. (14.4.33)

Figure 14.29 depicts a corresponding signal flow. Hence, the EPS-motor drives a
second-order oscillating system with a dry friction of the rack and suspension.

Neglecting the dry friction by setting f
′
RC = 0, results in a transfer function for

small changes

GFδ(s) = Δδf(s)

ΔFPA(s)
= b

′
0

a
′
2s

2 + a
′
1s + 1

(14.4.34)

with

a
′
2 = m

′
Rl

2
L

2nScαcδ
b

′
0 = lL

2nScαcδ

a
′
1 = d

′
Rl

2
L

2nScαcδ
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Hence, a linear second-order system results with gain

KFδ = b
′
0 = lL

2nScαcδ
. (14.4.35)

and natural angular frequency

ωoFδ =
√

1

a
′
2

=
√
2nScαcδ

m
′
Rl

2
L

. (14.4.36)

with the overall gain

KIδ = Δδf

ΔIsq,d
= KIFKFδ = KMiBiSηBSKFδ.

As (14.4.33) and Fig. 14.29 shows, the steering angle δf obtains with regard to the
power assist force FPA a proportional acting behavior because of the feedback of the
lateral force FY of the cornering front tires.

(e) Overall EPS-Model for Manual Steering

The EPS-drive consisting of the power electronics, the electromotor, belt drive, and
ball screw gear, which generates the power assist force FPA on the steering rack, see
Fig. 14.28, acts parallel to the manually actuated mechanical steering system; see
Fig. 14.9. The setpoint of the desired motor torque MM,d is given by the programmed
torque support characteristic in the EPS-ECU; see Fig. 14.10 as an example.

The generated power assist force FPA then acts on the steering rack as indicated
in Fig. 14.4 and the rack force (14.1.16a) becomes

FR = FR1(δH, δS) − FY(δf) + FPA(MM,d). (14.4.37)

The power assist rack force thus excites the dynamics of the complete EPS-steering
system and effects also the feedback torque MR1 from the rack to the steering wheel
angle δH, which is part of the “steering feel”.

Figure 14.30 represents an overall signal flow of an EPS-system in a condensed
form which results from Figs. 14.4 to 14.28.

The mechanical torque and the force flow of the steering shaft and the pinion-
rack gear is now paralleled by an electromechanical torque and force flow from
the electrical power assist. Because the measured torque generates an additional
rack force FPA to the manually generated rack force FR1 the manual torque MH
is reduced for generating a certain steering angle δf according to the programmed
torque support characteristics.

Figure 14.31 depicts another more condensed schematic of an EPS-system. It
again shows two serially coupled mass-spring-damper systems of second order and
the parallel acting electrical power assist motor and belt and ball screw drive. The
driver controls the steering wheel angle with the manual torque MH as manipulated
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Fig. 14.32 Signal flow of a linearized steering angle control loop for an EPS steering system

variable and the torque sensor in the steering shaft acts as input to determine the
desired motor torque due to the support characteristic MM(MS, vX).

(f) Steering Angle Control with an EPS System

Automatic lateral vehicle control for lane keeping control (LKC), automatic vehicle
control (AC), or drive-by-wire control uses a controller which acts directly on the
steering actuator. The output of the steering angle controller then manipulates the
desired value Isq,d of the current control loop of the electromotor, which generates the
torque MM acting on the belt drive/gear and rack-suspension system; see Fig. 14.32.

The second-order rack-suspension system (14.4.34) can be considered as well
damped and can therefore for low frequencies approximated by a first-order system

G̃Fδ(s) = Δδf(s)

ΔFPA(s)
= KFδ

(1 + TFδs)
(14.4.38)

where TFδ follows from the undamped natural angular frequency (14.4.36) (cut-off
frequency) to

TFδ = 1

ωoFδ
=

√
m

′
Rl

2
L

2nscαcδ
. (14.4.39)

Together with the simplifying assumptions for the belt drive, recirculating ball screw
gear and the electrical motor one obtains with (14.4.30), (14.4.31)

GIδ(s) = Δδf(s)

ΔIsq,d(s)
= KIF(

1 + TqBS�s
) · KFδ

(1 + TFδs)
(14.4.40)

with the gain

KIδ = KIFKFδ = KMiBiBSηBSKFδ. (14.4.41)

If the steering angle controller is designed as an internal model controller (IMC);
see Appendix A.1.3.2. Example A.2, it holds

GδI(s) = ΔIsq,d
eδ(s)

= 1

2KIδTr

(
1 + TqBS�s

)
(1 + TFδs)

s
(
1 + Tr

2 s
) (14.4.42)
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where Tr is the time constant of a second-order realizability filter (tuning parameter).
Selecting Tr = 2TqBS� leads to a feedback PI-controller

GδI(s) = ΔIsq,d(s)

eδ(s)
= KδI

(
1 + 1

TδIs

)
(14.4.43)

with

KδI = TFδ

4KIδTqBS�

TδI =TFδ.

The closed-loop transfer function then results in

Gδδ(s) = Δδf(s)

ΔδF,δ(s)
= 1

4T 2
qBS�s

2 + 4TqBS�s + 1
. (14.4.44)

For a well-damped controller parameter tuning the steering angle control loop
may be approximated by a first-order delay

Gδδ(s) = Δδf(s)

ΔδF,d(s)
= Kδδ

1 + Tδδs
(14.4.45)

with

Kδδ =1

Tδδ =2TqBS�.

The closed-loop behavior of the EPS steering control system behaves then approx-
imately as a first-order delay and its time constant is for TqBS� ≈ 120ms, see
(14.4.30), Tδδ ≈ 240ms.

The steering angle control may be added by a feedforward control with the refer-
ence variable Δδf,d as input; see Fig. 14.32. According to Appendix A.1.2, Exam-
ple A.1 one obtains

GδI,ff(s) = ΔIsq,d(s)

Δδf,d(s)
=

(
1 + TqBS�s

)
(1 + TFδs)

KIδ (1 + Trs)2
. (14.4.46)

If the time constant of the realizability filter is selected as Tr = TqBS� it yields

GδI,ff(s) = (1 + TFδs)

KIδ
(
1 + TqBS�s

) . (14.4.47)
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Thus the feedforward controller acts as a PD element with a time lag, which means
a speed adding by-pass element parallel to the feedback controller.

The IMC controller design gives a direct relation of the controller parameters to
the constructive data of a steering system; see (14.4.43). For the final implementa-
tion test experiments have to be made, resulting eventually in controller parameter
modifications with regard to, e.g. steering comfort. Also special measures may be
introduced, e.g. for friction compensation; see Isermann (2005).

14.4.4 Fault-Tolerant EPS-Structures

In the case of faults and even failures of the electrical power steering system, the
driver can take over the required steering torque for small andmedium cars. However,
for larger cars and light commercial vehicles the EPS should be fail-operational with
regard to failures.

For automatic driving the driver is out of the loop. Automatic closed-loop systems
cover usually smaller additive and parametric faults of the controlled process. How-
ever, if the faults become larger, either sluggish, less damped, or unstable behavior
may result. The not engaged driver may then not perform the right steering command
in time. Therefore, it will be required that EPS systems in the case of automatic con-
trolled driving must have fail-operational functions in the case of certain faults, i.e.
have to be fault-tolerant.

For most components of the steering actuator system hardware redundancy is
required in form of dynamic redundancy with hot or cold standby; see Sect. 22.4,
Isermann (2011). This means that a selection of components has to be doubled.
Figure 14.33 depicts redundancy structures with different degrees of redundancy. At
first the torque sensor can be duplicated or an analytical redundancy concept can
be programmed, Schöttler (2007). In a next step, the torque sensor, the ECU, and
inverter are duplicated. The arrangement can be cold or hot standby. In the case
of a fault in one channel the other channel stays active and the faulty channel is
switched off. Case C in Fig. 14.33 has a further redundance in the windings by a
multi-phase configuration, Hayashi (2013), Yoneki et al (2013). A serial connection
of two motors is shown in Fig. 14.33D. Figure 14.33E depicts a duplication of the
complete EPS actuator. In this parallel arrangement also the gear is duplicated, Beck
and Isermann (2010), Kessler (2015). The degree of redundancy increases from case
A to E, however on cost of hardware extent, installation space, cost, and weight.
The selection of the redundancies also depends on fault-statistics for the different
components. Case C seems to be a reasonable compromise, however requires a
special motor design. In the case of a winding fault the power is reduced. In the
cases D and E, the power can be distributed differently to both motors in the normal
operating range.
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The basic behavior of suspension systems, their relevance for driving comfort and
safety, their components, and linear and nonlinear mathematical models for passive
suspensions were treated in Chapter 8. It was shown that ride quality and driving
safety are conflicting properties and that an adaptation to changing road and load
conditions can be reached with active suspensions. Therefore, this chapter considers
semi-active as well as active hydraulic suspensions. A further topic is the indirect
tire pressure monitoring based on wheel velocity and suspension sensors.

15.1 Classification of Suspension Systems

Suspension systems are classified into passive, semi-active, and active systems. Typ-
ical features are the required energy and the characteristic frequencies of the actuator.
This fact is visualized in Fig. 15.1. Some properties of suspension systems are sum-
marized in Table15.1.

Passive systems consist of invariable components with fixed parameters. Exten-
sions with extra spring-, damper-, or mass systems in order to absorb further energy
are possible. But all systems are tuned for only one fixed frequency or a set of
frequencies and vehicle mass and tire pressure.

If the system or its parameters are slowly variable, an adaptation of the suspension
is possible. Examples for these systems are load-leveling systems. Here, the initial
deflection of the spring is varied by changing the air volume of air springs or the oil
volume of hydraulic cylinders, which are installed in series to the actual spring. This
can be achieved by manual manipulation or by electromechanic / electro-hydraulic
/ electro-pneumatic systems. However, the manipulation frequency is very low.

Increasing the manipulation frequency of the slowly variable passive or adap-
tive systems leads to semi-active systems. They do not generate forces out of their
own. Therefore, they require less control energy. Here, the mode of operation is the
variation of the system’s parameters. For instance, themechanism of semi-active sus-
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Fig. 15.1 Power vs.
frequency for various
suspension systems; see
Streiter (1996)
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pension systems is the adaptation of the stiffness of the spring and/or the damping to
the actual demands. Therefore, external energy is only required to adjust parameter
changes, but not to influence the motion of the sprung or unsprung mass directly.
One distinguishes between fast and slow semi-active systems. A slow system adapts
to various car settings, e.g. mass or driving modes, whereas a fast system is able to
adapt directly to road disturbances.

Active systems provide active forceswith usually higher control frequencies, inter-
vening directly in the system dynamics. As a result, the power demand is relatively
high and increasing quadratically with the frequency. Active suspension systems
provide an extra force in addition to possible existing passive systems. This extra
force is used for compensating road disturbances and roll and pitch motions of the
body. Depending on the system’s frequency, partially and fully active systems can
be distinguished. Furthermore, there are non-, partially- and fully loaded suspen-
sion systems, depending on whether the controlled system contributes to carrying
the body. Parameter-adaptivemeans the control engineering approach how to adjust
the free parameters of semi-active or active systems based on measured suspen-
sion signals. For the sake of completeness, Fig. 15.2 gives a short survey of active
suspension systems. Various control strategies exist for these active systems. For
example, Streiter (1996) describes the control of a hydropneumatic system, in which
a hydraulic cylinder is implemented in series to a conventional steel spring. Such
systems have gone into production, e.g. Mercedes CL-Class, Pyper et al. (2003) and
Streiter (2008); see Sect. 15.4.
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Table 15.1 Classification of suspension systems, Bußhardt (1995). Natural frequencies: fB body
and fW wheel

Improvements

System Operation Demand of Max. compared to

System representation Force range range • actuators energy passive systems

(frequency) • sensors demand Comfort Safety

Passive

F

z
z

− − − − −

Slowly
variable
adaptive

F

z
z

< fB • 4 − 8
• ≥ 1

c. 50 W 15 − 20% 10 − 25%

Semi-active

F

z
z

fB − fW •4 − 8
• ≥ 8

c. 50 W 20 − 30% 10 − 25%

Active
partially
loaded

F

z
z

0 − fB •4 − 8
• ≥ 12

1 − 2 kW > 30% −

Active fully
loaded

F

z
z

0 − fW •4 − 8
• ≥ 12

1 − 2 kW > 30% ≥ 25%

Figure 8.4 summarizes the possible ranges of suspension characteristics in the
conflict diagram for passive suspensions. Compared to passive systems, semi-active
and active systems expand their operating ranges in the direction of improved driving
comfort and safety.
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Fig. 15.2 Active suspension systems; Robert Bosch GmbH (1996)

15.2 Semi-active Suspensions

The basic principles of semi-active suspension systems are briefly presented in order
to give some insight into the control functions.

15.2.1 Semi-active Dampers

The common function of conventional semi-active shock absorbers is the variation
of the throttle cross-sectional area either in fixed steps or continuously in order to
obtain multiple performance curves from a single shock absorber. In the continuous
case, a continuous valve controls the flow resistance and in the discrete case, various
throttles or throttle systems are switched on or off. The active throttle can either be
integrated into the damper or into an external bypass, which often is constructed in
the form of a ring channel. The throttle’s adjustment is achieved using an electric
motor or by means of magnet valves. The latter provide short switching times and
a continuous adjustment; see Reimpell et al. (2001) and Causemann (2008). The
fundamental function is demonstrated in Fig. 15.3.
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Fig. 15.3 Schematic of an
orifice changing semi-active
damper with a magnet valve
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During the pull cycle, the oil of the upper chamber (V1) flows through the bypass
and the spring-weighted piston valve. The rectifier valve in the piston bottom com-
pensates for a possible additional deficiency of oil in chamber two V2. Therefore, the
pressure losses in the bypass and at the spring-weighted piston valve determine the
damping forces. For the duration of the push cycle, the volume being taken up by
the piston generates an oil stream through the bottom spring-weighted valve and the
bypass. Consequently, these valves determine the damping forces for the push part of
the cycle. On account of the bypass’s role in both the push and pull cycles, the vari-
ation of the bypass’s resistance influences the damper characteristics. As illustrated
in Fig. 15.3, an electromagnetic valve controls the bypass’s cross-sectional area, but
other actuators such as electric motors are also common. The air volume VL2 is the
effect of aging or damages and results in fading effects of the damping. Figure15.4
illustrates the performance characteristics. The manipulated variable is the current
applied to an electromagnetic valve.

An extension to this principle is the variation of theworking volume. An additional
chamber with a controllable pressure is connected through additional valves. In the
case of high pressures in the piston, these valves open depending on the pressure in the
additional chamber. This supplementary influences the damper characteristics. An
important property for the potential of a semi-active suspension is the time constant
or rather response time of the actuators. The response time determines the achievable
performance of suspension controllers to react directly to road excitations.

Some years ago, a new development has arisen in the form of dampers taking
advantage of the electro-rheological ormagneto-rheological property of liquids. Both
principles are based on the alteration of the damping medium’s viscosity depending
on an applied electric or magnetic field. Commonly, these fields are applied in the
duct connecting the upper and lower chambers of a damper; for details, see, e.g.
Choi et al. (1998), Choi et al. (2001), Fees (2001), and Moosheimer and Waller
(1999). One of the salient properties of electro-rheological fluid is that it has a fast
response to an electric field and hence a wide control bandwidth; see Choi et al.
(2001). Magneto-rheological shock absorbers have many attractive features such as
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Fig. 15.4 Family of characteristics of a continuous variable damper, manufacturer’s specification

high yield strength and stable hysteric behavior over a broad temperature range;
see Yokoyama et al. (2001). In order to achieve the damping forces required for
a semi-active electro-rheological vehicle suspension system, a high electric field,
about E = 3..5 kV/mm, has to be applied; see Kim and Choi (1999). Obviously, this
requirement and the long-term stability of the fluid properties are presently obstacles
to the application in common vehicle systems.

15.2.2 Load-Leveling System

A comfortable suspension is achieved by means of soft springs. However, this
increases spring displacement. In order to maintain the vehicle-body height at an
acceptable level and have soft springs, air springs or hydropneumatic springs are
employed. The advantages of these systems are a velocity-dependent reduction of
the ride height resulting in lower aerodynamic resistance and fuel savings, an increase
in vehicle height on poor road surfaces, and enhanced stability in curves achieved
through lateral blockingof the suspension elements on a single axle; seeRobertBosch
GmbH (2011). A serial connection of a conventional steel springwith a hydraulic pis-
ton is also possible, for example, the active body control system of DaimlerChrysler;
see Sect. 15.4.3. However, these systems are in principle active suspension systems,
which include a leveling function as part of their design. Beyond this, self-pumping
dampers exist being able to regulate their level automatically. This is achieved by
taking energy out of the body’s motion. The damper uses this energy to pump itself
to a constant mean level.
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15.2.3 Semi-active Spring

Load-leveling systems can generally be used in a semi-active sense if they provide
the required manipulation dynamics. The common semi-active spring is based on
a system containing an air spring or a hydropneumatic system. The stiffness of an
air spring can be approximated according to Reimpell et al. (2001) by the following
equation:

c = n
pA2

V
. (15.2.1)

As a result, the pneumatic systems are based on the alteration of the air volume V
by addition or removal of air resulting in a change of the stiffness. This leads to a
continuously adjustable stiffness. Unfortunately, this procedure leads directly to a
changing initial deflection. In order to prevent a varying initial deflection, hydrop-
neumatic systems can be implemented, which replaces the removed air with oil or
vice versa; see Bußhardt (1995). Switchable air volumes are another possibility. This
attempts to alter the total volume of air, and thereby the stiffness without significant
change of the mean deflection. The common systems, compare Reimpell and Stoll
(1989), consist of two connected volumes. By cutting off or opening the pneumatic
connection between these volumes, two different stiffness values are achievable.
Often, the air or hydropneumatic spring is arranged in parallel to a conventional
steel spring, in order to reduce the forces and stress on these systems. Also, variable
steel spring systems exist. Their principle of operation is based upon the alteration of
the point of the force application. This is attained either by the direct shifting of the
point of application at one spring or bypassing several springs in a system of serially
arranged springs, e.g. Venhovens et al. (1993). However, the dynamic response of
these mechanical solutions is small.

15.3 Control of Semi-active Suspensions

The automatic control of semi-active suspensions is characterized bymanipulation of
the semi-active damper and/or the semi-active spring based on measurements of the
body and wheel movements. These semi-active suspensions modulate the damper or
spring by electronically controlled actuators and just superimpose additional forces
compared to the basic passive system. However, they do not deliver external power
to the suspension and are therefore not critical with regard to dynamic instability.
Figure15.5 depicts the range of adjustable force-velocity characteristics of a semi-
active damper. The individual characteristics can be adjusted by manipulation of the
current of an electromechanic bypass valve as shown in Fig. 15.3. There are mainly
the following principles to adjust the damper characteristic:

• manual adjustment of discrete fixed characteristics (e.g. soft or hard damping);
• automatic adjustment of characteristics based on vehicle movement measure-

ments.
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Fig. 15.6 Control configuration for a semi-active suspension

In the following, the last case is further considered for continuously variable semi-
active shock absorbers.

Two principles for the control of semi-active dampers can be distinguished. The
first possibility is to estimate the parameters or characteristics. Based on measured
signals of the suspension, the actual damping coefficient dB or the body mass mB
can be determined by recursive parameter estimation, as shown in Table 8.4, and
the damping coefficient or the damping characteristic can be adjusted by feedback
control; see Fig. 15.6. This is called parameter-adaptive semi-active suspension.
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The second possibility is to use themeasured suspension signals directly to change
the parameter settings of the suspension. This leads to state feedback controlled semi-
active suspensions; see Fig. 15.6.

The state variables of the simplified suspension model, Fig. 8.1, are

xT = [zW żW zB żB r ] , (15.3.1)

which are, however, usually not directly measurable. The implementation of sensors
may provide

• suspension deflection (zW − zB),
• body acceleration z̈B, and
• wheel acceleration z̈W,

such that for example the output vector becomes

yT = [
zW −zB z̈B z̈W

]
, (15.3.2)

where a selection of the variables can be made. This allows then to determine
(żW − żB) through numerical differentiation and żB and żW through numerical inte-
gration. Usually the suspension deflection (zW − zB) is not measured, because of
costs. However, mass produced airbag sensors can be used to measure the accelera-
tion z̈B and z̈W. The state variables (15.3.1) as absolute values may be reconstructed
by using the Kalman filters; see Bußhardt (1995).

15.3.1 Parameter-Adaptive Semi-active Dampers

The characteristic of this method is the successive parameter estimation and damp-
ing control in a loop, see Fig. 15.7. In the first step, the unknown coefficients are
estimated as shown in Sect. 8.3.1. The actual damping dBact is compared with a
reference value dBref , which either is given externally or is calculated internally by
the estimated values. The shock absorber is adjusted by an electrical voltage Ud,
respectively, and a current Id. This method is applicable for relatively slowly chang-
ing conditions like damping fluid temperature, tire pressure, or changing load. The
concept is characterized by the feedback control of an estimated coefficient, based
onmeasured variables. It adapts the real (estimated) damping coefficient dBact to the
desired set point dBref . The damping coefficient is estimated based on measurements
of the suspension deflection (zW − zB) and the body acceleration z̈B; see Table 8.4.
As an example, Fig. 15.8 shows a result of a test rig experiment. The body mass mB
was changed from 260 kg to 340 kg. The damping factor D of the body mass was
set to

Dref = dB
2
√
cBmB

= 0.7, (15.3.3)
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Fig.15.7 Suspension control principlesa state variable feedback bparameter adaptation (parameter
feedback)

assuming a linearized damper and neglecting the motion of the wheel. The damping
coefficient dB(t) is adapted automatically to the higher load by a PI controller with
sampling time T0 = 5ms, so that the damping factor remains approximately constant.
The behavior of the estimated damping for both body masses after a stepchange on
the wheel side can be seen in Fig. 15.8.

The results of the parameter estimation can also be used to select a damper char-
acteristic out of discrete sets, as in Fig. 8.9.

15.3.2 State Feedback Controlled Semi-active Suspensions

The measured signals y of the suspension can be directly used to manipulate the
semi-active suspension, as shown in Fig. 15.7a. The following description uses first
the measured suspension deflection (zW − zB).

To describe the principle, a linear model of the suspension is assumed. By chang-
ing the damper actuator, an additional force ΔFD is supposed to be introduced
between body and wheel mass; see Fig. 15.5. This results in the following momen-
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tum balances for the body and the wheel

mB z̈B = cB (zW − zB) + dB (żW − żB) + ΔFD − FB, (15.3.4)

mW z̈W = cW (r − zW) − cB (zW − zB) − dB (żW − żB) − ΔFD; (15.3.5)

compare (8.1.3) and (8.1.4). These equations can be directly transformed to a state-
space form

ẋ(t) = Ax(t) + Bu(t) + Fυ(t), (15.3.6)

y(t) = Cx(t) + Du(t) + Gυ(t), (15.3.7)

with the state variables of suspension deflections

xT = [(zW − zB) (żW − żB)] (15.3.8)

and

uT = ΔFu,

yT = [
z̈B Fzdyn

]
,

vT = [υ − zW FB] ,

(15.3.9)
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with

A =
[

0 1

−cB
(

1
mW

+ 1
mB

)
−dB

(
1

mW
+ 1

mB

)
]

,

B =
[

0

−
(

1
mW

+ 1
mB

)
]

,

C =
[ cB
mB

dB
mB

0 0

]
,

D =
[ 1
mB

0

]
.

(15.3.10)

The used outputs are z̈B and Fzdyn because they will be used for the control
performance criterion. In case of semi-active systems, the additional force ΔFu has
to be generated by the adjustment of the suspension parameters cB and dB. For the
linearized system, the spring and damper forces are as follows:

FS(k) = cB(k) (zW(k) − zB(k)) , (15.3.11)

FD(k) = dB(k) (żW(k) − żB(k)) . (15.3.12)

By dividing the parameters cB and dB in a constant value (cB0 and dB0) and a changing
part, these equations can be converted to

cB(k) = FS(k)

zW(k) − zB(k)
= cB0 + ΔFSu(k)

zW(k) − zB(k)
, (15.3.13)

dB(k) = FD(k)

żW(k) − żB(k)
= dB0 + ΔFDu(k)

(żW(k) − żB(k))
. (15.3.14)

Hence, the extra force Fu is divided into the additive parts ΔFSu and FDu for the
spring and damper, respectively.

The state-space model is then transformed into discrete-time form

x(k + 1) = Ax(k) + Bu(k) + Fv(k), (15.3.15)

y(k + 1) = Cx(k) + Du(k) + Gv(k), (15.3.16)

and a state feedback controller

u(k + 1) = −kT x(k), (15.3.17)

or a minimum-variance controller is designed by minimization of the performance
criterion,

I (k + 1) = E

{

q0

(
z̈B(k)

g

)2

+
(
Fz,dyn
Fz,stat

)2
}

. (15.3.18)
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Simulation results have then shown that for a given road profile as excitation r(k)
compared to a passive suspension, the mean body acceleration E {z̈B} for wheel side
excitation can be improved by 23% with the variable damper, 30% with the variable
spring, and 46% for the combined variable spring and damper; see Bußhardt (1995).

However, the experimental results at the test rig have shown that with a semi-
active damper and a sampling time of T0 = 5 ms, only an improvement of 10%
could be obtained, i.e. only half of the improvement results from simulations. The
reason is the time delay of the magnetic valve of the damper, the time delay of a
required low pass filter, and the computation time which sum up to about T∑ ≈ 30
ms. Simulations have shown that the time delay should be T∑ ≤ 10 ms and the
manipulation range of the damping factor should be increased to result in significant
improvements. In contrast to the slowly reacting parameter estimation-based adaptive
dampers in Fig. 15.7b, the state variable feedback controlled damper according to
Fig. 15.7a changes the damping characteristic very fast. However, this requires a fast
magnetic valve actuator.Another state-space-based nonlinear control of a semi-active
suspension is considered in Dessort and Chucholowski (2017).

Commercially available semi-active dampers use as inputs for control mainly
sensors for body acceleration in the front and rear part of the vehicle and sensors for
wheel acceleration at each wheel; see Kutsche and Rappelt (2006) and Causemann
(2008). This allows to obtain measures for comfort and safety. Modified skyhook
algorithms are applied. The continuousmanipulation of the damping forces leads to a
reduction of the body movements, improvements for rolling and pitching, reduction
of vibrations < 3 Hz, and reduction of the braking distance for rough roads.

15.4 Active Suspensions

The parametrization of passive suspension systems has shown that trade-offs between
ride quality and driving safety have to be made. Improvements in one direction
are mostly only obtained at the expense of deterioration in other directions. The
behavior can be improved by adding controlled actuators in the suspension. The semi-
active suspensions lead to better individually tuned passive suspensions or better
adaptation to the actual excitations from the road or from driving. However, active
suspensions, which supply additional forces by using an external energy source,
result in more significant improvements; compare Figs. 15.1 and 15.2. The goal of
active suspensions is to improve the ride comfort and driving safety by optimally
dampened vibrations, oscillations, and roll and pitch movements.

15.4.1 Active Suspension Principles

Active suspension systems are usually designed with hydraulic, hydrodynamic, or
pneumatic actuators. Figure15.9 shows some principles in addition to Fig. 15.2. The
hydraulic systems contain a cylinder as shown in Fig. 15.2a either parallel or serial
to steel springs which carry the static load. Figure15.9 depicts a version with a serial
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spring-mounted point adjustment. These hydraulic systems require an hydraulic
pump and an accumulator for fast actuation and damping of oil pressure oscillations.
The hydropneumatic system has in addition to the hydraulic cylinder a hydropneu-
matic spring, where gas and fluid are separated by a membrane. Pumping in and out
of oil is used for low-frequency control with magnetic valves and the hydrodynamic
spring for higher frequency control. Historically, the hydropneumatic suspensionwas
developed byCitroën and used first in 1954 for rear suspensions. A nitrogen reservoir
with pressure until 75 bar within a suspension sphere is separated from hydraulic oil
through a rubber/steel membrane. An engine-powered hydraulic pump pressurizes
the oil to an accumulator sphere and the suspension cylinders. The suspension works
by means of a piston pressuring the fluid with about 150 − −180 bar into the sphere,
where a valve in the entrance to the sphere causes a resistance for damping. Some
advantages of this kind of hydropneumatic system are the progressive spring rate,
such that it adapts continuously to the load, and an automatic level control of the
body, however on the cost of complexity.

Active air suspensions use bellows with control valves which are connected to
an air accumulator and an air compressor; see, e.g. Folchert (2006) and Hilgers
et al. (2009). The manipulated air pressure in the bellows allows then directly to add
additional forces.

The air supply system can be open to the atmosphere or closed. The stiffness of
an air spring is, see, e.g. Reimpell and Stoll (1989) and Isermann (2005),

c = npi(z)
A

zBW
. (15.4.1)

It is inverse proportional to the deflection zBW and therefore progressive and pro-
portional to the pressure pi. With changing load, the pressure increases and also
the stiffness. Therefore, the oscillating behavior does not change for varying load
because the natural frequency ω0 = √

c/mveh becomes independent on the vehicle
mass mveh. In addition, the stiffness can be varied by changing the pressure. If com-
bined with a level control of the body, the air spring operates, different from steel
springs, in a constant middle operating position, and the travel ways to stop buffers
are not reduced. The damping can be realized in a conventional way with hydraulic
shock absorbers. However, a damper system can be integrated with two bellows,
where the airflow between both chambers is manipulated by a valve; see Heissing
and Ersoy (2011) and Sommer (2003). By switching to an additional air volume, the
stiffness can be varied to a larger extent, and a selection from comfortable to sporty
modes becomes possible; see Hilgers et al. (2009). Another type of active suspension
is active stabilizers which can be used to control and damp the rolling behavior. The
stabilizer actuators are usually hydraulic.

15.4.2 On Active Suspension Control

Historically, there are two theoretical control principles, the skyhook and the ground-
hook strategy. The skyhook control strategy aims to increase the driving comfort by
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keeping the vehicle body calm, independent of the driving state and road surface.
The goal is to decouple the movement of the body from the excitation of the road.
Therefore, the idea is to connect the body with an ideal damper to the "sky". The
required damping force then becomes, Karnopp (1979) and Karnopp (1987),

FDB = dsky żB. (15.4.2)

This skyhook strategy can also be used for the design of semi-active suspensions.
However, the dynamic tire forces are not taken into account, which are relevant for
driving safety. The groundhook control aims to improve the safety by reducing the
vertical dynamic wheel forces. The idea is therefore that the wheel is connected by
a damper to the road. The damping forces are then

FDW = dground (żW − ṙ) . (15.4.3)

However, as both aspects, comfort and safety, have to be considered, optimized
suspension control tries to optimize a performance criterion for stochastic road dis-
turbances

J = E

{

q0

(
z̈B(t)

g

)2

+
(
Fz,dyn(t)

Fz,stat

)2
}

, (15.4.4)

where it is assumed for the design that the disturbances have a zeromean value. There
exist many publications on the control of active suspensions. For example, the design
of linear quadratic (LQ) state feedback is considered by Salman et al. (1988), Yue
et al. (1989), Krtolica and Hrovat (1990), and Ursu et al. (1997). Nonlinear robust
control is treated by Alleyne and Hedrick (1995) and Roukieh and Titli (1993). H∞
controller designs can be found in Hayakawa et al. (1999) and Wang et al. (2001).
See also Rajamani (2012). Also, preview information is taken into account, as in Oya
(1998), Yue et al. (1989), Karlsson et al. (2001), Dessort and Chucholowski (2017),
and Strom and Lohmann (2017).

15.4.3 Active Hydraulic Suspension

As an example, the active body control system (ABC) of Mercedes is considered;
see Streiter (1996) and Streiter (2008). Figure15.10 shows a test rig for this fully
loaded hydraulic systemwhich is of a typewith spring-mounted point adjustment; see
Robert Bosch GmbH (2011). It consists of a hydraulic plunger, which is connected in
series with a steel spring. The damper connects directly the body and the wheel. The
plunger is connected to a motor-pump unit, which provides a controlled hydraulic
flow from/to a hydraulic accumulator. The test rig replaces a quarter of a real car with
suspension arms, a real tire, and an appropriate bodymass. A realistic road excitation
is simulated by the vertical movement of the base plate. The test rig is equipped with
a variety of sensors, whereas the presented algorithms are based on a sensor setup
that can be suitable for automotive production. The sensor setup complies sensors for
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Fig. 15.10 Schematic of the active hydraulic suspension (ABC) on a test rig; see Fischer (2006)

the suspension deflection zWB, the body acceleration z̈B, the plunger position zP, the
hydraulic pressure at both sides of the pump (p1, p2), the motor speed ωM, voltage
uM, and current iM. In the following, the modeling of the different components of the
electro-hydraulic suspension system such as hydraulic accumulator, hydraulic lines,
motor, pump, plunger, and suspension system is performed according to Fischer
(2006) and Isermann (2003).

Using the momentum balance with forces, the differential equations for the body
and the wheel mass can be derived

mB z̈B(t) = Fhyd(t) + FD(t), (15.4.5)

mW z̈W(t) = Fzydn(t) + FS(t), (15.4.6)

where Fhyd describes the plunger force and FD the damper force to the body. The
steel spring and the wheel can be approximated by a linear spring in their operating
point, leading to the following forces:

FS(t) = cB (zWB(t) + zP(t)) , (15.4.7)

Fzdyn(t) = cW (zS(t) − zW(t)) . (15.4.8)

The hydraulic plunger force Fhyd results with the plunger’s effective cross-sectional
area AP. Neglecting friction and mass effects, the forces Fhyd and FS are identical

Fhyd(t) = FS(t) = Ap pP(t). (15.4.9)
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The strongly degressive course of the dampers characteristic curve is usually
described by a nonlinear equation with two different square root characteristics and
an equal Coulomb force for compression (+) and decompression (−) of the damper
(Bußhardt 1995; Majjad 1997), compare (8.2.16),

FD(t) = dB+,−
√|żWB(t)| sign (żWB(t)) + FC sign (żWB(t)) . (15.4.10)

The suspension arms are not modeled separately, as their transmission ratio is
included in the physical parameters Ap, cB, and dB; compare Würtenberger (1997).

The motor is modeled as a DC motor with

uM(t) = RMiM(t) + LM i̇M(t) + ψωM, (15.4.11)

J ω̇(t) = ψMiM(t) − MLoad(t), (15.4.12)

where RM is the armature resistance, LM the armature inductance, ψ the motor back
electro-motive force constant,ψM themotor torque constant, J the moment of inertia
of the motor, and ω the angular speed.

The motor drives a positive displacement pump that produces the hydraulic vol-
ume flow V̇ and generates the load torque MLoad

MLoad(t) = VZ0 (p2(t) − p1(t)) + MR2 sign (ω(t)) ω2(t), (15.4.13)

V̇ (t) = VZ0ωM(t) − kL (p2(t) − p1(t)) , (15.4.14)

where VZ0 is the basic volume of the pumpe, MR2 its friction torque, and kL an inner
pump leakage coefficient.

The hydraulic lines are modeled considering a laminar and an inductive hydraulic
resistance resulting in the following equation for the pipe pressure loss:

Δp(t) = RV̇ (t) + LV̈ (t). (15.4.15)

The hydraulic accumulator is modeled by an air spring with effective stiffness caccu

ṗaccu = −caccuV̇accu(t). (15.4.16)

As result of the serial arrangement of plunger and body spring, the elasticity of the
hydraulic liquid in the plunger is neglected as well as friction and gap losses. Hence,
the following equations for the plunger can be obtained:

żP(t) = 1

Ap
V̇ (t), (15.4.17)

pP(t) = cB
Ap

· (zWB(t) + zP(t)) . (15.4.18)
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Table 15.2 Parameter estimation equations of the test rig

Co mponent Estimation equations Parameters

Estimated known

Plunger (Volume) żP(t) = VZ0
A ω(t) −

kL
A (p2(t) − p1(t))

VZ0,ω0, kL Ap

Plunger (Force) p2(t) =
cB,PF
A (zWB + zP) (t) +

p2,0 +RPFVZ0ω(t) +
LPVZ0ω̇(t)

cB,PF, RPF, LP, p2,0PF A, VZ0

Suspension
(hydraulic)

z̈B(t) = Ap
mB

p2(t) −
ApRp2 VZ0

mB
ω(t)

+ dBi,p2
mB

żWB(t) +
FC,p2
mB

sign (żWB(t))

A, Rp2, dB+,p2,

dB−,p2, FC,p2

mB

Suspension
(mechanic)

z̈B(t) =
cB,zP
mB

(zWB(t) + zP(t))

+ dB,i,zP
mB

żWB(t) +
FC,zP
mB

sign (żWB(t))

cB,zP , dB+,zP , dB−,zP ,

FC,zP

mB

Motor uM(t) =
RMiM(t) + ψωM(t)

RM,ψ

Pump i(t) =
VZ0
ψM

(p2(t) − p1(t)) +
J

ψM
ω̇(t)

+ MR2
ψM

sign (ω(t))ω2(t)

ψM, cS,M, MR2, J ,

p10,M
VZ0

Hydraulic accumulator p1(t) =
−cS,SVZ0

∫
ω(t)dt +

p1,0 −RSVZ0ω(t) −
LSVZ0ω(t)

cS,S, p10,S, RS, LS VZ0

The models of all components are combined and used for substituting nonmea-
sured signals. The resulting equations are summarized in Table15.2. As these equa-
tions only contain measured signals, parameter estimation can be applied to estimate
the coefficients. In order to calculate particular physical parameters, some parame-
ters have to be known a priori. As noted in the last column of the table, by successive
calculation of the physical parameters of the various equations, all physical parame-
ters can be obtained with only some parameters known a priori. Details are described
in Fischer (2006). The dynamic models of this active hydraulic suspension can be
used for the design of the control system and can be used for model-based fault
diagnosis.
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The parameters of the active hydraulic suspension have been estimated on the test
rig of Fig. 15.10. The base plate was excitedwith ameasured road profile for vX = 15
m/s. The power density spectrum is depicted in Fig. 15.12 and shows resonance fre-
quencies around 1 to 2Hz for the body and around 12Hz for thewheel. The estimated
parameters with the DSFI-method (discrete square root filtering information form)
are exemplarily shown in Fig. 15.13 for the mechanical part of the suspension; see
Table15.2, fourth row. They converge within a few seconds. For more details, see
Fischer et al. (2004) and Fischer (2006).

Themodels of Table15.2 have been used to develop amodel-based fault diagnosis
system for the considered active suspension system; see Fischer (2006).

The control system for the active hydraulic suspension system on the test rig is
depicted in Fig. 15.11. It consists of a cascaded control with a q-current controller
of the brushless DC motor applying field-oriented control in the lowest level and
a superimposed motor speed controller, which obtains its reference value from the
body controller. The body controller is based on a state-space controller. It uses the
state variables suspension deflection zWB, body velocity żB, and body acceleration
z̈B.

The combination of theABC systemwith a laser-aided road profile sensing allows
a chassis-controlwith preview; see Streiter (2008). Itwas demonstratedfirst timewith
the research vehicle F700 from Mercedes called PRE-SCAN and has demonstrated
further progress in ride comfort.

15.5 Tire Pressure Monitoring withWheel and Suspension
Sensors

A survey conducted by Michelin in 2006 has shown that only 6.5% of the 20.300
inspected cars had the required tire pressure at all four wheels. More than 39.5%
of the cars had at least one extremely underinflated tire (<1.5 bar); see Bridgestone
(2007). It is well known that it is dangerous to drive with underinflated tires. First of
all, the risk of an accident increases due to the worse vehicle dynamic properties and
the increased probability of a tire burst. Because of the increasing deformation, the
tire heats up and its structure destabilizes; see Normann (2000). Furthermore, tire
deflation increases fuel consumption and tire wear.

There are different approaches to monitor the tire pressure. Directly measuring
systems use pressure sensors for tire pressure measurement; see Normann (2000),
Mate and Zittlau (2006), and Wagner (2004). However, battery for power supply
and wireless data transmission increase the complexity and costs of such systems.
Due to extreme environmental conditions like a large operating range of temperature
and high accelerations, the sensor unit in the tire has to be very robust. Therefore,
alternatives like indirectly measuring systems are desired. Indirectly measuring sys-
tems estimate the tire pressure using sensor signals of the wheel or the suspension
which may be already available for other vehicle dynamic control systems and are
influenced by the tire pressure. Thus, the wheel speed ω and the vertical wheel
acceleration z̈W can be used for indirect tire pressure monitoring.
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Fig. 15.13 Parameter estimation results of Eq. (15.4.5) and Table15.2

15.5.1 Comparison ofWheel’s Speeds

One option for indirect tire pressure monitoring is to compare the wheel speeds. As
shown in Fig. 15.14a, the vertical force FZ of a tire is supported by the tire wall with
its stiffness cW and by the pressure p inside the tire. A loss in tire pressure will result
in an increase of the contact area Ac and an increasing compression of the tire wall.
Both result in a decrease of the dynamic tire radius rdyn. Therefore, the wheel speed
increases to achieve the same velocity; see Persson et al. (2002) and Mayer et al.
(1996). However, with increasing speed, the tire radius increases again because of
centrifugal and speed-dependent stiffness effects. This compensates for a part of the
tire radius reduction.
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Fig. 15.14 Influence of tire
pressure on a wheel radius; b
torsional wheel oscillations
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As the exact velocity of a vehicle is unknown, the wheel speeds can only be
compared among one another. Therefore, an equal loss of pressure in all tires cannot
be detected. To evaluate the differences among the wheel speeds, different residuals
can be composed. One option to detect differences among the wheel speeds is by
using the relative wheel speed difference

rrel,i = ωi − ω̄

ω̄
with i ∈ {fl, fr, rl, rr}, (15.5.1)

where ω̄ denotes the mean value of all wheel speeds

ω̄ = ωfl + ωfr + ωrl + ωrr

4
. (15.5.2)

Another option to evaluate the wheel speed differences is to compute a diagonal
wheel speed difference

rdiag = (ωfl + ωrr) − (ωfr + ωrl)

ωfl + ωfr + ωrl + ωrr
. (15.5.3)

This residual already contains some compensation of disturbing influences by its
way of computation. As only one residual is computed, it fails to locate the deflated
tire.

In Mayer et al. (1996), wheel speed ratios of two neighboring wheels

rrat = ωi

ω j
− 1 with i, j ∈ {fl, fr, rl, rr; fl, fr, rl, rr} (15.5.4)

are introduced to detect changes among the wheel speeds.
Figures15.15 and 15.16 show the application of the residuals (15.5.1) to (15.5.4)

to measured data of a test vehicle Opel Omega 2.0i performing a straight driving
maneuvre. Figure15.15 shows the results froma test drivewhere all tireswere inflated
with the recommended tire pressure of 2.0 bar. The wheel speed ratios rrat,fl,rl and
rrat,fr,rr are a little smaller than 0. These ratios are composed of a front wheel speed
in the numerator and a rear wheel speed in the denominator. As the rear wheels
are the driven wheels, they are subject to a higher wheel slip. Therefore, the rear
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Fig. 15.15 Residuals for the
evaluation of wheel speed
differences, straight driving,
pi = 2.0 bar with i ∈{fl, fr,
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Fig. 15.16 Residuals for the
evaluation of wheel speed
differences, straight driving,
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wheel speeds are a little larger than the ones at the front wheels and cause the small
deflection of these residuals.

Figure15.16 shows the results from a test drive where the pressure of the left rear
tire was reduced to 1.5 bar. A comparison of these results with that from Fig. 15.15
shows that all three criteria react to the deflationwith at least one residual. The relative
difference of the left rear tire rrel,rl is larger than the remaining ones. This indicates
an increasing ωrl of the left rear tire. This influences also the corresponding wheel
speed ratios rrat,fl,rl and rrat,fr,rr in an increasing and decreasing manner, respectively.
Both methods, eqs. (15.5.1) and (15.5.4), allow a location of the inflated tire. This is
not possible using the diagonal difference rdiag. In the case of a slalom maneuver, all
residuals are affected by cornering. Therefore, a curve compensation by taking the
lateral speed differences into account was developed. This allows to detect a deflated
tire also during cornering; see Wesemeier (2012).

15.5.2 TorsionalWheel Speed Oscillations

At the mantle of a tire, a disturbance torque TD is generated by variations in the
street height and the friction coefficient. This and the elasto-kinematic suspension
causes oscillations which are transferred from the wheel speed at the mantle ωM to
the wheel speed ω of the wheel rim; see Persson et al. (2002) and Prokhorov (2005).
As shown in Fig. 15.14b, the tire possesses a torsional stiffness c′

t and a damping
factor d ′

t . Balance equations of torques at the mantle lead to

J1ω̇M = TD − c′
tθ − d ′

t θ̇, (15.5.5)

and at the wheel rim

J2ω̇M = c′
tθ + d ′

t θ̇, (15.5.6)

where J1 and J2 are the moments of inertia of the mantle and the rim, respectively.
The twist angle θ between mantle and rim results from θ̇ = ωM − ω. Applying the
Laplace Transformation and inserting Equation (15.5.6) in (15.5.5) yield the transfer
function

G(s) = ω(s)

TD(s)
= d ′

t s + c′
t

J1 J2s3 + (J1 + J2)d ′
t s

2 + (J1 + J2)c′
ts

. (15.5.7)

As the torsional tire stiffness c′
t is dependent on the tire pressure, changes of it can

be detected by applying spectral analysis methods to the wheel speed ω.
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G( z )

q(k) y(k)

Fig. 15.17 Assumed composition of signals for parametric spectral estimation

(a) Parametric Spectral Analysis
To detect changes of the tire pressure from changes in a signal′s spectrum, a time-
dependent analysis in the frequencydomainhas to beperformed.This canbe achieved
by methods of parametric spectral analysis. Using parametric spectral analysis, a
signal y(k) is assumed to be composed as an output of a linear shaping filter G(z)
excited by white noise q(k), e.g. Isermann (2005), as shown in Fig. 15.17.

Following the Wiener–Lee relation, the power spectral density (PSD) Syy( f ) of
the output of the filter G(z) is obtained from Sqq( f ) of the input noise by

Syy( f ) = Sqq( f ) |G(z)|2 = σ2
q |G(z)|2 , (15.5.8)

where σ2
q is the variance of the white noise q(k). For determination of the PSD

Syy( f ), the parameters of the shaping filter G(z) and the variance σ2
q have to be

estimated. Locations of spectral peaks are given by the resonance frequencies of the
shaping filter. Following Kammeyer and Kroschel (2006), the filter G(z) is modeled
in autoregressive form with the discrete difference equation

y(k) = q(k) − a1y(k − 1) − ... − an y(k − n) (15.5.9)

in order to receive a linear parameter estimation problem. The model parameters
a1, ..., an can be estimated using least squares parameter estimation (LS). Another
option for the identification of a dynamic system is the total least squares parameter
estimation (TLS) where input and output of a system are assumed to be corrupted by
noise; see Isermann and Münchhof (2011). Both methods result in good results. For
a detailed description of the parametric spectral estimation methods, see Wesemeier
(2012).

(b) Power Spectral Density (PSD) of the Wheel Speed
Themethod of spectral analysis is nowapplied to themeasuredwheel speeds from the
test vehicle. As frequency components influenced by the tire pressure are expected
between 40 Hz and 50 Hz (Persson et al. 2002; Prokhorov 2005), a band pass filter
is applied to focus the analysis to a smaller frequency range. Figure15.18 shows the
PSD of a rear tire which was inflated with the recommended pressure of 2.0 bar.
In Fig. 15.19, the tire pressure was reduced to 1.5 bar. The PSD from a fast Fourier
transformation (FFT) has many peaks such that the frequency of the resonance max-
imum is hard to detect. The PSDs from the parametric spectral analysis are much
smoother. The PSD using LS spectral analysis matches the general trend of the FFT
quite well. Although the maximum of the PSD using TLS is far too large, the res-
onance frequencies fres where the maxima are located are almost the same for all
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Fig. 15.19 Time-dependent
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three methods. In the LS spectrum, the resonance frequency is given by 43.3Hz. In
Fig. 15.18, the resonance frequency of the deflated tire decreases to 42.1 Hz, i.e. by
a difference of 1.2 Hz or 2.7%.

(c) Time-Dependent Spectral Analysis of the Wheel Speeds
Applying recursive parameter estimation methods, a time-dependent spectral analy-
sis can be performed. A new set of resonance frequencies is then calculated in each
time sample. Instead of the resonance frequency fres, the natural frequency f0 can be
used; see Wesemeier and Isermann (2008). Figures15.19 and 15.20 show the results
of the spectral analysis of a straight driving maneuver. In (a), the result using least
squares is shownwhile (b) shows the result using total least squares. In Fig. 15.19, all
tires are inflated with the correct tire pressure of 2.0 bar. After some larger variations
resulting from insufficient data for a reliable parameter estimation, all estimated nat-
ural frequencies f0 converge around 43 Hz for both estimation methods. When the
pressure of the right rear tire is reduced to 1.5 bar, f0 of the rear tires is smaller
than that of one of the front tires; see Fig. 15.20. The smallest f0 is estimated for
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Fig. 15.20 Time-dependent
spectral analysis of the wheel
speeds of a straight driving
maneuver, pi = 2.0 bar with
i =fl,fr,rl; prr = 1.5 bar. a
LS spectral analysis, b TLS
spectral analysis
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Fig. 15.21 Natural
frequencies of the wheel
speeds of the left (a) and
right (b) rear tire using total
least squares and different
tire pressures at the right rear
tire
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the deflated right rear tire. As the rear axle is the driven axle featuring a differential
gear, the left rear tire is also influenced by the tire deflation.

Figure15.21 shows the natural frequencies of the rear tires using total least squares
spectral analysis for several test drives. The right rear tire in b) was inflated with
different tire pressures while the pressure of the left rear tires in a) was kept constant.
A correlation between tire pressure and natural frequency is observable. The lower
the pressure of the right rear tire, the smaller is its natural frequency. f0 of the left
rear tire is less affected by the deflation of the right rear tire.

15.5.3 VerticalWheel Acceleration

Other signals from the suspension system are also influenced by the tire pressure; see
Börner et al. (2002),Weispfenning (1996), andBörner et al. (2002). These are, e.g. the
spring deflection zW B , vertical body acceleration z̈B , or vertical wheel acceleration
z̈W . Figure15.22 shows the schematic of a vehicle suspension system as a quarter
car. Excited by variations in road height zT, the vertical displacement zW of thewheel
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Fig. 15.22 Quarter car
model

zT

z , zW  W 

zWB

z , zB  B 

with its mass mw and the vertical displacement zB of the vehicle body with its mass
mb are subject to oscillations. The wheel is connected to the vehicles body by the
suspension system represented by the spring stiffness cb and the shock absorbers
damping factor db. The wheel’s elastic properties can be expressed by the vertical
tire stiffness ct . The tires damping factor dt is very small such that it can be neglected.
Following first principles, the following equations concerning the balance of forces
can be derived

mb z̈B = db(żW − żB) + cb(zW − zB), (15.5.10)

mw z̈W = −dt(żW − żB) − cb(zW − zB) + ct(zT − zW). (15.5.11)

As the body motion zB, żB is much slower than the wheel motion zW, żW, it can be
neglected to derive a transfer function from the road height zT to the displacement
of the wheel zT; see Börner et al. (2002). Applying the Laplace transformation of
equation (15.5.10) and inserting zB = 0 result in the transfer function

G1(s) = zW(s)

zT(s)
=

ct
cb+ct

mw
cb+ct

s2 + db
cb+ct

s + 1
. (15.5.12)

The transfer function from variations in road height to the vertical wheel acceleration
z̈W is then given by

G1(s) = z̈W(s)

zT(s)
=

ct
cb+ct

s2

mw
cb+ct

s2 + db
cb+ct

s + 1
. (15.5.13)

As the tire stiffness ct depends on the tire pressure, changes in the tire pressure can
be observed as changes in the spectrum of the vertical wheel acceleration.
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Fig. 15.23 Estimated PSD of the vertical wheel acceleration, a p = 2.0 bar and b p = 1.5 bar,
v = 80 km/h

(a) Power Spectral Density of the Vertical Wheel Acceleration
The third investigated method for indirect tire pressure monitoring is to use the sen-
sorsmeasuring the verticalwheel acceleration; seeBörner et al. (2002) andWeispfen-
ning (1996). These acceleration sensors are already available for semi-active shock
absorbers; see Kutsche and Rappelt (2006). The spectral analysis methods are also
applied to these signals. Figure15.23a shows the estimated power spectral densi-
ties of the right rear tire of a test drive with a tire pressure p = 2.0 bar using a
straight driving maneuver. Figure15.23b shows the estimated PSDs of a test drive
with p = 1.5 bar using the same maneuver. The PSDs resulting from least squares
and total least squares spectral analysis and using of FFT are shown. In both figures,
the general trend of all three PSDs is very similar. As observed before in Sect. 15.5.2,
the maximum of the PSD using total least squares is too large. But the frequencies
where the maxima of the PSDs using TLS are located agree with that from least
squares spectral analysis and the PSD from FFT. The frequency with the PSD using
least squares has its maximum changes from 14.6 Hz at a tire pressure of 2.0 bar to
13.1 Hz at a tire pressure of 1.5 bar, i.e. by 1.5 Hz or 10 %. Filtering of the oscillation
was not required because of a good signal/noise ratio.

(b) Time-dependent Spectral Analysis of the Wheel Speeds
The time-dependent spectral analysis in Fig. 15.24 results in a natural frequency f0
14Hz for all tires using least squares and total least squares spectral analysis when
all tires are inflated with a pressure p = 2.0 bar. In Fig. 15.25, the right rear tire′s
pressure is reduced to 1.5 bar. Its natural frequency f0 differs significantly from the
f0 of the remaining tires. The difference of f0 between correctly inflated tires and
underinflated tire is largerwhen the total least squares spectral analysis is used instead
of the least squares spectral analysis. Figure15.26 shows the natural frequencies f0
of the rear tires using the total least squares spectral analysis. The tire pressure of the
right rear tire in b) is varied from 1.0 bar to 2.5 bar and the left rear tire′s pressure in
a) is kept constant to 2.0 bar. A significant dependency between tire pressure and f0
can be observed at the right rear tire. There is no influence of the deflation on the left
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Fig. 15.24 Time-dependent
spectral analysis of the
vertical wheel accelerations
of a straight driving
maneuvre, pi = 2.0 bar with
i =fl,fr,rl,rr. a LS spectral
analysis, b TLS spectral
analysis  t  [s]
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Fig. 15.25 Time-dependent
spectral analysis of the
vertical wheel accelerations
of a straight driving
maneuvre, pi = 2.0 bar with
i = fl,fr,rl; prr = 1.5 bar. a
LS spectral analysis, b TLS
spectral analysis  t  [s]
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rear tire′s f0 observable. The deflection of f0 of the right rear tire is larger compared
to the deflection of f0 by using the wheel speed oscillation.

15.5.4 Comparison and Fusion of theMethods

The properties of the investigated three methods are summarized in Table15.3. The
residualswhich evaluate thewheel speed differences feature low computational effort
compared to the spectral analysis methods. The relative differences of the wheel
speeds, the wheel speed ratios, and the spectral analysis of the vertical wheel accel-
eration show a good response to a deflated tire. The response of the spectral analysis
of the torsional wheel speed oscillations is worse and it is more sensitive to dis-
turbances. This is because of the small changes in the resonance frequency. (This
may for the shown example be partly due to the location of the wheel speed sensors
which for the investigated car are located at some distance to the wheel and close to
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Fig. 15.26 Natural
frequencies of the vertical
wheel acceleration of (a) the
left and (b) the right rear tire
using total least squares and
different tire pressures at the
right rear tire
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Table 15.3 Properties of indirect tire pressure estimation methods (+ positive, ++ very positive, -
negative)

Computational
effort

Size of
deflection

Disturbance
sensitivity

Localization
ability

Relative tire
deflation

Absolute tire
deflation
detection

1. Wheel speed
comparison

(a)
Relative
difference

+ ++ - + + −

(b)
Diagonal
difference

++ + + − + −

(c)
Wheel speed
ratios

+ ++ ++ + + −

2. Wheel
speed spectral
analysis

− + − + + +

3. Vertical
wheel
acceleration
spectral
analysis

− ++ ++ + + +

the differential gear.) Using the vertical wheel acceleration, the total least squares
spectral analysis reacts more sensitive to changes in the tire pressure than the least
squares spectral analysis. This allows a more accurate estimation of the tire pressure.
This vertical wheel speed acceleration is available in series production semi-active
shock absorbers; see Kutsche and Rappelt (2006). The residuals for the evaluation of
wheel speed differences only work for the detection of the deflation of a single tire. A
deflation of all tires therefore cannot be detected. However, this can be achieved with
the spectral analysis methods by setting a lower bound for the natural frequencies.
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To combine the advantages of the different methods and to improve the reliability
of the indirect tire pressure monitoring systems, at least two methods using different
signals can be combined. This can be achieved with a fuzzy-logic evaluation; see
Wesemeier (2012). The changes of different residuals can be combined such that
an increasing number of deflected residuals increase the probability of detecting
a tire deflation. To incorporate redundancy, at least one residual for wheel speed
comparison and the spectral analysis of at least one signal preferably the vertical tire
acceleration should be used. The accuracy of the spectral analysis can be improved
if the difference of the natural frequency from a reference value calibrated at the
correct tire pressure is used. Additionally, the absolute natural frequency should be
monitored to detect a loss of tire pressure in all tires simultaneously.

More results as well as the application of further spectral analysis methods are
presented in Wesemeier (2012).
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Part IV
Driver-Assistance Systems



16OnDriver-Assistance Systems

Advanced driver-assistance systems (ADAS) support the driver during driving or
parking. They are pretended to alert, automate, adapt, and enhance vehicle systems
to improve safety, comfort, and driving.

16.1 Passive and Active Driver-Assistance Systems

Passive ADAS systems alert the driver, e.g. on unintended lane departure (LDW),
forward collision (FCW), or blind spot obstacles (BSW).

Active ADAS systems operate automatically based on on-board internal or envi-
ronmental sensors. Some examples are electronic stability control (ESC), traction
control (TCS), adaptive cruise control (ACC), automatic emergency braking (AEB),
lane keeping assist (LKA).

Figure16.1 and Tables16.1 and 16.2 present a survey of passive and activeADAS.
One of the main goals is to avoid accidents or minimize their consequences, i.e.

to mitigate the severeness. This means to react faster than a normal attentive driver,
especially in or before critical driving situations. Most accidents outside of cities
are, for example, caused by failing to stay in the lane, by rear and frontal collisions,
collisions at intersections, lane changes, and collisions with pedestrians. On-board
sensors and especially sensors scanning the vehicle surrounding made it possible to
develop passive and active ADAS systems.
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Fig.16.1 Advanced driver-assistence systems (ADAS)with regard to safety and comfort functions,
(Wallentowitz and Reif 2011; Robert Bosch GmbH 2018)

Table 16.1 Overview of passive advanced driver-assistance systems (ADAS)

Passive Advanced Driver-Assistance Systems

Abbreviation Description

APS Park Assist

BSW Blind Spot Warning

FCW Forward Collision Warning

LDW Lane Departure Warning

PDW Parking Distance Warning
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Table 16.2 Overview of active advanced driver-assistance systems (ADAS)

Active Advanced Driver-Assistance Systems

Abbreviation Description

ABS Anti-lock Braking System

ACC Adaptive Cruise Control

AEB Autonomous Emergency Braking

AFL Adaptive Front Lighting

CAS Collision Avoidance System

CC Cruise Control

EBA Emergency Brake Assist

ESC Electronic Stability Control

HDC Hill Descent Control

PAS Parking Assistance System

LKA Lane Keep Assist

LSD Limited-Slip Differential

TCS Traction Control System

TSA Trailer Stability Assist

16.2 Sensor Systems for Advanced Driver-Assistance Systems

A first basis of sensors for detecting critical driving situations and for driver-
assistance systems are the drive dynamic sensors of a chassis-mounted measurement
unit, providing, e.g. longitudinal and lateral acceleration, yaw rate, wheel speeds, and
vehicle’s velocity. They are used for the electronic stability control (ESC), traction
control (TCS), and cruise control (CC).

The second basis is sensors for the vehicle surrounding, like ultrasonic sensors for
a close range of 2 ... 4m, 24GHz radar and cameras for medium range of 20 ... 90m
and for long range until 200 ... 400mwith 77GHz radar and lidar sensors until 200m.
Figure16.2 presents a view on the ranges and measurement angles of radar sensors
and cameras at the frontend and backend of modern vehicles.

In the following, the function principle of most important surrounding sensors are
sketched briefly. For an in-depth description, it is referred to comprehensive books
like Robert BoschGmbH (2018),Winner et al. (2016),Wallentowitz andReif (2011),
Reif (2013).

Ultrasonic sensors (US) are used for parking-aid systems, measuring the distance
to obstacles and monitoring the space in front or rear of the vehicle during parking
maneuvers. They are built in the bumpers of the vehicles and are used to inform the
driver, by giving assistance during parking or for automatic parking. After obtaining
a starting command from the ECU, an aluminum diaphragm oscillates with square-
wave pulses of 48kHz, emitting ultrasonic pulses. The reflected sound from an
obstacle causes the diaphragm after a reflection time to oscillate. These oscillations
by reflection then generate in a piezoceramic element an electrical voltage, which
is amplified and converted to a digital signal for the sensor electronic unit, where
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Fig. 16.2 Environmental sensors with radar and camera for advanced driver-assistance systems,
(Mercedes-Benz 2019)

the signal is evaluated with regard to runtime of the echo, object distance, and for
displays. The distance measured is based on the pulse runtime and reception of the
echo signal and the known speed of sound. The relatively wide opening area of
the US-sensors and the relatively small built-in distance of two sensors allows to
determine the position of the objects by trilateration; see Noll and Rapps (2016).

Radar sensors (radio detection and ranging) send out electromagnetic waves with
frequencies of 24GHz for close range and 76.5GHz for far range and receive them
again. The angle of the object is detected by scanning a field of view with a highly
directive beam. This is performed electronically with a phased array antenna. In the
case of monostatic radars, the emitter and receiver are at the same place.

The transmitted signals are modulated in order to uniquely assign the received
signal. In the case of pulse modulation, pulses of 10 to 30ns length are transmitted
corresponding to a wavelength of 3 to 10m. If frequency modulation is applied, the
frequency is varied as a function of time. A measurement of the propagation time
between the transmitted and received echo signal allows to determine the distance
of the object by d = τ/2c, where c is the speed of light.

Forpulsemodulation, the signals of a pulse generator aremodulated and sent to the
transmitting antenna via a high-speed switch. The received echo signal is compared
with the transmitted signal using a variable time delay and a phase difference is used
to determine the propagation time.

In the case of frequency modulation (FMCW: Frequency Modulated Continuous
Wave), a Gunn-diode oscillator supplies in parallel several patch antennas which
also receive the reflected signals. A Fresnel-lens focuses the beams with regard to
the vehicle longitudinal axis. By this way, the transmitted and received signals are
separated. The transmitted frequency of the Gunn-oscillator is changed according to
a saw-tooth waveform by, e.g. 300MHz. The reflected signal is received and delayed
by the propagation time. Based on the frequency difference of both signals (Doppler-
effect), the distance of the object is determined and also the relative velocity; see, e.g.
Robert Bosch GmbH (2018), Winner et al. (2016), Wallentowitz and Reif (2011).
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Cameras enable to provide optical pictures in front of a vehicle. Their goal is to
obtain images, to extract driving relevant details, and to provide a traffic situation
especially in critical driving situations by software-based image processing. In the
case of night-vision systems, a high-contrast and brilliant image is required for
presentation at a display. For general ADAS systems, however, the content of the
images, like lane markings, road signs, traffic lights, intersections, human beings,
etc. is important, which has to be received by algorithmic image processing.

Semiconductor photo sensors generate electron-hole pairs if photons penetrate
and generate an electric field and a photoelectric current, which leads to an electric
charge (inner photoelectric effect). Themost important photosensitive semiconductor
structures are the photodiodes and themetal-oxide-semiconductor capacitors (MOS).

The photodiode has semiconductor materials with different conductive properties
and has a certain basic charge. A generated photoelectric charge then generates a
residual voltage as measure for the light.

TheMOS capacitor consists of a semiconductor material covered by a thin oxide
layer, which serves as a metallic conductor layer. A supplied voltage to this metal
electrode generates a charge under the layer. If light penetrates through a part of
the insulated electrode, photoelectric electrons are created and yield a voltage of the
MOS capacitor.

Many of these photodiodes orMOS capacitors have to be interconnected andman-
ufactured together in line-shaped (arrays) or matrix-shaped planar structures, called
Charge-Coupled Devices (CCD). Using additional electrodes the analog charge gen-
erated by the light of a photodiode or MOS capacitor is shifted after exposure to a
charge amplifier generating a voltage signal. The shift is triggered by a clock and a
shift register transports serially the photoelectric charges to an A/D converter. One
element of these structures is called a pixel. CCD imaging sensors thus contain thou-
sands of pixels with a length of 5 to 20μm; see, e.g. Robert Bosch GmbH (2018).
In matrix form the voltage of a pixel are read out by activating the line and column
driven to an amplifier, representing finally an image.

A camera receives the light of objects in front of a car through an imaging lens
on the image sensor which is connected to a microprocessor. The lens of the camera
determines the field of view in horizontal and vertical direction, the depth of field,
etc. The optical-electronic image of the image sensor is converted into digital values.
Some important properties of image sensors are the resolution as numbers of pixels,
the field of view as arrangement of pixels, the dynamic range as dark and bright
areas, the color representation by filters, and the sensitivity.

A camera module consists of lens, image sensor, microprocessor, power supply,
communication interface, and suitable packaging, for details see Punke et al. (2016).

The cameras are designed as monocameras and as stereo cameras with a second
camera module, allowing a depth estimation.

Automotive cameras are developed for surveillance of the car interior (driver and
hand gesture regulation) and the detection of the vehicle’s surroundings. Front view
cameras are built behind the windshield, close to the rear-view mirror. They operate
in the visible spectral range and are designed for detecting traffic road signs, driving
lanes, object recognition (vehicles, pedestrians, cyclists).
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Fig. 16.3 Signal flow chart for the digital image processing of a monocamera

In addition to front-view cameras, the detection of the surroundings around the
vehicle requires cameras with a wide field of view. One distinguishes rear-view
cameras, built in the rear part and surround cameras with a field of view of more than
180◦.

The digital image processing of a camera follows various steps as illustrated in
Fig. 16.3.

The observed image by the camera sensor is digitized by sampling and quantiza-
tion and presented as a pixel grid. Then an image processing and image enhancement
follows; see Stiller et al. (2016). The image processing includes a preprocessing of
input images and a feature extraction. A preprocessing contains various filters for
reducing noise and elimination of irrelevant information. This is followed by an
image enhancement, to extract the interesting information. Hence, point operations
are used to treat gray or color pixels, local operations to treat pixels of interest by
extracting strucutral information of the image and global operations to treat thewhole
image through, e.g. rotation and scaling.

The next step is a feature extraction of the preprocessed images. Features are
locally constraint characteristic parts of an image to extract structural elements,
like edges and corners. Features have the property that an image gradient changes
significantly. These gradients are detected by calculating local derivations and use
of line or edge detection filter algorithms.

The observed features have then to be treated in a three-dimensional space. Using
monocameras, a perspective view is required for the observed image features in a
plane. This can be obtained by searching for correspondences of several images with,
e.g. matching methods.

Object detection is a next step and based on sets of features which have been
observed over certain time periods (sequence of snapshots). Here, motion-based
methods with flow vectors of pixels in the image plane can be applied and grouping
of points with same motion vectors is made. If then detected and moving objects
stay constant, they are stored in an object list.

A verification of the detected objects is based on special properties of the objects
like typical patterns or templates. For more details see Stiller et al. (2016).

Lidar sensors (Light detection and ranging) for automotive application use mod-
ulated infrared radiation in a wavelength of 800 to 1600 nm. Non-scanning lidar
sensors operate with one or several fixed beams to obtain specific reflections of an
object. With increased number of deflected beams, the surrounding can be scanned
with higher resolution. A lidar sensor system emits infrared radiation, which is mod-
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ulated in its intensity. The reflected beam by an object is received by one or sev-
eral photodiodes. The modulation is performed by sinusoidal or square waves or
by pulses. These received signals are compared with the emitted signals and either
propagation time or the phase difference is determined to obtain the distance to the
object. The determination of the propagation time with short pulses is based on the
determination of the time difference between sending and receiving or by the deter-
mination of a phase difference of an amplitude-modulated sinusoidal signal, e.g. by
correlation methods. Lidar sensor systems are able to reach ranges up to 200 m and
angle resolutions up to 1◦. However, weather conditions with fog and poor visibility
limit their general applicability.

16.3 Environment Representation

As advanced driver-assistance systems (ADAS) require an adequate picture of the
environment around the vehicle the corresponding computerized representation plays
a major role. This includes a dynamic mapping with all relevant objects, road infras-
tructure in the vicinity of the driving vehicle and the vehicle’s own momentaneous
position and motion on the road.

Figure16.4 summarizes the information flowbased on onboard sensors for vehicle
dynamics and sensors for the environment to obtain the relevant information required
for ADAS. This includes the knowledge of distances, velocities, objects, features,
and dimensions of all traffic participants and the road infrastructure.

The objects may be represented in the own vehicle (ego-vehicle) coordinate sys-
tem with an origin at the center of gravity or the rear axle.

Grid maps of the road may be used to structure the observed environment in cells,
which are free or occupied by an obstacle. The relative position of the objects within
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Fig. 16.4 Flowchart for motion and environment information to be used for ADAS
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their grid map is continually determined. A further task is multi-object tracking in
the field of view where each object is represented as a state variable x(k) and a
state estimation is performed with a Kalman filter, also for several objects; see, e.g.
Dietmeyer et al. (2016).

Lane detection with vision systems is usually based on extracted features like
edges, motion vectors, and textures. These features are then used in the combination
with a road model in order to obtain an estimate of the vehicle’s position within
the lane. A survey of these methods is given in McCall and Trivedi (2006). Road
marking detection may be based on the detection of edges or road templates in
combination with road texture, using the entire road. However, as lane markings
with solid or segmented lines vary greatly, a combination of several lane detection
methods is useful. Post-processing methods, as Hough transform or Canny edge
detection improve the lane estimation in order to group extracted-edge features into an
appropriate set of lines. The road models may assume piecewise constant curvatures,
splines, or clothoids. These lane detection methods in combination with road models
then enable to estimate the curvature in a lookahead distance and also the position
Dy of the vehicle within the lane.
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17AdvancedDriverAssistance Systems
for Longitudinal and Lateral Guidance

Based on the book parts II “Modeling of Drive Dynamics” and III “Dynamic Con-
trol of Chassis Components” control-oriented advanced driver assistance systems
(ADAS) are briefly described in this chapter.

One of the first driver assistance systems was cruise control (CC) applied 1958 in
a Chrysler Imperial. The driver sets a button to the selected speed and the throttle of
the engine is manipulated electrically. After depressing the brake by the driver the
CC is turned off automatically.

A next step in supporting the driver in critical braking situations was the introduc-
tion of the anti-lock brake control system (ABS), which was in the 1950s applied for
aircraft by Dunlop. First application for vehicles is reported for the Jensen FF in 1966
andFord (1969). Bosch andMercedes-Benz introduced amicroprocessor-basedABS
in 1978 as a compact mechatronic solution.

Then with new sensors, electrically manipulated actuators and Microcontroller-
based control units (ECU) came following ADAS on the market: Traction Control
System (TCS) 1986, Electronic Stability Control (ESC) 1995, Brake Assist (BA)
1996 and Adaptive Cruise Control (ACC) 1999, by Bosch and Mercedes-Benz; see
also Table 16.2.

A detailed compilation of advanced driver assistance systems with a description
of their functions and the involved components is published in the HandbookWinner
et al. (2016); see also Reif (2013), Robert Bosch GmbH (2018), van Zanten (2006),
van Zanten and Kost (2016).

Based on the on-board sensor systems for drive dynamics and for the surroundings
some important control-oriented active driver assistance systems are reviewed in this
chapter for lateral guidance traction control (TCS), electronic stability control (ESC),
and lane keeping assist (LKA).
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17.1 Traction Control System (TCS)

The task of the traction control system is to avoid a loss of tire/road grip of the driven
wheels. This happens, for example, if the drive engine generates too high torque.
Then the wheel slips increase of about 10 to 20% and exceed the maximal friction
coefficient μmax; see Fig. 5.14.

Because the friction coefficient then decreases, the transferable torque of the tires
decreases too and one or two wheels start spinning. This arises, for example, during
start-up or in general on slippery roads. Spinning wheels with large slip then loose
their capability to transfer lateral forces and the vehicle may break out sideward and
may become unstable.

The traction control system (TCS) then brakes a faster spinning wheel with most
lessened traction and increases through the differential the traction torque to the other
wheel with better traction.

A second action is the reduction of the drive torque of the engine by controlling
the throttle or injection time of a gasoline engine or the injected fuel of a diesel
engine. The following consideration is based on van Zanten (2006).

The traction control system uses the angular wheel speed measurements mainly
of the driven wheels, for example, for the rear axle ωrl and ωrr. The non-driven wheel
speeds of the front axle ωfl and ωfr are then used to determine the vehicle velocity

vX = rdyn
(ωfl + ωfr)

2
(17.1.1)

The longitudinal slips of the driven rear wheels are for braking, see (5.1.1), but
opposite sign,

SX,r = �vX,r

vW
= vW − vX

vX
= rdynωW − vX

vX
(17.1.2)

with 0 ≥ SX,rb ≥ −1. For driving the same slip definition is used,with 0 ≤ SX,rd ≤ 1.
Hence, for driving the slip is positive, van Zanten (2006). The goal is to adjust the
driven wheels so that they have a maximum of grip. Therefore, the maximum of the
μX(SX) friction characteristic has to be determined. An interpolation of a slip curve
for high and low grip then gives an approximation, see van Zanten (2006),

SX,opt = A0μres + A1

vX
+ A2 (17.1.3)

which is used as desired value for the ABS control.
Herewith μres is determined by the ABS control during the phase with adjusted

known braking force within the linear part of the μ(SX) characteristic. This allows
to calculate the speed of a free rolling wheel vW,free without braking.

The desired slip of the TCS-controller for the rear wheels is then

SX,r,d = SX,opt (17.1.4)

where the slip SX,r(t) is determined by the TCS control.
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However, the traction control system uses not directly the slip values, but the
wheel velocities of a free rolling wheel

vW,ij,fr = rdynωW,ij,fr (17.1.5)

and the wheel velocity with slip

vW,ij = rdynωW,ij = vW,ij,free + �vW,ij(SX,ij) (17.1.6)

or, with (17.1.2)

vW,ij = vW,ij,free(1 + SX,ij). (17.1.7)

The traction controlwithwheel velocities as controlled variables andbrake torques
MB,rj and engine torque MD as inputs involves the drive train and wheel dynamics.
The dynamic behavior of both rear wheels follows from (6.5.16) by assuming a stiff
powertrain

Jtot
dωW,r

dt
= itotηtotMeng − (MW,r,l + MW,r,r) (17.1.8)

with the representative moment of inertia of the rotational masses of the powertrain
Jtot according to (6.5.17). MW,r,j is the acting torque at each wheel through the
driving resistance forces of the vehicle �FX,res due to (6.5.3) and braking forces
FXT,j,b

MW,r,j = rdyn

(
1

2
�FX,res,j − FXT,j,b

)

= 1

2
MXT,j − MXT,j,b.

(17.1.9)

The dynamic behavior of each rear wheel follows then with the wheel velocities
vW = rdynωW

Jtot
2rdyn

v̇W,rl = 1

2
itotηtotMeng + 1

2
MXT,l − MXT,l,b, (17.1.10)

Jtot
2rdyn

v̇W,rr = 1

2
itotηtotMeng + 1

2
MXT,r − MXT,r,b. (17.1.11)

Both equations are coupled as the braking torques dependon the slips and therefore
on vW,r,j. After adding and subtracting both equations one obtains with the average
wheel velocity vW and the wheel difference velocity �vW

vW = 1

2
(vW,rl + vW,rr) (17.1.12)
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�vW = (vW,rl − vW,rr) (17.1.13)

two equations

Jtot
2rdyn

v̇W = itotηtotMeng + (MXT,l + MXT,r) − (MXT,l,b + MXT,r,b), (17.1.14)

Jtot
2rdyn

�v̇W = 1

2
(MXT,l − MXT,r) − (MXT,l,b − MXT,r,b). (17.1.15)

The first equation describes the influence of the engine torque and the tire/road
torques on the velocity of both wheels and the second equation the influence of right
and left braking torque on the difference wheel velocity.

By reducing the engine torque a spinning rear wheel can be influenced by a wheel
velocity controller and by left or right rear wheel braking with a wheel difference
velocity controller a yaw angle drift can be compensated.

The rear wheel velocity controller is described by a transfer function

Gvα(s) = �α(s)

�vW(s)
(17.1.16)

where α stands for a throttle or injection time retard for gasoline engines or injection
quantity for diesel engines. This controller is designed as nonlinear PID controller.
Its reference value vps,d is taken from (17.1.7) with SX,r = SX,r,d = SX,opt.

vW,d = vW,free(1 + SX,opt). (17.1.17)

To obtain a fast reaction to reduce the rear wheel velocities a further controller
GvpB may activate both wheel brakes for a short time.

The rear wheel difference velocity controller is noted by a transfer function

G�WB(s) = �pBj(s)

�vW(s)
(17.1.18)

with PI-behavior where pBj, j = r or l is a right or left wheel brake pressure, which
can be selected in the hydraulic systems of the ABS-brake; see Chap. 13. The selec-
tion depends on the deviation of the yaw angle of the vehicle. Both controllers include
dead-zones in order not to become active for small control variable deviations.

The dynamic behavior around the vertical axis follows from the two-track model
(7.3.14) by neglecting the wheel forces at the front wheels and caster offsets

ψ̈ = 1

JZ
(FX,rr − FX,rl)

br
2

− (FY,rl + FY,rr)lr. (17.1.19)
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As the lateral forces for low vehicle velocity and on low-μ roads are small, they
are neglected. Then it holds

ψ̈ = br
JZrdyn

(MXT,r,b − MXT,l,b). (17.1.20)

If further for the driving resistance forces MXT,l = MXT,r is assumed, it follows
with (17.1.15)

ψ̈ = − br
2r2dyn

Jtot
JZ

�v̇W (17.1.21)

or

ψ̇ = − br
2r2dyn

Jtot
JZ

�vW = −K�υψ̇�vW. (17.1.22)

Hence, the yaw rate is proportional to the difference velocity of the rear wheels
and the resulting yaw angle becomes

ψ(t) = −K�υψ̇

∫
�vW(t)dt . (17.1.23)

The controlled process has integral behavior and a yaw angle controller

Gψ�υ(s) = �vW(s)

�ψ(s)
(17.1.24)

can be designed as P controller with gain Kψ�υ .
Figure17.1 depicts a signal flow chart of the main functions of the traction control

system. The TCS-system operates only during an active propulsion with the engine
and is limited to low vehicle velocity. For more details see van Zanten (2006), van
Zanten and Kost (2016).

A traction control system (ITC) for improving the vehicle dynamics for higher
velocities of sports cars also with regard to handling drift maneuvers is described
by König et al. (2018). Based on a feedforward and feedback traction slip control
of a longitudinal quarter vehicle model the torque of the rear axle is manipulated to
control the vehicle at large sideslip angles.

17.2 Electronic Stability Control (ESC)

The task of an electronic stability control system is to stabilize the vehicle’s lateral
behavior if the tire forces exceed their limits. This is, for example, the case if the
vehicle turns with too high velocity in a curve or the road is slippery allowing only
small tire/road friction. The required lateral forces then reach a maximal value with
increasing wheel side slip angle α, see Fig. 5.6, and the lateral forces cannot be
increased anymore. If this happens first at the front wheels the vehicle understeers,
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a) oversteering b) understeering

Fig. 17.2 Vehicle at the limits of lateral tire forces a oversteering, b understeering

which means that it leaves the lane to the outside. For the case that the rear wheels
reach the maximal lateral force, the vehicle oversteers, i.e. it turns to the inside of
the lane; see Fig. 17.2. For the driver, it is then hardly possible to stabilize the vehicle
and to bring it back on the center of the lane by steering or countersteering without
ESC.

The ESC then “steers” the vehicle, through braking of individual wheels by gen-
erating a correcting torque around the vertical axis. This is realized by the calculation
of desired brake slip values SX,ij for individual wheels. Four cases have to be con-
sidered; see Table17.1

For understeering the required yaw rate ψ̇, according to the steering angle δf , is
not reached. The rear wheel on the inner side of the curve is then braked to generate
a correcting torque, as the front wheels are at their maximal side force limits. If the
vehicle oversteers the front wheel on the outer side of the curve is braked as the rear
wheels have reached their maximal side forces. However, for the braked wheels also
the longitudinal slips SX,ij have to be taken into account in order to stay with the
overall tire forces within the Kamm’s circle; see van Zanten (2006).

Table 17.1 Individual wheel braking for critical driving situations

Critical driving
situation

Curve Wheel brake

Understeering Right Rear right Rear wheel curve
innerside

Left Rear left

Oversteering Right Front left Front wheel curve
outerside

Left Front right
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To describe the basic functions of the ESC-system a stationary driving situation
with vX = const is consideredwhen the vehicles enter a curvewith constant curvature
κ = const and a nominal steering angle δf as driver input. Thus, the vehicle is not
braked nor accelerated.

If the velocity is too high or the road is slippery with low tire/road friction μ
the vehicle oversteers or understeers, as shown in Fig. 17.2. This critical situation is
detected by comparing the measured yaw rate ψ̇meas with the nominal value ψ̇nom
of a drive dynamic model for the steering behavior, for example a one-track model,
and calculating the difference

�ψ̇ = ∣∣ψ̇nom
∣∣ − ∣∣ψ̇meas

∣∣ (17.2.1)

see Fig. 17.3. Then it holds

�ψ̇ > 0 for understeering

�ψ̇ < 0 for oversteering

17.2.1 ESC for Oversteering

Now the situation of an oversteering vehicle is considered, where in a left curve the
right front wheel has to be braked; see Fig. 17.4. Before braking the right front wheel
the lateral force is

FY,fr = mlr
2l

aY (17.2.2)

with a lateral slip SYf,ro. It is assumed that this tire has not reached the maximal
lateral force, because the rear wheels have already exceeded their maximal lateral
forces. If now a brake force FXf,r is applied the resulting geometrical force becomes

Fres,fr =
√
F2
Y,fr + F2

X,fr. (17.2.3)

When this resulting tire force is within Kamm’s circle, see (5.3.11),

Fres,fr < Flim,fr = μres,maxFZT,fr (17.2.4)

the right front wheel has enough grip to generate a counter torque

MZr,overst = −bCG1,rFres,fr (17.2.5)
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Fig.17.4 Vehicle in a left curve and braking the right front wheel to generate a yaw torque (coun-
teracting torque as required for an oversteering vehicle)

where bCG1,r is the lever arm to the center of gravity, see Fig. 17.4,

bCG1,r =
[
bf
2

− lf tan(γ − δf)

]
cos γ

γ = arctan
FYf,r
FXf,r

and bCG1,r > 0.

(17.2.6)

Hence, with increasing braking force γ becomes smaller, the lever arm bCG1,r
larger and the countertorque MZr,overst increases.

The maximum braking force is according to Kamm’s circle equation (17.2.3)
limited to

FX,frmax =
√
F2
lim,fr − F2

Y,fr (17.2.7)

where FYf,r follows from (17.2.2) and Flim,fr. Hence, the acting lateral tire force
influences the applicable braking force significantly.

The maximal countertorque is the with (17.2.5) and (17.2.4)

MZr,overst,max = −bCG1,rμres,maxFZT,fr. (17.2.8)

To determine the maximal braking force according to (17.2.7) the tire vertical
force FZT,fr, μres,max and aY have to be known.

The vertical force on the front wheel follows from (7.3.22) to

FZT,fr = m

(
lr
l
g − hCG

l
aX

) (
1

2
+ hCG

bf

aY
g

)
. (17.2.9)
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Hence, it depends on aX and aY, and increases by cornering with aY and braking
with −aX.

For the calculation of the countertorque (17.2.5) the lever arm bCG1,r has to deter-
mined with (17.2.6).

In order not to lock the right front wheel the applied brake force is selected by

FX,fr = ζFX,frmax (17.2.10)

with, for example, ζ = 0.8 as an attenuation factor
The effect of a counteracting braking force FXf,r on the vehicle with regard to the

yaw rate follows from the two-track model (7.3.14), for not too large δf

ψ̈ = 1

JZ

[
−FX,fr

bf
2

+ (
FY,fl + FY,fr

)
lf − (

FY,rl + FY,rr
)
lr

]
(17.2.11)

where the lateral forces follow from (12.3.34) or simplified by (12.3.18) if no braking
forces on other wheels are applied.

Then ψ̇ is obtained by

ψ̇(t) =
∫

ψ̈(t)dt . (17.2.12)

This allows to determine the behavior ψ̇ = f (FXf,r) for the design of a yaw rate
controller.

For small changes of the counteracting braking force �FXT,fr then follows for
FY,ij = const ., see Fig. 17.5,

�ψ̇(t) = 1

JZ

∫
�MZ,r(t)dt = 1

JZ

∫
�FX,fr(t)bCG2,rdt

≈ 1

JZ

∫
�FX,fr(t)

bf
2
dt .

(17.2.13)

Because of the integrating behavior

�ψ̇(s)

�FX,fr
= bf

2JZ

1

s
(17.2.14)

a P controller

�FX,fr(t) = Kψ̇Fx�ψ̇(t) (17.2.15)

is a suitable choice, with a limitation of the maximal braking force due to (17.2.10).
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17.2.2 Simplified ESC for Over- and Understeering

Another approach to determine the yaw torque by individual wheel braking is to
use the torque equation for the two-track model (7.3.28) for the case of free rolling
(no driving forces), stationary cornering and changes of braking forces �FX,ij for
individual wheels with FY,ij = const, δf = const, and MZ = M̄Z + �MZ

�MZ,ij = (
�FX,fl + �FX,fr

)
lf sin δf

+ (
�FX,fr − �FX,fl

) bf
2
cos δf

+ (
�FX,rr − �FX,rl

) br
2

.

(17.2.16)

Then, one obtains for braking with the right front wheel

�MZ,fl = −�FX,fr

(
lf sin δf + bf

2
cos δf

)
(17.2.17)

for braking with the left front wheel

�MZ,fr = �FX,fl

(
lf sin δf − bf

2
cos δf

)
(17.2.18)

and for braking with the left rear wheel

�MZ,rl = −�FX,rl
br
2

(17.2.19)

and the right rear wheel

�MZ,rr = �FX,rr
br
2

. (17.2.20)

Hence, the lever arms for the right and left front wheel braking force is

bCG2,r =
(
lf sin δf + bf

2
cos δf

)

bCG2,l =
(
lf sin δf − bf

2
cos δf

)

and for the right and left rear wheel braking force

bCG3,r = br
2

bCG3,l = br
2

see Fig. 17.5 and Ackermann (2016).
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br

2
bCG2r

bCG2l

Fig.17.5 Vehicle in a left curve and lever arms for braking of individual wheels, Ackermann (2016)

The braking forces FX,ij are determined by the individual brake line pressures
pB,ij, e.g. generated with an electromechanical brake booster, see Fig. 13.19, where
the relation (6.7.6) is used.

The ESC-yaw rate controller receives as input the difference �ψ̇ between the
nominal and measured yaw rate, see (17.2.1), if it exceeds a threshold

�ψ̇ > �ψ̇thres (17.2.21)

and determines as output the correcting yawing torque �MZ,ij; see Fig. 17.3. The
required wheel braking force �FX,ij is then calculated with (17.2.17) to (17.2.20)
after selection of the individual wheel, under the condition, that the maximal allow-
able braking force, as (17.2.10) for the right front wheel, is not exceeded. The yaw
rate controller is, for example, realized with a proportional behavior

�MZ,ij = Kψ̇M�ψ̇ (17.2.22)

as used by Hac and Bedner (2007) and Lu et al. (2016); see also Ackermann (1997).
Van Zanten (2006) mentions a PID controller and increases the P-factor dependent
on the vehicle side slip angle.

Figure17.3 summarizes the basic functions of an ESC control system with a yaw
rate controller.

An extension of the yaw rate based ESC is obtained by adding a slip angle control.
This is, for example, advantageous if the yaw rate difference �ψ̇ is small and leads
to only a weak control input, but the slip angle builds up, as shown by Bechtloff
(2018) for a road with snow. If the slip angle β is estimated with a state observer
or Kalman filter according to section 12.3 an additional feedback to (17.2.22) for
oversteering can be established according to Bechtloff (2018)

�MZ,ij = gβKβM�β + gψ̇Kψ̇M�ψ̇ (17.2.23)
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Fig. 17.6 Simulation with a yaw rate and slip angle control-based ESC-system during corner-
ing through a right curve on a low-μ road (snow), IPG-Carmaker-simulation system. �ψ̇thres =
5◦/s,�βthres = 2◦. Bechtloff (2018).
a steering angle c slip angle
b yaw rate d braking forces, front left

with weighting factors

gβ + gψ̇ = 1 (17.2.24)

where gψ̇ is linearly decreased for increasing �β. The slip angle control becomes
active for

�β > �βthres. (17.2.25)

This slip-angle control is also shown in Fig. 17.3
Figure17.6 depicts a simulation with this combined controller for a slow over-

steering on a low friction road with snow, Bechtloff (2018)
The vehicle performs a circular drive with R = 100m and vX = 67km/h and

exceeds for aY ≈ 3.5m/s2 the maximal lateral forces. At t = 10s the steering angle
is increased and for the drive train αth = 0 is set, such that ψ̇ and β increase. As
�ψ̇ is relatively small first no control action is observed from the ψ̇-control and �β
decreases significantly. ψ̇-control becomes active only with some time delay where
β has decreased already to −16◦. The combined β and ψ̇ control acts earlier and
stronger and results in a much smaller slip angle deviation of about−6◦. A combined
control of ψ̇ and β by using a state-controller with pole placement design is proposed
by Daiss (1996).
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The ESC control functions have been described by using the acting forces at the
wheels. Another possibility is to control the longitudinal and lateral tire slip values
SX,ij and SY,ij; see van Zanten (2006), van Zanten and Kost (2016). The forces and
the slips are related by the tire models treated in Chap. 5.

17.3 Lane Keeping Assistance (LDW/LKA)

To support the driver in lane keeping a lane departure warning (LDW) has been
introduced since about 2002 and lane keeping assistance (LKA) systems since about
2007. The main reason is that unintentional lane departures are the cause for more
than one-third of accidents with severe injuries. LDW systems warn the driver when
the vehicle begins to leave the lane unintentionally with vibrational, visual, and
audible warnings if the turn signal in this direction is not on. A prerequisite is the
availability of a lane marker detection system. Normally monocular cameras behind
the windscreen are used with a broad field of view of min. ±20◦ and longitudinal
ranges of min. 80m. Color cameras have the advantage to recognize better white and
yellow lane markers. Infrared diodes behind the front trim may also be used, but for
LDW systems only.

A basis for the activation of the lane departure warning is a warning zone around
the lane marking in form of a Distance-to-Line-Crossing dLC (DLC), a measure
between an outer part of the vehicle and the lane marking. The DLS is just a zone on
the right and left part of the lane marking. A warning begins after entering and stops
after leaving this warning zone. An alternative is the time-to-line-crossing (TLC),
with

tLC = dLC
vY

= dLC
vX sinψ

. (17.3.1)

Awarning begins if TLC falls below a threshold and allows a predictive information.
In the case of lane keeping LKA systems, there are two kinds on the market. LKA-

1 brings the lane leaving vehicle back to the lane by a short active lateral control
action. This can either be realized by a correction command to the electrical power
steering system (ESP) or by using the ESC system and individual wheel braking. For
an steering input design the lateral yaw angle model (20.1.15) or Fig. 20.2a may be
used and for a braking input impulse the models around the vertical axis (17.2.11)
and, (17.2.15) or (17.2.22), compare Fig. 17.3.

LKA-1 systems support the driver by bringing the vehicle back to the center of
the lane with a lateral controller and commands to an EPS-steering actuator. Then,
the lateral dynamic model (20.1.15) as for the yaw angle control along a path, see
also Fig. 20.3, may be applied.

A detailed description of LDW/LKA systems is given by Bartels et al. (2016).
As several other requirements have to be fulfilled it uses a state machine, hands-free
detection, a trajectory planning, and a LKA-controller.
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Automatic Driving



18ClassificationofAutomaticDriving
Functions

The driver assistance systems until about 2008 were developed sequentially to
improve firstly safety and secondly comfort and are characterized by automatic con-
trol andwarning functions; seeWinner et al. (2016). They can be seen as steps toward
automatic driving.

18.1 Degrees of Automatic Driving

Afirst classification of automatic driving control can bemadewith regard to different
degrees of automation, normal and conflicting driving maneuvers, role of driver and
control systems; see Gasser et al. (2012), Ruchatz (2013), Verband der Automobilin-
dustrie (2015), SAE (2016); see Table18.1. (These degrees were already discussed
in Chap. 1, but are repeated here briefly for sake of completeness.)

Level 0 is the normal driving by the driver only, where the driver takes over
all tasks of driving. Level 1 comprises the driver assistance systems (DAS) which
came into series application between 1979 and 2008, as depicted in Fig. 1.4. The
driver has the full task of driving and is assisted in some (critical) driving situations.
Advanced Driver Assistance Systems (ADAS) are characterized by some automatic
control functions for parking and longitudinal driving and slowdriving in traffic jams.
Therefore, the system is able to control the longitudinal and lateral motion automat-
ically in very special cases. The driver has to be attentive all the time, supervises the
system, and is ready to take over if required.

In the case of partial automation (PAS), level 2, an autopilot controls the vehicle
in several selected cases. Examples are automatic parking assist, jam traffic assist,
and longitudinal and lateral control assist on highways and rural roads. The driver
has to supervise the system all the time and has to take over driving immediately
upon request by the system.
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Conditional automation (CAS) in level 3 has extended automatic control func-
tions. The system performs lateral and longitudinal automatic driving on highways
and rural roads, in traffic jams, and for parking. The driver does not need to mon-
itor the automatic driving all the time. The automatic system recognizes its limits
and requires the driver to take over within a certain time period. Lane changing and
overtaking may also be possible automatically.

High automation (HAS) is dedicated to level 4. The degree of automation is further
increased such that lateral and longitudinal driving is possible in many situations,
but limited to use cases with regard to road type, speed ranges, and environmental
conditions. Thedriver is not required in these use cases but still has to be in the vehicle.
Valet parking (driverless parking) and urban automatic driving may be possible.

Full automation (FAS), level 5, includes automatic control for all situations. The
driver is then not required. This is an ideal case and it cannot be forecasted when this
can be realized in public traffic.

As Table18.1 illustrates, the number of automatic driving modes increases from
level 2 to level 5 and the monitoring of driving by the driver decreases from level 3 to
5. Until level 3, the human driver is the fallback system in the case of malfunctions
of the control systems. Especially for level 4 and 5, fault-tolerant systems have to be
implemented, as the driver is at least not required partially or completely.

The classified degrees of automatic driving are dedicated to normal driving. How-
ever, the automation of driving may especially help in conflicts to initiate accident
avoiding maneuvers; see Table18.1 at the bottom. A lower degree of a collision
avoidance maneuver is automatic emergency braking (AEB). The next degree is
emergency braking and emergency steering to stop and/or evasion for obstacles. In
the case of fully automatic collision maneuvers, an automatic driving into a conflict-
free space may be included. One goal of these collision-avoidance systems is to react
faster than a normal human driver and to perform the best possible maneuver.

The steps toward high and full automatic driving need a multitude of investiga-
tions, testing, and changes of legislation.

18.2 DrivingManeuvers

Driving maneuvers for the testing and model identification of the vehicle behavior,
like cornering, lane change, double lane change, slalom driving, and braking have
been considered in Sect. 10.3. They are at least partially standardized. Further driving
maneuvers with regard to judge and evaluate the handling and comfort properties,
both for tuning, objective and subjective evaluation are, for example, described in
Heissing and Ersoy (2011). These testing driving maneuvers use special inputs to
excite the stationary or dynamic vehicle behavior under consideration on special
roadways, skid pads, or testing facilities.

Automatic driving has to take into account the normal situations during every-
day driving and emergency situations. Table18.2 gives an overview of typical driv-
ing maneuvers. It divides normal driving in longitudinal and lateral directions. The
velocity for these maneuvers may be constant or time varying.



512 18 Classification of Automatic Driving Functions

Ta
b
le

1
8
.2

O
ve
rv
ie
w
of

so
m
e
ty
pi
ca
ld

ri
vi
ng

m
an
eu
ve
rs
fo
r
au
to
m
at
ic
dr
iv
in
g

D
ri
vi
ng

m
an
eu
ve
rs

N
or
m
al

E
m
er
ge
nc
y

D
ir
ec
tio

n
L
on

gi
tu
di
na
l

L
at
er
al

L
on

gi
tu
di
na
la
nd

la
te
ra
l

L
on

gi
tu
di
na
l

L
at
er
al
an
d

lo
ng

itu
di
na
l

K
in
d
of

m
an
eu
ve
r

V
el
oc
ity
,

di
st
an
ce

co
nt
ro
l

Pl
at
oo

ni
ng

C
or
ne
ri
ng

L
an
e

ch
an
ge

E
va
si
on

C
or
ne
ri
ng

L
an
e

ch
an
ge

E
va
si
on

O
ve
rt
ak
in
g

M
er
gi
ng

R
ou
nd
ab
ou
t

A
ut
om

at
ic

em
er
ge
nc
y

br
ak
in
g

E
m
er
ge
nc
y

ev
as
io
n

V
el
oc
ity

C
on
st
.

×
×

×
×

×
v
(t
)

×
×

×
×

×
×

×
×

×
×

M
ai
n
ac
tio

n
St
ee
ri
ng

×
×

×
×

×
×

×
×

×
×

D
ec
el
er
at
io
n

×
×

×
×

×
×

×
×

×
A
cc
el
er
at
io
n

×
×

×
×

×
×

×
Pa
th

co
nt
ro
l
y(
x)

×
×

×
×

×
×

T
ra
je
ct
or
y
co
nt
ro
l
y(
x,

t)
×

×
×

×
×

×
×



18.2 Driving Maneuvers 513

.

(a) path control (b) trajectory control
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Fig. 18.1 Different kinds of motion control for vehicles, (Schorn 2007)

The automatic control along a straight or bending lane with constant velocity
means that the control system has to follow a certain path y(x). If this can be per-
formed without time condition, it is called path control, as shown in Fig. 18.1a.
However, if a position y(x) has to be reached at a certain time, such that y(x, t), this
is called trajectory control. A further case is a point-to-point control, where only
a starting point and a fixed point without a certain path are given, which may be
appropriate for parking. These expressions are used in the field of mobile robots; see
Kochem (2005).

Hence, for path control, the lateral motion has to be controlled. However, for
trajectory control, the lateral and longitudinal motions have to be considered where
steering and braking or acceleration have to be manipulated simultaneously, which
complicates the finding of solutions, see, e.g. Werling (2010), Werling et al. (2010),
and Rathgeber (2016), because lateral, longitudinal, and vertical behaviors are cou-
pled, especially for higher accelerations.

Table18.2 shows that path control belongs to normal longitudinal and lateral
driving with constant velocity. But the other normal and emergency maneuvers with
variable velocity are subject to trajectory control. However, if the velocity changes
are not too large, lateral and longitudinal behaviors can be treated separately, such
that path control can be applied as an approximation; see also Sect. 21.1.

An investigation ofmany drivers shows thatmaximal accelerations are for normal,
relaxed drivers aX ≈ ±2m/s2 and aY ≈ ±2, 5m/s2 and for sporty drivers aX ≈
+2m/s2 − 2.5m/s2 and aY ≈ ±4m/s2; seeBossdorf-Zimmer et al (2011), Schacher
et al. (2018). Normal drivers seldomly change the velocity during cornering, contrast
to sporty drivers.

18.3 On the Design of Automotive Control Systems

In addition to the general procedures described in Chap. 3, some specific remarks
are mentioned for the design and selection of control algorithms.

The design of control systems comprises the selection of the control system struc-
ture, consisting, for example, of

– feedforward control,
– feedback control,
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– interconnected control systems,
– cascaded control
– multi-variable control

and the specification of the controllers, such as

– linear or nonlinear controllers,
– parameter-optimized controllers,
– state-space controllers,
– model-based controllers, and
– predictive controllers.

The parameters of the controllers can, for parameter-optimized controllers like P,
PD, and PID controllers, be obtained by

– tuning rules,
– experimental probing, and
– parameter optimization based on process models and control criteria.

In the case of model-based controllers, the parameters follow

– directly from the process parameters and
– indirectly by numerical optimization methods.

If the controllers are designed in the time domain or in the Laplace s-domain, they
have to be transformed to discrete time for the programs of digital microcomputers.
However, they can also directly be designed in the discrete-time domain or z-domain;
see, e.g. Åström and Wittenmark (1984), Kuo (1980), Isermann (1989).

Some special requirements for automotive control systems are as follows:

– low computational expense for the ECU’s,
– highly understandable and transparent for the application by many different users

(suppliers, manufacturers),
– good transferability to different vehicles and different versions of the same vehicle

type,
– robustness for changes of vehicle parameters and road properties, and
– tuning of controller parameters in the research vehicle.

Table18.3 evaluates some of the controller properties. These properties will be
required in the following chapters.
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Table 18.3 Comparison of some properties of controller types (add: with additions)

Controller type Parameter-
optimized
controllers
(P-,PD-,PID)

Internal model
control (IMC)

state-space
control

Model predictive
control (MPC)

Number of
parameters

low low (low order) high high

Tuning rules for
parameters

yes no no no

Parameters
directly expressed
in physical
process model
parameters

no yes no no

Parameters follow
from numerical
optimization

no/yes no yes yes

Usability for
linear models

yes yes yes yes

Usability for
nonlinear models

add add add yes

Direct gain
schedul-
ing(physical
parameters)

yes yes no no

State observer
required

no no yes no

Actuator
restrictions
included

add add add yes

Computational
expense

low low high high

References

Åström K, Wittenmark B (1984) Computer controlled systems - theory and design. Prentice-Hall,
Englewood Cliffs

Bossdorf-Zimmer J, Kollmer H, Henze R, Küçükay F (2011) Fingerprint des Fahrers zur Adaption
von Assistenzsystemen. ATZ 113(3):226–231

Gasser TM, Arzt C, Ayoubi M, Bartels A, Bürkle L, Eier J, Flemisch F, Häcker D, Hesse T, Huber
W (2012) Rechtsfolgen zunehmender Fahrzeugautomatisierung. Berichte der Bundesanstalt für
Straßenwesen. BASt. Heft F 83, Bundesanstalt für Straßenwesen, Bergisch Gladbach

Heissing B, Ersoy M (2011) Chassis handbook, Berlin: Vieweg-Teubner Verlag. Springer, Wies-
baden

Isermann R (1989) Digital control systems, 2nd edn. Springer, Berlin
Kochem M (2005) Ein Fahrerassistenzsystem zur Unterstützung des rückwertigen Parkvorgangs
für Pkw. Dissertation Technische Universität Darmstadt. Fortschr.-Ber. VDI Reihe 12, 590. VDI
Verlag, Düsseldorf

Kuo B (1980) Digital control systems



516 18 Classification of Automatic Driving Functions

Rathgeber C (2016) Trajektorienplanung und -folgeregelung für assistiertes bis hochautomatisiertes
Fahren. Diss, TU Berlin

Ruchatz (2013) Vision und Möglichkeiten des automatischen Fahrens. In: 6. Fachtagung
AUTOREG, (2013) VDI-Berichte 2196. Wiesloch, Germany

SAE (2016) Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-
Road Motor Vehicles. Standard J3016_201609. SAE International, Warrendale, Pennsylvania

Schacher S, Hoedt J, King R (2018) Fahrspezifische Geschwindigkeitsprofile für die automatische
oder die kooperative Fahrt. at - Automatisierungstechnik 66(1):53–65

Schorn M (2007) Quer- und Längsregelung eines Personenkraftwagens für ein Fahrerassistenzsys-
tem zur Unfallvermeidung. Diss. Universität Darmstadt, Fortschr.-Ber. VDI Reihe 12, 651. VDI
Verlag, Düsseldorf

Verband der Automobilindustrie (2015) Automatisierung - Von Fahrerassistenzsystemen zum
automatisierten Fahren. Die Zukunft von gestern - heute Realität. VDA-Broschüre, Berlin

Werling M (2010) Ein neues Konzept für die Trajektoriengenerierung und -stabilisierung in zeitkri-
tischen Verkehrsszenarien. Diss, Karlsruhe Institut for Technology (KIT)

Werling M, Groell L, Bretthauer G (2010) Invariant Trajectory Tracking With a Full-Size
Autonomous Road Vehicle. IEEE Transactions on Robotics pp 758–765

Winner H, Hakuli S, Lotz F, Singer C (eds) (2016) Handbook of driver assistance systems. Springer
International Publishing AG, Cham, Switzerland



19LongitudinalVehicle Control

Automatic driving control of vehicles can be divided into longitudinal and lateral
driving control. Figure 19.1 shows some basic maneuvers without obstacles like
driving with constant velocity, with acceleration or braking, straightline driving on
roadways, cornering, and lane change. Figure 19.2 depicts a roadway with two lanes,
one for each direction, with lanewidth B. Usually, the vehicle is driven in the center
of a lane, such that the lateral distance to the right lane marking is y = B/2 = Dy.

This chapter considers automatic control in longitudinal direction. Three cases
are treated:

(1) Acceleration control,
(2) Velocity control,
(3) Distance control to a preceding vehicle.

Automatic control in longitudinal direction has been treated inmany publications.
First approaches from General Motors, in 1939, are summarized in Gardels (1960).
The used drive dynamic models were rather simple and linear; see Mayr (1991). A
first approach for distance control with a vehicle using pneumatic accelerator and
brake pedals and measurements of the distance by a cable was treated in Hartwich
(1971). Ackermann (1980) described distance control by using radar-sensors.

Further publications for the longitudinal vehicle control from the American PATH
program have been Hedrick (1995) and Shladover et al. (1991). Additionally, the
driving comfort was taken into account by limiting the jerk and acceleration; see
Hauksdottir and Fenton (1985). Mayr (1994) also considered merging vehicles.

Velocity control with subsidiary acceleration control was investigated within the
European PROMETHEUS program, Dorissen et al. (1994), Hoess (1995), however,
without adaptation to different vehicles and different loads; see also Winner and
Schopper (2016). A detailed model-based acceleration, vehicle, and distance control
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a) acceleration

b) constant velocity

c) braking

d) straightline driving

e) cornering

f) lane change

longitudinal direction lateral direction

Fig. 19.1 Basic driving maneuvers without obstacles
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with linear and nonlinear controllers and parameter estimation for two passengers
cars was published by Germann (1997). Longitudinal vehicle control for low speed
is investigated in Adipastro (2003). Within the work by Rathgeber et al. (2016), a
two-degree control method with disturbance observer is developed for acceleration
and lateral distance control.

The development of corresponding controllers in this chapter uses simplified
linearized, but parameter variable longitudinal vehicle models from Chap. 6. One of
the goals is to determine the structure of the controllers. Because a direct relationship
between the controller parameters and the model parameters is preferred, the design
principle of internal model control is applied for the used low order processes. Sensor
delays are assumed to be negligible, but can be included in the controller design.

The drivetrain of an engine driven vehicle comprises several rotational multi-
mass components as illustrated in Fig. 6.2. A simplified torque model of an internal
combustion engine is depicted in Fig. 6.9withmodels (6.2.16) and (6.2.19). Dynamic
models for the drivetrain with shifted or hydrodynamic transmissions are treated in
Sects. 6.3 and 6.4; see also Figs. 6.12 and 6.15. These models are nonlinear and
depend on the speed and torque of the engine and themass and velocity of the vehicle.
A simplified vehicle model is obtained with the assumption of a stiff powertrain. The
resulting model is a nonlinear model (6.5.21) with a signal flow shown in Fig. 6.17
for acceleration and braking.

In the following, small changes around the reference variables are considered,
such that linearized parameter variable models can be used.

For longitudinal vehicle control, the measured velocity or the measured accelera-
tion can be used as controlled variable. The vehicle velocity is not directlymeasurable
and is reconstructed from the measured wheel angular velocities; see Sect. 12.2.1
on ground velocity determination. However, the wheel velocities are subject to slip,
such that it is not possible to obtain a precise vehicle velocity. The vehicle accel-
eration is directly measurable, but is usually a noisy signal and measures also road
gradients. Therefore, it has to be filtered, e.g. by a low pass filter and the influence of
road gradients has to be compensated. As treated in Sect. 12.2.2, the combination of
wheel velocities and acceleration measurements by applying a Kalman filter allows
to obtain relative precise values for the ground velocity.

In the following, longitudinal control with both the velocity and the acceleration
as controlled variables is considered.

19.1 Acceleration Control

The longitudinal vehicle model (6.6.1) with a stiff powertrain can be simplified for
acceleration control with the throttle actuator by assuming small changes around
the operating point to
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mtot
dv(t)

dt
+ cRvΔv(t) = cMFΔMeng(t) = ΔFXT(t),

cMF = itotηtot
rdyn

; cRυ = cAv̄ + cR;
(19.1.1)

see (6.6.5), or in the Laplace domain

(mtots + cRυ)Δv(s) = cMFΔMeng(s) = ΔFXT(s). (19.1.2)

If the drag and resistance forces due to (6.6.6) are neglected (cRυ = 0), e.g. for low
velocity, one obtains an integral behavior

Δv(s)

ΔMeng(s)
= cMF

mtots
, (19.1.3)

or with the torque model (6.2.19) of the engine and drive train

Gαυ(s) = Δv(s)

Δα(s)
= Kαυ(

1 + T
′
acts

)
(1 + Tints) s

, (19.1.4)

with

Kαυ = KαMKMυ.

KαM= ΔMeng/Δα follows from the engine look-up table; see (6.6.6) to (6.6.9),
(6.2.20), and KMυ = cMF/cRυ from (6.6.6) and (6.6.7).

For the longitudinal acceleration follows from (19.1.4)

Gαax(s) = ΔaX(s)

Δα(s)
= Kαυ(

1 + T
′
acts

)
(1 + Tints)

. (19.1.5)

The acceleration is then proportional to ΔMeng or Δα and a suitable acceleration
controller is a PI controller; see e.g A.2.

However, for higher velocities, the drag and resistance forces play a crucial role
and (19.1.2) leads with (6.6.11) to the third order model with proportional behavior

Gαυ(s) = Δv(s)

Δα(s)
= Kαυ(

1 + T
′
acts

)
(1 + Tints) (1 + Taccs)

, (19.1.6)

where Tacc = mtot/cRυ is the time constant of the vehicle; see (6.6.10). As the time
constants T

′
act and Tint are relatively small, they can be lumped together as T

′′
act =

Tint + Tact + Td; see (6.2.21) and (19.1.6) can be reduced to

Gαυ(s) = Δv(s)

Δα(s)
= Kαυ(

1 + T
′′
acts

)
(1 + Taccs)

. (19.1.7)
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The gain of this simplified, linearized longitudinal model is

Kαυ = KαMKMυ, (19.1.8)

KαM = ΔMeng/Δα follows from an engine look-up table and, see (6.6.6) to (6.6.9),
and it is

KMυ = cMF

cRυ
= itotηtot

rdyn

1

cAv̄ + cR
. (19.1.9)

The dominating time constant is; see (6.6.10)

Tacc = mtot

cRυ
= mtot

cAv̄ + cR
. (19.1.10)

As discussed in Sect. 6.2, the time constants are Tact ≈ 50...70 ms and Tint =
200...300 ms, and thus T

′′
act ≈ 250...370 ms compared to Tacc = 3...10 s; see also

the frequency ranges in Fig. 6.18.
For the acceleration as output follows

Gαax(s) = ΔaX(s)

Δα(s)
= Kαυs(

1 + T
′′
acts

)
(1 + Taccs)

. (19.1.11)

If the small time constant T
′′
act is neglected, one obtains

Gαax(s) = ΔaX(s)

Δα(s)
= Kαυs

(1 + Taccs)
. (19.1.12)

Then an integrating controller

Gaxα(s) = Δα(s)

ΔaX(s)
= 1

TIαs
, (19.1.13)

leads to a closed-loop transfer function

Gax,axd(s) = ΔaX(s)

ΔaX,d(s)
=

Kαυ
TIα+Kαυ(

1 + TaccTIα
TIα+Kαυ

s
) . (19.1.14)

Hence, a first order lag behavior results, where the gain and the time constant can be
influenced by the selection of the controller integration time TIα. For the closed-loop,
time constant follows

Tax,axd = mtotTIα

TIα(cαv̄ + cR) + KαM
itotηtot
rdyn

. (19.1.15)
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ΔMeng

drive
trainacceleration

controller

vehicle

axaxd ax α

na

a)

b)

brake
systemdeceleration

controller

vehicle

axaxd ax β

naΔFXT,BΣ

cRν

cRν

vX

vX

feedforward

feedforward

Fig. 19.3 Acceleration control loops, na: disturbances (e.g. road gradients, velocity, and wind
effects): a acceleration with the drivetrain, b deceleration by braking. (With feedforward control)

This time constant is proportional to the total representative mass mtot and becomes
smaller for larger resistance parameters and larger KαM (engine torque gradient)
and gear ratio itot. An alternative is to use a PI controller, see Germann (1997).
Figure 19.3a depicts a signal flow scheme, based on (19.1.1).

For the acceleration control with small changes in the brake actuator (decelera-
tion), the linearized model (6.7.10) is used

mtot
dv(t)

dt
+ cRυΔv(t) = −ΔFXT,B�(t), (19.1.16)

or, see (6.7.11)

Δv(s)

ΔFXT,B�(s)
= − KFυ

1 + Taccs
. (19.1.17)

with KFυ = 1/cRυ .
The dynamics of a hydraulic brake system according to (13.2.40) is expressed by

a second order system, comprising a delay of the brake actuator and the brake line

ΔFXT,B�(s)

Δβ(s)
= KβF

(1 + TBBs)(1 + T ′
ps)

, (19.1.18)
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with KBf due to (13.2.41) where the time constants are in the range of TBB ≈
5...10 ms and T

′
p ≈ 5...20 ms.

The controlled brake/vehicle process model then is

Gβυ(s) = Δv(s)

Δβ(s)
= −Kβυ

(1 + TBBs)
(
1 + T ′

ps
)
(1 + Taccs)

, (19.1.19)

with Kβυ = KFυKβF, see (6.7.12), and with the acceleration as output

Gβax(s) = ΔaX(s)

Δβ(s)
= −Kβυs

(1 + TBBs)
(
1 + T ′

ps
)
(1 + Taccs)

. (19.1.20)

As TBB and T
′
p are much smaller than Tacc, the model can be simplified to

Gβax(s) = ΔaX(s)

Δβ(s)
= −Kβυs

(1 + Taccs)
. (19.1.21)

An integral acting acceleration controller

Gaxβ(s) = Δβ(s)

ΔαX(s)
= − 1

TIβs
, (19.1.22)

leads to a closed-loop transfer function

Gax,axd(s) = ΔaX(s)

ΔaX,d(s)
=

Kβυ

TIβ+Kβυ(
1 + TIβTacc

TIβ+Kβυ
s
) . (19.1.23)

Hence, a first order lag behavior results.
The controller structure is the same as for acceleration control with the throttle

actuator, but with other gain. A signal flow scheme is shown in Fig. 19.3b.
For large braking pedal changesβ(t), if the braking forces FXT,B� aremuch larger

as the resistance forces, cRυ = 0 can be set in (19.1.16) and an integral behavior
results as (6.7.14). Then the deceleration aX is approximately proportional to the
braking forces and a P or PI controller can be used.

If a very fast reaction to a change of the desired (reference) value is required, a
feedforward control can be added. In the case of braking, it follows from (19.1.21)
that

Gaxdβ(s) = Δβ(s)

Δaxd(s)
= 1

Gβax(s)
= − (1 + Taccs)

Kβυs
, (19.1.24)

which can be approximated by a proportional element

G
′
axdβ(s) = − Tacc

Kβυ
; (19.1.25)
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see Fig. 19.3b. A corresponding feedforward element may be added for the acceler-
ation control in Fig. 19.3a.

For decelerating in overrun (coasting) (6.6.5) becomes withΔα = 0 andΔβ = 0
an homogenous differential equation

Tacc
dv(t)

dt
+ Δv(t) = 0, (19.1.26)

which has the solution

v(t) = v(0)e− t
Tacc , (19.1.27)

where v(0) is the initial velocity forα = 0. The velocity then decreases exponentially.

19.2 Velocity Control

As the velocity vX follows through integration of the acceleration aX, an already
existing acceleration control loop can be used as a subsidiary (minor) loop and
extended by a major velocity controller, as shown in Fig. 19.4a. Then a cascaded
control system results and the velocity controller may be realized as a P controller

Gυa(s) = ΔaXd
ΔvX

= Kυa. (19.2.1)

The selection of the controller gain has to take into account a comfortable behav-
ior, e.g. Kυa = 0.1 for a well damped and Kυa = 0.4 for a sportive behavior and
for an adaptation with fuzzy-logic evaluation of measured and selected velocity, as
developed by Germann (1997).

ΔMeng
axaxd ax α

na

a)

vxvxvxd

ΔMeng vxvxd vx α

b)

na

cRν

ax

cRν

Fig. 19.4 Velocity control loops: a cascade control system with subsidiary acceleration control, b
direct velocity control
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An alternative to the subsidiary acceleration control loop is the control of the
velocity with one loop if a reliable determination of the ground speed vX is possible.
The powertrain and vehicle model is then of third order; see (6.6.11). However, if
the powertrain can be reduced to a first order model as (6.2.21), because the time
constants Tact and TD are relatively small, the linearized overall model becomes as
(19.1.7)

Gαυ(s) = Δv(s)

Δα(s)
= Kαυ

(1 + T
′′
acts)(1 + Taccs)

. (19.2.2)

A controller design by the internal control method with (A.1.37) then yields for
the velocity controller

GIMC,υα(s) = 1

2KαυTr

(1 + T
′′
acts)(1 + Taccs)

s

1
(
1 + Tr

2

) , (19.2.3)

which corresponds to a PID controller.
With the assumption of Tr = 2T

′′
act, a PI controller follows

Gυα(s) = Δα(s)

ΔvX(s)
= Kυα

(
1 + 1

TIυs

)
,

Kυα = Tacc
4KαυT

′′
act

,

TIυ = Tacc.

(19.2.4)

Figure 19.4b depicts a signal flow scheme of the velocity control loop.
For the closed-loop transfer function holds

Gυυ(s) = Δv(s)

Δvd(s)
= Gυα(s)Gαυ(s)

1 + Gυα(s)Gαυ(s)
. (19.2.5)

By inserting (19.2.2) and (19.2.4), a third order dynamic system follows.However,
a simplification with T

′′
act � Tacc, and therefore, T

′′
act = 0 results in

Gυυ(s) = Kυυ(TIυs + 1)

TaccTIυs2 + TIυ(1 + Kυυ)s + Kυυ)
, (19.2.6)

with the loop gain

Kυυ = 1.

For large TIυ , which means approximately using a P controller, the closed-loop
transfer function simplifies to

Gυυ(s) = Δv(s)

Δvd(s)
=

Kυυ
1+Kυυ

Tacc
1+Kυυ

s + 1
= K

′
υυ

1 + Tυυs
, (19.2.7)
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with the closed-loop time constant

Tυυ = Tacc
1 + Kυυ

,

and the gain

K
′
υυ = Kυυ

1 + Kυυ
.

Then the velocity closed loop can approximately be considered as a first order lag.
In the case of braking with hydraulic friction brakes, the pressure build up in the

brake caliper after a small Δβ of the brake actuator follows a second order delay
(13.2.40), which in combination with the vehicle model (6.7.12) can be simplified
to

Gβυ(s) = Δv(s)

Δβ(s)
= − Kβυ

(1 + T ′′
p s)(1 + Taccs)

, (19.2.8)

with

T
′′
p = T

′
p + TBB,

a dominating time constant Tacc and a small time constant T
′′
p ≈ 10...20 ms. Similar

to (19.2.2) and (19.2.4), a PI controller for braking can be designed with Tr = 2T
′′
p

Gυβ(s) = Δβ

Δv
= −Kυβ

(
1 + 1

TIυb

)
, (19.2.9)

with

Kυβ = Tacc
4KβυT

′′
p

,

TIυb = Tacc.

Therefore, as well for automatic controlled acceleration as for braking a PI con-
troller can be applied with different gain, which depend on the operating point
[mtot, cRυ, itot, vX].

The coordination for velocity control for vxd > 0 is depicted in Fig. 19.5. Depend-
ing on the sign of the control deviation ΔvX = vXd − vX, either the acceleration
controller or the braking controller is switched to an active or non-active status.
Small braking interventions, where 0 < ΔvX < ε can be performed with overrun
of the engine (engine in idle mode, coasting), where then braking and accelerating
actuation is zero.
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acceleration
controller

α=0, β=0

β

α

< ε

> ε

0 < Δv  < εx

braking
controller

Δvxvxd 1
mtot

c (v)Rv

vx

vehicle

mtot
dvx
dt

dvx
dt

FXT,BΣ

FXT

Fig.19.5 Coordination of velocity controllers for acceleration, braking, and overrun (coasting) for
vxd > 0

19.3 Distance Control

If the subject vehicle 1 follows another vehicle 2, a certain distance xD has to be
maintained as required for adaptive cruise control. This distance is dependent on the
velocity and can be expressed by a desired time gap τd = 1.5...2 s between the two
vehicles

xDd = vx1τd (19.3.1)

The time dependence of the distance between the two vehicles is, if xD0 is the initial
distance at the time t1

xD(t) = xD0(t1) +
∫ t

t1
(v2x(t) − v1x(t)) dt,

or

ΔxD(t) = xD(t) − xD0(t) =
∫ t

t1
Δv12(t)dt,

(19.3.2)

and after Laplace transformation

ΔxD(s) = 1

s
Δv21(s). (19.3.3)

Hence, the transfer behavior of the distance is characterized by an integration of the
velocity difference Δv12.

A signal flow scheme for vehicle 1 and small changes of the engine throttle Δα
and brake pedal Δβ is depicted in Fig. 19.6. The velocity change ΔvX through the
longitudinal tire forces by Δα or Δβ is characterized by a first order lag with time
constant Tacc, see (6.6.10), and the distance between the two vehicles results from an
integration of the difference velocityΔv12 = v2 − v1. Therefore, it is one possibility
to use a velocity control loop of vehicle 1 to control the distance xD. Figure 19.7a
depicts a signal flow scheme with a velocity control loop to adjust the distance.
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axα

β

cRv

vx v1

v2

v12

xD

Fig. 19.6 Signal flow scheme for the distance between two vehicles with linearization around an
operation point v̄x
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Fig. 19.7 Distance control of vehicle 1 which follows a vehicle 2 with: a velocity control system,
b acceleration control, c acceleration control and measurement of xD and ẋD
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The closed velocity control loop of vehicle 1 is now described with the simplified
first order model (19.2.7)

Gυυ(s) = Δv1(s)

Δv1d(s)
= K

′
υυ

1 + Tυυs
. (19.3.4)

The controlled process for the distance controller then is with (19.3.3) and Δv12 =
−Δv1

Gυx(s) = ΔxD(s)

Δv1d(s)
= −K

′
υυ

(1 + Tυυs)

1

s
. (19.3.5)

Design with internal model control with a second order realizability filter results
in this case in a P controller

Gxυ(s) = Kxυ = −1

4K ′
υυTυυ

. (19.3.6)

But in order to reach zero control deviations ΔxD = xDd − xD as well for changes
of the reference variable xDd as for changes of the velocity Δv2 of the preceding
vehicle 2 a distance controller with integral behavior is required, e.g. a PI controller

Gxυ(s) = Δv1d(s)

ΔxD(s)
= −Kxυ

(
1 + 1

TIDs

)
. (19.3.7)

The transfer behavior of the distance control loop is then of 3rd order.
In the case of braking, the same controller structure can be used, but with other

gain Kxυ . Figure 19.7b depicts a distance control with subsidiary acceleration control
from Sect. 19.1.

If the distance measurement sensor also provides the determination of the first
order derivative ẋD of the distance in form of the relative velocity

ẋD(t) = dxD(t)

dt
= v2(t) − v1(t) = Δv12, (19.3.8)

a further feedback can be realized

Δaxd(t) = Gẋa ẋD(t) = Kẋa ẋD(t), (19.3.9)

which acts parallel to the PI controller Gxυ and then adds a differential term; see
Fig. 19.7c.

The discussed distance control considers only the basic control function. It is
used for adaptive cruise control (ACC), where several other functions have to be
added, like acceleration limitation, tracking sensor (radar) performance monitoring,
distance setpoint selection, etc. Winner et al. (2016); see Chap. 19. The velocity
control and the acceleration control may be added by feedforward control; compare
Fig. 19.3.
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The considered control systems for longitudinal control are based on simplified
dynamic vehicle models and describe model-based designs. For final application,
experimental tests have to be made, which evaluate the behavior with regard to the
comfort, the cooperation with inputs of the driver, actuator limitation, etc.

19.4 Adaptive Cruise Control (ACC)

Adaptive cruise control (ACC) controls automatically the vehicle velocity and adjusts
the velocity tomaintain a safe distance from a vehicle ahead. It uses generally a radar-
sensor system to measure the distance to a vehicle in front of the own vehicle and
controls the distance by adjusting the throttle or brake, or a preselected velocity if
no vehicle is ahead.

An alternative is the use of a camera to determine the distance in longitudinal
(and lateral) direction, also to assign the preceding vehicle to a certain lane.

The standard ACC operates above a minimum speed of about 30 km/h, whereas
the full-speed range adaptive cruise control (ACC-FR) functions also for low speed.
International standards are documented in ISO 15622 and ISO 22179. The distance
xD to the forward vehicle is determined by the time gap τD, which is related to the
distance by xD = vXτD.

There are several requirements for ACC systems stated in ISO 15622; seeWinner
and Schopper (2016). Some of them are for standard ACC:

– vehicle following with good oscillation damping,
– soft distance control for cutting-in vehicles,
– convoy stability in the case of several vehicles,
– appropriate deceleration for sharp braking front vehicle,
– selectable time gap τD ≥ 1 s,
– priority to intervention by the driver in the case of braking or acceleration with

the pedals,
– Acceleration limits aX = −3.5 m/s2...2.5 m/s2.

Additional requirements are for full-speed range ACC-FR:

– control until 0 km/h with a stopping distance 2...5 m,
– automatic safe stopping with service brake,
– speed dependent acceleration limits.

These requirements lead to specific operation modes of an ACC system

– ACC: on, off or standby,
– target object selection,
– velocity control or distance control,
– special situation control,
– supervision and fault detection.
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In addition special care has to be given to the front sensor system:

– lateral detection area of the radar sensor during cornering,
– vehicles on the neighbouring lanes have to be ignored,
– oncoming vehicles have to be ignored,
– stationary objects are excluded.

These requirements are in detail treated in Winner and Schopper (2016).
Figure 19.8 depicts the main functions of a CC and a radar-based ACC system.

The evaluation of the radar-sensor system provides the distance xD to the preceding
vehicle and the relative velocity Δv12 = v2 − v1. Both values are compared for
several modulation ramps of the sensor system to select and validate the correct
object and its orientation angle relative to the vehicle longitudinal axis.

In order to let the ACC also function in curves, the preceding vehicle has to
be detected during cornering. This vehicle appears then with a certain angle to the
longitudinal axis of the subject vehicle. The radar sensor can usually detect objects
within ±8◦. The selection of the correct track requires then the determination of the
curvature κ, which is determined by the available measurements of the ESC-system
based on: δf , ψ̇, vX, aY. The curvature for stationary cornering follows, e.g. from the
kinematic relation (7.1.2)

κ = ψ̇

v
, (19.4.1)

or (7.1.9)

κ = aY
v2

, (19.4.2)

assuming normal driving situations on highways without skidding. However, if the
curvature changes strongly, camera-basedpredictions are requiredor the use of digital
maps from the navigation system.

The cruise control (CC) is active if no object is detected within the measurement
range xDr of the radar-sensor system, i.e. if xD > xDr. If the vehicle then approaches
a preceding vehicle and is detected within the measurement range, i.e. xD ≤ xDr, the
CC control becomes inactive and the adaptive cruise control (ACC) becomes active;
see Fig. 19.8.

The distance controller then determines the desired value of the acceleration con-
troller within given limitations, for example, aX,lim = +0.6...1 m/s2 and aX,lim =
−2.5 m/s2. The design of the acceleration controllers follows Sect. 19.1. The selec-
tion of the drive control for positive acceleration and brake control or coasting for
negative acceleration is illustrated in Fig. 19.5.

The presentation in Fig. 19.8 shows only the main functions of a CC/ACC system.
Many additional functions have to be implemented in order to obtain a safe assistance
system. Some examples are the correct detection of the preceding vehicle, especially
in curves, the reaction for cutting-vehicles, the limitation of the acceleration for a too
high selected desired velocity for the case vX � vXd, lane change of the preceding
vehicle, supervision and fault detection, command concept, and displays for the
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driver. These tasks are treated, for example, in Winner and Schopper (2016), Reif
(2013), Robert Bosch GmbH (2018), and Waschl et al. (2019a, b). See also He et al.
(2019).
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Roads are usually built from elements of circles, clothoids with intermediate con-
nections, and straight lines; see RAA (2008). Curves have curvatures which develop
steadily, such that driving without lateral jerk is possible. The vehicle has to follow
the road lane in a straight direction or has to follow the curvatures by cornering with
a constant or steadily changing radius. Lateral vehicle control is required for driving
maneuvers like cornering, lane change, and parking; see Fig. 19.1.

As shown in Fig. 19.2, the vehicle has to follow a lane, ideally in the center of the
lane. The geometric form of the lane then defines the vehicle’s path. The distance of
the center of gravity of the vehicle to the right lane marking is noted by the lateral
distance Dy. (Also the distance of the front axle or of the right front wheel to the
right lane marking may be used.)

In the case of circles, the curvature κ = 1/R is inverse proportional to the radius,
and clothoids have a curvature which is proportional to the path length L , κ = cclL .

The control of vehicles along a straight or bending lane means that the driver or an
automatic controller has to follow a certain path: y = f (x). If this can be performed
without time condition, it is called path control. The state variables for the position
are x and y and for the orientation of the vehicle, the yaw angle ψ or the course angle
ν = ψ + β; see Fig. 20.1. The manipulated variable is the steering wheel angle δf for
a car with front steering. If the position y(x) has to be reached at a certain time t , such
that y = f (x, t), this a called trajectory control. Hence, for path control, the lateral
motion has to be controlled and for trajectory control, the lateral and longitudinal
motion; see Sect. 18.2.

The lane markers are usually detected with cameras located behind the windscreen
for forward looking. Monocular cameras provide, for example, a ±20◦ field of view
and ranges up to 80 m. Corresponding image processing then provides the distance
to line crossing (DLC) or time to line crossing (TLC) in front of the vehicle and based
on a lane marking approximation with polynomials or clothoid functions with the
curvature κ and its first derivative dκ/dx in a distance xτ ahead. For more details,
see Winner et al. (2016) and Schmitt (2012).
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The automation of lateral vehicle control is treated since several decades. Early
publications are, for example, Ackermann et al. (1995), Dickmanns and Mysliwetz
(1992), Dickmanns (2001), and Mayr (2000).

The design of lateral control systems has to consider the control performance
with regard to deviations from the required path and comfort performance for the
driver and passengers taking into account lateral accelerations, jerk, and unpleasant
oscillations. As the inputs of the lateral control system are measured values from
cameras, radar sensors, and lidar sensors, the control performance depends strongly
on the accuracy and stochastic properties of the respective signals transferred to the
control system. This means that these signals have to be passed through appropriate
filters. As for EPS systems, the steering wheel motions are directly observed and
even felt by the driver. These motions have to be acceptable, similar to a good driver,
well damped, and not oscillating; see, for example, Müller and Rohleder (2006).
Therefore, the lateral controllers have for normal driving not to be too agile, but
should generate relatively smooth, well-damped commands to the actuator.

In the following, lateral control is considered by using simplified dynamic lateral
vehicle models with the goal to derive controllers with controller parameters based on
vehicle model parameters. It begins with path control for straightforward driving with
lateral distance measurement beside and some short distance ahead of the vehicle.
Then path control for curves and lane change with additional curvature measurement
some distance ahead is treated. Herewith it is assumed that the velocity is constant,
and the lateral control can be designed independently from the longitudinal control.

An approach of merging control for an highway entrance ramp shows how longi-
tudinal and lateral control have to cooperate under certain conditions; see Sect. 20.4.

20.1 Path Control for Straight Lanes

It is now assumed that in the stationary state of straight driving, the earth-fixed axis
XE is parallel to the longitudinal axis X of the vehicle. The vehicle then moves with
the steady-state variables; steering angle δf = δ̄f = 0, yaw angle ψ = ψ̄ = 0, and
vehicle slip angle β = β̄ = 0. For small changes of these angles holds

δf = δ̄f + Δδf ; ψ = ψ̄ + Δψ ; β = β̄ + Δβ,

and because of the special steady state, it is

δf = Δδf ; ψ = Δψ ; β = Δβ.

Therefore, e.g. ψ or Δψ can be used for the linearized lateral dynamic model.
As a first step, it is considered that the vehicle follows a straight road with a desired

lateral distance Dyd from the right lane marking. Dyd can, for example, be half of the
lane width B/2 to follow a center line. Because of a steering angle input δf = Δδf ,
the vehicle’s center of gravity drives with a yaw angle ψ and a slip angle β relative to
the earth-fixed road coordinate system (YE|XE) at time t0 and x = 0, where the axis
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vx
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xτ

Dyxβ

Dyxψ
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v β
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ν

Fig.20.1 Vehicle driving along a straight road with distance Dy0 at t = 0 to the right lane marking
and course angle ν

XE is parallel to the lane marking; see Fig. 20.1. The lateral distance to the right lane
marking at time t0 and x = 0 is Dy(t0) = Dy0, with, e.g. Dy0 = B/2. If the vehicle
continues to drive with course angle

ν(t0) = ψ(t0) + β(t0), (20.1.1)

then the deviation of the lateral distance at time t0 increases for v = v(t0) = const.
according to

Ḋy0(t) = v(t0) sin(ν(t0)) = v(t0) sin(ψ(t0) + β(t0)). (20.1.2)

For small ψ and β, it holds for any coordinate x and any t

Ḋyx(t) = Ḋyxψ(t) + Ḋyxβ(t) (20.1.3)

with

Ḋyxψ(t) = vX(t) sin ψ(t),

Ḋyxβ(t) = vX(t) sin β(t).
(20.1.4)

For the velocity of the center of gravity, it is

v = vX

cos(β)
(20.1.5)

and for small β, v = vX can be set. If the changes of ψ and β are small, (20.1.3)
becomes

ΔḊyx(t) = vX sin(Δψ(t) + Δβ(t)) ≈ vXΔν(t). (20.1.6)
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The instantaneous change of the distance of the vehicle’s CG then is for Δν = const

ΔDyx(t) =
∫ t

0
vXΔνdt = vXΔνt . (20.1.7)

Hence, the distance changes linearly with time, longitudinal velocity, and course
deviation. The Laplace transformation leads to

ΔDyx(s) = vX

s
Δν(s). (20.1.8)

Now the distance Dyx = Dyxψ + Dyxβ of the vehicle’s CG after a driven distance
xτ ahead for a straight road is considered. Dyxψ is the lateral distance which is
measured by a sensor system such as a camera. xτ corresponds to a time gap τ
(look-ahead time), such that

xτ = vXτ . (20.1.9)

For manual driving, this time gap is about τ = 1...4 s which means a forward
look distance of 20...80 m for vX = 20 m/s or of 40 m...160 m for vX = 40 m/s. This
time gap is for manual driving not always constant, but depends on the properties
of the road, traffic, and weather conditions. Thus, it has to be adapted to the driving
situation.

For constant course deviation, Δν = const (20.1.7) leads to

ΔDyx(τ ) =
∫ τ

0
vXΔνdt = vXΔντ , (20.1.10)

where the contribution of the yaw angle is

ΔDyxψ(τ ) = vXΔψτ (20.1.10a)

and the contribution by the slip angle

ΔDyxβ(τ ) = vXΔβτ . (20.1.10b)

For a given value τ , the change of the distance ΔDyx(τ ) is proportional to vX and
Δν and it is in the Laplace domain

ΔDyx(s) = vXτΔν(s) = vXτΔψ(s) + vXτΔβ(s). (20.1.11)
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20.1.1 Path Control Beside theVehicle

The course can be controlled by the steering angle δf of the front wheels. For small
changes, Fig. 20.2a shows the signal flow for controlling the distance Dy0 beside the
vehicle (or at the front side) using the transfer function (7.2.50) for the yaw rate of
a one-track model with δH = isδf

Gδψ̇(s) = Δψ̇(s)

Δδf(s)
=

(
b

′
0 + b

′
1s

)
(
1 + a1s + a2s2

) (20.1.12)

with, see (7.2.50),

b
′
0 = b0is ; b

′
1 = b1is

and of the vehicle side slip angle

Gδβ(s) = Δβ(s)

Δδf(s)
=

(
b

′′
0 + b

′′
1s

)
(
1 + a1s + a2s2

) (20.1.13)

with (vX = v), see (7.2.51),

b
′′
0 = lr

v

(
1 − mlfv2

cαrlrl

)
b

′
0,

b
′′
1 = Jzv

cαrlrl − lfmv2 b
′
0.

a)

Δδf

vX

1
sGδψ

Gδβ

Δβ

s
vX

vX

ΔDy0

vX

b)

Δδf

vX

1
sGδψ

Gδβ

Δβ

v τX

ΔDyx

vX

vX τ

Δψ Δψ

Δψ Δψ
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1
1+T´s2

Δδfd

EPS
1

1+T´s2

Δδfd

Δν

v τX

ΔDyxβ

ΔDyxψ

Fig.20.2 Signal flow scheme of the vehicle for path following on a straight road (one-track model
and EPS-model), a lateral distance beside the vehicle, b lateral distance for a distance xτ ahead
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For the EPS steering system, a simplified transfer function is assumed, see
Sect. 14.2,

Gδδ(s) = Δδf(s)

Δδfd(s)
= 1

(1 + T2s)
(20.1.14)

with, see Chap. 14,

T2 ≈ 100...250 ms.

Available measurements for the tracking control are the yaw rate ψ̇, the velocity
vX, and δfd, e.g. from the ESC system and ESP system. It is assumed that the lateral
distance Dy0 beside or in front the vehicle, e.g. by a front-view camera is measured
and possesses a latency time (dead-time) Tc, with transfer function

GDD(s) = e−Tcs (20.1.15)

and

Tc ≈ 50 ms.

A further delay arises because of the lateral deformation of the tire, see Fig. 5.21,
leading to the first-order element (5.4.7) with the time constant TYT ≈ 0.1 s. This
delay may be taken into account by increasing T2 to

T
′

2 = T2 + TYT. (20.1.16)

(TYT may also include a small delay because of the elasto-kinematic change of the
side slip angle as shown in Fig. 5.11.)

A path control system for the process Fig. 20.2a can then be designed as a cas-
caded control system with a minor yaw angle controller Gψδ(s) and a major course
controller GDoψ(s), see Fig. 20.3, now neglecting the dynamics of the camera. As
the vehicle slip angle β is not measurable, it has to be calculated with (20.1.13) or
estimated, as shown in Sect. 12.3. The yaw angle ψ(t) is obtained by algorithmic
integration of the yaw rate ψ̇(t).

δfd
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G

ψ
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s
vX

Dy0ψdDy0d Gδ

sensor

ψ

β
yaw-
angle

controller

path
controller

1s 1

1s

vehicle

ψ

ed G D0ψ

eψ ´

s
vX

Fig.20.3 Signal flow scheme for cascaded path control beside or in front of the vehicle on a straight
road
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Assuming small deviations around the vehicle operating point [vX,mv], the con-
trolled process is, for the yaw angle controller by using a one-track model, see
(20.1.12),

G
′
δψ(s) = Δψ(s)

Δδfd(s)
=

(
b

′
0 + b

′
1s

)

s
(
1 + a1s + a2s2

) · 1

1 + T
′

2s
. (20.1.17)

Hence, the lateral dynamics of the yaw angle is characterized by an integrating
behavior in series with a second-order lag, a first-order lag, and first-order lead
behavior (IDT3-process). If the dynamics are neglected, one obtains an integrating
process for the stationary behavior

G
′
δψ(s) = b

′
0

1

s
. (20.1.18)

For the behavior of the course angle, ν follows with (20.1.1), (20.1.12), and (20.1.13)

Gδν(s) = Δν(s)

Δδfd(s)
= Δψ(s)

Δδfd(s)
+ Δβ(s)

Δδfd(s)

=
b

′
0 +

(
b

′
1 + b

′′
0

)
s + b

′′
1s

2

s
(
1 + a1s + a2s2

) · 1(
1 + T

′
2s

) .

(20.1.19)

Thus, the consideration of the vehicle slip angle adds a further zero in the denomi-
nator.

(a) IMC Controller
For general lateral driving situations with small changes of the steering angle δf , the
single-track model (20.1.12) is used. A controller design according to the internal
model control (IMC) principle, see Appendix A.1.3.2, then leads with a realizability
filter

Grf(s) = 1

(1 + Tr1s) (1 + Tr2s)
, (20.1.20)

Tr1 = T
′
2Tr2

Tr2 − T
′

2

(
Tr2 > T

′
2

)
, (20.1.21)

and (A.1.37) to the yaw angle controller

Gψδ = Δδf(s)

eψ(s)
=

(
1 + a1s + a2s2

)
(
b

′
0 + b

′
1s

)
(
Tr2 − T

′
2

)

T 2
r2

(20.1.22)

with the control deviation

eψ(s) = ψd(s) − ψ(s) = Δψd(s) − Δψ(s). (20.1.22a)
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The behavior of this controller is for low and high frequencies

Gψδ(iω)
∣∣
ω→0 =

(
Tr2 − T

′
2

)

b
′
0T

2
r2

,

Gψδ(iω)
∣∣
ω→∞ =

a2

(
Tr2 − T

′
2

)

b
′
1T

2
r2

(iω)

∣∣∣∣∣∣
ω→∞

.

(20.1.23)

For a PD controller holds

Gψδ(s) = Kψδ(1 + TDs), (20.1.24)

Gψδ(iω)
∣∣
ω→0 = Kψδ,

Gψδ(iω)
∣∣
ω→∞ = KψδTD(iω)

∣∣
ω→∞ .

If the IMC controller (20.1.22) is approximated for low and high frequencies by
a PD controller, it follows for the controller parameters

Kψδ =
(
Tr2 − T

′
2

)

b
′
0T

2
r2

,

TD = a2b
′
0

b
′
1

.

(20.1.24a)

Therefore, the PD controller (20.1.24) as a simplified version of the IMC controller
(20.1.22) can be used as a yaw angle controller, where Tr2 > T

′
2 is a tuning parameter.

The controller gain Kψδ is inverse proportional to b
′
0, where b

′
0 is the yaw rate

gain (7.2.57). Therefore, one obtains

Kψδ =
l

(
1 +

(
v

vch

)2
)

v
·
(
Tr2 − T

′
2

)

T 2
r2

=
l

(
1 +

(
v

vch

)2
)

v
cT (20.1.24b)

and it holds with

cT = Tr2 − T
′

2

T 2
r2

=
(

1

Tr2
− T

′
2

T 2
r2

)
(20.1.24c)

Kψδ = l

v
cT for v � vch,

Kψδ = 2l

vch
cT for v = vch,

Kψδ = l

(
1

v
+ v

(vch)2

)
cT for v > vch.
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Hence, the controller gain is for small v inverse proportional to v, and therefore
relatively large, shows a minimum for v = vch, (compare 7.2.60a), and increases
again for v � vch. cT = f (T

′
2, T ) is a tuning factor.

The closed-loop transfer functionGψψ(s)=Δψ(s)/Δψd(s) then has a fourth-order
denominator and a second-order numerator polynomial with gain Gψψ(0) = 1.

Müller and Rohleder (2006) use a PDT1-controller, such that (20.1.24) becomes

Gψδ(s) = Kψδ
(1 + TDs)

(1 + T1s)
. (20.1.25)

The time delay element with time-constant T1 damps the manipulated variable.
If the dynamics of the EPS are neglected (T

′
2 = 0), the controller design according

to the internal model principle then leads with a first-order realizability filter, see
(A.1.35),

Grf(s) = 1

1 + Trs
(20.1.26)

to the IMC controller of the yaw angle

Gψδ(s) = Δδf(s)

Δψ(s)
=

(
1 + a1s + a2s2

)
Tr

(
b

′
0 + b

′
1s

) . (20.1.27)

The behavior of this controller is for low and high frequencies with s = iω

Gψδ(iω)
∣∣
ω→0 = 1

Trb
′
0

,

Gψδ(iω)
∣∣
ω→∞ = a2

Trb
′
1

(iω)

∣∣∣∣∣
ω→∞

.

(20.1.28)

An analogy to a PD controller, see (20.1.22), gives

Gψδ(iω)
∣∣
ω→0 = Kψδ,

Gψδ(iω)
∣∣
ω→∞ = KψδTD(iω)

∣∣
ω→∞ .

(20.1.29)

If the controller (20.1.27) is approximated for low and high frequencies by a
PD controller (20.1.24), it follows for the controller parameters from (20.1.28) and
(20.1.29)

Kψδ = 1

Trb
′
0

,

TD = a2b
′
0

b
′
1

.

(20.1.30)

These controller parameters can be determined from the vehicle parameters of the
one-track model; see (7.2.50).
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The closed-loop transfer function

Gψψ(s) = Δψ(s)

Δψd(s)

then has a third-order denominator and a second-order numerator polynomial with
gain Gψψ(0) = 1.

The controller parameters depend according to (7.2.50) mainly on the cornering
stiffnesses of the front and rear axle wheels and the vehicle velocity; see Fig. 7.8
and Fig. 7.9. Therefore, the controller parameters have to be scheduled especially
in dependence on the velocity. This can be performed by designing local linear
controllers and weighting them by Gaussian activity functions; see Schorn (2007)
and Sect. 20.3.

To determine the controlled variable Dy0 for the path controller, the course angle
Δν has to be determined according to (20.1.1).

As the closed yaw angle control loop is of fourth order with gain Gψψ(0) = 1,
the controlled process for the path controller becomes

GψD0(s) = ΔDy0(s)

Δψd(s)
= Gψψ(s)

vX

s
+ Δβ(s)

Δδf(s)

vX

s
. (20.1.31)

If the vehicle side slip angle is assumed to be small, Δβ ≈ 0 can be assumed and
the controlled process for the path controller becomes

GψDx(s) = ΔDy0(s)

Δψd(s)
= Gψψ(s)

vX

s
. (20.1.32)

Therefore, for path control, a P or PD controller can be used, with velocity-
dependent parameters. The gain of the controller is then inverse proportional to vX.

(b) IMC Controller for Low Velocity
The frequency responses of the single-track model have real poles for about v <

20 km/h, see Fig. 7.8, and hardly a resonance peak for about v ≤ 40 km/h. If in
addition the excitation frequency during normal convenient driving is in a range
of 0.1–0.2 Hz, Würtenberger (1997), the lateral behavior of the vehicle can for
frequencies f < 1 Hz be simplified to a first-order model

Gδψ̇(s) = Δψ̇(s)

Δδf(s)
= Kδψ̇(

1 + Tδψ̇s
) (20.1.33)

with the parameters, assuming the same cut-off frequency as the second-order single-
track model (20.1.15),

Kδψ̇(s) = b
′
0,

Tδψ̇ = √
a2.

(20.1.34)
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The transfer function for the yaw angle as output then is

G̃δψ(s) = Δψ(s)

Δδf(s)
= Kδψ̇

s
(

1 + Tδψ̇s
) . (20.1.35)

A controller design with the internal model control principle leads for the yaw
angle controller to a PD controller

Gψδ(s) = Δδf(s)

eψ(s)
= Kψδ(1 + TDs) (20.1.36)

with

Kψδ = 1

Kδψ̇Trf
= 1

Trfb
′
0

,

TD = Tδψ̇ = √
a2,

(20.1.37)

where Trf is the time constant of a realizability filter. Hence, by assuming a first-order
single-track model, directly a PD-yaw angle controller results.

The closed-loop transfer function then becomes

G̃ψψ(s) = Δψ(s)

Δψd(s)
= 1

1 + Tψψs
, (20.1.38)

with

Tψψ = Trf .

The controlled process for the path controller beside the vehicle then is, if the
vehicle slip angle is assumed to be small β ≈ 0,

GψD0(s) = ΔDy0(s)

Δψd(s)
= vX

s(1 + Tψψs)
. (20.1.39)

As for (20.1.35) a P- or a PD path controller results

GD0ψ(s) = Δψd(s)

eD(s)
= KDψ(1 + TDs) (20.1.40)

with

KDψ = 1

vXTrf
,

TD = Tψψ = Trf ,

where the gain is inverse proportional to the (slow) velocity vX.
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The resulting cascaded control system is depicted in Fig. 20.3. It also includes
the state estimation for the vehicle slip angle β for larger lateral accelerations.

(c) State-Space Controller
A state-space representation of the linearized one-track model with small changes
around the operation point is according to (7.2.34) in the yaw rate/slip angle repre-
sentation for stationary cornering expressed by

[
β̇

ψ̈

]
=

[
as11 as12
as21 as22

] [
β

ψ̇

]
+

[
bs1
bs2

]
δf , (20.1.41)

now with

as11 = −cαf + cαr

mv
,

as12 = cαrlr − cαf lf
mv2 − 1,

as21 = cαrlr − cαf lf
JZ

,

as22 = −cαrl2r − cαf l2f
JZv

,

bs1 = cαf

mv
,

bs2 = cαf lf
JZ

.

(20.1.42)

For the steering system dynamics holds, see (20.1.14),

δ̇f = −as01δf + as02δfd, (20.1.43)

with

as01 = as02 = 1

T
′
2

.

The inclusion of the steering system dynamics in (20.1.41) yields

⎡
⎣δ̇f

β̇

ψ̈

⎤
⎦ =

⎡
⎣−as01 0 0

bs1 as11 as12
bs2 as21 as22

⎤
⎦

⎡
⎣δf

β

ψ̇

⎤
⎦ +

⎡
⎣as02

0
0

⎤
⎦ δfd

ẋ(t) = A x(t) + b u(t). (20.1.44)

The output of this state-space model is the yaw rate ψ̇

y(t) = cT x(t), (20.1.45)
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with

cT = [
0 0 1

]
.

The state-space representation allows to include also an integrator to obtain ψ
from ψ̇ and the lateral distance Dy0; see, e.g. Raste et al. (2015).

The rate of the lateral deviation is for small angles due to (20.1.2)

Ḋy0 = vXψ + vXβ. (20.1.46)

Expanding the state vector of (20.1.44) yields

⎡
⎢⎢⎢⎢⎣

δ̇f

β̇

ψ̈

ψ̇
Ḋy0

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

−as01 0 0 0 0
bs1 as11 as12 0 0
bs2 as21 as22 0 0
0 0 1 0 0
0 vX 0 vX 0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

δf
β

ψ̇
ψ
Dy0

⎤
⎥⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎣

as02
0
0
0
0

⎤
⎥⎥⎥⎥⎦ δfd(t)

ẋ(t) = A x(t) + b u(t). (20.1.47)

The output comprises the measured variables δf , ψ̇, and Dy0

y(t) = cT x(t), (20.1.48)

with

cT = [
1 0 1 0 1

]
.

In order to determine the unknown variables β and ψ, a state observer has to be
applied. According to (A.1.49), the observer is

̂̇x(t) = A x(t) + b u(t) + H
(
y(t) − cT x̂(t)

)
, (20.1.49)

where the feedback matrix H may be designed by pole placement.
The state controller is then based on the state estimate

u(t) = δfd(t) = −kTδD0̂x(t), (20.1.50)

where the gains are determined by pole placement or using a quadratic performance
criterion and solving a matrix Riccati equation.

The measured lateral distance Dy0 is then compared with the reference variable
Dy0d

ΔDy0 = Dy0(t) − Dy0d (20.1.51)

and leads to a correction of the manipulated variableΔu(t) = Δδfd(t), e.g. by passing
through an integrator, as shown in Fig. A.8.
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The described state variable controller is an overall controller for the lateral
distance with a feedback of all 5 state variables and 5 controller parameters. The
cascaded control system with yaw angle and path controller, Fig. 20.3, presents a
feedback of only the yaw angle rate ψ̇ and the lateral distance Dyx. However, it has
a modular structure with two tunable simpler controllers which may be better suited
for the practical application, especially for controller parameter tuning in a research
vehicle.

A further control method which may be used for lateral and longitudinal control
of vehicles is model predictive control (MPC). This method uses current output
variables y(k) and manipulated variables u(k), where k = t/T0 is a discrete time,
T0 the sampling time, and their future values y(k + 1), y(k + 2),... and u(k + 1),
u(k + 2),... based on a process model. These values are considered over a certain
prediction horizont, and optimized manipulated variables are calculated, but only
the first u(k) is realized. This method is briefly described in Appendix A.1.3.5.
However, the computational expense is relatively large, such that real-time solutions
with small sampling times are difficult. Some proposals of MPC for automotive
systems are described in Del Re et al. (2010), Nareyko et al. (2020), and Hu et al.
(2020); see also Adamy (2009).

A comparison of lateral vehicle controllers with linear PD controller, internal
model controller, flatness-based controller, and a nonlinear controller, including the
vehicle slip angle effect and experimental test drives, is published by Schorn (2007),
with good overall properties for IMC and flatness-based control.

The described path control system of Fig. 20.3 is designed for controlling the
distance Dy0 from the center of gravity to the lane marking beside the vehicle.
However, it can also be applied for lateral distance control Dy in short distance
xτ ≈ 2...10 m in front of the vehicle, because the traveling time to this close distant
point is with τ ≈ 0.2...0.5 s for v = 20 m/s relatively small.

This is, for example, treated in Taylor et al. (1999) and it is shown that the poles of
the overall transfer function are not affected by the look-ahead distance xτ , but that
the zeros are closer to the real axis with increasing xτ and thus improve the damping
ratio; see also Rajamani (2012).

20.1.2 Path Control Ahead of theVehicle

Path control for higher velocities requires to control the lateral distance Dyx =
Dyxψ + Dyxβ at a distance xτ ahead of the vehicle; see Fig. 20.1. It is assumed
that the distance Dyxψ can be measured by a camera. Figure 20.4 shows that the
lateral distance after a time period τ will be Dyx if the course ν(t0) at time t0 is
maintained. This leads to a deviation

ΔDyx(τ ) = Dyx(t) − Dyd (20.1.52)

if Dyd = Dy0 is the desired lateral distance to the right road marking, according to
Fig. 20.1.
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Fig. 20.4 Signal flow scheme for path control ahead of the vehicle on a straight road

The signal flow for the change of the distance Dyx ahead of the vehicle is depicted
in Fig. 20.2b by using (20.1.9).

The controlled process for the yaw controller is then described with (20.1.17)

G
′
δDyx(s) = ΔDyxψ(s)

Δδf(s)
=

(
b

′
0 + b

′
1s

)
vXτ

s
(
1 + a1s + a2s2

) 1(
1 + T

′
2s

) (20.1.53)

if the vehicle side slip angle β is negligible small. Neglecting the short time lateral
dynamics, one obtains

G
′′
δDyx(s) = b

′
0vXτ

1

s
= b

′
0xτ

1

s
. (20.1.54)

This integrating process behavior for low vehicle velocity has a gain that is pro-
portional to the look-ahead distance xτ .

However, for large slip angles, the effect of the slip angle has to be considered

ΔDyxβ(s) = vXτΔβ̂(s). (20.1.55)

The overall controlled process for the path controller then becomes

GδDyx(s) = ΔDyx(s)

Δψd(s)
= ΔDyxψ(s)

Δψd(s)
+ ΔDyxβ(s)

Δδf(s)
= Gψψ(s)vXτ + Δβ(s)

Δδf(s)
vXτ .

(20.1.56)
(a) IMC Controller
A comparison of Figs. 20.4 and 20.3 indicates that, for a cascaded control system,
the yaw angle control is the same and that the path controller instead of an integrator
vX/s has just a proportional transfer element vXτ = xτ in its closed loop, which
depends on the look-ahead distance xτ . Therefore, the IMC yaw angle controller
Gψδ(s) = Δδf(s)/eψ(s) of (20.1.22), respectively, its PD controller approximation
(20.1.24) can be directly used. The closed loop is then again of fourth order and the
controlled process for the path controller becomes, if the effect of the vehicle slip
angle is neglected,

GψDx(s) = Δψd(s)

ΔDyxψ
= Gψψ(s)vXτ = Gψψ(s)xτ . (20.1.57)
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Then a P controller or a PI controller can be applied with a parameter adaptation
dependent on the look-ahead distance xτ

GDψd(s) = Δψd(s)

eD(s)
= KDψd

(
1 + 1

TIs

)
. (20.1.58)

The controller gain is inverse proportional to the look-ahead distance xτ .

(b) IMC Controller for Low Velocity
As much simpler equations are obtained, the first-order model for the lateral behavior
(20.1.33) is considered. Using the PD controller (20.1.36), the closed-loop behavior
for the yaw control is described by (20.1.38). The controlled process for the path
controller now becomes, neglecting the effect of the slip angle β,

GψDxψ(s) = ΔDyxψ(s)

Δψd(s)
= KψDx

1 + Tψψs
(20.1.59)

with the gain

KψDx = vXτ = xτ ,

which is now proportional to the look-ahead distance xτ . The path controller operates
with the control error for the desired lateral distance Dyxd

eD(t) = Dyxd(t) − Dyxψ(t); (20.1.60)

see Fig. 20.4. If a P-path controller

GDxψ(s) = Δψd(s)

eD(s)
= KDxψ (20.1.61)

is used, the closed-loop behavior is

GDxDx(s) = ΔDyxψ(s)

ΔDyxd(s)
=

KDD
1+KDD

1 + Tψψ

1+KDDs
s

(20.1.62)

with

KDD = KψDxKDx = xτ KDxψ.

The overall gain KDD can be determined by pole placement design. Then it follows
for the path controller gain

KDxψ = KDD

xτ
. (20.1.63)

Hence, the controller gain has to be adapted inverse proportional to the look-ahead
distance xτ and the gain becomes the smaller, the larger xτ . To avoid steady-state
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control errors ΔDyx, a better choice is a PI-path controller as (20.1.58) which results
in a closed-loop transfer function

GDxDx(s) = ΔDyx(s)

ΔDyxd(s)
= KDD (1 + TIs)

TψψTIs2 + TI(1 + KDD)s + KDD
. (20.1.64)

Also, in this case, the controller parameters KDxψ and TI can be determined by pole
placement design or by parameter optimization with a quadratic control performance
criterion. See Appendix. A.1.3.1.

These simplified controller designs did not take into account the influence of
the vehicle side slip angle β, which has an effect for higher lateral velocities and
accelerations and is just considered as a disturbance.

For large side slip angles β, the design of the path controller has to take into
account the controlled process (20.1.56). However, if the ESC is active, it already
keeps the slip angle relatively small, see Sect. 17.2, such that the design of the path
controller for controlling the lateral distance Dyxψ may be sufficient.

The determined controller parameters have to be tuned experimentally also with
regard to a comfortable behavior.

The yaw angle and path controllers depend on operating point-dependent param-
eters, such as the velocity, the look-ahead distance, and the vehicle mass. As the con-
troller’s designs are valid around the considered operation points, local controllers
result, e.g. for M operating points. Then they can be superimposed by weighting
with activity functions, as described in Sect. 20.3 and Fig. 20.11.

20.2 Path Control for Curves

Road curves are usually built as circles with constant curvature

κ = 1

RP
(20.2.1)

or as clothoids where the curvature changes linearly with the arc length s

κ(s) = κ0 + κ
′
s, (20.2.2)

where κ0 is the initial curvature, κ
′ = dκ/ds the change of the curvature, and s is

the arc length of a Frenet coordinate system; see Sect. 12.1.2. For a driving vehicle,
the change of the curvature becomes

dκ(s)

dt
= dκ

ds

ds

dt
= κ

′
ṡ = κ

′
v. (20.2.3)

Front-view cameras with an opening angle of, e.g. ±8◦ and with the corresponding
image processing are able to provide the curvature κ(xc) where xc is the longitudinal
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coordinate from the beginning of a curve, and its change dκ/ds, see Winner et al.
(2016), based on lane markings, reflector posts, and guard rails.

The curves can be mathematically approximated, for example, by polynomials

y(x) = a0 + a1xc + a2x
2
c + a3x

3
c + a4x

4
c + a5x

5
c (20.2.4)

or by splines; see, e.g. Kochem (2005).
Using the curvature κ and its derivative κ

′
, provided by the front-view sensor

system and including the present course angle ν, it holds also, see Bartels et al.
(2016),

y(x) = a0 + xc sin ν + 1

2
x2

c κ + 1

6
x3

c κ
′
. (20.2.5)

This follows from the lateral distance within a circle of radius Rp = R

y(x) = R
(

1 − cos
xc

R

)
,

and after series expansion for small xτ

y(x) ≈ 1

2R
x2

c = 1

2
x2

c κ,

the change of the lateral distance with varying κ(x) becomes

dy(x)

dxc
= κxc + 1

2
x2

c κ
′
,

which leads to

y(x) =
∫ xc

0

dy(x)

dxc
dx = 1

2
x2

c κ + 1

6
x3

c κ
′
.

For small course angles, it holds

y(x) = a0 + xcν + 1

2
x2

c κ + 1

6
x3

c κ
′
. (20.2.6)

In order to obtain a parametric model for the approached curve with usually noisy
measurements yi (xc) for xc = xc1, xc2, ..., xcN along the observed road marking, a
parameter estimation by using, e.g. the method of least squares has to performed to
obtain the parameters a0, a1, ..., a5 for (20.2.4) or a0, κ and κ

′
for (20.2.6).

Then the path y(xc) can be calculated in advance for xc = xτ if κ, κ
′
, ψ, and the

distance xτ are known; the vehicle slip angle β is neglected; and a0 = Dy0 is the
lateral distance to the right lane marking at the beginning of the curve

y(xc) = Dyx(xc) = Dy0 + xcψ + 1

2
x2
τ κ + 1

6
x3
τ κ

′
. (20.2.7)
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Fig. 20.5 Vehicle approaching a curve with radius Rp

xτ is then a look-ahead distance, which has to be selected properly. (20.2.7) is a
prediction of the path which has to be driven.

For a right-hand curve, the approximation (20.2.7) can be used for a shorter
distance if the view is limited, or it has to be applied correspondingly to the center
line marking.

It is now assumed that the velocity of the vehicle is constant. When the vehicle
enters a curve, see Fig. 20.5, the measured distance Dyx to the right lane marking
changes, and the path controller of Fig. 20.4 changes the reference value ψd of
the yaw angle controller according to the given reference value Dyxd. The control
performance can, however, considerably be improved by feedforward control if the
momentum path radius Rp or the curvature κ = 1/Rp is known.

A relation for the yaw rate of the vehicle in dependence on the steering angle
follows for stationary cornering from (7.2.75) in form of the yaw rate gain

Kδψ̇ = ψ̇

δf
= v

l + SGv2 (20.2.8)

with the steering gradient SG = l
v2

ch
.

Using (7.1.3), ψ̇ = v/Rp = vκ results in the stationary steering angle gain

Kκδ = δfκ

κ
= (

l + SGv2) . (20.2.9)

If further the derivative κ
′ = dκ/dx is known, (20.2.9) yields

dδfκ

dκ
= (

l + SGv2) (20.2.10)

and
dδfκ

dx
= (

l + SGv2) dκ

dx
= (

l + SGv2) κ
′

(20.2.11a)
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or

dδfκ′

dt
= (

l + SGv2) κ
′ dx

dt
= (

l + SGv2)κ
′
v (20.2.11b)

= Kκ
′
δκ

′

with Kκ
′
δ = (

l + SGv2
)
v.

The change of the steering angle because of the change of the curvature κ
′

then
becomes

Δδfκ′ =
∫ t

0
Kκ

′
δκ

′
dt = (

l + SGv2) κ
′
vt (20.2.12)

and changes linearly with time t and proportional to κ
′

and v (corresponding to a
clothoid curve). The feedforward control of the steering then results in

δff = δfκ + Δδfκ′ (20.2.13)

and leads to the signal flow in Fig. 20.6.
As the curvature κ = κX is measured, a time period τ = xτ/v before the vehicle is

at the point of measurement, the feedforward control may be delayed by a dead-time
term

GTt(s) = e−Tts (20.2.14)

with Tt = kτ τ , where τ is the selected time gap and kτ ≤ 1. Thus, the feedforward
path function becomes

δff(s) = (
δfκ(s) + Δδfκ′ (s)

)
e−Tts =

(
Kκδκ + Kκ

′
δ

κ
′

s

)
e−Tts . (20.2.15)

The steering angle is then a superposition by the steering angle output of the
controller Gψδ(s) and the output of the feedforward function

δf(t) = δfψ(t) + δff(t). (20.2.16)

Figure 20.6 depicts the resulting control system. Based on the known ahead cur-
vature κX and its derivative κ

′
X, the feedforward control determines theoretically the

required steering angle δf and the path control system according to Sect. 20.1 and
corrects with δfψ remaining differences due to imperfect models, vehicle slip angle
effects, and roadside disturbances. The yaw angle and path controller of the cascaded
control system are as described in the last Sects. 20.1.1 and 20.1.2. The approach
is similar to a path control with feedforward and PD controller feedback control in
Taylor et al. (1999), Schorn and Isermann (2006) and Schorn (2007), and Müller and
Rohleder (2006).

The course angle follows from (20.1.1) Δν = Δψ + Δβ where the vehicle slip
angle β can be estimated with one of the state-estimation methods of Chap. 12. An



20.2 Path Control for Curves 555

1sG

β-estim.

Dyxψ

Dyxd G G

sensor
systemβ

yaw-
angle

controller

path
controller

v τX

Kκδ
curvature feed forward

G (s)Tt
κX

ψd δfψ δf

ff

ψ ψ

vehicle

1s

Kκ´δ ∫

κ´
κX

X

κX́

δ

ψ Dyx

v τX Dyxβ

Fig. 20.6 Signal flow scheme for path control in a curve with curvature κX, change of curvature
κ

′
X, and look-ahead time τ by combining feedback and feedforward control

G

β-estim.

Dyxψ

Dyxd G G

sensor
system

ψ

β
yaw-
angle

controller

path
controller

κκδ
curvature feed forward κX

κX δfκ

ψd δfψ δf

ff

ψ ψ

vehicle

1s 1s

1s

Kκ´δ ∫

κX́

κX́

δ

Δδfκ´

Dyx

1s Dyxβ

Fig.20.7 Signal flow scheme for path control in a curve with curvature κX and change of curvature
κ

′
X by combining feedback control in close distance xτ , τ small, with feedforward control

alternative is to add only the steady-state value for stationary cornering from (7.2.58).
According to (7.2.60b) and (7.2.61), the slip angle can be positive or negative.

Figure 20.7 depicts a path control system in a curve for a close distance xτ in front
or beside of the vehicle, corresponding to the path control in Sect. 20.1.1a. Then the
dead-time term (20.2.14) can be neglected.

20.3 Lane Change Control

For lane changes, the driven path is not directly given by the roadway, but can be
selected with regard to the vehicle kinematics and dynamics and to the available
space. This means that a path y(x) or a trajectory y(x, t) has to be planned, see
Sect. 18.2, which is then followed by a lane change control system. The planned
path or trajectory may be of a preselected form or may be optimized with regard to
the (changing) environment.
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(a) Preselected Path

At first, preselected paths are considered. It is assumed that the velocity is constant
and that a path control has to be designed.

The path is usually characterized by a turning point and can be approximated by
polynomials, splines, and clothoids. Papadimitriou and Tomizuka (2003) use poly-
nomials and Montés et al. (2007) apply Bezier curves for clothoids; see also Ulmer
(1994). A simpler approach is proposed by Stählin (2008) in form of a sigmoidal
path as function of the longitudinal coordinate x

y(x) = Blc

1 − e−a(x−c)
, (20.3.1)

where Blc is the maneuver width, a the slope, and c the position of the turning point.
The resulting length is about Lsig ≈ 2c. The advantage of this algebraic function is
that only three parameters are required and that it can be used to calculate the lateral
acceleration and the jerk, which allows an adaption to the velocity with x = vt .

Another approach is to describe the lane change path in the time domain by leaning
on dynamic low pass elements of n-th order with a transfer function, Schmitt (2012),
resulting in low pass path

G lc(s) = Δyref(s)

Δyd(s)
= 1

(1 + T s)n
,

Δyd = Blc.

(20.3.2)

An analysis of lane change maneuvers by Sporrer et al. (1998) has shown that the
time ratio of leaving the lane to reaching the new lane is about 1 : 2. This results in
an order of n = 4 for a lane change reference model

G lc(s) = Δyref(s)

Δyd(s)
= 1

(1 + T s)4 =
1
T 4

s4 + 4
T s

3 + 6
T 2 s2 + 4

T 3 s + 1
T 4

. (20.3.3)

Transfer to the time domain gives a state-space representation

⎡
⎢⎢⎣
ẋ1
ẋ2
ẋ3
ẋ4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1

− 1
T 4 − 4

T 3 − 6
T 2 − 4

T

⎤
⎥⎥⎦

⎡
⎢⎢⎣
x1
x2
x3
x4

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

0
0
0
1
T 4

⎤
⎥⎥⎦Δyd ,

yref = [
1 0 0 0

]
⎡
⎢⎢⎣
x1
x2
x3
x4

⎤
⎥⎥⎦ ,

with

x1 = yref ; x2 = vyref ; x3 = ayref ; x4 = jyref ,

(20.3.4)
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Fig. 20.8 Step responses of low pass elements with n = 4 and different time constants T =
0.2...1.0 s, for Blc = 4 m, Schmitt (2012)

where jy = day/dt is the jerk.
Figure 20.8 shows some step responses for n = 4 and different time constants T .

Hence, by changing the time constant, the lateral velocity and the lateral acceleration
can be adjusted.

An analysis of the time-dependent responses of (20.3.4) for a step input Δyd(t)
indicates that the maximal lateral acceleration aymax has at

taymax = T (3 − √
3) (20.3.5)

the value

aymax ≈ 0.13
Blc

T 2 . (20.3.6)

Therefore, it follows for the time constant, Schmitt (2012),

T =
√

0.13
Blc

aymax
. (20.3.7)

The time constant of the path model only depends on the lane width and the maximal
lateral acceleration. For a lane change of Blc = 4 m and aymax = 2 m

s2 , it yields T ≈
0.5 s.

Figure 20.8 shows that the time duration of a lane change is

Δtlc ≈ 8T (20.3.8a)

and its length

Δxlc ≈ 8T vX. (20.3.8b)

The lane change reference model yref(t) is given in the time domain. For constant
velocity holds v = Δx/Δt or Δx = vΔt . The driven path in dependence on the
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longitudinal way x then is yref(x) = yref(vt). Therefore, the driven path is obtained
by changing the length scale in dependence on the velocity. Figure 20.9 shows how the
reference path changes with the velocity. This lane change model was experimentally
validated by Schmitt (2012).

The lateral control is similar as for path control beside the vehicle; see Fig. 20.3.
However, the reference value Δyref(t) is calculated from the lane change model
(20.3.4) with Δyref = Blcσ(t) as input and T from (20.3.7), where σ(t) is a unit step
function at the beginning of the lane change. The reference lateral distance Δyref
then acts as desired value for the cascaded lateral control system; see Fig. 20.10. The
yaw angle and path controller can be designed with PD behavior, as in Sect. 20.1.1

The yaw rate and the lateral acceleration are for stationary cornering related by

ψ̇ref = ayref

v
. (20.3.9)

Insertion in (20.2.8) yields for the required steering angle and constant velocity

δff(t) = 1

v

(
l + SGv2) ψ̇ref(t) = 1

v

(
l

v
+ SG

)
ayref(t)

= Kayδ(v)ayref(t).

(20.3.10)

This allows to add a feedforward path, where ayref is calculated from the lane change
model (20.3.4) or measured, Ackermann (2016); see Fig. 20.10.
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Fig. 20.11 Structure of the weighted superposition of local linear controllers with velocity-
dependent parameters

The parameters of the linear feedback and feedforward controllers depend on the
velocity v and the controller parameters and have therefore to be adapted. This can be
provided by gain scheduling. As the controller parameters are valid in certain ranges
Δv around the operating point v, M parameter sets can be specified for v = 0...vmax
and weighted with activity functions, according to the principle of local linear models
and controllers; see Fink (2006), Schorn (2007), and Ackermann (2016).

The output of the weighted superposition of the local linear controllers then is for
the yaw angle controller, see Fig. 20.11,

δfψ =
M∑
i=1

δfψ,i =
M∑
i=1

φiδLLM,i (20.3.11)

with the local linear controllers

δLLM,i(t) = Kψδ,i(1 + TD,is)eψ,i(t), (20.3.12)

the velocity-dependent activity function

φi(vX) = μi(vX)∑M
j=1 μj(vX)

, (20.3.13)

and the Gaussian membership functions

μi(v) = exp

(
−1

2

(vX − ci)
2

v2
i

)
. (20.3.14)

A simulation with a similar cascaded control system according to Fig. 20.10 is
depicted in Fig. 20.12. At t = 10 s, the step command is given to change the lateral
position from y = −1.8 m to y = 1.8 m. The path y(t) shows the reference low pass
behavior and as well ψ̇(t), ψ(t), and δf(t) indicate a well-damped behavior.
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Fig.20.12 Simulation (CarmakerTM) of a lane change maneuver with a step input Δyref at t = 10 s,
a lateral reference path according to (20.3.3), v = 130 km/h, Ackermann (2016). Cascade control
with PI controller for ψ̇ and P controllers for ψ and y

The lane change control systems described before use parametric models for the
path y(x) or y(t) in order to result in a compact realization of the reference values
yref . However, a path representation can also be represented in a nonparametric form,
e.g. by a few samples

P ref(t) =
⎡
⎣XE(t) XE(t + TP) XE(t + 2TP) XE(t + 10TP)

YE(t) YE(t + TP) YE(t + 2TP) YE(t + 10TP)

ψ(t) ψ(t + TP) ψ(t + 2TP) ψ(t + 10TP),

⎤
⎦ (20.3.15)

where TP is a path sampling time; see Fig. 21.4. Then by the Lagrange interpolation,
yref(x) can be determined; see Schorn (2007).

A further approach for path control with curves is to combine the lateral distance
control at short distance xτ with τ ≈ 0.2 to 0.5 s in front of the vehicle with feedfor-
ward control by using the curvature κ for longer distance xτ with τ ≈ 1.5...4 s. This
results then in a control configuration as in Fig. 20.7, which follows from Figs. 20.3
and 20.6.

(b) Optimized Trajectories
In dense traffic situations, other vehicles around the ego vehicle have to be considered.
This means that their changing positions and velocities must be taken into account.
The lane change then may include changes of the velocity and means that lane change
trajectories y(x, t) have to be planned. If the starting position and time y(x0, t0) is
known, the final position and time y(xend, tend) has to be selected and according to
an optimization criterion, an optimal trajectory has to be found; see, e.g. Werling
et al. (2010) and Rathgeber (2016).

A trajectory planning method with smaller computational expense, dividing the
trajectory into three segments with variable average velocities, is presented by Hansen
et al. (2016) or with continuously changing velocity by Schucker et al. (2019).
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Frequently, the trajectories are described as polynomials like

y(t) = c0 + c1t + · · · + cν t
ν (20.3.16)

for the lateral and longitudinal direction, with orders ν = 5 or 7. A quadratic opti-
mization criterion then may evaluate the start and end position, the lateral accelera-
tion, and jerk.

Further publications on lateral control of vehicles and related topics are, for
example, Papadimitriou and Tomizuka (2003), Meier et al. (2004), Kochem (2005),
McCall and Trivedi (2006), Müller and Rohleder (2006), Kehl (2007), Montés et al.
(2007), Habenicht (2012), Paden et al. (2016), Rathgeber et al. (2016), Gallep and
Müller (2017), Augustin et al. (2019), and Gundlach (2020) and contributions in
Isermann (2006).

20.4 LaneMerging Control

Merging maneuvers at highway entrances or roundabouts are relatively critical and
dangerous traffic situations. In dense traffic, they usually require reaction from the
entering vehicle and the vehicles on the main lane and may lead to chain reactions
and traffic jams. In the ideal case, the entering vehicle should merge in front of a
following (lagging) vehicle on the main lane with a velocity that does not force the
following vehicle to change its velocity or even the lane.

Different kinds of road merge construction exist for highways and cross-country
roads, e.g. a parallel lane merge, a tapered lane merge (without a parallel lane), or a
cloverleaf merge.

Merging maneuvers on these road constructions are treated in many publications.
First treatments considered the control of vehicle merging by a roadside local man-
ager outside of the vehicles; see, e.g. Posch and Schmidt (1980) and Lu and Hedrick
(2003).

Further contributions assume connected and automated vehicles (CAV); see, e.g.
the survey by Rios-Torres and Malikopoulos (2017). Centralized approaches use a
single central controller which takes decisions for all relevant vehicles by, e.g. heuris-
tic rules or optimized on-ramp coordination. In decentralized control, each vehicle
determines its own solution, with heuristic control (fuzzy logic) or multiobjective
optimization. See also Park et al. (2013) with control of leading and lagging main
lane vehicles to create an adequate gap for a smooth merging; see Liu and Tomizuka
(2016), Hussain et al. (2018), and Dollar and Vahidi (2019). Assadi et al. (2020)
optimize the longitudinal velocity of the entering vehicle by using relative speed and
position measurements. Eilbrecht and Stursberg (2020) propose to dedicate agents
to the vehicles.

During a merging maneuver, usually the behavior of the vehicles on the main
lane is not known exactly and difficult to predict. For example, the lagging vehicle
can accelerate, the lead vehicle can brake, or vehicles from other lanes may cut in.
The automation of the merging maneuver has to take into account these situations.
Therefore, the merging vehicle needs a powerful environmental sensor system.
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In the following, an automatic merging on a highway with a parallel entrance
ramp is considered with several simplifying assumptions. This may be seen as an
example that can then be expanded to more complex merging situations.

The considered merging situation is depicted in Fig. 20.13 where for merging an
entrance ramp in form of a parallel lane to the main lane exists. On the main lane
are two vehicles 1 and 2 driving at time t0 with the velocity v1(t0) and v2(t0) in a
distance Δx12 = x2 − x1. t0 is the time instant for the measurement of the velocities
v1 and v2 with a sensor system of the merging vehicle M. The goal is that the vehicle
M with velocity vM(t0) merges between the vehicles 1 and 2. The parallel entrance
ramp allows to speed up the merging vehicle to the velocity vM = v1 of the following
vehicle under the condition that there are no objects or vehicles on the ramp.

It is now assumed that the velocities of the vehicles on the main lane are constant
and equal, v1 = v2.

The first condition for a courteous merging is that the distance to the following
vehicle 1 is

Δx1M(tM) � v1τd1, (20.4.1)

where τd1 is the desired time gap of vehicle 1 (τd1 ≈ 1.5...2 s; see (19.3.1)).
The second condition is that the distance of the merging vehicle M to the pre-

ceeding vehicle after merging at time instant tlce is

ΔxM2(tlce) � vMτdM. (20.4.2)

Hence, the distance (gap) between the two vehicles in the main lane at the begin
of the merging maneuver is

Δx12,req = Δx12(tlcb) � v1τd1 + vMτdM + lυ, (20.4.3)

where lυ is the length for the merging vehicle and tlcb the starting time instant of the
merging maneuver. The time gap τd1 and τd2 depends also on the density of the traffic
on the main lane. For dense traffic, τd can be reduced to about τd,min ≈ 1...1.5 s.

The merging vehicle M on the parallel entrance ramp has to accelerate to the
velocity vM(tlcb) = v1(t0) = v2(t0).

The lateral distance of the merging maneuver is

Δyd(tlcb) = Blc = C0 + B1

2
+ ΔyM(tlcb) (20.4.4)

to reach the moving target MP(tlce) in the middle of vehicle 1 and 2; see Fig. 20.13.
The lane change control follows Sect. 20.3, for example, Fig. 20.10, by using a
predefined lane change maneuver as (20.3.2). This maneuver may be selected on the
basis of a chosen maximal lateral acceleration aYmax due to (20.3.6) with the setpoint
Δyd = Δyref = Blc according to (20.4.4).
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The goal is to reach the center line of the main lane Δyml = B1/2. The required
length for the lane change maneuver is according to (20.3.8b)

Δxlc = xMlc(tlcb) − xM(tlce)) ≈ 8T vM, (20.4.5)

where the time constant T depends on the selected aYmax; see (20.3.6).
The begin of the merging maneuver is the time instant where the moving merging

point MP(tlcb) is parallel to the merging vehicle M; see Fig. 20.13. This means the
distance to the preceeding vehicle is ΔxM2(tlcb) = vMΔτdM.

If the merging point MP can be any point along the entrance ramp and the entrance
ramp is relatively long, this gives some flexibility in selecting the starting time of
the lane change maneuver. However, if the merging vehicle reaches the end of the
entrance ramp without the possibility to start the merging maneuver, it has to brake
down. This braking maneuver has to be started if the still available length of the
entrance ramp is

ΔxML0b(t) = xL0e − xM(t) ≥ kbdxbd,min, (20.4.6)

where xbd,min is the minimal braking distance due to (6.7.23) with a safety surcharge
factor kbd ≈ 2. The remaining length ΔxL0 has to be measured and supervised by the
onboard sensor system and has to be long enough to start the next merging maneuver.
The merging vehicle has then to wait until a large gap between two vehicles on the
main lane appears.

The merging maneuver can be summarized by a sequence of rules in the form

IF < condition > THEN < conclusion >

The condition part (premise) contains facts as inputs and the conclusion part
determines events as a logical cause of the facts; compare Fig. 20.14.

1. IF <vehicle M enters the entrance ramp AND no objects are on the ramp
AND ACC is on AND turn signal is on>

THEN <geometrical sizes of the road B0,C0, B1 and length ΔxL0 of the ramp
have to be known or measured>

2. IF <vehicle M is on the entrance ramp L0>

THEN <velocities v1, v2 and distances Δx1M and ΔxM2 have to measured (on board)
as soon as possible>

3. IF <rules 1) and 2) are fulfilled>

THEN <vehicle M is accelerated/decelerated such that vM = v1>

4. IF <distance Δx12,req AND vM = v1 AND ΔxM2 ≥ vMτd
AND ΔxML0b ≥ kbdxbd,min>

THEN <start lane change maneuver with lane change path control (Fig. 20.10) and
setpoint ΔyDd(tlcb) = Blc = C0 + B1/2 + ΔyM(tlcb)>

5. IF <the remaining distance on the ramp ΔxML0(tlcb) < kbdxbd,min>

THEN <active brake until a next gap Δx12 is large enough OR until standstill
and try again>

6. IF <vehicle M has reached the main lane L1>

THEN <activate lane path control (Fig. 20.6) AND activate distance control
(Fig. 19.7)>
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This example has shown that preconditions can be formalized as rules with binary
logic decisions. As some of the conditions are not sharp, the use of fuzzy logic instead
of crisp, binary logic is well suited.

Summarizing, the automatic merging maneuver is an example where event-based
logic rules and continuous-time longitudinal and lateral vehicle control have to coop-
erate. A similar procedure may be applied for an automatic lane change maneuver
by setting C0 = 0 and ΔxML0b ≥ vMτdM.
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21AnticollisionControl Systems

Automotive safety is one of the high-priority issues in the design of vehicles, con-
struction, and equipment to minimize the occurrence and consequence of accidents.
The improvements in automobile and roadway design have steadily reduced injury
and death rates in developed countries. This positive development was supported by
measures of passive and active safety systems.

Passive safety systems provide vehicle components in order to protect occupants
during a crash respectively to reduce the consequence of accidents. Some examples
are as follows:

• Interior safety systems for passenger protection:
– constructive crashworthy systems like crumple zones (front, rear, side), cell

strength, survival space, collapsible steering columns, and cockpit padding;
and

– passenger restraint systems: seat belt with retractor and tightener, airbags
(front, side, window).

• Exterior safety systems for protection of external humans:
– vehicle-related measures to minimize injuries to pedestrians, bicycle-riders,

and motorcycle-riders, e.g. hood measures and deformation behavior; and
– exterior body shape and structure.

• Active passive safety systems:
– pre-crash sensors for early actuating of occupant safety systems,
– pre-safe systems to prepare passive safety systems for a possible accident (e.g.

belt tightening), and
– pre-safe structure: active chassis systems for passenger protection.
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These passive safety systems have reached a well-developed status andmainly active
passive safety systems will show further progress. Larger steps in the reduction of
accidents are now expected by active safety systems.

Accident statistics exist from several sources. The official German statistics
DESTATIS distinguishes between the type of fatalities and kind of fatalities. The
type of fatalities describes the traffic situation and therefore the origin of the acci-
dents and the kind of fatalities describes the movement of the accident participants
relative to each other.

The major types of accidents are for Germany, according to Destatis (2010), as
follows:

• driving accident, 42%;
• accident between vehicles moving along, 21%;
• turning into a road or crossing it, 18%;
• crossing the road (pedestrian), 3%; and
• others, 6%.

The kind of accidents with fatalities are further distinguished as follows:

• road departure, 39%;
• with oncoming vehicles, 32%;
• with vehicle turning or crossing, 15%;
• with pedestrians, 5%; and
• with vehicles moving ahead or waiting stationary, or laterally moving, 6%.

A reduction of driving accidents and accidents with road departure can, e.g. be sup-
ported by first- and second-generation ADAS, like ABS, TRC, ESC, LDW, and LKS.
However, accidents between vehicles moving along, turning, and crossing or with
obstacles need newly developed driving assistance systems, so-called anticollision
systems or collision-avoidance systems (CAS).

The development of automotive systems for the reduction of accidents has a long
tradition. A path-breaking project in the field of active safety was the European
research project PROMETHEUS (Program for European Traffic with Higher Effi-
ciency and Unprecedented Safety) from 1986 to 1994, see, e.g. Braess and Reichart
(1995), and the following research project INVENT. Some further contributions are
Kopischke (2000) for emergency braking functions and Lages (2001) and Ameling
(2002) for collision-avoidance systems. See also Kirchner et al. (2005), Mildner
(2004), Weisen (2003), and Anderson et al. (2010) and several contributions in Win-
ner et al. (2016). A three-layer system for safe automatic driving and prediction of the
future trajectories of surrounding vehicles with decisions for lane changes in front
of too slow or fast cut-in vehicle is described in Liu and Tomizuka (2016), using
simulations.

The scheme in Fig. 21.1 distinguishes some accident situations between vehicles:
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Accident situations:
Vehicles move
same direction

Vehicles move
opposite direction

Other
vehicles
• move
ahead
stop•

• move laterally
cutting in
crossing

•
•

CAS
actions: warning

braking
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free lane

•

•

• highway
2 lanes•
oncoming
vehicle,
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Overtaking
• rural road
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oncoming
vehicle

Straight driving
• own vehicle
turns to left
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Other
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• warning
braking AND
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•
• warning

braking AND
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the right

•
• warning

braking AND
swerving
to the right,
to free lane

•
•

Fig. 21.1 Organization chart for collision-avoidance systems (longitudinal direction)

1. Vehicles move in the same direction

• other vehicles:

(a) move ahead or stop;
(b) move laterally, turn, or cross (includes objects on road).

• Collision-avoidance (CAS) actions: warning, braking, and swerving.

2. Vehicles move in opposite directions

• own vehicle:

(a) overtaking maneuver
– rural road;
– highway, freeway;

(b) straight driving
– vehicles leave correct lane.

• CAS actions: warning, braking, and swerving if required

The research project PRORETA was an Industry-University project on collision-
avoidance systems between Continental AG and Technische Universität Darmstadt.
The project PRORETA 1 (2003–2006) was dedicated to situations 1 (a) and (b), and
project PRORETA 2 (2006–2009) to situation 2 (a) for rural roads. Both projects
were performed by the cooperation of three research institutes: Automatic Control,
Automotive Engineering and Ergonomics (first project), and Multimodal Interactive
Systems (second project).
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An important basis for these collision-avoidance systems is the detection of the
environment around the vehicle with RADAR sensors, LIDAR sensors, and cameras.

In the following, the developed collision-avoidance systems, the assumed accident
situations, and the intervention planning and control functions will be summarized
and experimental results with driving experiments will be shown. The contribution
can only give an extract of the developed collision-avoidance systems. The details
are given in the reports Bender (2008), Darms (2007), Schorn (2007), and Stählin
(2008) for PRORETA 1 and Hohm (2010), Mannale et al. (2008), Schmitt (2012),
and Wojek (2010) for PRORETA 2. The following sections are based on Isermann
et al. (2012).

21.1 Anticollision Brake and Steering

An accident situation is considered where the own vehicle drives correctly on its lane
and another vehicle moving in the same direction or an object appears in front. The
driver has the chance to react appropriately as long as possible to avoid an accident.
However, if the driver does not react, the CAV system intervenes at the last possible
moment.

Figure 21.2 gives a system overview for the development of PRORETA 1; see
Isermann et al. (2008). Based on information from the environment and the own car,
predictions for the expected trajectory of the own car and of objects in the surround-
ings are being calculated. Using these predictions, a decision is made, whether an
intervention is necessary or not, and the intervention is planned. The intervention
itself is then conducted fully automatically. An ergonomic study accompanied the
development of the system. This study investigated how the driver reacts in critical
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Fig. 21.2 Collision-avoidance system overview for the development of PRORETA 1
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Fig. 21.3 Environmental sensors of the test vehicle: a video camera, resolution 0.07◦, 44◦, 640 ×
496 pixels, cycle time 40ms; b laser scanner, 22.5◦, resolution 1.5◦, cycle time 90ms

situations and how he or she reacts to the interventions. In the following, the interven-
tion decision, the planning of the intervention, and the conduction of the intervention
are described. The environment perception is described in detail in Darms and Win-
ner (2006) and Darms (2007). Results from the ergonomic study can be found in
Bender et al. (2007) and Bender (2008). The system was tested by simulations using
a complex two-track model followed by extensive driving tests with an experimental
vehicle.

21.1.1 The ResearchVehicle

A VW Golf IV, which was equipped with additional sensors and actuators required
for the developed functions, served as the experimental vehicle; see Fig. 21.3.

The driver-assistance system uses an active front steering (AFS) and an electro-
hydraulic braking system (EHB) as actuators. For vehicle state estimation, only
ESC sensors and the sensors of the active front steering and braking system are
necessary. For environment perception, a laser scanner and a video sensor were
used. The chosen design allows to scan the area in front of the vehicle. The detection
area of the laser scanner covers an angular range of 22.5◦ with a resolution of 1.5◦
and is scanned in a 90ms cycle. The distance to objects is determined by a time
of flight measurement of emitted light impulses. The video sensor is based on a
monochrome CMOS image sensor that provides data in a 40ms cycle. The detection
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Fig. 21.4 Evasive path for planning and control

area is 44◦,whereas the discretizationwith approx. 0.07◦ is considerablyfiner than for
the laser scanner. By means of image-processing algorithms, ahead driving vehicle
rear frontal area and lane markings can be detected in the image. However, a direct
distance measurement is not possible; for details, see Darms and Winner (2006)
and Darms (2007).

21.1.2 Evasive Path

An evasive path is required between intervention planning and control. For inves-
tigating several different intervention functions with different types of controllers,
the type of intervention is selected using some flags. The flags used are braking,
emergency braking, and evasion. If braking is chosen, the desired deceleration has
to be transmitted. If an emergency braking is chosen, the maximum possible decel-
eration at every point in time is achieved using braking controllers. For an evasion,
the desired position and heading are given for one time step TB , two time steps TB ,
and ten time steps TB ahead in time; see Fig. 21.4. These time steps are constant
with TB = 100ms. The coordinate system used is stationary for the duration of the
evasion and is initialized at the beginning of the evasion to match the vehicle coordi-
nate system at that point. The last position, which is supposed to be reached ten time
steps in the future, is used to allow the controller to react predictively after deviations
of the first two time steps. Every point p(t) consists of the position (x, y) and the
heading of the vehicle. All three points are put together in one matrix transmitted to
the controller:

Pevasion = [p (t + TB) p (t + 2TB) p (t + 10TB)] . (21.1.1)

The primary goal of the evasive trajectory is to reach a predefined lateral offset
with the shortest possible traveled path such as using the road coordinate system.
The vehicle dynamics and stability after the maneuver are taken into account.

Vehicle dynamics of the path are used to limit the maximum allowed lateral
acceleration. This limit can be adapted to the actual traffic and driving situation
and especially weather conditions. The steering actuator also limits the maximum
possible jerk.
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The designed evasive path is described by a simple parametric model

y = f (x). (21.1.2)

The yaw angle ψ can be expressed as (assuming no side slip)

ψ = arctan

(
dy

dx

)
(21.1.3)

and its derivative with regard to time

ψ̇ = dψ

dt
= 1

1 +
(
dy
dx

)2 d
2y

dx2
vX. (21.1.4)

Based on this and using the Ackermann relations for the kinematics, the lateral
acceleration is as follows:

ay = vψ̇ = 1

1 +
(
dy
dx

)2 d
2y

dx2
vXv. (21.1.5)

Further simplification can be accomplished assuming vx = v.
The reference evasive trajectory is described by a sigmoid of the form, see (20.3.1),

y(x) = yM
1 + e−a(x−c)

, (21.1.6)

where yM is the maneuver width, describing the distance between minimum and
maximum y-value. a defines the slope at x = c of the sigmoid, and c defines the
position of the inflection point and therefore the length of the evasive maneuver,
which is s = 2c; see Fig. 21.4.

The parameters of the sigmoid can be chosen according to the driving situation,
such that the evasive path length s is minimal regarding the limitations for maximum
lateral acceleration, maximal jerk, and dynamics of the steering actuator solving
nonlinear algebraic equations; see Stählin et al. (2006) and Stählin (2008).

21.1.3 Intervention Decision

Based on the fused environment data, it is decided if a collision is likely to occur
and if so, which maneuver has to be carried out to avoid the collision. The strategy
is to avoid the collision at the physically last possible moment by an intervention in
order to give the driver the possibility to master the critical situation by his/her own
actions as long as possible.

In order to determine a threatening collision, predictions are first made for the
own vehicle driving tube and the movement of the objects in the environment. By



576 21 Anticollision Control Systems

yM

yA

ssteer

yH

yS

1
2 bv

1
2 lv

1
2 bv

Fig. 21.5 Evasive quantities for calculating the evasive trajectory (see text for details)

means of these predictions, it can then be predicted whether a collision will occur.
If this is the case, it is planned in the next step when and which intervention has
to be carried out. Basically, there are three strategies to avoid a collision: Braking,
steering, or a combination of braking and steering.

For the intervention decision, it is calculated at what distance to the collision
location the respective intervention has to be carried out, such that the collision can
still be prevented. For a braking intervention, the braking distance is calculated. In
the case of steering interventions, the sigmoid is taken as the basis for the evasive
trajectory.

In Fig. 21.5, the quantities necessary for the calculation of the evasive trajectory
are presented. By means of the vehicle’s width bv , the obstacle’s width, and a safety
distance yS , the necessary evasive width yA is determined. Since the evasive width
can be reached before the end of the swerving maneuver, a final maneuver width yM
arises.

The required evasive trajectory is primarily the trajectory until the evasive width
yA is reached. Under the condition that the next lane is free backward and forward,
the maneuver width is chosen according to the strategy used. If the maneuver width
yM is chosen to be the same as the evasive width yA, the evasive trajectory length
ssteer reaches its maximum for given maximal lateral acceleration and maximal
lateral jerk. However, the smallest possible evasive length ssteer can be reached for
the same acceleration and jerk limits for a larger maneuver width yM in front of the
object. A further result is that for larger vehicle velocities, steering has to be preferred
compared to braking to avoid an accident; see Stählin (2008).

21.1.4 Lateral Vehicle Guidance

If a collision with an obstacle is no longer avoidable by a reaction of the driver, then,
depending on the situation, the driver assistance system selects one of the intervention
strategies described above. For the realization of the chosen intervention, either the
active steering and/or the electro-hydraulic braking system are used according to the
maneuver. If a braking maneuver should be carried out, the vehicle is decelerated,
Schorn et al. (2005), by utilization of the maximum force transmission available.
The anti-lock braking system ABS supports in this case. In case a collision can
only be prevented by an evasive maneuver or by a combined evasive and braking
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maneuver, the control system receives a trajectory from the module intervention
planning; see Fig. 21.2. The vehicle is driven automatically on this trajectory around
the obstacle. Different linear and nonlinear feedforward and feedback controllers
for an evasive maneuver were developed. Each lateral feedback control transfers an
additional steering angle to the feedforward path; see Fig. 21.6. Vehicle variables,
which cannot be measured directly by onboard sensors, are estimated; see Chap. 12
and also Schorn and Isermann (2006), Schorn et al. (2006), and Schorn (2007).
For combined steering and braking maneuvers, different feedback controllers were
developed as well.

In the following, only the lateral vehicle guidance is regarded. Exemplarily, one
of the investigated approaches, a speed-dependent local linear feedback control
approach with feedforward control, is briefly described.

Based on the self steer gradient SG, a steering angle δff is calculated for the
feedforward control by means of vehicle velocity v, wheelbase l, and curvature
κ = 1

R of the desired trajectory, see (20.2.9),

δff = (
l + SGv2

)
κ. (21.1.7)

A feedback control is added to compensate for disturbances and deviations. The
parameters of a proportional-derivative (PD) controller are tuned by two parame-
ters only and provide the required dynamics. Using the vehicle orientation ψ and
longitudinal position xE, the control deviation of the path is transformed from an
earth-fixed coordinate system into a vehicle-fixed coordinate system as e = �y.
The desired steering angle δM is given by the sum of the angles δff and δ f b of the
feedforward and feedback control and is given to the active steering system.

As the velocity v influences the vehicle’s dynamics, the feedback controllers were
designed for different operating points (velocities). Their outputs are weighted and
superimposed based on local linear models (LLM), leading to a speed-dependent
feedback control; see Sect. 20.3.

21.1.5 Experimental Results fromTest Drives

The developed components for environment recognition, intervention decision, and
feedback control were implemented in a research vehicle and tested by means of
numerous experiments. This happened using a dummy obstacle that represents the
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Fig. 21.7 Scenarios for practical system testing: a blocked lane and b cutting-in vehicle

rear view of a car and can be moved laterally on the lane. Two test scenarios can
be seen in Fig. 21.7. In the following sections, some results from these tests are
presented. It is required in each case that the lateral and backward lane areas are
monitored by additional sensors (e.g. RADAR) and thus permit driving maneuvers.

(a) Blocked Lane: Emergency Steering and Braking

In the scenario “Suddenly appearing obstacle/blocked lane” from Fig. 21.7a, a lane
is blocked unexpectedly for the driver, such as adding the reaction time of the driver,
a critical situation develops. An example of this would be an end of a traffic jam in
the case of bad visibility or after a curve. The emergency evasion is then conducted
as an automatic intervention. The position of the used obstacle is determined by the
environmental sensors, and the necessary evasive trajectory is calculated based on the
information about the vehicle’s surroundings. The vehicle is then guided aside from
the obstacle on the predefined evasive trajectory by the lateral guidance controller
without any assistance of the driver.

Figure 21.8 shows the results of a test drive with the linear feedback control
combined with feedforward control on a dry road.

A comparison of desired command variable and measured position shows that
both values match very well. The evasive width yM is 3m, the desired and the actual
position correspond well, apart from a slight overshooting. The steering wheel angle
indicates that the driver held the steering wheel in a straight position. The difference
between the total angle and steering wheel angle is provided only by the controller.
The difference at the end of the intervention maneuver follows from the fact that the
feedback control has been switched off at very low velocities. The experiments show
that the maximal lateral acceleration was |ay | ≈ 7 m/s2 .

A combined emergency steering and braking under the condition that the tire
forces stay within Kamm’s circle is shown by Ackermann (2016) with simulations.
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(b) Cutting-In Vehicle: Emergency Braking

As a second scenario, a suddenly cutting-in vehicle in close distance to the car is
reproduced by moving the dummy obstacle just in front of the vehicle from the right
to the left lane; see Fig. 21.7b. Evasion is not possible since further obstacles block
the right lane. The necessary intervention is thus an emergency-braking maneuver.
By means of the environmental sensors, it is recognized that both lanes of the road
are blocked and it is calculated at which last possiblemoment the emergency-braking
maneuvermust be started in order to come to a stop just before the obstacle.Assuming
a maximum braking acceleration which is dependent on the road state (dry/wet), the
required braking distance of the vehicle is calculated depending on the current speed.
The driver-assistance system triggers a braking intervention only if this minimal
braking distance is reached in order to give the driver the chance to prevent the
collision as long as possible by himself. The electro-hydraulic braking system then
decelerates the vehiclemaximallywith support by the anti-lock braking systemABS,
on dry roads with a deceleration of as ≈ 7 m/s2. The closed-loop braking control
with pole placement designed PI controller and practical results are described in
Schorn et al. (2005); see also Sect. 19.1.

21.2 Collision-Avoidance System for OvertakingManeuvers
and OncomingTraffic

Accident situations during overtaking maneuvers on rural roads are frequently the
cause of severe injuries and fatalities. Accidents may originate in an erroneous situa-
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Fig. 21.9 Overview for the development of PRORETA 2

tion assessment by the driver, e.g. misjudgment of distance and velocity of oncoming
vehicles. Therefore, the second PRORETAproject developed a driver-assistance sys-
tem to avoid overtaking accidents.

Figure 21.9 depicts a system overview for the development of the PRORETA 2
system. A monocamera system and a far-range RADAR sensor, both series compo-
nents, scan the environment in front of the own vehicle. The video data is processed
via pixel-based segmentation and a combination of filterbank outputs and object
detection. They allow a classification of the picture contents, like objects, road, land
markings, free space, heaven, etc.Detected vehicles from the camera and theRADAR
sensor are fed into a sensor-fusion system applying an extended Kalman filter with
yaw rate compensation, such as providing an environment model; see Wojek et al.
(2008), Hohm et al. (2008), and Isermann et al. (2009).

The situation analysis has the task to detect dangerous overtaking maneuvers.
Then, warnings and active braking commands are given to avoid an accident.

In the following, the situation analysis during overtaking maneuvers on two-lane
rural roads, the prediction of overtaking maneuvers, warnings, and emergency brak-
ing is briefly described. The camera-based data processing algorithms are published
in Wojek et al. (2008) and the multilevel sensor fusion of camera and RADAR data
in Hohm et al. (2008).

An overtaking maneuver by using an extended Kalman filter is automatically
detected if the own vehicle (A) enters the opposite lane with the intention to pass
a leading vehicle (B); see Fig. 21.10. When having catched up with vehicle B, the
actual passing takes place. The subsequent cutting-in phase begins with entering the
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Fig. 21.11 Objective of the PRORETA 2 System: Abortion of hazardous overtaking maneuvers

own lane again. The overtaking maneuver is completed when the vehicle has fully
left the opposite lane.

The PRORETA 2 system focuses on situations in which the forward road and
potential oncoming traffic is viewable by the sensors. Thus, primarily overtaking
maneuvers on straight roads or only slightly bent road geometries are addressed.
The developed driver-assistance system aims at warning the driver in overtaking
maneuvers, which cannot be performed without a conflict with an oncoming vehicle.
The objective is to prompt the driver to abort the maneuver already during overtaking
start or in an early stage of the passing phase. If there is too little time to react, or
the driver doesn’t react for other reasons, the system initiates an automatic braking
intervention, which allows the driver to drive back behind vehicle B before the
oncoming vehicle C is reached; see Fig. 21.11.

21.2.1 The ResearchVehicle

The development of the driver-assistance system for overtakingmaneuverswas based
on many experimental studies with the implemented camera and RADAR system
on normal rural roads and traffic situations and overtaking experiments with three
vehicles on the runway of the University-owned airfield. The used vehicle is a BMW
540i, see Fig. 21.12, which is equipped with the market-available camera system
CSF200 and long-range RADAR ARS300, both from Continental. The RADAR
sensor operates at 77GHz and provides distance, relative velocity, and azimuth angle
of target objects in a 66ms cycle. The short-range scan of the RADAR series sensor
has a detection range of ±28◦ up to a distance of 60m and the long-range scan
provides object detections in a range of ±8.5◦ up to 200m. To meet the distance
requirements imposed by overtaking situations, the detection range of the RADAR
sensor used in the PRORETA 2 project has been extended to 400m by firmware
adaption; see Winner et al. (2009) and Hohm et al. (2008).

The CSF200 camera is based on a CMOS color sensor with 752 × 480 pixels and
provides image data every 60ms. The horizontal field of view is ±18◦ and image-
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processing algorithms can reliably detect vehicles up to a distance of 70m. The
camera image is also used to detect lane markings and determine the ego vehicle’s
position within the lane.

The RADAR sensor has strong longitudinal capabilities, while the camera sensor
neither provides direct distance measurement nor velocity measurement, but has a
good lateral resolution. Therefore, these sensors are used for complementary sensor
data fusion. In the PRORETA 2 project, the sensor fusion is accomplished in an
object-tracking algorithm, based on an extended Kalman filter (EKF); see Hohm
et al. (2008). An accelerator force feedback pedal (AFFP) is installed to give haptic
warnings to the driver, and an electronically controlled brake systemallows automatic
braking intervention.

21.2.2 Overtaking-Maneuver Detection

To assist the driver in dangerous overtaking situations, it is necessary to detect that
an overtaking maneuver is being conducted. Since driving maneuvers are primarily
defined by the vehicle movements along and lateral to the road, in the first step, the
vehicle’s position and orientation are determined. Based on signals from vehicle-
dynamics sensors and a camera-based lane-detection system, the position, velocity,
and orientation with respect to the road are estimated in an odometry module. The
state estimation is accomplished by coupling a one-track vehicle model and a road
model in an extended Kalman filter (EKF); see Fig. 21.13 and Schmitt et al. (2005).

While the vehicle-dynamics sensors continuously provide measurements, the
lane-detection system switches between the right and left lane during overtaking
maneuvers and is temporarily unavailable due to dynamic movements of the vehicle.
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The observation model of the Kalman filter is dynamically adapted, depending on
whether the left lane or the right lane is detected by the lane-detection system. This
procedure allows a lane spanning ego localization, and temporary breakdowns of the
lane detection can be bridged. The output of the EKF in the odometry module is an
estimation of the state vector

x = (
vX vY ψ̇ xR yR ψ yR,MR yR,ML κ

)T ; (21.2.1)

compare Fig. 21.13. Based on the state estimates from the odometry module and
environment-sensor data for the leading vehicle (B), longitudinal and lateral indicator
variables are calculated. These indicator variables are used to detect the overtaking
maneuver and comprise sub-maneuvers. Maneuvers like “following”, “overtaking
start”, “passing”, “cutting in”, or “overtaking abort” are modeled in a state diagram
and the transitions between the maneuvers are modeled depending on the indicator
variables. For details, see Schmitt et al. (2009) and Schmitt and Isermann (2009).

In order to warn the driver in an early stage of critical overtaking maneuvers, an
early detection of the overtaking start has been realized. To capture the initial lane
change during overtaking start, the time to line crossing (TLC) is computed. The TLC
is used in lane departure warning systems and predicts the time duration until the
vehicle crosses the center line of the road; see Mammar et al. (2006) and Sect. 17.3.
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By comparing the TLC with a threshold value, lane changes can be detected before
the vehicle crosses the center line.

For reliable detection of overtaking maneuvers, also longitudinal characteristics
of the lane change have to be taken into account. If the own vehicle is approaching
vehicle B in a short distance, an overtaking maneuver is more likely than in cases
where the own vehicle is falling back and/or the distance to vehicle B is high. There-
fore, distance, relative velocity, and relative acceleration to vehicle B are considered
in the overtaking detection. These three variables are aggregated in a single, well-
interpretable measure by the enhanced time to collision (ETTC). The ETTC is a
variant of the ordinary time to collision, but includes the relative acceleration; see
Winner et al. (2009). It is given as

ET TCAB = 2xR,rel,AB

−vrel,AB +
√

v2rel,AB − 2xR,rel,ABarel,AB
. (21.2.2)

The ET TCAB drops when starting accelerated overtaking maneuvers as well as in
flying overtakings, in which the relative velocity is already high when approaching
vehicle B.

To improve the reliability of overtaking detection, ET TCAB is fused with the
accelerator pedal position in a fuzzy-logic system; see Fig. 21.14. The resulting
longitudinal overtaking indicator I covers the approach of the vehicles as well as the
driver’s intention.

The system detects an overtaking start (OT D = 1), if the time to line crossing as
well as the longitudinal overtaking indicator reach corresponding threshold values;
see Fig. 21.14.
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Fig.21.15 Predicted time to collision at the end of overtaking maneuver as a measure for the safety
distance

21.2.3 Overtaking Prediction andThreat Analysis

If an overtaking situation is detected, it is continuously assessed, whether the maneu-
ver can be conducted or completed without a conflict with the oncoming traffic. If an
overtaking maneuver has already been started, the actual acceleration of vehicle A
is taken into account. For the instant of time, at which vehicle A has left the opposite
lane after overtaking, the time to collision (T TCAC,pred) with respect to vehicle C is
predicted; see Fig. 21.15.

T TCAC,pred = xR,rel,AC

va + vc
. (21.2.3)

T TCAC,pred indicates the magnitude of the safety distance between the own vehi-
cle (A) and the oncoming vehicle (C) while completing the overtaking maneuver. It
is a continuous measure and can be interpreted independently from the speed range
of the involved vehicles. Based on T TCAC,pred, the distance to the oncoming traffic
can already be assessed when beginning the overtaking maneuver. If the predicted
T TC is lower than a threshold, e.g. 2 s, vehicle C is too near and the overtaking
maneuver should be refrained or aborted.

21.2.4 Warnings and Emergency Braking

In case of a dangerous overtaking maneuver, a collision-avoidance strategy is ini-
tialized, which aims at aborting the overtaking maneuver and driving back behind
vehicleB.Besides differentwarnings, an automatic braking intervention is realized in
order to compensate the driver’s reaction time in case of a suddenly occurring threat.
The warnings are triggered as soon as a dangerous overtaking maneuver is detected,
while a small brake pressure is applied, which does not decelerate the vehicle, but
prepares the braking system for a later braking intervention. This preconditioning of
the brake system is a common measure in practice; see Winner et al. (2009).

For the prototype system, the braking intervention is designed as the latest possible
and strong deceleration ab up to 10m/s2, while in practice, emergency braking is
usually performed with 6m/s2 emergency braking, in order to cover also wet road
conditions; see Winner et al. (2016).

The braking intervention is triggered when the available time, given by the time
gap between vehicle B and the oncoming vehicle C, is just sufficient for a collision
avoiding braking and a subsequent lane change; compare Fig. 21.16. To slow down
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the own vehicle (A) to the speed of vehicle B, the required braking duration is given
by

τ̂b,min(t) = |vrel,AB(t)|
ab

. (21.2.4)

A corresponding prediction for the distance at this instant of time, which will reach
a minimum, is given by

x̂R,rel,AB(t + τ̂b,min(t)) = xR,rel,AB(t) − 1

2
abτ̂

2
b,min(t). (21.2.5)

If the braking intervention is triggered at a late instant of time, so that the minimal
distance given by Eq. (21.2.5) violates the safety distance xrel,safe, an additional
braking period, given by

τ̂+
b (t) =

⎧⎨
⎩
0 , for x̂R,rel,AB(t + τ̂b,min(t)) ≥ xR,rel,safe√

2(xR,rel,safe−x̂R,rel,AB(t+τ̂b,min(t)))
ab

, else,
(21.2.6)

is necessary in order to gain the safety distance between A and B.
The totally required time for the maneuver is modeled by

τ̂req = τ̂b,min(t) + τ̂+
b (t) + τLC, (21.2.7)

where the time reserve τLC for the subsequent lane change maneuver is set to 2.5 s,
which can be seen as a lower TTC limit for a comfortable lane change; see Winner
et al. (2016).

The available time for the collision avoidingmaneuver is calculatedby considering
the time gap between vehicle B and the oncoming vehicle (C), which leads to the
time to collision-based estimate

τ̂avail = xR,rel,AC − xR,rel,AB

|vrel,AC| − |vrel,AB| = xR,BC

vB + vC
. (21.2.8)

Finally, the trigger condition for emergency braking is given by

τ̂avail ≤ τreq. (21.2.9)
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The trigger point thus depends on the relative kinematic situation of all three vehicles.
The braking intervention is realized by feedforward control of the braking accel-

eration, while the set point of the feedforward control is adapted to the accelerator
pedal position at the trigger point. For more detail, see Mannale et al. (2008) and
Schmitt et al. (2010).

21.2.5 Driving Experiments

Figure 21.17 illustrates a driving experiment, which simulates a dangerous over-
taking maneuver. The system detects the beginning of an overtaking maneuver at
t ≈ 4.3s and the appearing oncoming vehicle at t ≈ 4.8s. Consequently, the sys-
tem starts continuously predicting the time to collision at the end of the overtaking
maneuver T TCAC,pred. As T TCAC,pred is beyond the corresponding warning thresh-
old, the system warns the driver and pre-fills the braking system in order to prepare
a subsequent abort of the overtaking maneuver. Once the trigger condition for emer-
gency braking is fulfilled at t ≈ 8s, the system commands the full emergency braking
pressure until the cut-in conditions are met at t ≈ 10 s, so that the driver can steer
back behind the leading vehicle. At t ≈ 11.5s, the system detects the completion of
the abort maneuver and consequently stops the warning.

21.2.6 Conclusions

The described system for accident avoidance for vehicles in the same direction or
with obstacles which was developed within project PRORETA 1 was presented to
an audience selected by Continental Teves and TU Darmstadt in 2006.

The second part presented the situation analysis and collision-avoidance strategies
within the PRORETA2driver-assistance system for overtaking situations. Test drives
with an experimental vehicle show that, based on data of environment sensors and
vehicle-dynamics sensors, hazardous overtaking maneuvers can be detected so that
the driver can bewarned in an early stage of the overtakingmaneuver. If an immediate
reaction is required, an automatic braking intervention initiates a timely abort of the
overtaking maneuver, which allows the driver to return back behind the leading
vehicle. Also, this overtaking driver-assistance system was presented to a selected
audience in 2009.

Both projects are prototype realizations for new collision-avoidance systems and
can serve as examples for new developments. Future research should consider more
complex traffic situations, e.g. with more vehicles and more driving lanes. Further-
more, a 360 degree environment perception is desirable, which allows to consider
the sideward and backward traffic. This would also allow the integration of further
functionalities like an active steering support for cutting in after break-off of the
overtaking maneuver.
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Fig. 21.17 Results of a
driving experiment with a
dangerous overtaking
maneuver and active
overtaking assistant
functions
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The name PRORETA comes from the Roman world. In times of the Roman
galleys, PRORETA was the boatswain standing at the bow of the ship warning the
Gubernator of shallows. Following this idea, the driver-assistance system PRORETA
monitors the surroundings of the vehicle and intervenes in emergency situations to
prevent an accident.
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The driver assistance systems described in Chaps. 17 (TCS, ESC, LKA) and 19
(ACC) assist and control the vehicle in special cases and the driver performs contin-
uously the driving task. These driver assistance systems (DAS, ADAS) are dedicated
to level 1 of the automatic driving degrees in Table 18.1. For vehicles with partial
automation, level 2, tasks of longitudinal and lateral driving are automatic (ACC-FR,
LKA, LKC) but the driver has to be attentive all the time, to monitor the correct func-
tioning, and to perform all remaining tasks. The situation changes for conditional
automation, level 3, where longitudinal and lateral driving is done automatically for
defined use cases and the driver has not to monitor the vehicle all the time. Because
the driver now has to be available only on request after a few seconds, the require-
ments on the correct execution of the driving tasks, the reliability, and safety of the
automatic control increase.

In the case of high automation, level 4, the longitudinal and lateral driving is
realized automatically in all cases and the driver is not required in these defined use
cases and therefore has not to be available as fallback (in a short time). Latest now,
the requirements on reliability and safety of the automation increase significantly.
Therefore, redundancies for sensors, actuators, ECU’s, the communication channels,
and the board voltage net have to be implemented.

All requirements then increase further for full automation, level 5, where all
driving tasks are performed automatically and a driver is not required anymore.

Instead of the term “Automatic Driving”, also “Autonomous Driving” is used. In
the field of Automatic Control or Control Engineering, the word “automatic control”
is used for the replacement ofmanual control by a human operator with amechanical,
hydraulic, electrical, electronic, or digital computer controller. Especially in the field
of process computer control or digital automation, different levels of automation,
from low level feedforward and feedback control through adaptive control, to higher
levels as process optimization, monitoring, and scheduling are distinguished and
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represented in an “automation pyramide”. This is also called “multilevel process
automation”.

On the other side, “autonomy” means “being independent, free, self-directing,
or designating itself”, Webster (1981). It “implies satisfactory performance under
significant uncertainties in the environment and the ability to compensate for system
failures without external intervention”; see Wikipedia: “Self-driving car” (2020).
Hence, the term autonomous driving may be suitable for the highest level “Full
automatic driving” when no driver is required.

22.1 On the Historic Development of Automatic Driving

Some of the first approaches to automate highway driving around 1950 by General
Motors are published in Fenton (1970). Pioneering research projects were performed
by Dickmanns with camera-based driving on test fields and on an Autobahn in 1986
and later in 1995 an automatic drive over 1700 km with speeds until 180 km/h
on Autobahns, see Zapp (1988), Dickmanns et al. (1990, 1944), and Dickmanns
(2007). Furthermore, automatic driving vehicleswere developedwithin theEuropean
PROMETHEUS research program between 1987 and 1994; see, e.g. Ulmer (1992),
Franke et al. (1994), and Naab (2000). A report on an automatic steering in the U.S.
on highways is given in Pomerleau and Jochem (1996). Other automated vehicles
were developed within the California PATH-program, see Thorpe et al. (1997) and
Shladover (2007). Long-distance automatic drives in Italy are described in Broggi
et al. (1999, 2013).

The development of automatic driving was then supported by the US-programs
DARPA (DefenseAdvancedResearch Projects Agency)with the goal to demonstrate
driverless vehicles for military use. The first DARPAGround Challenge was to drive
unmanned through a desert in 2004, however without success. The second Ground
Challenge in 2005 led to many vehicles reaching the goal, see Thrun et al. (2006) and
Singh (2006). DARPA then invited teams for the 2007Urban challenge for automatic
driving through an Urban-like environment with streets, buildings, and other cars.
Six from 11 automatic driving vehicles finished this challenge successfully, using
cameras, lidar and radar sensors, satellite GPS navigation, and digital maps. Then
many other research projects have further developed automatic driving.

An outstanding industrial demonstration was then the Bertha Benz autonomous
drive with a Mercedes-Benz S-class S 500 experimental vehicle about 100 km over-
land with urban areas, cities, traffic lights, intersection, roundabouts, etc. within
normal traffic. The drive was on the historic Bertha Benz first cross-country automo-
bile route in 1888 in southern Germany, from Mannheim downtown to Pforzheim.
Except solving the challenge of real traffic, a goal was to use only close-to-market
sensors. Hence, the standard sensor systems of the 2013 car were used and six addi-
tional radar and two vision sensors for object detection, free-space analysis, traffic
light detection, and self-localization have been implemented and a digital map was
created. Detailed reports on this successful event are Ziegler et al. (2014) and Dang
et al. (2015).
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22.2 On the Development of Automatic DrivingVehicles

The development of automatic driving for level 3 and higher levels will be based on
the status of level 2 functions, but has to take into account much more aspects; see,
e.g. Matthaei et al. (2016) and Winner et al. (2016). The automatic vehicle control
system has to be based, for example, on the following function modules; see also the
schematic representation of Fig. 22.1:

A. Data Processing and Vehicle Guidance

(1) Environmental sensor system.
(2) Data processing and data fusion.
(3) Information platform.
(4) Perception of the environment.
(5) Situation awareness.
(6) Prediction of road users.
(7) Motion planning.
(8) Motion control.
(9) Actuator control.

(10) Vehicle dynamics (real).

B. Vehicle Status

(1) Motion sensors.
(2) Vehicle models.
(3) State estimation.

C. External Support

(1) Communication.
(2) Navigation.

D. Safety.

These very comprehensive tasks are now specified further.

(A.1) The environmental sensors are expanded with respect to their ranges and
resolution in order to allow a complete and precise view of the relevant 360◦
surrounding. This includes the detection of all other road users (vehicles,
obstacles, pedestrians, road infrastructure, traffic signs, traffic light, traffic
policeman, animals, etc.) and measurements to localize the own (ego) vehi-
cle’s position and orientation on the road. Some sensors may be mounted on
the vehicle’s roof in order to allow a better 360◦ view.

(A.2) With methods of data processing, the signals of the environmental sensors
have to be evaluated. This includes, for example, image processing from
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the cameras with feature extraction and object detection and environment
representation, as described in Chap. 16. The detected features and objects
from the radar and lidar sensors are then combined with those of the cameras
by methods of data fusion, e.g. by applying the extended Kalman filters.
Similar procedures then have to be performed with distance measurements,
e.g. from the radar sensor and a stereo camera. A further task is to combine
the result from the vehicle motion sensors and environmental sensors; see
Fig. 16.4. One of the goals is to create redundancies of the environment
representation and accuracy values for validation of the results.

(B.1-3) The signals from the motion sensors are used together with the dynamical
vehicle models for state estimation of the vehicle as described in Chap. 12
to obtain the vehicle state variables with precise values of v̂X, ψ̂ , β̂, and ν̂.

(A.3) The results from the environmental and motion sensors are then stored on
an information platform which contains the present vehicle state variables,
the environment presentation, localization, and orientation of the vehicle on
the road based on secured, received, and evaluated data of all sensors and
possibly use of digital road maps. The following functions have then access
to this platform.

(A.4) A precise and comprehensive perception of the stationary and dynamic envi-
ronment is a detailed information of all relevant issues for automatic driv-
ing in (complex) traffic situations. For the case of stationary perception this
encompasses, for example, the road type (highway, urban or rural road, city),
number of lanes, white and yellow lane markings, road curbs, bottlenecks,
construction areas, curvature and change of curvature of curves, intersec-
tions, tunnels, traffic signs, traffic lights, parking areas, static obstacles, etc.
The dynamic perception of the environment concerns the moving traffic par-
ticipants and includes other vehicles in the front and in the rear of the driven
lane, other vehicles of neighboured lanes, crossing traffic, bicycles, pedes-
trians, animals, and weather conditions.
This list of items already shows that computer-based perception is a very
demanding and complex task. Compared to the perception of a human driver,
also the type of objects like trucks, buses, trams, and humans (adults, child)
and also prediction or intension of their next movement should be possible.
This means a rather detailed image processing and dynamic state estimation
of all relevant traffic participants.

(A.5) The situation awareness and decision interpret the results of the information
platform with vehicle state variables and localization on the road (lane) and
of the perception to “understand” the ego vehicle’s situation and to decide
which motion commands follow. This may also include a prediction and
intention of other road users. The decision may be based on tree-structured
graphs and state machines and has to include traffic rules like to give right of
way (to yield) for priority roads, to avoid the wrong entrance into one-way
streets, to follow no passing signs, to drive behind another vehicle, etc.

(A.6) Themotion planning is based on the commands from decisions in (A.5) and
prepares the next motion of the ego vehicle like the continuation of present
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driving, change of velocity, lane change, kind of trajectory, overtaking, cut-
ting in (other lane or previous lane), passing other vehicles, and evasion of
slower vehicles or obstacles.
The motion planning may also consider communication with other traffic
participants. The recognition of turn indicators, brake lights, or the station-
ary or dynamic behavior of other vehicles is one source. More difficult
to observe with cameras are hand signs of pedestrians, cyclists or drivers,
gestures of drivers, and also the hand signs of traffic policemen. The obser-
vation of other vehicle’s behavior may also support a kind of cooperative
driving, like giving way by braking and increasing the gap in a traffic flow
for merging into a highway. A further way for motion planning may result
from vehicle-to-vehicle communication (V2x) systems, especially for inter-
sections (cross-roads) or platooning (grouping of vehicles) with optimized
traffic flow and avoidance of stop-and-go traffic.
The motion planning includes also the route planning from the navigation
systems with information of next changes via the HMI to the driver. The use
of digital maps may also support the vehicle motion, by giving details on
road infrastructure like traffic signs, stopping lines, and the road network,
improving the GNSS-localization and forecast of curves. Digital maps can
also be used to improve the detection of lane markings, especially if they
are aged or at night.
A further task of motion planning is automatic parking at parking areas or
parking houses with guidance to a free parking lot and a parking pilot for
aside, in front, or at rear parking.

(A.7) Themotion control performs the execution ofmotion planningwith standard
driving maneuvers, see Table 18.2, or optimized, adaptive maneuvers for the
longitudinal behavior with distance control and lateral control with stabi-
lization. The design of the respective control systems is treated in Chaps. 19
and 20 and includes also emergency braking and evasion for collision avoid-
ance; see Chap. 21. Other tasks are the adherence to speed limits, following
no-overtaking signs, warnings for bottlenecks, construction areas, sidewind,
etc. Important for the acceptance of the motion control is an automatic driv-
ing like a good human driver with prediction ability and a good compromise
between speedy and comfortable behavior.

(A.8) The actuator control is subordinated to themotion control and consists of the
extensive control systems (ECUs) of the combustion engine and transmission
and of the control of the brakes and steering (EPS); see Chaps. 6, 13, and 14.
Because automatic driving requires a very high reliability of all components
and functions, especially the actuators have to have fault-tolerant behavior.
As the brake system is already redundant, see Chap. 13, the power-assisted
steering system (EPS) as a high safety-relevant system has to have several
redundancies, among them a duplex-actuator or a multi-winding electrical
motor; see Sect. 14.4.4.
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(A.9) The actuators in function within the multi-variable and multilevel vehicle
control system then act on the real dynamic vehicle system and generate the
automatic controlled longitudinal and lateral behavior with coupled vertical,
roll, and pitch dynamics.

Further views for the development of automatic driving can be found, for example,
in Winner et al. (2016), Raste (2016), Maurer et al. (2015), Robert Bosch GmbH
(2018), and Waschl et al. (2019).

The treated methods for longitudinal vehicle control in Chap. 19, such as accel-
eration, velocity, distance, and adaptive cruise control; for lateral vehicle control
in Chap. 20, such as path, lane change, and lane merging control; and anticollision
control in Chap. 21 then become parts of motion planning and motion control for
automatic driving vehicles.

22.3 Progress by Evolution

The driver assisting systems of level 1 assist for conventional manual driving and
have been developed to increase safety and comfort. Automatic control functions
are provided mainly for longitudinal control and assistance with warnings serves
for the lateral behavior. Based on successful improvements and good acceptance,
the extent of automated functions is expanded to partial automation (PA) in level 2.
Automatic control functions are then possible for lateral control and for traffic jams.
More assistance is given for lane change and for parking. However, the driver has
to monitor these functions and perform all other tasks. As depicted in Fig. 22.2, the
automation levels 1 and 2 support and perform some basic driving maneuvers. The

DEGREES OF 
AUTOMATION

KIND OF
TRAFFIC

1

2

3

4

5

ADAS:
ABS, ESC, ACC,
TCS, LDC, PAS
Manual driving

PA:
ACC-FR, LKC,
LKA, AEB
Driver monitors

CA:
highway pilot,
rural road pilot,
parking pilot
Driver is fallback

HA, FA:
urban pilot,
city pilot

Driver not required

parking straight 
driving

cornering evasion
over-
taking

merg-
ing

highway rural 
area

urban 
area

city

complex maneuversvery basic maneuvers

Fig. 22.2 Degrees of automatic driving in dependence on kind of traffic and maneuvers
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perception is still relativelymoderate and limited to the detection and interpretation of
lanes, vehicles, construction areas, obstacles, and pedestrians, as shown in Fig. 22.3.

A big step in the development is required for conditional automation (CA), level
3. Automatic pilots are now active for highways, rural roads, and for parking and
include, e.g. lane changes. In addition to basic maneuvers, more complex driving
maneuvers have to be guided, where the driver can perform partially other tasks, but
is required as a fallback; see Figs. 22.2 and 22.3. The number of sensors, the per-
formance of the sensor system, the image processing, and fusion of all data increase
considerably. The perception includes now, e.g. all traffic signs and intersections,
and a situation awareness has to be included for understanding the traffic situation
and to follow traffic rules. The motion planning and control are extended and may
include merging at highway entrances and turning at intersections.

High automation (HA), level 4, encompasses many driving modes, also in urban
areas. The driver is usually not required, only on request, and the system also fulfills
fallback tasks. Using many and different environment sensors, a fault-tolerant 360◦
view of the complete traffic relevant environment is required and all traffic partic-
ipants before, aside, and backward have to be detected. The perception increases
further, e.g. for traffic lights and complex intersections. The situation awareness
interprets the complete traffic situation and takes the right decisions for safe motion
planning and control. Fault-tolerant behavior is required for all safety-relevant func-
tions.

Full automation (FA), level 5, is an extension of high automation and performs
ideally all driving modes and includes a city pilot. A driver is no more required.

A great challenge for the development of driving automation and its general use
in traffic is the validation of all functions with regard to safety and especially for
accidents, injured, and killed people. This is discussed by Winner (2016), showing
howmanymillions of km have to be driven automatically, and how statistics, simula-
tions, test scenarios, and test tracks may help to come to metrics and integrity levels.
This may begin with simple traffic situations and end up with high-risk situations,
from low to high speed, and their combinations.

A standard procedure for the development of automotive products is treated in the
standard ISO 26262 (2011, 2018), leading to the automotive safety integrity levels
ASIL A to D; see the next section. However, in order to develop test procedures for
automatic driving vehicles, an addition to ISO 26262 (2011, 2018) was created under
ISO PAS 21448 (2018). It defines methods for testing automatic driving functions
with real and simulated vehicles; see, e.g. Börger et al. (2020).

Figures 22.2 and 22.3 illustrate the stepwise increase of automatic functions. New
functions are usually based on proven previous functions, such that a continuous
development process of specific functions takes place. Therefore, the steps between
degrees 1 to 5 of driving automation are not sharp and the included functions show a
continuous expansion. Hence, the development of automatic driving has to be seen
as an evolutionary process.
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22.4 Safety and Fault Tolerance

An important role for automatic driving plays the safety design and the safety man-
agement. The introduction into public traffic requires a very low risk for the automatic
operations, which has to be guaranteed. Therefore, all technical and economically
feasible measures have to be met. High reliability can be obtained usually by per-
fectness or tolerance. Perfectness refers to the idea of avoiding faults and failures
by means of the best possible mechanical, electrical, electronic, or software design.
Tolerance describes the notion to control the consequences of faults and failures
such that the system remains functional. This can be reached by the principle of fault
tolerance in the components or subsystems, called modules, and on higher system
levels; see, e.g. IEC 61508, Storey (1996), Leveson (1995), and Isermann (2006).
Fault-tolerancemethods generally use redundancy. This means that in addition to the
considered module, one or more modules are connected, usually in parallel. These
redundant modules are either identical or diverse. Such redundant structures can be
designed for hardware, software, information processing (control), and mechanical
and electrical components like sensors, actuators, microcomputers, buses, power
supplies, etc. In the following, a very brief description of redundant structures is
given, followed by some automotive examples.

(a) Basic Redundant Structures
There exist mainly two basic approaches for fault tolerance: static redundancy and
dynamic redundancy. The corresponding configurations are first considered for elec-
tronic hardware and then for other components. Figure 22.4a shows a scheme for
static redundancy. It uses three or more parallel modules that have the same input
signal and are all active. Their outputs are connected to a voter, which compares
these signals and decides by the majority which signal value is the correct one. If
a triple modular-redundant system is applied, and the fault in one of the modules
generates a wrong output, this faulty module is masked (i.e. not taken into account)
by the two-out-of-three voting. Hence, a single faulty module is tolerated without
any effort for specific fault detection and n redundant modules can tolerate (n − 1)/2
faults (n odd).

To improve the fault tolerance, also the voter can be made redundant, Storey
(1996). Disadvantages of static redundancy are high costs, more power consumption,
and extra weight. Furthermore, it cannot tolerate common-mode faults, which appear
in all modules because of common fault sources.

Dynamic redundancy needs fewer modules at the cost of more information pro-
cessing. Aminimal configuration consists of twomodules, Fig. 22.4b, c. Onemodule
is usually in operation and, if it fails, the standby or backup unit takes over. This
requires fault detection to observe if the operating modules become faulty. Simple
fault-detection methods only use the output signal for, e.g. consistency checking
(range of the signal), comparison with redundant modules, or use of information
redundancy in computers like parity checking or watchdog timers. After fault detec-
tion, it is the task of the reconfiguration to switch to the standby module and to
remove the faulty one.
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Fig. 22.4 Fault-tolerant schemes: a static redundancy: multiple-redundant modules with majority
voting and fault masking, m out of n systems (all modules are active); b dynamic redundancy:
standby module that is continuously active, “hot standby”; c dynamic redundancy: standby module
that is inactive, “cold standby”

In the arrangement of Fig. 22.4b, the standby module is continuously operating,
called hot standby. Then, the transfer time is small at the cost of operational aging
(wear-out) of the standby module.

Dynamic redundancy where the standby module is not in operation and does not
wear is shown in Fig. 22.4c and is called cold standby. This arrangement needs two
more switches at the input and more transfer time due to a start-up procedure. For
both schemes, the performance of the fault detection is essential.

Dynamic redundancy can be extended to two and more standby modules, thus
tolerating two or more faults. Combinations of static and dynamic redundancy lead
to hybrid redundant schemes to avoid the disadvantages of both types on the cost of
higher complexity, Storey (1996).

Static and dynamic redundancy is applicable to electronic hardware, software,
mechanical and electrical systems, and mechatronic systems. More details are
described, e.g. in Leveson (1995) and Isermann (2011).

(b) Degradation Steps
Mainly because of costs, space, and weight, a suitable compromise between the
degree of fault tolerance and the number of redundant modules has to be found. In
contrast to fly-by-wire systems, for industrial and traffic systems, only one or two
failures can be tolerated for hazardous cases, mainly because a safe state can be
reached easier and faster. This means that not all components need very stringent
fault-tolerance requirements. The following steps of degradation are distinguished:
IEC 61508 (1997)
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• fail-operational (FO): one failure is tolerated, i.e. the module stays operational
after one failure. This is required if no safe state exists immediately after the
component fails;

• fail-safe (FS): after one (or several) failure(s), the module directly possesses a
safe state (passive fail-safe, without external power) or is brought to a safe state
by a special action (active fail-safe, with external power);

• fail-silent (FSIL): after one (or several) failure(s), the module is quiet externally,
i.e. stays passive by switching off and therefore does not influence other compo-
nents incorrectly; and

• fail (F): permanent interruption of the module’s ability to perform a required
function.

For, e.g. vehicles, it is proposed to subdivide FO into “long time” and “short
time,” in order to reach a safe state dependent on the kind of failure. Considering
these degradation steps for various components, one has to check first if a safe
state exists. For automobiles, (usually) a safe state is standstill (or low speed) at a
nonhazardous place. For components of automobiles, a fail-safe status is (usually) a
mechanical backup, i.e. a mechanical or hydraulic linkage in the case of brakes, or
themechanical part of a steering system for direct manipulation by the driver. Passive
fail-safe is then reached, e.g. after the failure of electronics if the vehicle comes to
a stop independently of the electronics, e.g. by a closing spring in the throttle or
by actions of the driver via mechanical backup. However, if no mechanical backup
exists after the failure of electronics, only an action by other electronics (switch to
a still operating module) or by actions of the driver (driver backup) can bring the
vehicle (in motion) to a safe state, i.e. to reach a stop through active fail-safe.

Generally, a graceful degradation is envisaged, where less critical functions are
dropped tomaintain themore critical functions available, using priorities, IEC 61508
(1997). Table 22.1 shows degradation steps to fail-operational (FO) and fail (F) for
different redundant structures of electronic hardware. As the fail-safe status depends
on the considered system and the kind of components, it is not considered here.

For flight-control computers, usually a triplex structure with dynamic redundancy
(hot standby) is used, which leads to FO-FO-FS, such that two failures are tolerated,
and a third one allows the pilot to operatemanually; see Favre (1994), Reichel (1999),
and Reichel and Boos (1986). If the fault-tolerance system has to cover only one fault
to stay fail-operational (FO-F), a triplex system with static redundancy or a duplex
system with dynamic redundancy is appropriate. If fail-safe can be reached after one
failure (FS), a duplex system with two comparators is sufficient. However, if one
fault has to be tolerated to continue fail-operational and after a next fault it is pos-
sible to switch to a fail-safe (FO-FS), either a triplex system with static redundancy
or a duo-duplex system may be used; see Reichel and Boos (1986). The duo-duplex
system has the advantages of simpler failure detection and modularity.

(c) Functional safety for road vehicles is treated in detail in the standard ISO 26262
(2011, 2018) and serves as an integral part of each automotive product development.
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Table 22.1 Fail behavior of electronic hardware for different redundant structures. FO: fail-
operational; F: fail; and FS: fail-safe not considered

Static redundancy Dynamic redundancy

Structure Number of
elements

Tolerated
faults

Fail
behavior

Tolerated
failures

Fail
behavior

Discrepancy
detection

Duplex 2 0 F 0 F 2
comparators

1 FO-F Fault
detection

Triplex 3 1 FO-F 2 FO-FO-F Fault
detection

Quadruplex 4 1 FO-F 3 FO-FO-FO-
F

Fault
detection

Duo-duplex 4 1 FO-F – – –

It comprises a vocabulary, management, safety life cycle, supporting processes, and
the automotive safety integrity levels (ASIL) from A to D.

The determination of ASIL is the result of hazard analysis and risk assessment. A
hazard is expressed in terms of severity of possible injuries with regard to the time a
vehicle is exposed to the possibility of a happening hazard and the relative likelihood
a driver can prevent the injury controllability. A risk is then assessed as

risk = severity × (exposure × likelihood)

and the ASIL by

ASIL = severity × (exposure × controllability).

According to ISO 26262 (2011, 2018), severity is divided into 4 classes, exposure
in 5 classes, and controllability in 4 classes. ASIL A is the lowest level and ASIL D
the highest level.

ASIL D is defined as an event with the possibility of a life-threatening injury
with little chance the driver can prevent the injury. Therefore, it requires the highest
integrity level to avoid the injury.

(d) Automotive Examples
There exist already several fault-tolerant components in conventional vehicles. One
example is the steering angle sensor with two pinions. A gear wheel drives two pin-
ions with a giant magnetoresistance sensor. The Nonius/Vernier principle is applied
tomeasure the absolute Position; see Robert BoschGmbH (2018). If one sensor fails,
the other can give relative changes in the position. The sensor system is FO-FSIL;
see Isermann (2011).

Another example is the redundant hydraulic wheel brake with two separate
hydraulic brake circuits and a dual master cylinder; see Fig. 13.1. Two separate
hydraulic circuits operate in the parallel configuration on four wheels with static
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redundancy. If one circuit fails, the other remaining circuit operates by braking with
two wheels (FO-F). Further redundancies exist within the electromechanical brake
(EMB); see Fig. 13.20.

A fault-tolerant electrical throttle for combustion engines is possible with two
potentiometers for position measurement and virtual position value based on the
model of a brushless DC motor; see Isermann (2011).

A fault-tolerant brake pedal for electromechanical brake is shown in Stölzl et al.
(1998) and Stölzl (2000). It uses a duo-duplex sensor configuration with two touch-
less sensors in two casings with one microcomputer each. A fault handling code is
implemented in the central computer. Together with a brake pressure measurement
in the master cylinder, a triple redundancy is reached; see also Isermann et al. (2002).

Structures for fault-tolerant electric power steering systems (EPS) have been
already discussed in Sect. 14.4.4. These structures have to use hardware redundancies
for steering angle sensors, ECU, inverter, and the electrical motor. The mechanical
system and steering gear are usually a high precision, oversized, and therefore a very
reliable systemwithout redundancy. The different approaches in Fig. 14.33 show that
a redundancy in the electromotorwithmulti-phasewindings seems to be a reasonable
compromise together with fault-tolerant inverters, ECU, and internal sensors.

A further safety-critical system is the electrical board net. At least two indepen-
dent batteries are required. Also, the communication network has to have redundan-
cies. The FlexRay bus has already two independent channels from its first design;
see Sect. 2.2

An example for fault-tolerance on a system level is a fault-tolerant sensor platform
for the dynamic behavior of a vehicle, as depicted in Fig. 22.5
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Fig. 22.5 Virtual redundant sensor system for the dynamic behavior of a passenger car. A fault-
tolerant sensor platform with analytical redundancy for yaw rate ψ̇ , lateral acceleration ÿ, longitu-
dinal acceleration ẍ , and over ground velocity v; see Halbe (2008)
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It is an example of a fault-tolerance approach at the system level. Here, the signals
from different sensors are brought together, with the aim to detect sensor faults
and of providing consolidated measurements for the drive dynamic controllers. The
fault-tolerant sensor system is based on analytical redundancy and uses kinematic,
single-track, and two-track lateral vehicle models, as well as longitudinal and roll
dynamic models.

First, the signals are preprocessed, then quantities that cannot be measured or
which can only be sensed with expensive or complicated equipment are recon-
structed. The reconstruction is based on the drive dynamic models of different
complexities and employs the state observers, Kalman filters, parameter estimation
algorithms, and local linear neural nets. The fault detection and diagnosis is another
important block as all sensors are supervised to identify faulty sensors, which are
then masked and replaced by estimated quantities in the block on fault-tolerance
methods. Finally, the information platform provides the extracted information to the
drive dynamic controllers. These controllers can now not only control directly mea-
surable quantities, but can also control other, reconstructed, and more informative
quantities; see Halbe and Isermann (2007) and Halbe (2007). The drive dynamics
information platform is at least FO-FSIL, but in many cases can sustain more than
one sensor fault.

Hence, based on the directly measured noisy sensor signals, unknown parameters
like μ̂ and unknown variables like v̂X, β̂, λ̂, and η̂ are estimated based on vehicle
models, and by the fault-detection methods, faults of the sensors except δH are deter-
mined. Using analytical fault-tolerance methods, the drive dynamics variables v̂XFT,ˆ̇ψFT, ˆ̈yFT, and ˆ̈xFT are calculated (FT: fault-tolerant). Their comparison with the
directly measured values allows to consolidate the measurements or to reconstruct
their values in case of faulty sensors. The fault-tolerance system was successfully
tested by driving experiments with a compact car; see Halbe (2007, 2008).

In the case of a total failure of the steering system, a certain redundancy is reached
by individual one-sided wheel braking to bring the vehicle to a safe place on the side
of a road, as used for lane keeping control (LKC); see Sect. 17.3.
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AAppendix

A.1 Basic Control Structures and Controllers

A.1.1 Basic Control Structure

Some basic control-system structures which are suitable for automotive control are
summarized. To describe briefly the principles, the components are assumed to have
linear dynamic behavior and are treated in continuous time with transfer functions
G(s) where s is the Laplace variable s = δ + iω. Basic feedforward and feedback
control systems are viewed, their combinations and interconnected control systems,
like cascaded control and two-variable control. The extension to multi-variable sys-
tems, to nonlinear behavior, and to the resulting digital control algorithms with
sampled signals is then discussed subsequently.

If output variables of vehicles are not measured as, e.g. the tire slip and the vehicle
slip angle, feedforward control systems are used; see Fig. A.1a. An advantage then is,
depending on the process behavior, that stability problems are avoided. But relatively
precise processmodels are required andparameter changes of the vehicle and external
disturbances are not automatically compensated.

If vehicle variables can be measured and a relatively precise control is required,
then feedback control systems are applied, see Fig. A.1b, as, e.g. for the velocity or
the distance to a preceding vehicle. In order to reach a good control performance and
to avoid instability, dynamic vehicle models are required for a systematic design.

The controlled processes of vehicles are characterized bymostly nonlinear behav-
ior and low dynamic order, e.g. n = 2 or 3, sometimes with dead time. These param-
eters depend frequently on the operation point, as velocity and load. As the real-time
requirements with sampling times of about 10 . . . 20ms are quite strong, the final
control algorithms have to be of small computational expense and should be easy to
understand and calibrate. Therefore, the following short summary concentrates on
those control designs which satisfy practical requirements for vehicle control.
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Fig. A.1 Basic control structures. a Feedforward control (output sensor not available for series
production vehicle), b Feedback control. α command variable,w = yd setpoint, reference variable,
or desired control variable, y controlled variable, u manipulated variable, su actuator position, and
yp process output

A detailed treatment for the design of control systems is available in many text-
books on control theory and practice, e.g. Kuo (1995), Åström and Wittenmark
(1997), Ogata (2008), Dorf and Bishop (2010), and Föllinger (2013). Therefore, the
next sections first summarize some basic control systems as a starting point for the
design of special, mostly nonlinear control systems. The assumed linear behavior in
the next sections can be considered as a basis for more sophisticated designs and to
discuss some basic properties.

A.1.2 Linear Feedforward Control

An elementary feedforward control is depicted in Fig. A.1a. A setpoint generator
yields the setpoint variable or reference variable w(t) based on a command variable
α(t) (e.g. the accelerator pedal). The goal is that the process output y(t) follows the
setpoint variable w(t) as directly as possible. If y(t) is not measurable, a feedback
control cannot be applied. If now a model of the actuator Ga(s) and the process
Gpsy(s) is known, a feedforward control can be designed. An ideal response would
be y(t) = w(t). However, as the actuator and process always have a certain dynamic
delaying behavior, this requirement is not realizable. Assuming that the process has
proportional behavior with the following transfer function:

Gpsy(s) = y(s)

su(s)
= Kpsy

1 + b1s + . . . + bmsm

1 + a1s + . . . + ansn
, (A.1.1)

and for the actuator holds a proportional behavior

Ga(s) = su(s)

u(s)
= Ka, (A.1.2)
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Fig.A.2 Feedforward
control for a process with
limited manipulation range
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the overall transfer function of the process becomes

Gp(s) = y(s)

u(s)
= Ga(s)Gpsy(s) (A.1.3)

with the gain

Kp = KaKpsy. (A.1.4)

Using this overall transfer function of the process, Fig. A.2 results.

(a) Static Feedforward Control
If the actuator and process dynamics are not taken into account and actuator and
process gain are known, a static feedforward controller

Gcwu(s) = Kcwu = 1/Kp (A.1.5)

can be used to satisfy the stationary behavior such that the overall response becomes

Gwy(s) = y(s)

w(s)
= 1 + b1s + . . . + bmsm

1 + a1s + . . . + ansn
(m < n), (A.1.6)

i.e. a delayed dynamic response with gain 1.

(b) Dynamic Feedforward Control
An ideal feedforward control is obtained by

y(s)

w(s)
= G ′

cwu(s)Gp(s) = 1, (A.1.7)

which leads to a dynamic feedforward control with an inverted process model

G ′
cwu(s) = u(s)

w(s)
= 1

Gp(s)
. (A.1.8)

Introducing (A.1.1) and (A.1.2) yields with the assumption of a minimum phase
process

G ′
cwu(s) = 1

Kp

1 + a1s + . . . + ansn

1 + b1s + . . . + bmsm
. (A.1.9)
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Because this transfer function of the feedforward controller would require exact
derivatives of the output signal of order n, it is not realizable. Therefore, a realizability
filter or reference shaping filter

Grf(s) = 1

(1 + Trs)n
(A.1.10)

has to be applied. The realizable feedforward controller then becomes

Gcwu = G−1
p (s)Grf(s) = 1

Kp

1 + a1s + . . . + ansn

1 + b1s + . . . + bmsm
1

(1 + Trs)n
(A.1.11)

such that the overall behavior yields

Gwy(s) = y(s)

w(s)
= Gcwu(s)Gp(s) = Grf(s) = 1

(1 + Trs)n
. (A.1.12)

The time constant Tr of the realizability filter is now a design parameter.

Example A.1 (Dynamic feedforward control for a manipulated variable as input)
As an example, a second-order low-pass process is considered with transfer function

Gp(s) = y(s)

u(s)
= Kp

(1 + T1s)(1 + T2s)
.

The realizable feedforward controller then results in

Gcwu(s) = u(s)

w(s)
= (1 + T1s)(1 + T2s)

Kp(1 + Trs)2

if an actuator saturation (Fig. A.2) is not considered. The overall behavior follows
as

Gwy = 1

(1 + Trs)2
.

If Tr = T2 is selected, the feedforward controller becomes

G ′′
cwu(s) = 1

Kp

1 + T1s

1 + Trs
,

which is a proportional-derivative (PD) element with a time lag. A simplification of
G ′

cwu(s) by assuming Tr � T1 is

G ′′
cwu(s) = Kcwu(1 + TDs),
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which is a proportional-derivative feedforward controller with Kcwu = 1/Kp. The
derivative time TD can then be parameter-optimized or just selected as TD = T1,
which yields

Gwy = y(s)

w(s)
= 1 + TDs

(1 + T1s)(1 + T2s)
= 1

1 + T2s
resulting in an overall behavior of first order. �

The dynamic feedforward controllers improve the dynamic overall response com-
pared to the static feedforward controller (A.1.5). However, if Tr is selected too small
or the derivative time TD too large, the response of the manipulated variable u(t)
becomes too large and may exceed the restricted range of the manipulating variable.

A further method to design a dynamic feedforward controller is to assume a
feedback controller for the design and to use its manipulated variable um for feed-
forward control as shown in Fig. A.3a; see Pfeil (2011). The transfer behavior of the
feedforward controller then becomes (without considering an actuator saturation)

Gcwu(s) = um(s)

w(s)
= u(s)

w(s)
= Gc(s)

1 + Gc(s)Gp,m(s)
, (A.1.13)

where Gc(s) is a feedback controller. For the (simulated) feedback controller Gc(s),
a P or PD controller can be used. In this case, the process behavior is indirectly taken
into account with its process model Gp,m(s) and the dynamics of the feedforward
correspond to an assumed closed-loop control.

(c) Dynamic Feedforward Control with actuator saturation
The actuators usually have a limitedmanipulation range and a saturation function has
to be taken into account as depicted in Fig. A.3. The considered proportional acting
feedforward controllers then reach a limited process input su(t) for larger inputs
w(t) thus limiting the dynamic response of the process output. Figure A.4 shows the
responses with the classical feedforward controller Gcwu(s) of Example A.1. If the
time constant Tr of the realizability filter is reduced, the process input becomes larger.
However, if the manipulated variable reaches the saturation, a further increase of Tr
makes the response slower. This means that the design of the feedforward controller
should take the saturation into account.

One way is to simulate a closed loop corresponding to (A.1.13), but with a model
of the saturation function, as depicted in Fig. A.3. The feedback controller Gc(s)
should have proportional behavior but no integral term to avoid wind-up of um.

The dynamics can be further improved if the process model is described by a
state-space representation

ẋ(t), = Ax(t) + bu(t), (A.1.14)

y(t) = cTx(t), (A.1.15)

and a state controller

u(t) = kTx(t) + f w(t) (A.1.16)
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Fig. A.3 Feedforward control for a process with input saturation by using a simulated feedback
control system. a Parameter-optimized controller. b State-space controller
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is applied; see Pfeil (2011). As all states of the process model are accessible, a
complete state feedback can be used which results in optimal damped responses
after appropriate design with, e.g. pole placement. f can be considered as a prefilter
to avoid offset control deviations in steady state. Figure A.4 shows a result if the
poles are placed by

λr1 = λr2 = −1/Tr (A.1.17)

for different values. The control behavior is significantly better than with classical
feedforward controllers.

A.1.3 Linear Feedback Control

According to the development of control engineering practice and control theory,
many different feedback controllers are available. They can be classified, e.g. into
linear and nonlinear, deterministic and stochastic, and single-variable and multi-
variable controllers; see Åström and Wittenmark (1997). Linear controllers can be
divided into parameter-optimized and structure-optimal controllers; see Isermann
(1989). In the case of parameter-optimized controllers, the controller structure, i.e.
the form and the order of the controller equation, is given and the free parameters
are adjusted with regard to the controlled process, using an optimization criterion or
tuning rules. For example, PID controllers belong to this category. Controllers are
called structure optimal if both the control structure and the controller parameters
are designed optimally according to the structure and the parameters of the process
model. Examples are pole-zero-cancelation controllers, state controllers, internal
model controllers, or predictive controllers.

Assuming linear behavior, the transfer function of a closed loop according to
Fig. A.1b and the reference variable w(t) as input is

Gwy(s) = y(s)

w(s)
= Gc(s)Gp(s)

1 + Gc(s)Gp(s)
(A.1.18)

with the process model, including the actuator and the output sensor

Gp(s) = Ga(s)Gpsy(s)Gs(s) (A.1.19)

and the control deviation (control error)

e(t) = w(t) − y(t) (A.1.20)

and y(t) the controlled variable, and u(t) the manipulated variable. Stability requires
that the poles of

1 + Gc(s)Gp(s) = 0 (A.1.21)

lie in the left half of the s-plane.
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The choice of a measure for the control performance plays a central role in con-
troller design. A relatively widely used performance criterion is the general quadratic
criterion

I1 =
∫ ∞

0
[e2(t) + rΔu2(t)]dt (A.1.22)

with

Δu(t) = u(t) − u(∞), (A.1.23)

the deviation of the manipulated variable from a steady-state value u(∞), i.e. the
control effort, which corresponds for state-space control to

I2 =
∫ ∞

0
[xTQx(t) + rΔu2(t)]dt . (A.1.24)

The following sections briefly describe the design of some linear controller types
which are applicable for vehicle control. For more Details, the reader is referred to,
e.g. Kuo (1995), Franklin and Powell (2006), Ogata (2008), Dorf and Bishop (2010),
Föllinger (2013), and Isermann (1989).

A.1.3.1 Parameter-Optimized Controllers (POC)
The basic equation of a linear PID controller in continuous time is

u(t)|PID = K

[
e(t) + 1

TI

∫ t

0
e(τ )dτ + TD

de(t)

dt

]
(A.1.25)

with the parameters K gain, TI integration time, and TD derivative time (lead time);
see, e.g. DIN 19226 (1994). By omitting terms, one obtains a PI, PD, or P controller

u(t)|PI = K

[
e(t) + 1

TI

∫ t

0
e(τ )dτ

]
, (A.1.26)

u(t)|PD = K

[
e(t) + TD

de(t)

dt

]
, (A.1.27)

u(t)|P = Ke(t). (A.1.28)

In this definition, the gain influences all terms. Another way to represent a PID
controller is to use independent parameters of the three terms

u(t) = KPe(t) + KI

∫ ∞

0
e(τ )dτ + KD

de(t)

dt
(A.1.29)

with KP = K , KI = K/TI, and KD = KTD.
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The corresponding transfer functions are

Gc,PID(s) = u(s)

e(s)
= K [1 + 1

TIs
+ TDs] = KP + KI

1

s
+ KDs

= K (1 + Tc1s)(1 + Tc2s)

s

(A.1.30)

with

Tc1 = TI
2

[
1 +

√
1 − 4

TD
TI

]
,

Tc2 = TI
2

[
1 −

√
1 − 4

TD
TI

]
.

Hence, the PID controller possesses two real zeros, if TD < TI/4.
The controller parameters K , TI, and TD have to be adjusted to the controlled

process, to obtain an appropriate control performance. This can be reached by the
following procedures:

• Parameter optimization by using a process model and an optimization method.
Analytical solutions are only possible for low-order process models. Therefore,
mostly numerical optimization methods have to be applied.

• Tuning rules to obtain approximately the best possible behavior, based on mea-
sured transient functions or oscillation tests at the stability limit.

• Trial-and-error methods, which start with small parameter values and increase
the values stepwise until the closed loop becomes weakly damped.

As actuators usually reach saturation, the output of the integral term of controllers
continues to grow (wind-up) until the sign of the control error changes and integration
turns back. Since this leads to large overshoots, an anti-wind-up technique has to be
implemented, e.g. by an additional feedback with a dead zone around the integrator;
see, e.g. Franklin and Powell (2006).

A.1.3.2 Internal Model Control (IMC)
A direct way to include a process model in a control structure is the internal model
control (IMC) principle; see Garcia and Morari (1982) and Seborg et al (1989). A
process model is arranged in parallel to the process, see Fig. A.5a, such that output
deviations

Δy(t) = y(t) − ym(t) (A.1.31)

are fed back. The feedback element Gfb(s) generates the manipulated variable
according to

u(s) = Gfb(s) (w(s) − Δy(s)) . (A.1.32)
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If the process model matches the real process behavior

Gp,m(s) = Gp(s) (A.1.33)

and process disturbances are n(t) = 0, the output deviation isΔy(t) = 0 and changes
of the reference variable act to the process in a feedforward manner. The selection

Gfb(s) = G−1
p (s) (A.1.34)

then leads to a compensation of the process transfer function, such that y(s) =
w(s); compare (A.1.7). If the process disturbances are not zero, n(t) �= 0, then the
disturbance is reconstructed as Δy(t) = n(t) and the feedback with (A.1.34) results
in a perfect compensation of the disturbance at the process output.

However, as this inverted process model is usually not realizable, a realizability
filter (low-pass filter)

Grf(s) = 1∏q
r=1(1 + Trs)

(A.1.35)

is introduced, such that the feedback element becomes

Gfb(s) = G−1
p (s)Grf(s). (A.1.36)

The order q is usually chosen such that it is at least equal to the order of the process
model denominator q ≥ m.

In order to describe the internal model controller in the classical way, the process
modelGpm is considered as a part of the controller, as shown in Fig. A.5b, and yields

Gc,IMC = u(s)

e(s)
= Gfb(s)

1 − Gfb(s)Gp,m(s)
= 1

Gp(s)

Grf(s)

1 − Grf(s)
. (A.1.37)

The closed-loop transfer function for setpoint changes then becomes with Gp(s)
= Gp,m(s)

Gwy(s) = y(s)

w(s)
= Grf(s). (A.1.38)

Hence, the closed-loop behavior is only determined by the realizability filter and can
therefore be designed in a direct way by choosing the filter. A corresponding transfer
function for the disturbance behavior is

y(s)

n(s)
= 1 − Grf(s) (A.1.39)

and also depends only on the realizability filter.
In reality, it cannot be assumed that the real process and the process model are

identical. Then according to

Gp(s) = Gp,m(s) + ΔGp,m(s), (A.1.40)
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a difference transfer function ΔGp,m(s) appears. An analysis of the closed-loop
behavior shows that the resulting closed loop may become weakly damped or even
unstable if the process poles are close to the imaginary axis. Therefore, the application
has to be restricted to well-damped process behavior.

Further, the controller itself should be stable, such that non-minimum phase sys-
tems must be excluded. Therefore, the following conditions have to be met for the
design of the IMC controller:

• The process Gp(s) may not contain poles and zeros with positive real part, i.e.
the process must be stable and minimum phase.

• Realizability of the IMC controller implies that the term Grf(s)/(1 − Grf(s))
adds additional poles, such that its pole excess (m − n) (m number of poles, n
number of zeros) has to be greater or equal the pole excess of the process; see,
e.g. Isermann (1989).

To extend the design of the IMC controller, the process model is split into a term
G+

p,m(s) which is invertible (stable and well damped) and a term G−
p,m(s) which is

not invertible (non-minimum phase, dead time)

Gp,m(s) = G+
p,m(s)G−

p,m(s), (A.1.41)

and the inversion is restricted to G+
p,m(s), such that

Gfb(s) = (G+
p,m(s))−1Grf(s); (A.1.42)

see Fig. A.5c).
In the case of a process with dead time it holds for the model

Gp,m(s) = G+
p,m(s) e−Tds, (A.1.43)

and as shown, only the output of the invertible term G+
p,m(s) is used to form the IMC

controller. However,Δy is determined with themodel output including the dead time
and compared with the reference variable.

Actuator restriction can be taken into account by adding this nonlinearity in
the parallel model, but not in the feedback element (A.1.36) because its inversion
becomes infinite; see Fig. A.5d). If the process can be described by a Hammerstein
model, e.g. by a second-order nonlinearity at the input and this nonlinearity can be
inverted, it can be included in the controller design.

Figure A.5e) shows an IMC structure where the parallel model is represented in
state-space form and the calculated states are fed back. This is called model state
feedback control; see Mhatre and Brosilow (2000) and Wright and Kravaris (2006).
The design of the feedback vector kT and the prefilter f follows from (A.1.14) to
(A.1.16), (A.1.47); see Pfeil (2011).
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Example A.2 (Internal model control)
Applying the design equations (A.1.36) and (A.1.37) yields for the second-order
process from Example A.1

Gfb(s) = 1

Kp

(1 + T1s)(1 + T2s)

(1 + Tr)2
,

Gc,IMC(s) = 1

2KpTr

(1 + T1s)(1 + T2s)

s

1

1 + Tr
2 s

.

Hence, the resulting controller shows PID behavior with a first-order lag.
If Tr = 2T2 is selected, the controller becomes PI-behavior

Gc,IMC(s) = Kc

(
1 + 1

TIs

)

with

Kc = T1
4KpT2

; TI = T1.

�

A.1.3.3 Cancelation Controller (CAC)
Another way to include the process model directly is to design a cancelation con-
troller. Then the closed-loop transfer function for the reference variable Gwy(s) is
specified, see (A.1.18), and then solved for the controller

Gc,canc(s) = u(s)

e(s)
= 1

Gp(s)

Gwy(s)

1 − Gwy(s)
. (A.1.44)

Comparison with (A.1.37) shows that the specified transfer function is identical to
the realizability filter, as also expressed by (A.1.38). Therefore, the same restrictive
conditions hold for the design.

The selection of Gwy(s) can be a low-pass process as (A.1.35) or a more weakly
damped oscillating process with conjugate complex poles if some overshoot is
desired. For a first-order process and first-order reference transfer function, a PI
controller follows directly. For a second-order process, a PID controller follows; see
Example A.2. (A detailed treatment of discrete-time cancelation controllers is given
in Isermann (1989).)
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A.1.3.4 State-Space Control
State-space control is based on the state-space model of the process which is for a
single-input single-output (SISO) process

ẋ(t) = Ax(t) + bu(t), (A.1.45)

y(t) = cTx(t) + du(t). (A.1.46)

The vector x(t) represents the internal states of the process and its order is equal to
the order n of the process transfer function. The state representation can be selected
in different forms, such as the controllable or observable canonical form. A state
controller feeds back the states of the process according to

u(t) = −kTx(t); (A.1.47)

see Fig. A.6. The determination of the gains kT can be based on pole placement or
on quadratic performance criteria, solving a matrix Riccati equation; see Föllinger
(2013) and Konigorski (2012).

Since the states are usually not measurable, a state observer is necessary to recon-
struct the state variables x(t), based on measurements of u(t) and y(t); see Fig. A.7.
The state observer uses the process model parallel to the process, and the difference
between the measured output y(t) and the observer output ŷ(t) is fed back to correct
the observer states

Δẋ(t) = −hT
(
y(t) − ŷ(t)

)
. (A.1.48)

The observer equation then becomes

ˆ̇x = Ax̂(t) + bu(t) + hT
(
y(t) − cTx̂(t)

)
. (A.1.49)

The feedback gains hT can be designed similar to the state feedback, e.g. by pole
placement.

In the control law (A.1.47), the state x(t) is now replaced by the observed state

u(k) = −kTx̂(t); (A.1.50)

see Fig. A.8. Hence, the basic state feedback changes the dynamics of the process,
e.g. makes it faster, well stabilized, and well damped. Different additions do exist
to introduce a comparison of the controlled output y(t) with the reference variable
w(t). Figure A.8 shows a simple solution where an integrator is used to generate a
correction of the manipulated variable

Δu(t) = kI

∫
(w(t) − y(t)) dt (A.1.51)

to avoid steady-state control errors, corresponding to the integral part of a PID con-
troller.
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Fig.A.6 Process model in
state-space form and state
feedback controller
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Based on the multi-variable process model (MIMO)

ẋ(t) = Ax(t) + Bu(t), (A.1.52)

y(t) = Cx(t) + Du(t), (A.1.53)

the state controller becomes

u(t) = −kTx(t), (A.1.54)

wherek is a gainmatrix. Formore details, refer to the rich literature, e.g.Ogata (2008)
and Dorf and Bishop (2010). Discrete-time versions of state control are treated, e.g.
Ackermann (1983), Isermann (1989), Isermann (1991), Isermann et al (1992), Kuo
(1995), Åström and Wittenmark (1997), and Franklin and Powell (2006).

A.1.3.5 Interconnected Control Systems
The behavior of single closed loops can be significantly improved by adding one or
more inner loops, by combination with feedforward control, and by optimal coupling
of neighbored multi-variable closed loops. The resulting control systems are called
interconnected control systems.

(a) Cascade Control Systems
If one variable y2 between a process part 1 and a process part 2 is measurable, it
can be used to form an inner closed loop by adding a minor (auxiliary) controller
in cascade to the standard outer closed loop with the main controller, as depicted in
Fig. A.9. The advantages are as follows:

(1) Disturbances n2 acting on process part 1 are already controlled by the minor
controller and do not influence the main control variable y1.

(2) Parameter changes of process part 1 are attenuated and do not have to be taken
into account in the parametrization of the main controller.

(3) The behavior of the main control variable y1 becomes faster if the minor loop
leads to faster eigenvalues than those of the process part 1 without the minor
controller.

More details and examples are given in Isermann (1991). This cascade control system
is especially advantageous if process part 1 is an actuator and the actuator position
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y2 can be measured. In addition to the mentioned advantages, also nonlinear effects,
like position-dependent actuator gain or hysteresis, are compensated by the minor
controller. An example is the velocity control and distance control to a preceding
vehicle (ACC).

(b) Combinations of Feedback and Feedforward Control
Figure A.10a depicts a process with a transfer function

Gpv(s) = n(s)

v(s)
(A.1.55)
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Fig.A.9 Cascaded control system with inner loop and outer loop

for an external disturbance variable v(t) as input and an usually different transfer
function

Gp(s) = y(s)

u(s)
= Ga(s)Gpsy(s) (A.1.56)

for the manipulated variable u(t). If v(t) can be measured, then an ideal feedforward
control is obtained by

G ′
cvu(s) = uff(s)

v(s)
= −G−1

p (s)Gpv(s). (A.1.57)

Analogously to the dynamic feedforward control described in Sect. A.1.3.2, a realiz-
ability filter Grf(s) according to (A.1.10) has to be added to cope with the inversion
of Gp(s), such that the realizable feedforward control becomes

Gcvu(s) = −G−1
p (s)Grf(s)Gpv(s). (A.1.58)

This holds for a minimum phase process. For non-minimum processes, only the
invertible process part can be compensated; see (A.1.41) and (A.1.42).

Example A.3 (Dynamic feedforward control for a disturbance variable as input)
As in Example A.1, a second-order process Gp(s) is assumed and a disturbance
behavior

Gpv(s) = Kpv

1 + T3s
.

Then, a realizable feedforward controller becomes

Gcvu(s) = − (1 + T1s)(1 + T2s)

Kp(1 + Tr1s)(1 + Tr2s)

Kpv

(1 + T3s)
.

If Tr1 = T2 is selected, it follows

Gcvu(s) = −Kpv

Kp

(1 + T1s)

(1 + Tr2s)(1 + T3s)
,
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which is a proportional-derivative (PD) element with two lag time constants. A
simplification is obtained by assuming Tr2 � T1

G ′′
cvu(s) = −Kpv

Kp

(1 + T1s)

(1 + T3s)

resulting in a PD element with a time lag. �

If the disturbance behavior Gpv(s) is dynamically faster than the manipulated
behavior Gp(s), the feedforward controllers approximately result in a proportional-
derivative (PD) behavior and if both have the same order of the denominator, approx-
imately P behavior is sufficient, assuming low-pass processes.

In many cases, the overall control performance can be improved significantly by
combining feedback and feedforward control, as illustrated in Fig. A.10a. In the case
of a disturbance v(t), the closed loop just has to compensate for remaining control
errors resulting from the non-ideal feedforward control and other disturbances. How-
ever, the feedforward control should be designed by taking the closed-loop behavior
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into account, as shown in Isermann (1991), Chap. 17, e.g. by a sequential procedure
with mutual optimization of the feedforward and feedback controller.

The feedforward control can also be applied for reference variables or setpoints
as inputs of a closed loop, as shown in Fig. A.10b. This case belongs to servo
control systems, where a drive system has to follow precisely setpoint changes. In
this context, the control of combustion engines and vehicles can be considered as
a servo control problem. An ideal feedforward control, by bypassing the controller
Gc, is then obtained from

y(s)

w(s)
= Gcwu(s)Gp(s) = 1 (A.1.59)

and thus

G ′
cwu(s) = uff(s)

w(s)
= G−1

p (s) (A.1.60)

or with a realizability filter

Gcwu(s) = G−1
p (s)Grf(s). (A.1.61)

In the case of almost perfect feedforward control, the control error e(t) is very small
for reference variable changes and just simple feedback controllers are good enough
to reach a good control performance.

Example A.4 (Dynamic feedforward control for a reference variable as input)
Using the second-order process of Example A.1, a realizable feedforward controller
becomes

Gcwu(s) = uff(s)

w(s)
= (1 + T1s)(1 + T2s)

Kp(1 + Tr1s)(1 + Tr2s)
,

which is the same as in Example A.1. Applying Tr1 = T2 leads to

Gcwu(s) = 1

Kp

(1 + T1s)

(1 + Tr2s)
,

i.e. a PD element with a time lag. �

Because of the resulting differential (D) behavior, the signal dw(t)/dt is propor-
tionally acting on the manipulated variable, and therefore, Gcwu(s) is also called a
“speed adding” bypass element. An additional effect for the case of a ramp input
dw(t)/dt = const. is that the otherwise arising offset e(t) = w(t) − y(t) vanishes
for t → ∞.

(c) Multi-variable Control
If closed control loops are mutually coupled, as shown in Fig. A.11, their interactions
have to be taken into account. There exist a great variety of multi-variable process
structures. However, in many cases, these structures can be transformed into some
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Fig.A.11 Two-variable
process in P-canonical
structure, main controllers,
and interaction (coupling)
controllers

w1
Gc11 Gp11

y1u1

Gp12Gc12

Gc21 Gp21

Gp22Gc22

y2u2w2

basic standard canonical structures, such as P-, V-, or H-canonical structures; see
Mesarovic (1960) and Fisher and Seborg (1976).

Figure A.11 depicts a P-canonical structure for a two-input two-output process.
For example, the coupled lateral and longitudinal control of vehicles; see Fig. 7.24.
The process transfer functions can then be stated in matrix notation

[
y1(s)
y2(s)

]
=

[
Gp11(s) Gp21(s)
Gp12(s) Gp22(s)

] [
u1(s)
u2(s)

]

y = G(s) u(s).
(A.1.62)

The properties of two-variable control systems with main controllers GC11(s),
GC22(s) and coupling controllers GC12(s), GC21(s) are discussed in Isermann
(1991). They depend especially on the dynamic coupling factor

κ(s) = G12 G21

G11 G22
. (A.1.63)

For example, the resulting eigenvalues depend on this coupling factor. For a negative
static coupling κ0(0) < 1, the gain of one process part, e.g. G11, increases by clos-
ing the other loop with GC22(s) and the gain of GC11(s) must be reduced. Another
property is that if the coupling elements are fast, then a fast coupled loop 2 has a
stronger effect on y1 than a slow one. Also, the location of external disturbances and
a different or simultaneous change of reference variable have an influence on the
control behavior. Depending on these properties, the main controllers reinforce or
counteract each other. If they counteract (disturb) each other, the coupling controller
should be designed in a decoupling way. However, because of the many possibili-
ties, multi-variable control systems should be designed for the special case and for
the main external exciting variables. A rigorous treatment of multi-variable control
systems is possible in state-space representation. The discussed transfer-function
approach has the advantage to be more transparent.
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A
Acceleration behavior, 136
simplified model, 136
with tire slip, 139

Accident avoiding maneuvers, 8
Ackermann angle, 151, 168
Active-body-control system (ABC), 460
Active suspensions, 457
active stabilizers, 459
air suspension, 459
cascaded control, 464
control, 459
groundhook control, 460
hydraulic, 457, 460
hydropneumatic, 459
modeling, 461
parameter estimation, 463
preview, 460, 464
principles, 457
skyhook control, 459
spectrum, 466
test rig, 461

Actuation force, 414
Actuators, 17
Adapted drive dynamic models, 236
Adaptive cruise control (ACC), 527, 529, 530
cruise control (CC), 531
curvature, 531
full range (ACC-FR), 530
operation modes, 530
requirements, 530
safe distance, 530

Advanced driver assistance systems, 491

antilock brake control system (ABS), 491
cruise control (CC), 491
lane keeping assistance, 505
traction control system (TCS), 492
unstable vehicle, 492

Advanced driver-assistance systems, 5
Aerodynamic drag, 127
Air drag forces, 153
Air spring, 451
Aligning torque, 82, 393
Angular speed sensors of the wheels, 307
Anticollision control systems, 569
accident situations, 570
anticollision braking, 572
anticollision steering, 572
blocked lane, 578
cutting-in vehicle, 579
detection of vehicles, 580
emergency braking, 585
evasive path, 574
experimental results, 577, 587
feedback control, 577
feedforward control, 577
intervention decision, 575
kind of accidents, 570
lateral vehicle guidance, 576
overtaking maneuver, 579
overtaking prediction, 585
passive safety systems, 569
PRORETA, 571, 587
research vehicle, 573, 581
sigmoide, 575
time to collision, 585
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time to line crossing, 583
types of accidents, 570
warning, 585

Antilock brake control system (ABS), 370
Architecture
electrical, 15
electronic, 15

ASAM, 55
Automatic driving, 591
actuator control, 596
automatic parking, 596
automation levels, 591
autonomous driving, 591
conditional, 36
data fusion, 595
data processing, 593
development, 593
dynamic perception, 595
environmental sensors, 593
evolution, 597
external support, 593
fault tolerance, 600
full, 36
high, 36
historic development, 592
information platform, 595
lane change, 566
merging maneuver, 561
motion control, 596
motion planning, 595
partial, 36
perception, 595
prediction, 595
safety, 597, 600
situation awareness and decision, 595
stationary perception, 595
vehicle status, 593

Automatic driving systems, 4
Automation
conditional, 5
full, 8
partial, 5

Automation pyramide, 592
Automotive safety integrity levels (ASIL), 603
Autonomy, 592
AUTOSAR, 31, 55, 57
abstraction layer, 55
architecture, 55
runtime environment, 56
service layer, 55
virtual function bus, 56

B
Backlash, 133

Banked corners, 330
Banking angle, 68
Belt drive, 425
Bertha Benz autonomous drive, 592
Bicycle model, 147
Black-box models, 71
Board net
electrical, 15
electronic, 15

Booster, 350
Brake, 350
clamping force, 140
disk, 140
forces, 141
friction force, 140

Brake booster, 367
electromechanical, 367
pneumatic, 350

Brake distance, 144
Brake systems, 106
active brake booster, 351
anti-lock control (ABS), 363
brake booster, 349
brake-by-wire, 371, 377
brake circuit, 356
brake circuit models, 357, 359
brake master cylinder, 350, 371
brake pedal, 349
braking circuits, 350
dynamic behavior, 362
electro-hydraulic (EHB), 370
electromechanical (EMB), 376
electromechanic brake booster, 367, 372
hydraulic, 349
hydraulic brake circuit, 352
pneumatic brake circuit, 352
select-low principle, 367
service brake, 349
storage model, 358
time constant, 359, 362
vacuum brake booster, 350
wheel brake cylinders, 350

Braking
forces, 140, 142
torque, 140

Braking behavior, 140
simplified, 140
with slip, 142

Braking time, 144
Buckling, 133
Bulk modulus, 415
Burckhardt model, 77, 92
Bus arbitration, 18
Bus layers, 18
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Bus systems, 18
automotive, 19
CAN, 19
Ethernet, 26
FlexRay, 23
LIN, 22

Butterworth filter, 244

C
Camber angle, 68, 85
Camera, 487
CAN-bus, 19
hardware, 22
message frame, 22
software, 21

Cancelation controller (CAC), 621
Caster offset, 82, 177
Center of gravity, 133
Centrifugal forces, 176
Centripetal acceleration, 175
Characteristics, 450
Characteristic velocity, 163
Charge-coupled devices (CCD), 487
Chassis, 1
Circles, 535
Classification of automatic driving
accident avoiding systems, 511
advanced driver assistance systems, 509
autopilot, 509
collision avoidance, 511
conditional automation, 511
degrees of automation, 509
driver assistance systems, 509
driving maneuvers, 511
emergency braking, 511
emergency steering, 511
full automation, 511
high automation, 511
partial automation, 509
path control, 513
point-to-point control, 513
trajectory control, 513

Clearance, 382
Clearance management, 378
Climbing resistance, 127
Clothoids, 535
Code generation, 58
Combined friction coefficient, 90
Combined longitudinal and lateral forces, 87
Combined slips, 89
Compressibility, 356
Conditional automation, 591, 598
Contact patch, 76
Control

calibration, 49
dynamic feedforward, 611–613
internal model, 617, 621
model-in-the-loop simulation, 52
multi-variable, 627
software development, 54
state-space, 622
static feedforward, 611

Control design
vehicle-oriented electronic, 43

Control development
workflow, 49

Control functions
development, 43, 52
V-model, 45

Controller
cancelation, 621
internal model, 617
parameter-optimized, 616
state-space, 622

Control prototyping, 52
Control software
application software, 55
architecture, 55
AUTOSAR, 55
configuration, 55
development, 54
implementation, 54
OSEK, 55
platform software, 55
testing, 59

Control-software development, 54
Control structures, 609
diesel engines, 38
electrical drives, 41
feedback, 609
feedforward, 609
gasoline engine, 38
hybrid drives, 41
internal combustion engines, 38
linear behavior, 609
multivariable control, 627
nonlinear behavior, 609

Control systems
cascade, 623
interconnected, 623

Control-function development, 52
control prototyping, 52
hardware-in-the-loop, 52
model-in-the-loop, 52
software-in-the-loop, 52

Coordinate systems, 66
angular motion, 67
earth fixed, 66
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intermediate axis, 67
tire axis, 67
transformation, 67
vehicle axis fixed, 67
wheel axis, 67

Cornering stiffness, 330
Correlation functions, 237
Correvit sensor, 179
Countersteering, 170
Course angle, 152, 535
Curvature, 306

D
Dark-gray models, 71
Data buses, 16
DC brushless motor, 378
Defense advanced research projects agency

(DARPA), 592
Degrees of automation, 5
Derivatives
determination, 257
numerical, 257
state variable filters, 258

Design procedure, 45
Diagonal wheel speed difference, 467
Differential, 118
Distance control, 527
with acceleration control, 529
with velocity control, 527

Distance-to-line-crossing, 505, 535
Distributed parameters, 70
Drag torque, 108
Drag torque of the engine, 140
Driver-assistance systems (DAS), 4, 5, 36, 483,

591
active ADAS, 483
advanced DAS, 483
environment representation, 489
environmental sensors, 485
onboard sensors, 483
passive ADAS, 483
sensor systems, 485
survey, 483

Drive shaft, 117
Drive train, 105
drive shaft, 120
friction clutch, 116
hydrodynamic transmission, 121
shifted transmisson, 116
two-mass-system, 132

Driving comfort, 209
Driving maneuver, 259
braking in a turn, 259
closed loop, 260

double lane change, 260
identification drive, 264
lane change, 260
lateral transient response, 259
open loop, 260
slalom, 260
steady-state circular drive, 259
sweep sine, 264
test signals, 262

Driving safety, 210
Dry-plate friction clutch, 117

E
Effective side slip angle, 86
Electrical board net, 604
Electrical power steering (EPS), 419
advantages, 419
alternating current motors, 422
asynchronous motor, 422
axis parallel-rack-type, 421
axis parallel-type, 421, 425
belt transmissions, 422
brushless DC motors, 422
column-type, 420
DC motors, 422, 433
drive and rock suspension system, 435
dual pinion-type, 421
dynamic models, 425
electric control unit (ECU), 423
electric motors, 421, 432
EPS-gear, 422
EPS parameters, 433
fail-operational functions, 441
fault tolerant EPS-structures, 441
fixed rack, 430
permanently excited synchronous motors,

422
pinion-type, 420
rack forces, 421
recirculating ball gears, 422
resonance frequency, 430
signal flow, 428
steering angle control, 439
steering angle sensor, 423
support characteristic, 436, 439
synchronous motor, 422
torque model, 432
torque sensor, 422
worm drives, 422

Electrical throttle, 108
Electrification, 1, 4
Electro-hydraulic brake system (EHB), 370
brake maneuvers, 375
brake pedal force simulator, 370
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continuous valves, 370, 373
dual-master cylinder, 372
hydraulic control unit, 370
hydraulic pump, 371
slip control, 373
slip transfer function, 374

Electromechanical brake (EMB), 376, 378
brake-by-wire, 377, 378
brake module, 378
clamping force, 378, 384
EMB-brake model, 380, 383
measurement, 382
pedal characteristic, 378
planetary gear, 379–381
two-port model, 379

Electronic architecture, 15
domain centralized, 28
functionally distributed, 27
network, 27
zone-oriented, 29

Electronic communication networks, 16
Electronic control units (ECU), 30
conventional software structure, 30
multilevel-software structure, 30

Electronic stability control (ESC), 235, 495
braking individual wheels, 497
counter acting braking force, 501
counter torque, 498
critical situation, 498
desired brake slip values, 497
drive dynamic model, 498
Kamm’s circle, 497, 498
one-track model, 498
oversteer, 497, 498
slip angle control, 503
two-track model, 501, 502
understeer, 495
yaw rate control, 501, 503

Electronification, 1, 4
Elevation angle, 68
Emergency braking, 574
Equation error, 238
ESC-control, 315
ESC functions, 370
ESC interventions, 196
Estimation problem, 249
Euler angles, 67
Euler’s equation, 176
Evasive maneuver, 575
Excess-air factor, 108
Exhaust gas recirculation, 111
Expanded vehicle state-estimation, 329
Extended Kalman filter, 580, 582
Extended Least Squares, 242

F
Fault tolerance, 600
degradation, 601
fault-tolerant, 604

brake pedal, 604
electric steering, 604
sensor platform, 604
throttle, 604

redundancy, 600
redundant structures, 600

Fault tolerant behavior, 598
Fault-tolerant systems, 511
Feature extraction, 488
Feedback control, 514, 615
cancelation controller, 621
internal model control, 617
multi-variable control, 627
multi-variable process model, 623
parameter optimized, 616, 617
performance criterion, 616
PID controller, 616
realizability filter, 618
stability, 615
state observer, 622
state-space control, 622

Feedforward control, 514, 610
actuator saturation, 613
dynamic, 611
inverted process model, 611
realizability filter, 612
static, 611

Field-oriented control, 423
Flatness based control, 548
FlexRay-bus, 23
hardware structure, 25
software structure, 24

Force transfer, 75
Frequency modulation, 486
Frequency ranges, 403
Frequency response, 237
Front and rear wheel steering, 329
Fuel injection, 108
Full automation, 591, 598

G
Gasoline engine, 108
Gateways, 27
Gauss-Markov processes, 331
Generalized error, 238
Global positioning system (GPS), 236, 335
Grid maps, 489
Ground velocity, 307
acceleration, 308
Kalman filter, 308
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wheel velocities, 307

H
Hardware-in-the-loop simulation (H/L), 52
Heading angle, 152
High automation, 8, 591, 598
High dynamic situations, 330
HRSI model, 97
HSRI model, 77
Hurwitz stability criterion, 166
Hybrid drives
control architecture, 42
management, 43
micro, 42
mild, 42
optimization, 42
parallel, 41
power-split, 42
series, 41
strong, 42

Hybridization degree, 42
Hydraulic brake system, 349, 361
ABS control cycle, 365
anti-lock control (ABS), 363
brake circuit model, 352, 356
master cylinder, 350
model, 352
primary circuit, 350
primary piston, 350
secondary circuit, 350
secondary piston, 350
select-low principle, 367
traction control, 367
transient functions, 362
vacuum brake booster, 350, 352
with switching valves, 363

Hydraulic fluid mass, 356
Hydraulic power steering (HPS), 410
control valve, 411
damping valves, 411
displacement pumps, 410, 413
dynamic models, 412
hydraulic cylinder, 410
nonlinear characteristic, 411
Parametrization hydraulic power steering,

412
rack and pinion, 410
recirculating ball, 410
support torque characteristic, 413
torque sensor, 411

Hydrodynamic torque converter, 124

I
Identification, 70

Image processing, 488
IMC-controller, 541
Individual wheel braking, 505
Inertial measurement unit (IMU), 179, 235
Inertia tensor, 176
Initial lane change, 583
Inner torque, 108, 110, 111
Instrumental variables, 242
Instrumental variables method, 244
Interconnected control systems, 623
cascade control, 623
dynamic coupling factor, 628
feedback and feedforward control, 624
multi-variable control, 627

Internal combustion engine model, 108
Internal model control (IMC), 519, 617

J
Jacobian matrices, 255
Jerk, 557

K
Kalman filter, 605
correction, 253
discrete time, 249
extended, 255
Kalman gain, 253
prediction, 253
with parameter estimation, 257

Kamm circle, 90, 91
Kiencke-Nielsen model, 79

L
Lane change control, 555
feedforward control, 558
gain scheduling, 559
lateral control, 558
local linear controllers, 559
low pass path, 556
optimized trajectories, 560
preselected path, 556
sigmoidal path, 556

Lane departure warning, 505
Lane detection, 490
Lane driving control level, 3
Lane keeping assistance, 505
Lane keeping control, 307
Lane marker detection, 505
Lane markers, 535
Lane merging control, 561
Lateral behavior
kinematic model, 147
one-track model, 150
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stationary cornering, 167
two-track model, 174
wheel slip angle difference model, 172
yaw rate/slip angle representation, 154
yaw rate/velocity representation, 153

Lateral control action, 505
Lateral deformation of a tire, 96
Lateral slip, 80
Lateral stiffness, 95
Lateral tire dynamics, 95
Lateral tire force models, 317
Lateral tire friction coefficient, 84
Lateral vehicle control, 535
ahead of the vehicle, 548
beside the vehicle, 539
comfort performance, 536
control performance, 536
cornering, 535
curvature, 535
distance to line crossing, 535
lane change, 535
lane change control, 555
low velocity, 550
merging control, 561
model predictive control, 548
path control, 535
path control for curves, 551
path control for straight lanes, 536
state space controller, 546
trajectory control, 535

Lateral velocity, 310
Lidar sensors, 488
Lift coefficients, 176
Light-gray models, 71
LIN-bus, 22
Linear behavior, 218
Liquids, 449
Load torque, 116
Local linear feedback control, 577
Longitudinal, 310
Longitudinal slips, 492
Longitudinal vehicle control, 517
acceleration control, 519

with throttle, 519
adaptive cruise control, 530
deceleration in overrun, 524
distance control, 527
historical development, 517
velocity control, 524

Lookup table, 110
LOPOMOT, 85
Lumped parameters, 70

M
Mass moments for inertia, 178
Mass-spring-damper system, 117
MATLAB, 58
Maximum likelihood method, 242
Mean value torque, 108, 111
Measured velocity, 519
Mechatronic components, 1, 2
Mechatronic systems, 1, 43
Microcomputer, 425
Model-based control development, 52
control prototyping, 52
hardware-in-the-loop simulation, 52, 53
model-in-the-loop simulation, 52
software-in-the-loop simulation, 52, 53

Model-in-the-loop (MiL) simulation, 52
Models
V-development, 43

Momentary pole, 148
Moments of inertia, 176
MOS capacitor, 487
MSR-MEGMA, 55
Multilevel process automation, 592
Multi-master arbitration, 21
Multi-object-tracking, 490
Multi-variable process model (MIMO), 623

N
Navigation level, 3
Network nodes, 16
Network topologies, 17
Newton’s second law of momentum, 175
Nonlinear one-track model, 329
Nonlinear two-track models, 320

O
Object-tracking algorithm, 582
Odometry module, 583
One-track model, 147, 150, 183
characteristic velocity, 163
combined steering and braking, 185
linearized, 155
nonlinear, 150
parameter variations, 160
poles and zeros, 161
stability, 163, 166
state-space representation, 156
stationary cornering, 167
steering gain, 168
transfer function, 160
understeer gradient, 169
wheel slip angle difference, 172
yaw rate/slip angle representation, 154, 156
yaw rate/velocity representation, 153, 158
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Oscillations, 133
OSEK, 55
OSEK software structure, 30
OSI reference model, 18
Oversteering, 170
Overtaking maneuver, 582

P
Pacejka model, 78, 93
Parameter, 235
Parameter estimation, 235, 269, 463
bias, 240
center of gravity, 273
consistent, 240
covariance matrix, 239, 241
equation error methods, 238
free rolling, 271
least squares method, continuous time, 242
least squares method, discrete time, 237, 239
longitudinal acceleration, 270
loss function, 239
mass moments of inertia, 296
nonrecursive, 239
output error methods, 240
persistent excitation, 239
pitch dynamic parameters, 300
recursive, 241
road gradients, 275
roll dynamic parameters, 298
rolling tire radius, 274
tire parameters, 278
understeer gradient, 277
vehicle mass, 269
yaw moment of inertia, 297

Parameter-estimation methods, 237
Parameter-optimized controllers (POC), 616
Parameters, 235
Parking, 311
Partial automation, 591, 597
Path control, 513, 536, 539
ahead of the vehicle, 548
beside the vehicle, 539
course angle, 537
for curves, 551
for straight lane, 536
lateral distance, 537
look-ahead time, 538

Path curvature, 152
Path presentation
algebraic form, 552, 561
nonparametric form, 560

PATH-program, 592
Path radius, 149
Photodiode, 487

Pinion-rack gear, 388
Pitch angle, 67
Pitch axis, 176, 232
Pitch dynamic behavior, 229
Pitch dynamic model, 232
Pixel, 487
Planetary gears, 116
Planetary roller gear (PRG), 379
Pneumatic trail, 82
Pole placement, 246, 314, 622
Polynomial tree model, 85
Power assisted steering
hydraulic power steering, 410
kinematic relation, 406
manual torque, 405
rack and pinion steering, 405
signal flow scheme, 405
steering gain, 407
torque return factor, 407

Power assisted steeringpower steering
characteristic, 405

Power assist force, 428
Power spectral density (PSD), 470
Powertrain, 1
Pressure sensors, 464
Process
SISO, 622

PROMETHEUS research program, 592
Propeller shaft, 118
Pulse modulation, 486

Q
Quality assurance, 59

R
Radar sensors, 486
Radii of rotations, 178
Radius of gyration, 296
Random-walks, 331
Rear wheel steering, 330
Recuperative braking, 370
Redundancy, 441, 600
cold standby, 601
degradation steps, 601
dynamic, 600
examples, 603

brake pedal, 604
EPS, 604
sensor platform, 604
throttle, 604

fail-operational, 602
fail-safe, 602
fail-silent, 602
graceful degradation, 602
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hot standby, 601
static, 600

Redundant, 600
Redundant data transmission, 23
Relative wheel speed difference, 467
Resistance forces, 127
Resultant slip, 89
Return torque, 393
Road gradient, 127
Road gradient angle, 176
Road models, 490
Roll angle, 67
Roll axis, 176, 229
Roll behavior
dynamic model, 229
stabilizer, 230

Roll dynamic behavior, 229
Rolling force, 127
Roll torque, 135
Rotational vector, 176

S
Safety, 209, 600
ASIL, 598, 603
design, 600
functional, 602
hazard analysis, 603
integrity, 598
management, 600
perfectness, 600
risk assessment, 603
tolerance, 600

Select-low principle, 307
Semi-active dampers, 448, 451
Semi-active suspensions, 448
active throttle, 448
control, 451
electro-rheological fluid, 449
magneto-rheological fluid, 449
parameter-adaptive, 452, 453
semi-active spring, 451
state-feedback control, 454
working volume, 449

Semi-physical models, 71
Sensor fusion, 339
Sensor-fusion system, 580
Sensor model, 338
Sensors, 17
Servo control systems, 627
Shifted transmission, 118
Sideslip, 80
Side slip angle, 154
Simulation
hardware-in-the-loop, 52

model-in-the-loop, 52
software-in-the-loop, 52

Simulation tools, 52
Simulink, 58
Single-input single-output (SISO), 622
Sky-hook control, 459
Slalom maneuver, 179
Slip angle estimation, 311
double lane change, 317
Extended Kalman filter simplified two-track

model, 324
extended Kalman filter two-track model, 320
Kalman filter, 317
kinematic models, 311
linear state observer, 313, 314
nonlinear state observer, 314
one-track model, 313
parameter estimation, 317
slalom maneuver, 317
two-track model, 314, 320

Slope, 127
Software
application, 55
architecture, 55
code generation, 58
configuration, 55
development, 54
testing, 59

Software functions
V-model, 45

Software-in-the-loop (SiL) simulation, 53
Spindle trial, 392
Sprung mass, 65
Squirrel cage induction motors, 433
Stability level, 3
State estimation
correction, 252, 253
covariance matrix, 251, 252
extended Kalman filter, 255
filtering, 250
Kalman filter, 249, 252
Kalman filter gain, 253
one-step ahead estimation, 250
prediction, 250, 252, 253
smoothing, 250

State estimation, 235
State-estimation methods, 235
State estimation of vehicles
bent road, 306
dead reckoning, 304
extended Kalman filter, 317, 329, 334
external methods, 303
Frenet coordinates, 306
ground velocity, 307
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inertial navigation, 304
internal methods, 304
Kalman filter, 311, 317
kinematic models, 311
lateral vehicle behavior, 310
odometry, 304
pitch angle, 328, 329
position estimation, 305
reference object, 303
roll angle, 326, 329, 337, 338
sensor fusion, 338
slip angle, 310, 311, 315, 317
state observer, 311, 313
vehicle position, 303
with additional 3D-GPS measurements, 335
yaw angle, 337

Stateflow, 58
State observer, 235
continuous time, 245
nonlinear, 246

State observer equation, 249
State-space model, 245
State variable estimation, 244
State variable filter, 236, 244, 258
Stationary cornering, 147
Steer-by-wire, 406
Steering angle sensor, 603
Steering feel, 419, 436
Steering rack, 388
Steering shaft, 388
Steering system, 387
caster offset, 388, 392
dynamic behavior, 388
elasticity, 391
electrical power steering (EPS), 419
free control, 405
haptic feedback, 405
hydraulic power steering (HPS), 410
hysteresis characteristic, 400
kinematic relations, 390
kingpin, 388
kingpin axis, 395, 406
mechanical, 387
overall steering ratio, 390
overall stiffness, 391
power assisted, 388
power assisted steering, 405
rack and pinion, 387, 390
recirculation-ball, 388, 427
representative mass, 392
spring-damper mass system, 389
static returning torque, 395
stationary behavior, 388
steering angle controller, 400

steering axis, 388, 395, 406
steering feel, 405
steering lever, 388
steering linkage ratio, 390
steering ratio, 390
tie rod, 388
tire turning friction torque, 394
two port model, 389
types, 387

Steering wheel, 388
Suspension, 209
body acceleration, 210
components, 214
conflict diagram, 213
damper, 209, 214
driving vehicle, 222
dynamic behavior, 218
frequency response, 210
nonlinear models, 219
normalized dynamic tire, 210
parameter identification, 220
passive models, 216
quarter car, 210
semi-active, 220
spring, 209, 214
test rig, 222

Suspension links, 85
Suspension systems, 445
active, 446, 457, 460
classification, 445
control of semi-Active suspensions, 451
load-Leveling, 450
load-leveling, 445
parameter-Adaptive, 453
parameter-adaptive, 446
passive, 445
semi-active, 445, 446
semi-Active spring, 451
sky-hook control, 459
state-Feedback, 454

T
Theoretical modeling, 70
Time constants, 114
Time-to-collision, 584
Time-to-line-crossing, 505, 535
Time-varying cornering stiffness, 289
Tire forces

μ-slip curve, 77
adhesive friction, 75
braking, 75
cornering stiffness, 81
driving, 76
friction coefficient, 76, 81



Index 641

hysteretic friction, 75
lateral, 80, 81
longitudinal, 75
sideslip, 80
sideslip angle, 80
slip, 75
tire friction models, 77

Tire model, 93
Tire model parameters, lateral, 283
adaptive parallel model, 289
cornering stiffness, 283
cornering stiffness coefficient, 289
dynamic steering, 284
nonlinear tire models, 292
one-track model, 292
stationary cornering, 286

Tire model parameters longitudinal, 279
algebraic model, 282
friction coefficient, 279
HSRI model, 281
with vehicle model, 280

Tire models for lateral tire friction, 83
Tire pressure monitoring, 464
comparison, 475
curve compensation, 469
direct pressure measurement, 464
indirectly measuring systems, 464
spectral analysis, 470, 474
torsional wheel speed oscillations, 469
vertical wheel acceleration, 472
wheel speed comparison, 466

Tire traction, 75
Toe, 85
Torque characteristics of a gasoline engine, 128
Torque conversion, 108
Torque conversion rate, 121
Torque converter
hydraulic efficiency, 123
impeller, 121
slip, 123
stator, 121
torque inversion, 121
turbine, 121

Torque converters, 116
Torque coordination, 108, 111
Torque generation model, 108
Torsional stiffness, 230
Traction control system (TCS), 370, 492
desired slip, 492
friction characteristic, 492
signal flow chart, 495
spinning wheels, 492
two-track model, 494
wheel difference velocity controller, 494

wheel velocity controller, 494
Trajectory control, 513, 535
Transfer function, 374, 430
Turbocharger, 111
Turning radius, 149
Two-mass flywheels, 133
Two-port systems, 105
Two-track model, 174
comparison, 179, 197
ESC brake intervention, 194
frequency response, 202, 204
general, 175
motion variables, 175
overall signal flow, 177
rotational behavior, 176, 180
simplified, 180
transient functions, 203, 205
translatory behavior, 175, 180, 190
with front and rear wheel steering, 190
with road gradients, 190
yaw rate/slip angle representation, 185
yaw rate/velocity representation, 180, 190

Typical driving maneuvers, 511

U
Ultrasonic sensors, 485
Understeer gradient, 169, 330
Understeering, 169
Unintentional lane departures, 505
Unscented Kalman filter, 334
Unsprung mass, 65

V
Validation, 59, 598
Variable slip, 139
V-development model, 43
calibration of the control functions, 48
calibration with fine-tuning, 49
control-function development, 47
control-software development, 48
control system design, 47
ECU hardware and software testing, 48
ECU target software development and

implementation, 48
final ECU, driveability tests and field tests,

49
modeling and identification, 47
requirements, 45
specifications, 45

Vehicle behavior
longitudinal, 105

Vehicle components, 105
Vehicle control
motion control, general, 38
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multilevel, 35
overall structure, 35

Vehicle control systems
design, 43
electronic control, 43
mechatronic system, 43
workflow, 43

Vehicle dynamics
construction data, 65
modeling, 65
movement, 65

Vehicle model
longitudinal basic, 126
longitudinal simplified, 129
stiff powertrain, 129
two-mass-system, 132

Vehicle-to-vehicle communication, 596
Verification, 59
Vertical axis, 176
Vertical forces, 234
Vertical vehicle behavior, 209
Vertical wheel forces, 133

Virtual sensor model, 333
Virtual vehicle control development, 54

W
Wet-plate friction clutch, 117
Wheel
braking, 98
dynamic models, 97
stable range, 98
unstable range, 99

Wheel base, 134
Wheel carrier, 388
Wheel travel curves, 85
White-box models, 71
Workflow
calibration, 49
control development, 49

Y
Yaw angle, 67
Yaw angle estimation, 338
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