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Foreword

The 15th International Conference on Human–Computer Interaction, HCI In-
ternational 2013, was held in Las Vegas, Nevada, USA, 21–26 July 2013, incor-
porating 12 conferences / thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 10th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 7th International Conference on Universal Access in Human–Computer
Interaction

• 5th International Conference on Virtual, Augmented and Mixed Reality
• 5th International Conference on Cross-Cultural Design
• 5th International Conference on Online Communities and Social Computing
• 7th International Conference on Augmented Cognition
• 4th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• 2nd International Conference on Design, User Experience and Usability
• 1st International Conference on Distributed, Ambient and Pervasive Inter-
actions

• 1st International Conference on Human Aspects of Information Security,
Privacy and Trust

A total of 5210 individuals from academia, research institutes, industry and gov-
ernmental agencies from 70 countries submitted contributions, and 1666 papers
and 303 posters were included in the program. These papers address the latest
research and development efforts and highlight the human aspects of design and
use of computing systems. The papers accepted for presentation thoroughly cover
the entire field of Human–Computer Interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas.

This volume, edited by Randall Shumaker, contains papers focusing on the
thematic area of Virtual, Augmented and Mixed Reality, and addressing the
following major topics:

• Developing Augmented and Virtual Environments
• Interaction in Augmented and Virtual Environments
• Human-Robot Interaction in Virtual Environments
• Presence and Tele-presence



VI Foreword

The remaining volumes of the HCI International 2013 proceedings are:

• Volume 1, LNCS 8004, Human–Computer Interaction: Human-Centred De-
sign Approaches, Methods, Tools and Environments (Part I), edited by
Masaaki Kurosu

• Volume 2, LNCS 8005, Human–Computer Interaction: Applications and Ser-
vices (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8006, Human–Computer Interaction: Users and Contexts
of Use (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8007, Human–Computer Interaction: Interaction Modali-
ties and Techniques (Part IV), edited by Masaaki Kurosu

• Volume 5, LNCS 8008, Human–Computer Interaction: Towards Intelligent
and Implicit Interaction (Part V), edited by Masaaki Kurosu

• Volume 6, LNCS 8009, Universal Access in Human–Computer Interaction:
Design Methods, Tools and Interaction Techniques for eInclusion (Part I),
edited by Constantine Stephanidis and Margherita Antona

• Volume 7, LNCS 8010, Universal Access in Human–Computer Interaction:
User and Context Diversity (Part II), edited by Constantine Stephanidis and
Margherita Antona

• Volume 8, LNCS 8011, Universal Access in Human–Computer Interaction:
Applications and Services for Quality of Life (Part III), edited by Constan-
tine Stephanidis and Margherita Antona

• Volume 9, LNCS 8012, Design, User Experience, and Usability: Design Phi-
losophy, Methods and Tools (Part I), edited by Aaron Marcus

• Volume 10, LNCS 8013, Design, User Experience, and Usability: Health,
Learning, Playing, Cultural, and Cross-Cultural User Experience (Part II),
edited by Aaron Marcus

• Volume 11, LNCS 8014, Design, User Experience, and Usability: User Ex-
perience in Novel Technological Environments (Part III), edited by Aaron
Marcus

• Volume 12, LNCS 8015, Design, User Experience, and Usability: Web, Mobile
and Product Design (Part IV), edited by Aaron Marcus

• Volume 13, LNCS 8016, Human Interface and the Management of Informa-
tion: Information and Interaction Design (Part I), edited by Sakae Yamamoto

• Volume 14, LNCS 8017, Human Interface and the Management of Informa-
tion: Information and Interaction for Health, Safety, Mobility and Complex
Environments (Part II), edited by Sakae Yamamoto

• Volume 15, LNCS 8018, Human Interface and the Management of Informa-
tion: Information and Interaction for Learning, Culture, Collaboration and
Business (Part III), edited by Sakae Yamamoto

• Volume 16, LNAI 8019, Engineering Psychology and Cognitive Ergonomics:
Understanding Human Cognition (Part I), edited by Don Harris

• Volume 17, LNAI 8020, Engineering Psychology and Cognitive Ergonomics:
Applications and Services (Part II), edited by Don Harris

• Volume 19, LNCS 8022, Virtual, Augmented and Mixed Reality: Systems
and Applications (Part II), edited by Randall Shumaker



Foreword VII

• Volume 20, LNCS 8023, Cross-Cultural Design: Methods, Practice and Case
Studies (Part I), edited by P.L. Patrick Rau

• Volume 21, LNCS 8024, Cross-Cultural Design: Cultural Differences in Ev-
eryday Life (Part II), edited by P.L. Patrick Rau

• Volume 22, LNCS 8025, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Healthcare and Safety of the En-
vironment and Transport (Part I), edited by Vincent G. Duffy

• Volume 23, LNCS 8026, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management: Human Body Modeling and Er-
gonomics (Part II), edited by Vincent G. Duffy

• Volume 24, LNAI 8027, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 25, LNCS 8028, Distributed, Ambient and Pervasive Interactions,
edited by Norbert Streitz and Constantine Stephanidis

• Volume 26, LNCS 8029, Online Communities and Social Computing, edited
by A. Ant Ozok and Panayiotis Zaphiris

• Volume 27, LNCS 8030, Human Aspects of Information Security, Privacy
and Trust, edited by Louis Marinos and Ioannis Askoxylakis

• Volume 28, CCIS 373, HCI International 2013 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 29, CCIS 374, HCI International 2013 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2013 conference.

This conference could not have been possible without the continuous sup-
port and advice of the Founding Chair and Conference Scientific Advisor, Prof.
Gavriel Salvendy, as well as the dedicated work and outstanding efforts of the
Communications Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2013 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular George
Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George Kapnas.

May 2013 Constantine Stephanidis
General Chair, HCI International 2013
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Stephan Böhm, Germany
Vassilis Charissis, UK
Francisco Cipolla-Ficarra, Spain
Maria De Marsico, Italy
Marc Fabri, UK
David Fonseca, Spain
Linda Harley, USA
Yasushi Ikei, Japan
Wei Ji, USA
Nouf Khashman, Canada
John Killilea, USA
Iosif Klironomos, Greece
Ute Klotz, Switzerland
Maria Korozi, Greece
Kentaro Kotani, Japan

Vassilis Kouroumalis, Greece
Stephanie Lackey, USA
Janelle LaMarche, USA
Asterios Leonidis, Greece
Nickolas Macchiarella, USA
George Margetis, Greece
Matthew Marraffino, USA
Joseph Mercado, USA
Claudia Mont’Alvão, Brazil
Yoichi Motomura, Japan
Karsten Nebe, Germany
Stavroula Ntoa, Greece
Martin Osen, Austria
Stephen Prior, UK
Farid Shirazi, Canada
Jan Stelovsky, USA
Sarah Swierenga, USA



HCI International 2014

The 16th International Conference on Human–Computer Interaction, HCI
International 2014, will be held jointly with the affiliated conferences in the
summer of 2014. It will cover a broad spectrum of themes related to Human–
Computer Interaction, including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair
Professor Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: cs@ics.forth.gr



Table of Contents – Part I

Developing Augmented and Virtual Environments

Passive Viewpoints in a Collaborative Immersive Environment . . . . . . . . . 3
Sarah Coburn, Lisa Rebenitsch, and Charles Owen

Virtual Reality Based Interactive Conceptual Simulations: Combining
Post-processing and Linear Static Simulations . . . . . . . . . . . . . . . . . . . . . . . 13

Holger Graf and André Stork
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Abstract. Widespread acceptance of virtual reality has been partially handi-
capped by the inability of current systems to accommodate multiple viewpoints, 
thereby limiting their appeal for collaborative applications. We are exploring 
the ability to utilize passive, untracked participants in a powerwall environment. 
These participants see the same image as the active, immersive participant. This 
does present the passive user with a varying viewpoint that does not correspond 
to their current position. We demonstrate the impact this will have on the per-
ceived image and show that human psychology is actually well adapted to com-
pensating for what, on the surface, would seem to be a very drastic distortion. 
We present some initial guidelines for system design that minimize the negative 
impact of passive participation, allowing two or more collaborative participants. 
We then outline future experimentation to measure user compensation for these 
distorted viewpoints. 

Keywords: virtual reality, passive participation, immersion, perception. 

1 Introduction 

Many immersive environments are unavailable to the general public because they are 
limited to large rooms and they require a tremendous budget (sometimes even exceed-
ing $1 million [1]). One solution is the one-walled VR environment (the “power-
wall”), which can be implemented with a single screen and projector, and can use a 
number of different widely available tracking systems.  

Many existing virtual reality (VR) systems only allow one or two users. When VR 
demos or experiments are performed, extra shutter or polarized glasses are often used 
for additional viewers to sit in and watch the world in the role of passive participants 
in the virtual experience. With this in mind, can we create collaborative VR systems 
that can actually involve these passive participants, allowing them to experience and 
interact with the virtual environment, alongside an active, tracked participant? A 
common obstacle to the adoption of VR is that so many systems are fundamentally 
solitary experiences. Some hardware approaches allow for even up to six active users, 
but these approaches are expensive, difficult to set up and calibrate, and not as availa-
ble as basic single-user systems. In order to display individual perspectives, these 
systems often add multiple projectors and polarized images in order to project images 
to the left and right eyes of each participant [2][3][4]. These systems show promise 
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for the next generation of VR collaboration, but the resulting cost and computation 
power makes it less accessible to the general public, as well as difficult to extend to 
even more participants. As a result, we are examining the design of systems that will 
allow multiple passive users to participate with an active user in a VR environment, 
possibility with the ability to pass the active experience among users as necessary, so 
as to support collaborative applications. This paper addresses some of the physical 
and psychological issues associated with the participation of passive users and ex-
plores some initial design guidelines to tailor applications for passive participation. 

One of the greatest challenges in designing a collaborative virtual environment is 
making sure that all participants can accurately perceive the virtual world. In simpler 
virtual environments, if multiple participants view the world, virtual objects are typi-
cally presented based on a single center of projection from an oblique angle. To de-
sign a better multi-user, one-walled VR system, the design must have knowledge of 
where the passive participants are, as well as what elements in the environment can be 
manipulated to counteract the perception challenges. Knowing the location of the user 
allows manipulation of the virtual world to actively adapt to passive participants, even 
when there is still only a solitary center of projection. In addition, the VR system can 
take advantage of the psychological ability to compensate for distortions. 

In this article, we explore the appearance and perception of the virtual experience 
as seen by a passive participant. Section 2 presents a mathematical model for the im-
age as seen by passive participants, regardless of their relative position to the screen 
or the active participant. Section 3 explores the psychological and physiological com-
ponents of a passive participant's perception of the virtual world. Finally, Section 4 
establishes some leading guidelines for the design of virtual environments that take 
advantage of these elements. 

2 Mathematical Basis 

One of the most basic VR systems is the powerwall, which uses a rear projection 
stereo display or a large 3D monitor to provide a virtual experience for a single user 
with 3D glasses and head tracking. Fig.1 illustrates the basic projection model for a 
powerwall. It is assumed that the world coordinate system origin is centered on the 
screen with the Y axis up and the X axis to the right and we assume a right-hand 
coordinate system. In the figure, the point  ( , , ) represents the active partici-
pant. This participant is tracked and the basis for the projection. The point  
( , , ) represents a passive participant. This participant is untracked and sees the 
same image as the active participant. The point  ( , , ) represents a point in the 
virtual space subject to projection. The point  ( , , ) represents the projected 
point on the screen. Projection is accomplished by creating a projector, a ray starting 
at the center of projection and pointing at the virtual point, and computing the  
intersection of that ray with the virtual projection surface. 
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Fig. 1. Model for screen-based VR projection 

Given this orientation, projection is implemented in real systems by changing the 
origin to the active participant viewpoint and multiplying by the ratio of the distance 
of the projection screen (focal length) and the z-axis distance to the point. (Real-world 
systems also include a mapping from the virtual projection screen to pixels on the real 
projection screen, but that linear mapping does not affect the results in this paper and 
is, therefore, ignored). The basic equations for projection are: 

  (1) 

  (2) 

Since projection for x and y is symmetrical, only the x component will be indicated in 
future equations. The y component can be determined through simple substitutions. 
All of the equations in this section apply for virtual points on either side of the screen. 

2.1 Depth 

The passive participant would ideally view the world projected properly for them. 
However, they instead see the world as projected for that active participant. The first 
question is: what is the equivalent mapping between the two? The multiplicative fac-
tor from Equation 1: 

  (3) 

determines the foreshortening due to depth. Foreshortening is the tendency of objects 
under perspective projection to appear smaller or larger due to their distance from the 
viewer. The foreshortening seen by the passive participant will be different if the 
participant is not at the same distance from the screen as the active participant. Intui-
tively, if the passive participant is half the distance to the screen, the amount of fore-
shortening will be doubled. This is the same as if the depth of the virtual space was 
scaled by a factor of 0.5, making objects appear to be half as far away as they are.  
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We can illustrate this by scaling the z values for the passive participant's foreshorten-
ing term by / : 

  (4) 

What this means is that a passive participant moving closer to the screen will see a 
world that appears scaled in the z dimension. 

2.2 Position 

Given the solution for the change of depth for perceived point, we can now examine 
the ,  components of the perceived point for the passive participant. Figure 2 illu-
strates the geometry of the problem. The point  is projected to point  on the screen 
for the active participant. The passive participant sees that point at point  as some 
point along the projector from through point  to the point  as it appears to that 

participant. We know the depth of  is  due to Equation 4. 

 

Fig. 2. Geometry of virtual point displacement 

The geometry is proportional between the two sides. If the passive participant posi-
tion is offset from the active participant by Δxp=xp-xa, the perceived position of the 
point will be offset by the negative of that value scaled by the ratio of the point depth 
divided by the view distance for the active participant: 

  (5) 

Effectively, this imparts a skew on the virtual world. The amount of the skew is de-
termined by the difference between the positions of the active and passive participants 
and is based on depth. Given these solutions, the passive participant will perceive the 
point ( , , ) at this position: 
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  (6) 

  (7) 

  (8) 

2.3 Stereo 

The depth scaling also holds for stereo disparity, assuming the interpupilary distance 
(IPD) and eye orientations for the active and passive participants are the same. This 
relationship is illustrated in Figure 3. 

v

Screen

Active 
Participant

Passive 
Participant

v'

 

Fig. 3. Depth scaling due to stereo disparity 

As many stereo installations assume only head position tracking and fixed IPD 
values, the stereo depth scaling will correspond to that due to this varying participant 
screen distances. If the IPD distance or orientation is allowed to vary, there will be a 
divergence, which can be confusing. 

3 Psychological Considerations 

As illustrated in Section 2, the distortions resulting from a non-primary viewpoint 
present the passive observer with an image of object that are skewed and distorted, 
rather than the correct proportions. However, there is evidence for psychological 
compensation for this distortion, allowing observers to correctly perceive object pro-
portions, orientations, and relative positions in a variety of visual mediums. From 
paintings to photographs, people are actually quite accustomed to viewing images 
from a point that does not correspond to the center of projection. 



8 S. Coburn, L. Rebenitsch, and C. Owen 

3.1 Potential Psychological Complications 

Judging Object Orientations. One characteristic of a virtual scene is the orientation 
of the projected objects. If viewed differently by the individual participants, there is a 
potential confound of collaboration. 

Goldstein [5,6] discussed three main pictorial perception attributes: perceived 
orientation (in relation to the observer), perceived spatial layout (of the objects in the 
image), and perceived projection (perception on the observer’s retina). He determined 
that relative position of objects in an image (in the virtual space) was maintained, 
despite a variety of oblique viewing angles. However, he did find that perceived 
orientation was not maintained as the difference in angle from the center of projection 
increased. As a result, Goldstein identified the differential rotation effect (DRE), 
where objects in a 2D image pointing to the observer (at an angle near 90°) appear to 
move faster than objects farther away when the observer moves relative to the image.  

One popular virtual collaboration medium is the interactive tabletop. Multiple users 
interact with a single table, which has virtual objects presented from a common view-
point. Hancock et al [7] analyzed user perception of orientation of objects projected on a 
tabletop device, and found that users had a more difficult time judging object orientation 
when the COP was farther away from their own viewpoint. They determined that a cen-
tral, neutral COP helped to minimize discrepancies between user perceptions. This study 
also found that using an orthographic projection (such as found in blueprint drawings to 
maintain correct object proportions) aided the users in identifying the orientation of ob-
jects, though this projection does eliminate foreshortening, an important depth cue.  
However, though a tabletop design often requires a 360° of potential user viewpoints, 
CAVE environments (both single and multiple screen displays) naturally limit the range 
of these viewpoints. This suggests that a neutral viewpoint might be more effective in a 
CAVE environment than the study found for the tabletop.  

Cybersickness. A common element in virtual systems is cybersickness, a form of 
motion sickness associated with virtual environments. While the exact causes of cy-
bersickness are still under investigation, it is known to be common in situations where 
the camera viewpoint moves independently of movement from passive observers.  

Cybersickness symptoms are prevalent in most VR environments and can impact 
from ~30% [8] to ~80% [9] of participants. Displaying imagery that is not controlled 
by the observer generally increases symptoms. Swaying imagery is often used in cy-
bersickness research to invoke symptoms.  Chen et al. [8] and Dong and Stoffregen 
[10] demonstrated this effect with experiments where participants were "drivers" or 
"passengers" in a virtual car. Drivers were given a tracked viewpoint and control of 
their environment and the resulting video was recorded. This video was then dis-
played to a passenger. Not surprisingly, passengers had more cybersickness symp-
toms than drivers. Passengers also had high amounts of body movements, indicating a 
strong involvement (and conflict) with the movement in the recording.  

In both of these situations, participants who suffered cybersickness symptoms were 
not in control of the camera viewpoint. If a collaborative environment must share a 
common viewpoint, the design should consider ways to minimize the cybersickness 
effects that will result. Another major source of cybersickness symptoms is when 
visual and kinetic information conflict. This makes sharing a common viewpoint dif-
ficult: passive viewers are not in control of changes to the perspective. 
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3.2 Compensation for Distortion 

In order to determine what characteristics of the virtual scene can be or even need to 
be modified to help accentuate depth and spatial cues, we must first explore what the 
brain will use in order to compensate for missing stimuli.  

Gestalt psychology here argued that the mind has the ability to organize visual sti-
muli, and is structured and operates in such a way to make this possible. As opposed 
to the empirical belief (which says we only learn through experience with the world), 
Gestalt psychology says that the “brain uses organizational principles to interpret 
visual appearance” [11].  

Because of this ability of the mind to natively organize incoming visual stimuli, the 
mind can still form a cognitive model of the object in a distorted picture. Since it is 
not purely empirical, the distortion does not negate the ability to form and access 
mental models. 

Spatial Cognition. Spatial cognition is the ability of the brain to acquire, organize, 
utilize, and revise knowledge about spatial environments [12]. Knowledge of this 
cognitive ability is especially helpful in creating virtual environments. If certain cha-
racteristics of the system hamper the participant’s ability to correctly perceive the 
virtual world, knowledge of the mind’s organizational power can help compensate for 
the shortcomings.  

The neuroscientist David Marr identified three stages of visual processing, includ-
ing what he coined the “3D sketch,” when the mind visualizes the world in a mental 
3D model [13]. Intelligent perception allows the mind to make cognitive observations 
about this 3D data. One theory of the brain’s ability to categorize visual information is 
that rather than purely learning from experience (empirical view) the brain actively 
organizes incoming visual sensory data into mental models. Gestalt psychology estab-
lished this theory, and began to identify the specific characteristics that the brain uses 
to categorize visual data.  

People routinely view 2D imagery from a wide range of angles and have little  
difficulty with correctly interpreting the data in the image. Vishwanath et al. [14] 
suggested that 2D pictures look correct when viewed from the wrong angle not by 
geometric data inside the picture itself, but from an estimate of local surface orienta-
tion. When binocular vision was available, participants were able to correctly judge 
object characteristics invariant of their viewing angle. Instead of judging object cha-
racteristics by observing the objects within the image, participants instead used cues 
from the local slant of the image itself to correct perspective distortion from viewing 
the picture obliquely.  

Spatial and Depth Cues. Despite the known variations of object characteristics be-
tween different viewpoints, there are many other cues that the human brain will use to 
determine spatial characteristics. As discussed by Christou and Parker [11], there are 
several pictorial cues that allow 2D images to represent and simulate 3D objects. 
These cues can be manipulated by a virtual system, and can simulate natural objects 
by imitating perspective and depth. Most of these cues can be emphasized to compen-
sate for any existing distortions: 
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Shading: Shading and gradients can easily be used to make closer elements brighter 
and clearer, while more distant objects (or the distant parts of an object) will have 
darker or dimmer shading, depending on the lighting in the scene. 

Color Fading: Similar to shading, color fades when farther away, so closer objects 
will have higher color saturation. Atmospheric effects also add to this: objects farther 
in the distance are often dimmed due to water, dust, or other particles in the air.  

Interposition: Objects closer to the observers will occlude objects farther away.  

Shadows: Shadows from the objects in the world on a flat surface can help establish 
their locations (both relative to each other and relative to the world).  

Binocular Cues: Unlike 2D pictures, 3D virtual environments show images to both 
eyes, which allow stereoscopic cues to show depth. The visual system uses the slight 
differences in the two pictures (that are a result of the interpupilary distance) to gain 
significant information about spatial depth and location of objects in a scene. 

Object Shapes: Another example of compensation for distorted objects by the visual 
system is when rigid and recognizable shapes are presented. Perkins [15] found that 
participants would compensate for oblique views of rectangular solids, and even when 
the judgments were inaccurate, they were only inaccurate by a small amount. If men-
tal models are formed for commonly encountered objects, then it will be easier to 
match an image of such an object to the correct mental model, even if distorted. 

4 Guidelines for Design 

The main reason for examining the issues related to passive participants in a one-wall 
cave setting is the ability to better utilize these environments in groups. Traditionally, 
virtual reality systems have been solitary experiences. Complex hardware solutions 
have often allowed for two participants, but a group setting with a dozen users has 
been considered impractical other than in large theatrical settings or where the track-
ing is severely limited. We seek to exploit the idea of passive participants to create 
group VR applications and are exploring both the impact on passive participants and 
the transfer of active status among participants.  

One major influence on design is a factor we are calling leverage. As seen in Equa-
tion 6, the amount of offset (skew) of the perceived point is scaled by the ratio / . 
As the distance from the screen increases, the offset also increases. As an example, if 
the active participant moves to the right 10cm, an object close in depth to the screen 
(z values near zero) will move very little. However, an object far from the screen, 
such as an object in the far distance, will move a very large amount. 

Given this concept of leverage and the psychological concepts in Section 3, we are 
proposing several design guidelines for passive participant powerwall systems. These 
guidelines are intended to be used when distortions affect passive participation, to 
raise the overall utility of the system. 

Guideline 1: Keep as much content at a depth near the screen as possible. This is the 
most obvious design guideline, since it minimizes the amount of leverage, and it 
keeps objects within interaction reach. 
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Guideline 2: When possible, the active participant should be close to the screen. An 
active participant close to the screen will minimize the ratio /  in Equation 6 for 
user interface elements. Similarly, the active participant should remain closer to the 
center of the screen, so that the controlling viewpoint is the average of the possible 
passive participant viewpoints. This causes fewer overall discrepancies between 
viewpoints.  

Guideline 3: Passive participates should be farther from the screen. Decreasing the 
angle of sight lines between the active and passive participant decreases the relative 
discrepancy in orientations. Moving users back limits the range of angles for these 
users, thus decreasing orientation confusion due to the differential rotation effect. In a 
setting where the active participation passes from user to user, this assignment may be 
based on physical position with a "move up to take control" type of approach. 

Guideline 4: Avoid backgrounds or fix them in place. The problem with backgrounds 
is that they are naturally the farthest from the screen and, therefore, the most subject 
to leverage. Since they are often far in distance, users do not expect them to move that 
much and appear to be comfortable with this solution in preliminary experiments. 
This guideline also has the potential to minimize cybersickness effects that result 
from a moving background. 

Guideline 5: Virtual objects should be familiar to users. Well-known or familiar ob-
jects appeal to long-established mental models. Because of this object recognition, 
users are better able to compensate for distortions in virtual objects. Overall, using 
familiar objects will help connect a virtual object to the user’s sense of its physical 
presence in the real world. However, if novel objects are used, utilize Guideline 6.  

Guideline 6: When familiar objects cannot be used to satisfy Guideline 5, emphasize 
pictorial cues such as shading, color fading, and atmospheric effects. This can help 
compensate for the lack of familiarity, allowing for novel virtual objects. 

5 Future Work 

We are currently examining a new modality for virtual reality environments that is 
designed to optimize the experience for a group of users, rather than a single partici-
pant. Our first focus is discovering and alleviating the problems passive observers 
experience in immersive environments, such as perception conflicts for passive ob-
servers, as well as triggers for cybersickness. This work will then move beyond alle-
viating these problems, and leverage psychological and physiological compensatory 
mechanisms in order to deliver a better group interface for virtual environments. We 
are also exploring enhancements for a group virtual environment, such as efficient 
ways to transition between active and passive participants, creating a more satisfying 
collaborative, immersive, environment. To demonstrate the guidelines presented in 
this paper, we are designing an experiment that will demonstrate the ability of a user 
to sufficiently judge object characteristics in a powerwall system, despite being re-
moved from the primary viewpoint. 
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Abstract. This paper presents a new approach for the design and realization of 
a Virtual Reality (VR) based engineering front end that enables engineers to 
combine post processing tasks and finite element methods for linear static 
analyses at interactive rates. “What-if-scenarios” have become a widespread 
methodology in the CAE domain. Here, designers and engineers interact with 
the virtual mock-up, change boundary conditions (BC), variate geometry or 
BCs and simulate and analyze its impact on the CAE mock-up. The potential of 
VR for post-processing engineering data enlightened ideas to deploy it for 
interactive investigations at conceptual stage. While it is a valid hypothesis, still 
many challenges and problems remain due to the nature of the “change’n play” 
paradigm imposed by conceptual simulations as well as the non-availability of 
accurate, interactive FEM procedures. Interactive conceptual simulations (ICS) 
require new FEM approaches in order to expose the benefit of VR based front 
ends. 

Keywords: Computer Aided Engineering, Interactive Conceptual Simulations, 
VR environments for engineering. 

1 Introduction 

“What-if-scenarios” (conceptual simulations) have become a widespread methodology 
within the computer aided engineering (CAE) domain. Here, designers and engineers 
interact with the virtual mock-up, change boundary conditions (BC), variate geometry 
or BCs and simulate and analyze its impact on the CAE mock-up. The potential of VR 
for post-processing engineering data enlightened ideas to deploy it for interactive 
investigations at conceptual stage (interactive conceptual simulations - ICS). It is still a 
valid hypothesis, while many challenges and problems remain. The conceptual stage 
during a design is inherently driven by the nature of the “change’n play” paradigm. 
Coupling these with Finite Element Methods (FEM) imply new solutions and 
optimizations in view of the current non-availability of accurate, interactive FEM 
procedures for interactive processing. VR is predominately used for data visualization 
of scientific raw data. Therefore, classical solutions still use scientific visualization 
techniques for large data visualization [1] or use interpolated pre-computed result data 
sets, e.g. [2,3] for interactive investigations. Both approaches imply a bottleneck of 
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data set processing, filtering and mapping and impose restrictions to the processing 
capability of the underlying system thus influence the turn-around loop of simulation 
and visualization. Thus, conducting a CAE analysis, steered from a VR environment is 
a different story and only few research work exist, e.g. [4,5,6]. Classical CG methods 
are too limited due to the simplified, underlying mathematical models for real-time 
analysis [7]. In fact several approaches are driven by visual appearance rather than 
physical accuracy needed within engineering environments. Major attention has been 
given to the area of deformable object simulations in the past [8]. Here, the challenge is 
to solve the underlying system of differential equations imposed by the physical 
phenomena modeled by Newton’s second law of motion. The approaches make 
typically use of explicit time integration schemes, fast in evaluation and small in 
computational overhead, e.g. [9]. Implicit time integration schemes which usually lead 
to a more stable calculation of the results for solid deformation are based on complete 
assemblies into large systems of algebraic equations, which might be solved using pre-
processing techniques (such as matrix pre-inversion) [10,11], or the conjugate gradient 
method eliminating corotational artifacts, e.g. [12,13]. A combination of several “best” 
practices for physical simulations has been published recently in [14] with a dedicated 
focus on fast solutions being robust to inconsistent input, amenable to parallelization, 
and capable of producing the dynamic visual appearance of deformation and fracture in 
gaming environments. However, the scope of all mentioned methods cannot handle 
more than very few thousand elements or are too imprecise for engineering analyses. 
So the main question to be answered remains: how can interactive FEM methods be 
designed and realized at conceptual stage that are efficient with respect to time 
consumption, computer resources and algorithmic complexity but at the same time 
result in an accurate and robust simulation?   

2 Concept 

Aim of our approach is to provide the possibility to couple post processing tasks with 
a simulation engine, that allows for any interaction performed by the end user to 
update the simulation results in real-time at the same time to perform an analysis. 
Here, we are focussing on a direct link of typical post-processing metaphors such as 
cross sectioning which should provide an insight into the object while simulating the 
model.  

Typically the user wants to move a load case from one node position to another 
one yet being unrestricted to the number of nodes within the load case. For cross 
sectioning the plane that cuts through the object will be orthogonal to the device of 
the end user: In our case a flying pen. Moving the device results in an update of the 
position of the cross section. A re-simulation of the mock-up should then be 
performed instantly. However, the use of VR environments implies an intervention 
with the simulation engine at update rates for (re-)simulation-visualization loops at 
20-30 fps, i.e. 0.05 secs. This in turn requires direct access to the underlying 
mathematical procedures respectively finite element methods.  
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We headed for a concept based on a classical CAE/VR process chain using a 
distributed software architecture [15]. Typically, we hold model presentation in a VR 
client as a surface model being pre-processed by scientific visualization techniques 
(i.e. extracting the outer domain for visualization, filtering and mapping of results to 
color scales, etc.). The overall volumetric CAE mock-up is kept on a dedicated 
simulation service that accounts for linear static analysis. 

Thus, the coupling of post processing tasks with the simulation engine requires 
operations/interactions being performed in the VR client (e.g. moving a load 
vector/user force) being mirrored to the simulation services. Ideally the simulation 
engine might be based on optimized FE-methods that could comply with the 
requirements of the post-processing tasks. I.e., if an engineer uses cross sectioning 
through the model, the simulation engine would only need to calculate for the 
“visible” elements (this means the element in the current view frustum). This leads 
conceptually to a reduction of the solution space, thus a reduction of the system of 
linear equations that needs to be solved. Another challenge will be imposed by aiming 
at changing geometrical features in the mock-up (e.g. through holes). Moving features 
provide an insight to Any changes done at surface level need to be reflected within the 
volumetrical mock-up in the simulation service.   

3 Realisation 

3.1 ICS at Boundary Condition Level 

The realisation for conceptual simulations at BC level is based on a methodology 
introduced in earlier work using a pre-processing step [11]. This method uses an 
inversion of the underlying stiffness matrix A via a preconditioned minimal residual 

method for the overall linear static equation -1= ⋅u A l , with u being displacement 

and l load vector.  
The iterative scheme is given by minimizing a Frobenius norm, i.e. it minimizes 

the functional ( ) 2

F
F B I BA= −  with B being the sought inverse to A. Splitting the 

functional into components, the scheme seeks a solution ( ) 2

2j j j j
j

f b min e Ab= −


, 

j=1,…,n  deploying a CG-iterative method [16]. Completing the inversion of the 
matrix for a given error threshold, a dedicated stop criterion provides the envisaged 
precision. This can be adjusted by the engineer himself. Due to the nature of iterative 
schemes, the precision significantly influences the computation time of the matrix 
inversion, thus the availability of the model to be inspected. Therefore, this step is 
done within an offline preparation mode. However, once the model is available, the 
engineer has several degrees of freedom to investigate conceptual changes at 
boundary condition level. Here, we have managed to reduce the solution to a simple 
matrix-vector multiplication.  

During the real-time calculation step within the VR client by interactively moving 
the load case, l is dynamically filled with values according to force and direction by  
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the position/orientation of the user’s interaction device (fig. 2). The simulation filters 
all unnecessary elements and related rows in the matrix 0 ,  ∈ | 0  

(marked black – fig. 1, left), thus, takes only those elements into account that 
contribute to the results. A second optimisation uses a view dependent element 
masking technique by neglecting the affected rows within the inverted matrix. As a 
consequence, a further acceleration and turn-around loop speed-up of the matrix-
vector multiplication is feasible. In order to include only those elements visible to the 
user into the computation, an additional occlusion evaluation step as to which 
elements are within the view direction of the viewer and which are occluded has to be 
performed (marked grey – fig. 1, right). 

 

Fig. 1. The used simulation scheme for solving the system of linear equations: throwing away 
useless values and reducing the matrix-vector calculation load (left); Results of element masking 
using an occlusion evaluation and taking into account only visible elements (right) [11] 

The major advantage of the viewdependent masking due to an occlusion evaluation 
results in a direct exploitation for post processing tasks.  

3.2 Implementation 

With respect to the UI concept of a direct interaction method within the VR client 
(VSC::VR::SG := pVRservice1) simple user interactions based on selection boxes 
provide a mechanism to assign loads on a surface or a group of elements. The system 
supports different kinds of loads (BCs) that can be attached or might even be deleted 
to/from nodes. In order to reflect the changes of the VR client within the instance of the 
simulation service (VSC::RT := pCAEService), the methods can be accessed by 
asynchronous calls to the remote service instance in order not to block the current 
visualization process. Adequate methods are provided by each service instance through 
their interface.  

                                                           
1  Within the implementation the different services are represented by a service instance 

(p{X}Service, ∈{VR;CAE})  providing adequate interfaces to other services of the 
distributed system.  VSC::VR::SG itself is the client service, pVRService an instance of it.  
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As mentioned above, the user interactions performed on the mock-up are not restricted 
to a pure visualisation of the results. The user is able during post processing tasks to 
define cross sections in which the user is able to newly mask the volume taking into 
account only the visible elements on the surface. Therefore, the pCAEService instance 
allows extracting the outer surface of the mock-up taking into account the position of the 
pen and the plane being orthogonal to the pen (pPosition, pNormal). Having fixed the 
cross section position, the user is able to trigger instantly a re-simulation through a 
change of magnitude and direction of the user force vector (pUser_Force_Vector), 
allowing a view insight the volume’s newly simulated stress field. The magnitude of the 
user defined force can still be varying.  

// Operations during the second operational phase (online simulation) 
// Within the VR client capture position, orientation and normal of the  
// interaction device during post processing as well as the magnitude of 
// device movement and establish pUser_Force_Vector 
// Extract the cutting plane and mask the resulting elements (BC_MASK) 
// for updating the simulation and visualisation (updateRTCalculation) 

while(pPosition, pNormal) //– moving the interaction device 
{  
  pCuttingPlane = pVRService -> updateCrossSection  
     (pCAEService, pFlag, pPosition, pNormal) 
  pVRService -> updateElementMasks(pCAEService, ELEMENTS, pCutting   
      Plane->getNodes()); 
  pVRService -> updateElementMasks(pCAEService, BC_MASK pCutting  
      Plane->getNodes()); 
  pMesh = pVRService -> updateRTCalculation(pCAEService, pFlag,  
      pUser_Force_Vector); 
  pVrService -> visualise(pMesh); 
} 

3.3 ICS at Geometrical Level 

This section covers interactive modifications of the engineering domain, i.e. geometrical 
respectively topological level. The implemented techniques for mesh manipulation of the 
surface/volume mesh are classified as feature dragging or surface/volume re-meshing 
techniques. The process consists in moving vertices of selected simplicial elements 
causing mesh collapse/split operations in a way that allows the consistency of the mesh 
being kept using local topological operations. Those operations deal with adapting ill-
shaped areas of the given simplicial mesh to a well-shaped area of it.  

Of course adequate metrics for quality evaluation of the affected elements during a 
user defined movement of a group of vertices have to be used in order to perform 
topological operations for those elements with a low quality (i.e., a quality lower than a 
given threshold), e.g.  [17]. The ill-shaped simplexes are then modified by operations 
such as edge collapse, edge split, tetrahedron collapse-face swap which are applied 
appropriately, depending on the damage or degeneracy of the elements in question. The 
smallest and biggest edges (as well as sliver tetrahedron, i.e. flat tetrahedrons) are 
adapted to maintain a mesh with a good quality and preserving the consistency for the 
newly triggered simulation run. This is necessary due to the fact that slight changes of the 
underlying mesh and thus the associated interpolation schemes might have significant 
impact on the results and the quality of the simulation. 
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Fig. 2. Interactive feature dragging of through holes (according to pen movement) 

In order to be able to move selected features within a mesh, an update mechanism of 
the manipulations performed on VR client side and its propagation back into CAE 
service has to be established. As our VR environment processes surface meshes, e.g. the 
outer surfaces of a CAE mock-up, we need to be consistent with the different object 
instantiations in the system, several interactions and manipulations done within the client 
have to be propagated to the pVRService and/or pCAEservice. The methodology used 
for the conceptual simulation process with respect to feature movement is shown in fig 3. 
This mechanism allows the feature movement being extended for real conceptual 
simulations. The feature history propagation is dived into different routines which are 
synchronised using the asynchronous method updateHistory(). 

 

Fig. 3. Feature synchronisation between VR client (pVRService) and simulation service 
(pCAEService) 
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On client side a monitoring mechanism, collecting the modifications done on entity 
level controls the surface mesh manipulations and records user interactions, i.e. 
change of entities, displacements of nodes, edges, connectivity information, etc. On 
service side the monitoring mechanism is responsible for a volume mesh instantiation 
of the performed actions recorded on client side. As the instantiation does not need to 
be performed in real-time, it is done after the interaction terminates triggering the 
updateHistory() method.  

3.4 Implementation 

In general, a typical dragging operation is performed based on a change of selected 
vertice positions belonging to a feature. The displacements of those vertices entering a 
new position within the higher level compound of elements (face) trigger a remeshing 
according to the decisions taken by the quality measure. Several vertices can be 
classified and marked as those belonging to a feature (“SELECTED”) and those 
belonging to a fixed part of an area (“FIXED”). As the positions of feature vertices 
change during dragging operations the vertices undergo a penalty criteria as to which 
a further collapse, swap or insert operation will be conducted. A special area of 
interest around the feature is the one containing vertices or edges of the feature as 
well as vertices or edges that belong to a fixed part of the compound face. Therefore, 
a further flag for element vertices and edges as “SHARED” indicate that several 
dragging operations are only performed on those (“SHARED”, “SELECTED”) and lead 
to the envisaged remeshing. After a principle topological modification of elements 
their vertices are marked as “KILLED”, “SELECTED”, “SHARED” or “FIXED” 
depending on whether vertices are deleted (i.e. during a collapse operation) or further 
used for operation (i.e. during a split process). The realization sequence in pseudo 
code looks like: 

// Selection of entities 
defineFeatureBoundary(in pPosition, in pOrientation, in   
 p{element_heuristics}, out Q p{entitiy_selection}); 

// label the boundary elements  
labelBoundary(in Q p{entitiy_selection}, out Q p{marked_entities}); 

// inquire for “SHARED” and “SELECTED” elements and define buffer of 
// elements that listen to modifications triggered by VSC::EVT events  

getSharedBoundaries(in Q p{marked_entities}, out  
 Q p{buffer_entities}); 

// translate pPosition and pOrientation of the pen into displacements of 
// the vertices for the buffer_entities and record movements 

while(pPosition, pOrientation) // -- Start movement of the pen 
{  

calculateMovement(in pPosition, in pOrientation, out pDirection,  
  out pStart, out pDistance); 

// Topological operations are applied to every boundary resp. buffer 
// vertex.  

 applyMovementsToSurface(in Q p{buffer_entities}, in pDirection , 
  in pDistance) 
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 {  

  " pEntities Î p{buffer_entities} 

  { 

  // edge_collapse, edge_swap, edge_split process 
   adaptiveRemesh(in pEntities, in pDirection, in    
    pDistance); 
   labelEntities(in pEntities, out Q  
    p{new_buffer_entities}); 
  } 
} 

} 
// Update the remote service with modified entities and instantiate  
// changes on the surface into the volume mesh 

pVRService::SG -> sendc_updateHistory(pCAEService, pDirection,  

  pDistance, pStart, Q p{new_buffer_entities}); 

4 Results 

The presented system enables us to link typical post-processing tasks (e.g. cross 
sectioning, etc.) directly to the simulation engine evaluating the viewpoint and current 
force vector of the engineer. He is then able to define cross sections enabling to newly 
mask the volume taking into account only the visible elements on the surface (see fig. 
4). A re-simulation due to a change of the magnitude and direction of the user force 
vector allows a view insight the volume’s stress field. The magnitude of the user 
defined force can still be varying. 

 
Fig. 4. Integrated post-processing and simulation; left: resulting deformations (scalable post-
processing of displacement field); right: results of a cross-section simulation with an update of 
element masks 

The integration of a conceptual change of a feature position within a given design 
domain into the framework follows the mechanism described in above using the 
feature history propagation. As a result, it enables the user to mark and select certain 
features in the domain on client side and “drag” them in 3D space to another position. 
As the manipulations within the VSC::SG client are performed on the surface 
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representation, the volume mesh kept in the VSC::RT service backbone has to be 
updated accordingly. The selection of mesh entities is based on face identification. 
Several compound elements belonging to a compound of faces with heuristically 
similar characteristics or a CAD face can be selected (see fig. 5). During a spatial 
change of selected features, i.e. through holes, on client side (VSC::SG) a monitoring 
mechanism collecting the modifications done at entity level controls the surface mesh 
manipulations and records user interactions, i.e. change of entities, displacements of 
nodes, edges, connectivity information, etc. They are then propagated back to the 
VSC::RT service.  

 

Fig. 5. Interactive feature dragging: two through holes (marked as red) and resulting mesh 
operations at surface level being propagated to the volume simulation engine 

5 Conclusion 

This paper presents a new approach for the design and realization of a Virtual Reality 
(VR) based engineering front end that enables engineers to combine post processing 
tasks and finite element methods for linear static analyses at interactive rates. The 
engineer is able to steer post-processing analysis and re-simulation “at his fingertip”. 
The implementation has been done within a distributed set-up in order to comply with 
the limitations of CAE simulations and their mock-ups. Several operations can be 
performed in real-time for selected domains. However, the model size cannot be 
arbitrary as shown in [11]. This might impose a critical limitation to the use of the 
system for larger models. We therefore are working on subdomaining mechanism that 
might reduce the overall domain in order to provide also a certain scalability of the 
system. Yet, we are optimistic that the presented ICS might enable engineers to use 
this paradigm for “what-if-analysis” in order to be capable of answering the question: 
“where do I have to spend my analysis time?”. As further future work we head 
towards a closer interlink between mesh and simulation. Thus, exploiting the 
neighborhood relationships between nodes might lead to an optimization of the 
stiffness matrix entries that might eventually lead to a significant reduction in 
computational time.  

 
Pen Movement 

Area of Mesh Operations 
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Abstract. Metric measurement of environment has fundamental role in
tasks such as interior design and plant maintenance. Conventional meth-
ods for these tasks suffer from high development cost or unstability. We
propose a mobile metric perception enhancement system which focuses
on interactivity through user locomotion. The proposed system overlays
geometric annotations in real-time on a tablet device. The annotation is
generated from RGB-D camera in per-frame basis, alleviating the object
recognition problem by effectively utilizing processing power of human.
We show a few illustrative cases where the system is tested, and discuss
correctness of annotations.

Keywords: Augmented Reality, Augmented Human, Mobile Device,
RGB-D Camera, Geometric Annotation, Per-frame Processing.

1 Introduction

Real world tasks such as interior design and plant maintenance rely on knowledge
of geometric properties of surrounding objects. In these scenarios, measurement
of environment often forms the basis of higher level sub-tasks. We propose met-
ric perception enhancement through overlaying geometric annotation extracted
from RGB-D data in real-time.

Existing augmented reality solutions for these tasks mostly depend on the idea
of overlaying suitable pre-made virtual objects such as furniture or CAD model
[1]. While this approach can potentially provide tailored user experience, these
applications tend to add little benefit compared to required application develop-
ment and deployment cost. These costs may occur from employment of artists
to create virtual object, setup of markers to track the device, or maintainance
of up-to-date CAD data of the environment.

On the other hand, there are many methods to create 3D model of the en-
vironment on-the-fly, generally called Simultaneous Localization and Mapping
(SLAM) [2]. But these methods are either not robust enough, only able to pro-
vide sparse model, or computationally expensive. So dynamic content creation
through automatic modeling of environment is not feasible.

Recent introduction of consumer-grade RGB-D sensors such as Microsoft
kinect enable us to use it on mobile devices such as tablets, making it possi-
ble to robustly acquire local 3D point cloud in real-time.

R. Shumaker (Ed.): VAMR/HCII 2013, Part I, LNCS 8021, pp. 23–31, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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We propose geometric annotation application that can be used with little
constraint on the environment. We generate salient annotations from RGB-D
data, and overlay them on per-frame basis. The proposed system can annotate
straight line in sight with lengths, and surfaces with contour lines. While the
quality of output is lower than that of perfect CAD data, tight interaction loop
created by per-frame presentation of data can compensate the downside, and
can provide reasonably good user experience at very low cost. The key insight is
that human can easily associate flickering or duplicated annotations to real world
structure, while it is very difficult for computers to accurately create coherent
model of the environment from raw data.

We will illustrate a few cases where our system would be useful and discuss
correctness of generated annotations.

2 Generating Annotation

To visualize metric properties of environment, two complementary kinds of anno-
tations are generated. The length annotations enable the user to perceive lengths
of straight edges abundant in artificial objects. The height annotations are con-
tour lines to help understanding featureless or curved surfaces where straight
edges are absent and thus length annotation is unavailable.

Dataflow of the annotation process is shown in Fig. 1. The input of the system
is QVGA frames from a RGB-D camera and the gravity vector1 from a tablet.

2.1 Edge Detection and Refinement

The goals here are extraction of straight edges and calculation of their lengths.
Output of current depth sensors typically contains jagginess of several pixels
near object outline, while RGB image have effective angular resolution of nearly
one pixel. So, three-dimensional edges are estimated from line segments in RGB
image.

Line segments are extracted from RGB image by first converting it to grayscale,
and then applying LSD [3] detector. The detected line segments contain Number
of False Alarms (NFA) values, which are used as saliency in later optimization
phase.

Detected edges can be categorized to three classes as shown in Fig. 2; a tex-
tural edge lies on planar surface, and a structural edge corresponds a ridge or
a cliff of an object. Structural edges are further divided to continuous or dis-
continuous by whether two sides of the edge are on a same object (continuous)
or not (discontinuous). Discontinuous strucutral edges need special treatment
when calculating length, since depth is ill-defined on the discontinuous edge.

1 Mobile platform such as Android provides gravity sensor based on low-pass filtering
of accelerometer data.
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Gravity

1. Edge Detection
2. Layout Optimization

Fig. 1. Upper Middle: Lengths from line segments, Lower Middle: contours from per-
pixel depth coloring

Textural Continuous Structural Discontinuous Structural

true
true false

true false
don't care

Fig. 2. Edges can be classified by comparing positions and normals near midpoints. In
reality, occulusions, shadows and noise make distinction unclear.

To check discontinuity of an edge, p1 � p2 condition (in Fig. 2) is used. When
depth is continuous at an edge, 3D distance d between two symmetric points
near the midpoint is linear to that of screen space. Pair-distance d(s) for points
2s apart in screen space is defined as follows:

d(s) = |T (pmid + sn)− T (pmid − sn)| (1)

where pmid is the midpoint of the edge, T (p) is 3D position of the pixel, and
n is the normal of the segment. By using d(s), the discontinuity conidition is

approximated by d(5px)
d(2px) <

5
2α, where α � 1 is a sensitivity constant.

After edge classification, discontinuous edges are refined by moving toward
the nearer (i.e. foreground) side to avoid jagged region. After edge refinement,
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length is calculated respectively from two endpoints of the segments. If depth at
an endpoints is unavailable due to depth camera limitation, the edge is discarded
as false one.

2.2 Layout Optimization

In complex scenes, edge annotations may become unreadable due to overlap. To
mitigate this problem, annotation density distribution on screen is represented
by a lattice, and edges are picked sequentially in order of decreasing saliency.
The greedy selection process is depicted in the following pseudocode:

def select edges(edges):

bool[][] density = {{false,...},...}
edges to show = []

for edge in sort(edges, order by=NFA, decreasing):

if not any(density[x,y] for (x,y) in cells on(edge)):

for (x,y) in cells on(edge):

density[x,y] = true

edges to show.add(edge)

return edges to show

Here we use 20 px for cell and lattice size where frame size is 320 px× 240 px.
To allow edges with a shared vertex like a corner of a box, cells corresponding
to endpoints are excluded when computing cells on(edge).

2.3 Height Annotation

Normalized gravity vector ngravity is used to show contour lines. To draw a single
contour line with camera-relative height h, intensity I(p) at pixel p in screen
coordinates is determined by Eq. 2.

Ih(p) =
1

1 + (T (p) · ngravity − h)2w2
(2)

where T (p) is 3D position of p in camera coordinates, and w is a constant
controlling the line width. In this paper, height annotations are drawn with
20 cm interval.

The decision to draw height annotations relative to device position instead
of automatically detected floor, ensures smooth temporal behavior of lines by
avoiding non-robust floor detection step. It is up to the user to hold the device
at appropriate height to get meaningful readings.

3 Implementation

In this section, implementation details which can affect performance and mobility
are described.
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3.1 Hardware

The device consists of an Android tablet and a RGB-D camera as shown in Fig.
3. Since the camera is powered by USB from the tablet, there is no need for an
external power supply. Mobility of the system is further increased by modifying
the camera shell and cable. This results in a device with total weight of under
450 g, which can be used portably with a single hand.

Xtion

Nexus 7

Fig. 3. Nexus 7 tablet and modified ASUS Xtion PRO LIVE RGB-D camera connected
via USB

Note that a Nexus 7 contains an accelerometer, so the only external compo-
nent is the RGB-D camera.

3.2 Software

The system is implemented on Android 4.2.1, and most part is coded in Java.
A screenshot in Fig. 4 shows the UI and a typical result of annotation.

To maximize performance, the line segment detector [3] is compiled for ARM
NEON instructions and called via Java Native Interface. Rendering of annota-
tions is performed on GPU, and particularly, height annotation is implemented
as a fragment shader.

The UI allows respective switching of length and height annotations to in-
crease framerate by turning off unnecessary annotations. To limit the mode of
interaction to moving in the real world, controls for parameters such as detection
threshold are intentionally excluded.
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Fig. 4. A screenshot of the system

4 Experimental Evaluation

We illustrate several use cases by showing example of operation and evaluate
accuracy of annotations. All examples were run at real-time frame rate.

4.1 Interactive Usage

Figure 5 shows the change in display when the user moved toward an object.
Initially invisible small features (e.g. lattice-like object in 4) become visible with
a closer look. In this example, natural user movement cause scale to change and
show what the user would want to see. In general, it is often possible to read the
length of an arbitrary edge by viewing from an appropriate angle and position.
It can be argued that this kind of minimal-guessing (on the computer side)
approach is more effective and feasible than trying to acquire detailed model of
the environment and construct a GUI to choose what to see in the model.

Figure 6 illustrates how height annotation can complement length annotation
for a curved object.

In these cases, two kind of annotations are used separately to see the effect
respectively. Using both annotations simultaneously as in Fig. 4 does not cause
a clutter, so we can omit GUI switches and make real world locomotion a sole,
yet complete mode of interaction. This property would be useful when using the
proposed technique with a HMD or a mobile projector like [4].
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1 2

3 4

Fig. 5. 1-4: Scale of length annotation changes as the user moves toward the Android
mascot

4.2 Latency

Important to interactivity is the latency. Typical latency to process a single
frame is shown in table 1. Note that actual framerate is somewhat higher than
determined by the total latency, since the code is multi-threaded.

Table 1. Typical Latency

Section Time[ms]

Line Segment Detection (QVGA) 481
Edge Analysis & Refinement 8
Layout Optimization 4
Rendering & CPU-GPU Transfer 25

Total 518

Line segment detection is taking significant time and clearly needs a faster
implementation, possibly on GPU. However, the system runs at nearly 30 fps
when only height annotation is used.
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Fig. 6. Left: Length annotation cannot display height of the round-end cylinder Right:
Height annotation reveals height of 1.5 units, which corresponds to 30 cm

4.3 Discussions on Correctness

Ultimately, precision would be limited by depth camera error, for which a de-
tailed analysis exists [5]. However, incorrect lengths from false edges are far more
noticeable in the current implementation.

In Fig. 5, there are roughly two kinds of false edges; edges corresponding to
no structure nor texture, and fragmented or incomplete edges along long lines.
An example for each kind is shown in Fig. 7.

Illumination Incomplete

Fig. 7. Left: false edge along shadow Right: edge is structural, but too short

The former is caused by shadow or gradation due to illumination, but human is
so good at distinguishing illumination and texture (i.e. lightness constancy effect
[6]) that difference between human and machine perception becomes noticeable.
This kind of false edges are relatively harmless since they appear where other
real edges are absent.

The latter is more problematic, since shorter edges can hide original long edge
in layout optimization. Solution to this would be giving long edges higher scores
in optimization, or using depth-guided line segment detection.

5 Conclusion

In this paper, we have shown that the conveying geometric information directly
to the user is useful in various settings and relatively simple to implement com-



Enhancing Metric Perception with RGB-D Camera 31

pared to conventional approaches like in [1]. We proposed a method to annotate
lengths and contours and implemented in a truly mobile way.

The experiment shows the ability of the system to explore edges by real world
locomotion of the user. It also shows that per-frame processing can augment
perception more cost-effectively than conventional methods by creating tighter
interaction loop. Also, this kind of real world interaction would be beneficial to
hands-free implementations in the future.

Inaccuracy and slowness of line segment detection is found to be a limiting
factor in the current implementation. This could be remedied by depth-guided
segment detection or a fast GPU-accelerated implementation in conjunction with
more sophisticated layout optimization.

Acknowledgements. This work was supported by JSPS KAKENHI Grant
Number 23240016.
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Abstract. This paper presents a handheld augmented reality (AR) sys-
tem and an authoring method which provides alive contents in large
targets. In the general augmented reality tools, they are not designed
for large targets but for only adequate size of target which fits in the
screen. Therefore we designed and built a vision-based AR system and
an authoring method that can handle much larger targets than the view
frustum.

Keywords: augmented reality.

1 Introduction

Recently, handheld augmented reality (AR) technology is growing drastically
with the advances of mobile devices such as smartphones and tablet-PCs. There
are many diversities of application for handheld AR such as games, visual infor-
mation providers, advertisements, and so on. One of the adequate applications is
mobile tour guide in the museum or sightseeing places [1]. While working on our
project named Mobile Augmented Reality Tour (MART) since 2009, we have
found several interesting research issues about handheld AR. Because the goal
of the project was providing augmented contents through mobile devices during
tours in the museum or places, there were many targets that have various sizes
and forms. In cases of small targets, we could apply existing augmented reality
tracking algorithms or tools such as SIFT [2] or SURF [3]. But most of the track-
ing methods were designed for the screen-fit size object. Then what happens if
we can see just ten percent of the object through camera in the mobile device?
The system would have difficulties in recognizing and tracking the object. So the
augmented contents would not appear or could be placed on the wrong position.

In the project MART, we had technical challenges to adding augmenting
contents on the “Painting of Eastern Palace” which is 576 centimeters in width
and 273 centimeters in height. The behavior of tourist using handheld AR tour
guide is not predictable. They could focus on any certain part of the painting
from various viewing positions and directions. So the technical challenge here was
building handheld AR tracking system with the unpredicted view of the large
target. In the remaining part of this paper, we will show details of the tracking
system. Moreover, we also present about the authoring method for providing
various multimedia contents for the objects.

R. Shumaker (Ed.): VAMR/HCII 2013, Part I, LNCS 8021, pp. 32–38, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Example of large target for handheld AR, Painting of Eastern Palace (National
Treasure of South Korea, located at the museum of Donga University, 576cm×273cm)

2 Vision-Based Tracking for Large Targets

2.1 Divide and Conquer Method in Handheld AR

The basic idea of the large target tracking is simple. We divide the large target
into multiple pieces and store feature points in the database. At the beginning
of the execution of the AR program, we compare input features with features of
database. We can find which part we are looking at by comparing feature points
of each piece with input feature point set. This step is called target recognition.
Once we find the piece what we looking at, we compute position and pose of the
camera. The feature matching process is described in the Sec. 2.3. When we lost
the target, we do the same procedure again. The time for finding target piece
depends on the numbers and resolution of the pieces. In our case, we divided our
target into four parts, and recognizing each piece takes less than 50 milliseconds.
(If it takes more, the latency of the tracking would be noticeable.) So, it would
take less than one second to recognize the current target and compute camera
poses among 7 to 8 large targets.

To avoid the failure of the matching caused by the change of user’s viewpoint,
we trained different scale of the target. This procedure produces more image
pieces than just dividing. In our case, we added 4-5 more pieces in case when
the user wants to see specific part of the painting. As the result, it took within
one second to find the part when we lost them.

2.2 Tracking States

In cases of handheld AR, abrupt movement of handheld cameras becomes the
main factor that makes the tracking procedure unstable. Particularly in our
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Fig. 2. Feature matching method for large targets

Fig. 3. Tracking states and transitions between them

system, it can be triggered to find the new target piece even for one moment miss
of the current target. The same situation of momentary target miss can also be
occurred due to camera noises that are usually observed in low quality cameras
used by mobile devices. In our system, we avoid this problem by defining three
states in the tracking procedure as shown in Fig. 3. From the “Initial” state, we
move to the state “Shown” when a target piece is found in the recognition step.
When the found target disappear in the camera view, we do not directly move
to the “Initial” state, but temporary move to a state “Hidden”. This “Hidden”
state indicates that the current target momentary disappeared but will be shown
soon. The target recognition step is executed only when we have moved back to
the “Initial” state. This hidden-state system may delay the shift from one target
piece to the other, but this artifact is merely noticeable if we define the lasting
time in “Hidden” state as short. In our implementation, we set 5 frames for the
“Hidden” state period.
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Fig. 4. Example of 2D image strip for animation

Fig. 5. Spreadsheet style layout of contents

2.3 Matching and Tracking Method

We used modified version of Histogrammed Intensity Patch (HIP) to match and
tracking in real time [4]. In the training step, we generated a set of training
images by artificially warping a reference image with various scales, rotations,
and other affine transformations. Local image patches are extracted from training
images and grouped when they are obtained from close position with similar
warping. In each group of local patches, we create a simple integrated patch
which of each pixel is quantized into 5 levels using histograms. When, these
quantized patches are also produced in runtime, it can be done much faster
since we only handle one specific viewpoint. Moreover, the matching between
patches can also be computed quickly using bit-wise operations.

3 Multimedia Contents Layout Authoring for Handheld
AR

3.1 Multimedia Contents Types

There are many different types of digital contents which can be presented through
handheld AR. In our system, we decided to show 2D animation which can be
blended easily on the old painting. Also, we added audio/text narrations which
can deliver historical stories.

2D animation can be made with series of images for each frame. As shown
in Fig. 4, the images are stitched in one image. The animation is shown during
run-time by putting each part of images onto the frame buffer.
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Fig. 6. Result of the layout authoring

3.2 Layout Authoring

We use spreadsheet style layout for the contents authoring. Using the layout
style, it is very easy and intuitive to locate and display various digital contents
on the screen. In the Fig. 5, the first column represents the type of the contents.
The second column contains object names and third column shows names of
resource files. Also, the next 4 columns indicate the left upper position (x, y)
and size (x, y), respectively. The last 2 columns are optional for animation; the
number of strip frames and animation speed. In case of the text, we can animate
text scrolling by putting animation speed at the column ‘I’.

Fig. 6 shows the result of the layout authoring. We placed scrolling textbox,
animated characters and a narration sound. When the user looks the painting
through the handheld camera, multimedia contents appear instantly. As de-
scribed on the spreadsheet-style layout, king and other characters are located.
The textbox shown in the figure is an animated textbox, therefore it scrolls itself
as time goes on.

3.3 Illumination Adaptation

In some practical applications, we may experience a decline in the tracking per-
formance due to illumination of real situations. For example of museums, the
lighting is generally very dark for protecting displayed stuffs from being exposed
to strong lights. It means that the camera captured image can look quite differ-
ent with the trained image as both images cannot be recognized as the same one
in the tracking procedure. A common solution for this case is to simply use the
camera captured image from the training step. In this case, however, it is too
difficult to place virtual objects in proper positions of the augmenting 3D space.
As an example, it is practically impossible to capture the image from the exact
front view. This indicates that the real image plane may be a bit tilted in the
captured image as shown in Fig. 7 (a). Hence, we cannot put a virtual object to
be exactly fit on the real image plane.
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Fig. 7. Tone mapping. (a) A captured image, (b) The ground truth image, (c) The
transformed image from (a) to (b)

To solve this issue, we focused on the trade-off between robustness and com-
putation time of feature descriptors. Our modified HIP descriptor provides real-
time speed, but cannot overcome the difference of illumination unless all diverse
lighting conditions are considered in the training step. (Even if they were so, con-
sidering more conditions lead to slower speed in runtime.) On the other hand,
some other descriptors such as SIFT that are too slow to be used in real-time ap-
plications may work robustly even for the difference of illumination. Therefore,
as a pre-processing step, we transform the given captured image using SIFT [2]
to be looked the same with the ground-truth image. Indeed, we perform this as
a sort of tone mapping process. As shown in Fig. 7, the transformed image (c)
not only has the exactly same arrangement of scenes with the ground truth (b),
but also reflects the illumination of the real situation as (a).

4 Conclusion and Future Work

In this paper, we presented a handheld AR system which can show information
for the very large target. We presented the method for the matching and tracking
for large targets by divide and conquer. Also, we presented the spreadsheet style
based layout authoring for AR contents. By building total procedure, we could
show various augmented contents without much efforts. Developed system has
been installed at the National Palace Museum of Korea. We have several future
plans to improve current system. In the current system, we can detect a few but
not many large targets such as more than hundred targets. We could do that
by adding detection module which can detect numerous targets before tracking
stage.
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Abstract. There are benefits for social and behavioral researchers to conduct 
studies in online virtual worlds. However, typically learning scripting takes ad-
ditional time or money to hire a consultant. We propose a prototype Virtual 
World Toolkit for to help researchers design, set up, and run experiments in 
Virtual Worlds, with little coding or scripting experience needed. We explored 
three types of prototype designs, focused on a traditional interface with pilot re-
sults. We also present results of initial expert user study of our toolkit to deter-
mine the learnability, usability, and feasibility of our toolkit to conduct experi-
ments. Results suggest that our toolkit requires little training and sufficient ca-
pabilities for a basic experiment. The toolkit received a great feedback from a 
number of expert users who thought that it is a promising first version that lays 
the foundation to more future improvements. This toolkit prototype contributes 
to enhancing researchers’ capabilities in conducting social/behavioral studies in 
virtual worlds and hopefully will empower social and behavioral researchers by 
proving a toolkit prototype that requires less time, efforts and costs to setup 
stimulus responses types of human subject studies in virtual worlds. 

Keywords: Virtual Humans, Online Virtual Worlds, Virtual Environments, So-
cial Science, Psychology, Behavioral Science, Human Experiments, Toolkit, 
Evaluation, Prototype Experimental Testbed.  

1 Introduction and Motivation 

Online Virtual Worlds, such as second life and 3rd Rock Grid (3RG), have been 
widely used for educational and entertainment purposes [2,7,9,12]. Recently, these 
environments have also been sufficiently used as platforms to conduct studies and 
experiments in various fields [3,5,10]. Virtual Worlds have economic and political 
systems that provide interesting social dynamics that have been studied by researchers 
in social and behavioral sciences, yet not fully explored. Due to the computational 
nature of these virtual worlds, they lends themselves to be used as virtual laboratories 
for conducting human subjects experiments in the social and behavioral sciences, 
typically found in fields such as Sociology and Psychology, since many of the  
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environmental and social variables can be controlled, and automated data collection 
tools can be included. Over the years, social and behavioral researchers have shown 
great interest in using Virtual Worlds as platforms for conducting their studies 
[3,5,8,10]. Psychologists have expressed that virtual worlds increase participants’ 
“engagement” and their reactions, therefore may increase the reliability and effects of 
the experiments on the participants [3]. Furthermore, virtual worlds may minimize the 
“lack of replication” and “sampling problems” found in traditional laboratories 
[2,7,10,13]. However, in previous studies conducted in Virtual Worlds, scientists had 
to either learn the scripting skills to set up an experiment or collaborate with other 
professionals, which may be time consuming and costly. The objective of this re-
search is to design a method to empower researchers to be able to set up and conduct 
experiments in Virtual Worlds without needing to learn scripting and depend on other 
professionals. The goal of this research was to use virtual worlds as an alternative 
platform to design and conduct standard social and behavioral science experiments.  

We designed and developed all the components needed to conduct an experiment 
in a Virtual World that involved a simple task, mixed design of between and within 
subject conditions, a controlled virtual character involved in the experiment, and mul-
tiple data types collected. Additionally we interviewed several social and behavioral 
science researchers to learn about their experimental goals and limitations. As a re-
sult, we propose a prototype Virtual World Toolkit for researchers to use to help de-
sign, set up, and run experiments in Virtual Worlds, with little coding or scripting 
experience needed. We explored three types of prototype designs: one visual with 
drag and drop features, one conversational where a virtual human discusses the expe-
rimental study and then implements it, and the third a more traditional button-like 
interface. Our hypothesis was that our toolkit is easy to use, has sufficient capabilities 
to set up and conduct a basic human subject experiment, and requires little training 
and less time, as opposed to learning scripting skills, to get started. We also hypothe-
sized that our toolkit will receive positive attitude ratings similar or better than the 
other toolkits that the researchers currently use to conduct their studies.  

2 Background and Related Work 

There have been a number of studies conducted in Second Life virtual world to eva-
luate the effects of the presence of virtual characters on task performance. In real 
world social and behavioral studies, there is a theory that refers to the effects of pres-
ence of others (real humans) during task performance called social facilita-
tion/inhibition [4,8,14]. This theory states that the presence of others affects the  
performance of novel tasks more than the performance of learned tasks [4,8,14].  
Participants perform better on learned tasks and worse on novel tasks. A number of 
studies were conducted in virtual environments (including online virtual worlds such 
as Second Life) and aimed to study the social facilitation/inhibition with the use of 
virtual humans as the audience while real participants perform different levels of tasks 
[4,8,13,14]. Hayes conducted a study to evaluate the social facilitation/inhibition  
effects among simple and complex tasks [8]. This study found that the social  
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facilitation/inhibition theory applies to virtual worlds where the results showed that 
the participants were affected by the presence of the virtual observers (male or fe-
male) during the performance of the complex tasks. Yee conducted another study to 
evaluate the effects of the avatar's gender, distance and eye-gaze on the social beha-
viors between avatars in virtual environments [11]. The results of this study showed 
that male avatars tend to keep a larger personal distance and less eye contact with 
other male avatars, while female avatars keep a smaller personal distance with other 
female avatars and more eye contact. Antonio investigated the connection between 
avatar's behaviors with one another in virtual worlds like eye contact, conversations 
and the application of "clustering techniques" [1]. The results were applied to real life 
relationships between teachers and students by better understanding the social beha-
viors of students in class. The data collected from the study showed that some stu-
dents were paying attention, especially with eye contact, to lecture while others did 
not.  

3 Preliminary Research: Exploring Components Needed to 
Conduct Social and Behavioral Studies in Virtual Worlds 

For our preliminary research, we determined the necessary components to conduct a 
simple stimulus-response human-subjects studies. We designed the toolkit to allow 
for flexible options for experiments to identify independent variables, such as the 
between and within subject conditions, and dependent variables, such as the auto-
mated data collected, trials, orders and animations, for automated virtual character 
control. The toolkit takes advantage of the scripting capabilities of the virtual world, 
yet abstracts that from the researchers by presenting buttons and menus to interact 
with rather than scripting the components. We developed the toolkit on a 3D Rock 
Grid leased island (3RG). Our prototype was based on a social-facilitation study with 
virtual human audience types. Researchers can use and interact with the toolkit using 
an avatar, or a computer generated character controlled by a human. The capabilities 
are: 

• Number of conditions: Consists of an empty edit field where the number of condi-
tions is entered using the keyboard. 

• Manipulation of conditions: Select one of two options to manipulate the study con-
ditions (within subjects, between subjects) by clicking on an option. 

• Observer Avatar: Consist of three options as they relate to between subjects condi-
tions. This data will be sent to the data collection note card for reference. 

• Participant Avatar: Consist of two options: Male and Female. This data will be sent 
to the data collection note card for reference as they relate to the experimental par-
ticipant that will take part in the study when researchers set up their experiments. 

• Number of trials: Number of trials is entered using the keyboard. 
• Order of trials: Select one of three options that represent the order in which the 

trials are presented in (randomize, Specific order, Balanced Latin squares) by 
clicking on an option using the left mouse button. 
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• Response time: Includes three options to select how to record the response time 
(per block, per trial and per condition) by clicking on an option. 

• Completion time: Includes three options to select how to record the completion 
time (per block, per trial and per condition) by clicking on an option. 

• Task accuracy: Defines how to measure accuracy of the tasks using the keyboard. 
• Task errors: Defines what the errors of the tasks are using the keyboard. 
• Input Method: What is used as an input method to respond to the tasks? Keyboard 

is the only input method provided for the toolkit.  
• Task output: What is used as the output stimuli (to provide feedback for the user's 

responses)? Two options are provided: Textures and Play sound.  
• Start: This is the last button to press in order to start the study after setting up the 

above components by clicking on this button using the left mouse button. 
• Avatar Appearance: Provides four common and required appearances to conduct 

studies in virtual worlds: professional, casual, hot-trendy looks and bold (rock and 
roll) looks. For each of these appearances, we provided different body shapes (tall, 
short, skinny, muscular), skin colors (white,dark,tan,male base), eye colors 
(green,blue,brown,grey) and hair styles including bald. 

• Avatar Gestures: Provides 10 common gestures for the observer avatar that ob-
serves the participant's avatar during task performance. These gestures include sad, 
angry, impatient, embarrassed, laugh, unhappy, wave, worried, cough and bored. 

• A task display board: This board displays the tasks of the set up study for the par-
ticipant after pressing the "Start" button by the researcher. 

 

Fig. 1. Example of the prototype interface for parts of the toolkit in the Virtual World 

4 Experimental Design 

4.1 Physical and Virtual Environments 

All participants completed experimental tasks and questionnaire in a physical testing 
room at L41 lab of the Engineering building at the University of Wyoming. We used 
an Intel Core 2, 2.66 GHz, 2 GHz RAM Dell PC with an ATI Radeon HD 160 graph-
ics card attached to a 20 inch at screen monitor to display the virtual world. In addi-
tion, we used a different PC (Intel Core (TM) 2.80 GHz, 2 GHz RAM Dell PC with 
an NVIDIA Quadro FX 580 graphic card attached to a 20 inch at screen) for complet-
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ing the questionnaires. Zen Viewer version 3.4.1 was used to view the 3RG virtual 
world. The participants were given a gender-appropriate avatar to control and interact 
with our toolkit. Our toolkit was created in a 3RG leased island. It consists of a col-
lection of objects integrated together and scripted using Linden scripting language 
(LSL). A gender appropriate avatar (called the observer avatar) was given to the par-
ticipant to use to setup studies using the toolkit. Another avatar was given to the par-
ticipants (called the experimental avatar) and the gender was varied for this avatar. 
The experimental avatar was used to play the role of an experimental participant and 
perform that tasks of the studies set up in tasks A and C. 

4.2 Experimental Tasks 

Our experiment consisted of three tasks that were manipulated within subjects. 

Task A. We asked the participants to set up the components of a specific stimulus-
response type of study. We were assessing usability in this task. The participants were 
given specific math task components and were asked to set up the study using our 
toolkit without training learnability. For this task, we recorded the order in which the 
participants set up the study components as well as the number of presses used. After 
completing the tasks of this study, we showed the participant how to access and view 
the data collected from the study. 

Task B. Participants created gestures and adjusted appearance for an avatar. The first 
level of task B included using our toolkit without training to modify the avatar's ap-
pearances according to specific criterion (color of skin, color of eyes, body type and 
outfit) that were varied for each participant. This task also included creating two dif-
ferent gestures for that avatar. For the second level of task B, we gave the participant 
10 minutes and asked them to figure out how to change the appearance of the avatar 
into a specific appearance (specific color of skin, color of eyes, body type and outfit) 
without using the toolkit. Afterwards we gave the participant another 10 minutes to 
create two specific gestures for that avatar without using the toolkit as well. 

Task C. We asked the participants to set up a study of their own using the toolkit 
after giving them a short training on how to upload their own tasks into the toolkit. 
We were assessing our toolkit's capabilities and usability to set up stimulus/responses 
types of studies in this task. We had asked each participant to prepare and bring at 
most five files (due to time constrains) of basic stimulus responses type of study that 
they have conducted or familiar with in JPEG format to complete this task. We gave 
the participants a short training session on how to upload these tasks into the toolkit 
then asked them to set up the components of that study. 

4.3 Experimental Measures and Procedure 

Pre-experimental questionnaires collected demographic data (gender, age, ethnicity, 
computer and virtual worlds use level) and experimental background data. We asked 
participants to rate the usability and user experience criterion of the toolkits that they 
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previously or currently use to conduct human subject studies and were assessed on a 
7-point numerical scale (1=Not at all to 7= a great deal). The learnability question-
naire was given to the participants after completing task A. We also asked participants 
to complete a questionnaire asking them questions about their attitude and opinions 
towards other tookits (after task B, part 1) and towards our toolkit (after task B, part 
2). We assessed the attitude responses on a 5-point Likert scale (1=strongly agree, 
5=strongly disagree). Item responses on a final questionnaire (after task C) were used 
to determine whether our toolkit has sufficient capabilities to perform appearance 
modification and create gestures for the avatar in an easier, less time consuming me-
thod as appose to the traditional methods in these environments. This questionnaire 
collected responses on a 7-point numerical scale (1=Not at all to 7= a great deal). We 
also asked open-ended questions about the toolkit and recommendations.  Partici-
pants also completed a post-experimental co-presence questionnaire, which refers to 
the extent the participants felt they were inside the virtual world and interacting with 
the avatars, on a 7 point numerical scale. 

Prior to the experiment, we gained consent from each participant and asked them to 
complete the pre-experimental questionnaire. Participants were given brief training on 
how to use the avatar to move and interact with objects. After, we provided the list of 
components of the sample experiment and asked the participant to set it up using the 
toolkit. After completing task A, the participants completed the learnability question-
naire then proceeded to task B. The participants were asked to perform specific mod-
ifications on the observer avatar's appearance as well as creating gestures for it, then 
completed questions about the toolkit. For the second level of task B, the same ob-
server avatar is used by the participants to modify its appearance, create a gesture for 
it without using the toolkit, and answer questions about the toolkit. The order of the 
task B parts was balanced. After completing all three tasks, the participants were in-
structed to move to complete the co-presence, usability and user experience question-
naires. Finally, the participants were debriefed and thanked for participation.  

5 Evaluation Results 

Mean (M) and standard deviation (SD) of learnability, usability and user experience 
percentages were computed by averaging across grouped questions for each partici-
pant in the pre and post experimental questionnaires. Order and number of presses of 
each button were computed by summing each item in the observer check sheet which 
is a list of observations while participation sheet that was used to record the quantita-
tive data represented in the order and times each button in the toolkit was pressed. A 
paired samples (t-test) was conducted to test difference of means in comparing our 
toolkit against other applications used for conducting human subject studies and usa-
bility for virtual character control, where p= 0.05 was used to indicate significance. 
There were 6 expert participants, Faculty, PhD. and master students who conduct 
subject studies in the Psychology and computer science departments (however, not 
familiar with virtual worlds), males and females, and from the University of  
Wyoming. The mean age for the participants was 29.5, SD = 4.1 and they were ran-
domly assigned a gender appropriate avatar. 
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5.1 Sufficient Capabilities 

Our participants found that the toolkit meets the needs to set up standard stimulus 
responses types of studies, where (M = 5.3 , SD = 1.3) on a scale of 1-7. Results 
showed that the toolkit was rated as sufficient and high to set up stimulus responses 
types of studies, where (M = 6.5, SD = 0 .54). We asked the participants to write 
down the capabilities that our toolkit provides to set up and conduct stimulus response 
type of human subject studies in the post experimental questionnaire. These capabili-
ties include in allowing as many conditions as necessary, allowing the setup of the 
study's tasks, trials and orders, as well as allowing multiple data collection tools and 
output stimuli. The results showed that the toolkit provides enough capabilities to 
setup stimulus response types of studies in virtual worlds where (M = 5.3, SD = 1.10). 
After calculating the mean and standard deviation for future usage and recommenda-
tion, the results showed that the participants are more likely to use the toolkit to set 
and conduct their future studies if they were to conduct studies in virtual environ-
ments and that they will recommend it to their peers. Where (M = 6, SD = 0.89) for 
likelihood of using the toolkit in the future studies in virtual environments and (M = 
5.6, SD = 1.21) for recommending the toolkit to others. 

5.2 Learnability, Usability and User Experience 

The toolkit was rated positively by participants in regards to learnability, where M = 
6.21 and SD = 0.49. Many users reported that they did not need program-
ming/scripting experience to use the toolkit was calculated across participants, where 
M = 7, SD = 0. The results show that the participants did not need a lot of support to 
set up studies using the toolkit, where (M = 5.33, SD = 0.81). The results of a paired 
samples t-test to determine change in attitude from level 1 to level 2 of task B, 
showed that it is significantly easier to learn how to modify the avatar and create ges-
tures using the toolkit without training, where t(5) = 8.216, p < 0.001,M = 4.60, and 
SD = 0.51 and t(5) = 23, p < 0.001,M = 4.80 and SD = 0.40 respectively, compared to 
learning how to modify the avatar and creating gestures using the traditional methods, 
without training, where (M = 1.6, SD = 0.81) and (M = 1, SD = 0.00) respectively. 

As expected, the results show that setting up studies using the toolkit saves a sig-
nificant amount of time, where (M = 6, SD = 0.89. The results show that the partici-
pants rated the toolkit as highly intuitive to set up stimulus responses types of studies 
where (M = 6.16, SD = 0.40). The participants rated the toolkit high in terms of con-
sistency between other applications where (M = 6, SD = 0.63). The results of a paired 
samples t-test to determine change in attitude from level 1 to level 2 of tasks B, re-
vealed that it is significantly easier to modify the avatar using the toolkit t(5) = 19, p < 
0:001,where (M = 5.0, SD = 0.0) compared to using the traditional virtual environ-
ments methods where (M = 1.8, SD = 0.16). It saves a significant amount of time to 
modify the avatar using the toolkit as expected, where t(5) = 6.32, p = 0.001,M = 4.50 
and SD = 0.54 as opposed to using the traditional methods (M = 1.8,SD =0 .75). It is 
significantly easier to create gestures using the toolkit where t(5) = 10, p < 0.001,M = 
4.60 and SD = 0.81 compared to the traditional methods, where (M = 1.3,SD = 0 .51). 
It was also found that creating gestures for the avatar using the toolkit saves a  
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significant amount of time t(5)= 5.94, p = 0.002, M = 4.6 and SD = 0 .51 if compared 
with the traditional methods of creating gestures in these environments, where (M = 
1.8, SD = 0 .75). The results showed that the participants rated the toolkit highly ma-
nageable to set up stimulus responses types of studies where (M = 6, SD = 0.63). The 
participants were satisfied with the toolkit, where M = 5.8 and SD = 0.58. The results 
showed that that participants were significantly satisfied with the toolkit, where t(5) = 
8, p < 0.001,M = 4.50 and SD = 0.83 compared to their satisfaction ratings on the 
traditional methods in virtual worlds, where M = 1.80 and SD = 0.40. 

5.3 Researchers Opinions: How Our Toolkit Compared to Other Similar 
Applications  

A paired samples t-test results show no significant difference in comparing the tool-
kit's simplicity and ease of use to set up studies compared to other applications: t(5) = 
-2.291, p = 0.071, where (M = 5.5 , SD = 0.54) for the toolkit and (M = 3.3, SD = 
2.16) for other applications. After comparing the learnability of the toolkit compared 
to other applications, it was found that the toolkit is significantly easier to learn with-
out training t(5) = -2.557, p = 0.051, where (M = 6.3 , SD = 0 .51) for the toolkit 
while (M = 3.5, SD = 2.34) for other applications. The results show that setting up 
studies using the toolkit saves a significant amount of time, t(5) = -4.503, p = 0.006, 
where (M = 6 , SD = 0.89), compared to other applications (M = 2.83 , SD = 1.83), 
and significantly more sufficient to set up studies, t(5)= -4.108, p = 0.009, (M = 6.5, 
SD = 0 .54) as opposed to other applications (M = 3.5, SD = 1.87). The results show a 
significant difference in comparing the intuitiveness and manageability of the toolkit 
to set up studies compared to other applications where (M = 6.16, SD = 0.40 (for the 
toolkit), t(5) = -3.955 , p = 0.011 and (for other applications) M = 2.66, SD = 2.16) 
and (M = 6, SD = 0.63 (for the toolkit), t(5) = -3.162, p = 0.025 and (for other appli-
cations)M = 3.33, SD = 1.96) respectively. Most of them made suggestions to en-
hance the toolkit and make it more suitable for their individual studies.  

• "Brilliant idea for scientists in our field. I appreciate that I do not need to code”. 
• "The design is similar to software I usually use and I don't think I need a manual". 
• "Excellent idea which has the potential to make research easier in our field. I most-

ly liked the design which was pretty obvious and easy to use". 

6 Discussion 

The results show that our participants rated the toolkit to be practical to use. The results 
show that the toolkit provides enough capabilities to set up stimulus responses types of 
studies. Not all participants agreed to use the toolkit for all their current or future studies 
in general. However, all participants concurred to use the toolkit for current and future 
studies conducted in a virtual world, and that they would definitely recommend the tool-
kit to their peers. This fulfills the objective of our toolkit to be used as an alternative plat-
form to setup experiments in virtual worlds. The participants were able to take advantage 
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of the familiarity of the design with similar features to other applications that they usually 
use. The simple design of the toolkit has led the participants to complete the tasks for the 
first time without training. Many participants believed that they did not need scripting 
background or skills to use this toolkit to set up and conduct studies with accomplishes 
our objectives in creating a toolkit that is easy to learn and use with no or little scripting 
knowledge in the virtual world. The toolkit rated as significantly easier to use for avatars' 
appearance modification and gesture creation, than traditional methods. Our toolkit is 
limited to setting up stimulus responses types of tasks. Participants would like to add 
more capabilities, such as including adaptive types of task and response scales. In gener-
al, the toolkit meets the learnability, user experience and usability criterion. A number of 
expert users who thought that it is a promising first version that lays the foundation to 
more future improvements in order to make it more appropriate for setting up individual 
and more complex studies in virtual environments. The results show that the participants 
are more satisfied with our toolkit than others, though the researchers' opinions may be 
influenced by other factors that do not exist in our toolkit. 

7 Conclusions, Contributions and Future Work 

The results of this research have shown that the toolkit is easy to learn and use. It 
provides sufficient capabilities to setup stimulus response types of studies. The toolkit 
requires minimum training and coding skills and does not take too long to setup stu-
dies as opposed to learning the scripting skills. The results also showed that the toolkit 
provides alternative avatar control methods. The toolkit meets the learnability, user 
experience and usability criterion. The toolkit received a great feedback from a num-
ber of expert users who thought that it is a promising first version that lays the foun-
dation to more future improvements in order to make it more appropriate for setting 
up individual and more complex studies in virtual environments. This toolkit proto-
type contributes to enhancing researchers capabilities in conducting social/behavioral 
studies in virtual worlds. The toolkit hopefully will empower social and behavioral 
researchers by proving a toolkit prototype that requires less time, efforts and costs to 
setup stimulus responses types of human subject studies in virtual worlds. 

In the future, we plan to perform more extensive development of toolkit and con-
duct a more extensive study with more participants after more capabilities are devel-
oped. More future implementations would consist of including more advanced  
features for the toolkit such as including adaptive types of task (the answer to the 
previous question effects the next question), response scales and the ability to respond 
to the tasks with more than just yes and no. We will conduct a direct comparison be-
tween this toolkit and other similar applications. These features will provide more 
capabilities for the toolkit to setup and conduct more complex studies in virtual envi-
ronments rather than limited to stimulus responses types of studies. 

Acknowledgements. Thank you to participants of this research and who provided 
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Abstract. In our paper we are proposing a method for contextual infor-
mation filtering based on the user’s movement and location in order to
enable the intuitive usage of an ”internet of things” via augmented real-
ity (AR) without information overload. Similar to Ray & Charles Eames’
”Power of Ten” and Jef Raskin’s ”Zooming Interface” we are displaying
seamless information layers by simply moving around a Greek statue or
a miniature model of an Ariane-5 space rocket. Therefore we are employ-
ing concepts of camera- and motion-based interaction techniques and use
the metaphors of ”investigation” and ”exploration” to control the way
augmented and visually superimposed elements are presented in order to
mediate information in an enhanced and engaging manner with aspects
of digital storytelling techniques.

Keywords: Adaptive and personalized interfaces, Human Centered De-
sign, Information visualization, Interaction design, New Technology and
its Usefulness.

1 Introduction

The idea of retrieving and viewing geo-located information with augmented re-
ality (AR) additionally or compared to traditional maps has been eased with the
advent of handheld augmented reality on recent smartphones. AR browsers like
Junaio, Layar, Nokia World Lense and other apps superimpose geo-referenced in-
formation on top of the camera’s video stream like annotations, which relate and
stick to a point/target-of-interest in the environment. Usually, these annotations
are grouped in special ”channels” and are visually depicted by icons or textual
labels and are in reference to a specific place or position. Although oftenly used,
they aren’t of course technically limited to geo-referenced information.

With this video-see-through effect on smartphones, it has more generally be-
come a commodity to superimpose annotations in AR views: technically speak-
ing, in contrast to creating rich 3D models and assets, annotations are quite
informative, they do not need intense processing power of GPUs, and their cre-
ation is relatively simple and of low costs. However, adding such descriptive infor-
mation obviously come with some visual drawbacks: those annotations and labels
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may occlude real object or more seriously a point-of-interest in the video or, if
not aligned accordingly, they may tend to create ambiguity, since it might not
be clear, to which target the information belongs. Moreover, if not filtered, the
amount of too many augmented information turns the idea of data/information
exposition and clarification into a visual overload of the scene.

Inspired by these issues and with the question of how to present and ease
data access in handheld augmented reality, the methods we are going to present
in this paper take on the concepts of motion controlled interaction in AR, and
of zooming interfaces, as e.g. proposed by Raskin [6], were users control the
density of information presented by scaling the viewed area in order to see more
or less details while browsing through data. With our approximation technique
we transfer this concept from originally virtual 2D spaces into application in
real 3D environments, where the density and shape of augmented and overlaid
information changes according to the distance from device to tracking target.
We believe that this approach will not only make the experience of contextual
information more engaging and intuitive but also more lasting, because users
may focus on perceiving relevant information instead of coping with the user
interface (UI) structure of the application that presents it.

2 Related Work

Almost all handheld AR apps nowadays work like magic lenses. The term was
introduced at Siggraph 1993 by [2]. They proposed a new see-through interface to
”reveal hidden information, to enhance data of interest, or to suppress distracting
information”. Originally designed for display interfaces this concept is to be
found in most augmented reality applications today. Up until now, there exist
several methods to dynamically adapt the content richness of the augmented
data, especially, when dealing with labels and annotations. In handheld AR apps
representations appear usually rather static: targets such as magazine pictures or
posters are extended with text, videos or simple 3D assets (cf. IKEAs catalogue
app, [10]). Interaction, if any, are click targets that link to external content. In
case of AR-browsers, which are mainly used while being on the walk, only the
user’s movement, i.e. position, device heading, and orientation influences changes
of the visual representation of data.

The work of [8] presents concepts for automatised positioning of superimposed
annotations to avoid cluttering and occlusion in an adaptive manner. In terms
of information flow, however, the presented methods are quite global and aren’t
controlled by the user itself, though. Although they tend to structure augmented
elements, they do not introduce an informed order or sequence of data elements.

With adaptive visual aids [9] presents a technique, where the guidance level
of superimposed annotations, i.e. the strength of information presented, changes
dynamically. This mainly results in different visualisations, starting from un-
obtrusive visual indicators up to complex animations. The presented methods
are explicitly tailored to support maintenance tasks. Users may not influence
directly the depth-level, or eventually need to click through a menu beforehand,
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which would interrupt and interfere with the video-see-through experience. The
technique also doesn’t account the absolute or relative position from user and
device to the target-of-interest.

The idea of mapping gestures and well-known interaction tasks (such as selec-
tion, scrolling, navigation and object manipulation) to motion has been closely
discussed in literature ([12] - [15]). The work presented in [5] and [4] uses cam-
era and motion-based interaction in a way to control application and content
paradigms that account camera-acquired targets in reality and device motion
to turn the handheld device into a versatile interface. However, the view of in-
teraction for both is technology-driven: [5] illustrates scenarios where users may
”select” functions depending on their position to the tracking target by moving
the device from far-to-near (fly-through) in order to e.g. de-/re-activate clipping
masks that let users look inside an superimposed 3D model. Although their con-
cept works with the camera/device position, the concept mainly maps rather
arbitrary functions to movements in order to trigger application-modes, which
might possibly work better with traditional menus. [4] proposed a conceptual
framework of movement patterns, which are connected to a printed marker-map
that allows to retrieve rotation or distance from device to target with computer
vision. In order to use them accordingly, users need training in order to learn
the basic gesture/movement-set and moreover the more complex ones.

3 User-Centric Spacial and Motion Interactions in AR

With computer vision based 2D and 3D target-tracking as a core enabling
technology, the concepts that are going to be presented in this paper underlie
paradigms and interaction-methods that are user-centric, and thereby in contrast
to the typical understanding of gestures and patterns in computer science.

Instead of having pattern-sets, our idea is to link interaction to the superim-
posed visuals in a way that feels natural. We are using movements and mental
models that are familiar to the user and thus almost instinctively applied. By
doing so, we connect superimposed annotations and other content to motion
based interaction and to camera-acquired targets, where the paradigms do not
necessarily need to be trained beforehand. This connection should be perceived
as joyful, easy-to-understand and passively, since it influences, filters and re-
arranges superimposed material, but doesn’t act as a change between system
modes.

Being also based on the core paradigm of handheld augmented reality, where
devices behave like a magic lens [2] (deployed through the video-see-through
effect) our ”gestures” make use of the natural movements that users already
do, when working with handled augmented reality. Thereby the gestures we
present work like AR-gazing, which is pointing extendedly at the same area,
as well as observing, which correlates with walking around a target-of-interest,
and inspecting and magnifying, which uses the distance/proximity to a target
to influence the level-of-depth of information presented.
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3.1 Conceptual Outline of Interaction Principles

While working with AR on mobiles, we have explored that users intuitively tend
to align a focus or point of interest in the middle/center of the screen. Hence,
as a core metaphor, we employ this as a gazing technique for usual selection
tasks, where an extended pointing over time acts as a trigger in order to select
virtual superimposed elements or ones from reality. We can think of two ways
to implement this: while in the first one the trigger is represented visually by a
small crosshair and thereby close to the representation of a mouse pointer (cf.
fig.1), the second one lacks such an obvious representation and is displayed much
more passively. Nevertheless, both are solely controlled by device movement.

In an extended and more elaborated way, the system intentionally adapts
content information density (cf. [1]) of visual presentations to the user’s location
and distance to the object of interest: the greater the distance to the object
the lesser the information to be displayed, based on a priority sequence. When
moving closer to the object new information entities are appearing while other
eventually irrelevant ones will disappear. This concept works similar to Eames’
1968 documentary short film ”Powers of Ten” [3] where magnitudes are illus-
trated by a flight from a picnic on earth out to the outer edges of the universe and
back into a proton of a carbon atom in a blood cell with the speed of ten times
magnification every ten seconds. It also continues Jef Raskin’s idea of zooming
interfaces [6] by replacing the mouse with a smartphone held by a moving user
and adding the dimension of viewing angles.

Fig. 1. AR-Gazing: an embodied pointer acts as a visual proxy, where in reality selected
components are virutally highlighted

Fig. 2. Image sequence showing enhanced interaction coupled to approximation, where
information density increases or decreases accordingly
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Additionally, a second parameter for locative information adaption is the
user’s angle to the object: certain digital information is connected to a point
on or surround the three dimensional object, and only visible from the right
angle; one, where it makes sense to these information chunks to be consumable,
while all other information is faded out.

3.2 Adaptivity

Information presentation and filtering is not considered as a binary process. A
parametric model of thresholds allows to define hotspot-zones for each superim-
posed item. It reacts to the user’s and the device’s angle and distance alike and
controls, whether the items appear or vanish from the viewpoint.

The result is a highly dynamic information space that encourages the user to
explore it. Especially in museums and education, exploration is an important
didactic principle, where mobile devices and AR can have strong impact on mu-
seum visitors: [16] could show that AR interfaces were perceived being intuitive
with strong impact on user’s memory and learning curve. Via AR, participants
recalled information afterwards more reliable and seamlessly shifted their focus
from digital to physical information and vice versa without any major problems.

4 Paradigms in Practice

We tested and implemented the paradigms in context of several prototype AR
apps on iPads. We used our own instantAR framework [11], which runs on an
iPad 4. The system tracks 3-dimensional tracking targets at roundabout 20 to
30 Hz, which makes the experience fast and stable enough in order to work with
intensive device and user movement. Tracking is done with computer vision using
an advanced version of [17] which is based on KLT and SLAM.

We applied our methods in several scenarios. At first, we experimented with
pointing on a pump machine. Here the user could point and focus on a mechan-
ical component, that was then visually highlighted (cf. figure 1). Once selected,
additional information popped up on the screen. We implemented this scenario
with and without a visual proxy.

Fig. 3. Image sequence showing locative information adaption depending to the user’s
angle to the tracking target
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Within the second case we used the approximation principle in order to ob-
serve a physical miniature model of an Ariane-5 space rocket in an exhibition at
Cit de l’Espace in Toulouse. While the user holds an iPad at a fair distance, the
first level of superimposed overlays presents a lineup of different types of former
or foreign rockets in order compare them in size and shape. The closer the user
gets, the more detailed the augmentation becomes, where on a second level la-
bels appear and inform about the structure, and enable to even look virtually
into the interior on a third level; literally turning the mobile into an interactive
x-ray device.

In a third case, we use device orientation and motion to control the amount
of annotated information superimposed on exhibits at a time: digital audio and
visual elements, which are spread around a real physical object, are shown or
hidden depending on the angle of user/device to the real object in focus (cf. figure
3). The technique turns AR’s ”what’s around me” into ”whats in front of me”,
where the device is not only a virtual lens but also a pointer: just like gazing,
a user may center or focus in order to select digital content on through devices
camera. Therefore we used statues from the archaic gallery of the Acropolis
Museum. Besides influencing the displayed elements, the fashion of soundness
and speech changes accordingly: while the user is literally face-to-face to the
statue, information is told in first-person, whereas being aside shifts narration
to third-person.

Technically, each tracking target has a predefined front or ground axis. The
distance of each superimposed item is calculated relatively to the core target. In
relation to it, we calculate an entrance region for all items, which controls their
disappearance and reappearance once the user approximates. By using these
transitional zones, we are able to fade in and out each label depending on how
close it is to the user’s current view. It is important to mention, that each virtual
item is view aligned and always fronting towards the user’s view, which is done
for readability reasons. With these zones we are not only able to control the
general fading while the user walks around the target, we also may observe and
control the relative distance from user to virtual items alike.

In order to be visually convincing without cluttering the scene we took care
that the render process is able to deal with occlusion (meaning that the real
physical object masks superimposed items) and that it handles back-face culling,
even when an object is rendered transparently. By doing so, superimposed ob-
jects seamlessly fit into the video image and appear in the right depth order
(and are this way perceived as being in front or behind the physical object). We
thereby may also highlight regions of the real three-dimensional objects.

5 Findings and Informal Evaluation

In order to get an initial user feedback and to test the proclaimed paradigms,
we conducted an informal user testing. A group of 15 people, all familiar with
handheld augmented reality applications and computer vision tracking, have
been asked to use the system with no more information than the introduction of
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each tracking target. It was of interest to us to see, how each participant would
start to use the system, how they would work with the paradigms, and if they
would start understanding the principles just by using them.

To start, the biggest finding was, that all participants in general liked the
idea of working with motion controlled interaction and that they understood
the principles without major issues. In fact, the majority almost expected a
movement-coupled interaction, which seems to be a key appeal of augmented
reality, since it is the motion that reveals that virtual annotations stick to reality.

The gazing as well as the approximation principle were generally inconspicu-
ous. Although we wanted to work without the visual pointer at first, it turned
out that people found it rather confusing without that kind of feedback, which
frankly worked as an indicator. Without it, people didn’t understand exactly,
why or how the system reacted and why it started to highlight mechanical com-
ponents and giving extra annotations. However, with the proxy, some people
were then trying to touch and move it with a finger, too.

The angle-dependent technique turned out not being as ”intuitive” as ex-
pected: almost all participants tried to tab/click presented elements in order
to ”activate” content. Even more, people seemed inclined to be lazy in move-
ment: 10 of the 15 were moving the device but did neither reposition themselves
much nor really walk around the statue. Instead, at first they pointed (gazed)
the iPad towards the augmented annotations, and eventually tried to tab them.
Only, when explained, they started to move around and experiment with the
technique. This seems, as if people are eventually not familiar enough or simply
not used to the technique.

Finally, the approximation controlled depth-level filtering wasn’t as ”unex-
pected”: people more or less instantly started to come closer or go away, but
again weren’t much moving around sideways. This might be coupled also to the
overall situation and the way objects are exposed: the space should invite people
and encourage to move around an object, too. This could also imply further
design considerations, e.g. to make this interaction more recognisable through
the UI in general. We also tend to recommend to design such interactions redun-
dantly and combine gazing and tabbing additionally to angle-dependant control
or use visual hints and animations that tease this kind of principles a bit.

6 Conclusion and Future Work

In this paper we presented a method for contextual information filtering based
on the user’s movement and location for augmented reality on mobile devices.
Based on the magic lens paradigm of handheld AR, we introduced gestures that
employ users natural movements, such as gazing (pointing extendedly at the
same area), observing (walking around a target-of-interest) and inspecting and
magnifying (distance/proximity to a target) to influence the level-of-depth and
overall appearance of contextual and spatial presented information. The results
of the informal evaluation were surprising and promising. We think there is
still potential for a deeper quantitive and qualitative evaluation combined with
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usability testings. Especially when including users without AR knowledge which
takes large parts of museum’s target audience and mass users alike. These tests
should be carried out together with museum partners and their expertise.

Acknowledgements. This work is part of the EU-funded project CHESS. The
project aims to investigate personalised digital storytelling aspects in heritage
applications that are tailored to interests of visitors by a user-centered and per-
sonalised design in order to enrich a visit of museums or science centers. Be-
ing close to rich narrations like presented in [7], the project explores not only
location- and object-centered story telling techniques but uses also mixed and
augmented reality.
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Abstract. This study presents the novel multiview image generation simulator 
system based on the Depth Image-Based Rendering (DIBR) technique. This 
system suports both actual photographs and computer graphics scenes. It also 
provides the simple plug-in for pre-processing of depth map or post-processing 
of hole-filling algorithm. We intended to make this system as a platform to 
conduct various experiments such as the number of cameras, a depth map 
precision, etc. In this paper, we explain the design and the development of this 
simulator and give a brief comparative evaluation on linear and non-linear 
depth quantization method for computer graphics 3D scenes. The results 
showed that non-linear depth quantization method produced better performance 
on 7- to 3-bit depth levels. 

Keywords: Depth Image Based Rendering, Multiview System, Depth Map 
Quantization, Hole-Filling. 

1 Introduction 

Recently three dimensional contents, displays and systems became more common and 
popular after the success of the three dimensional movie “Avatar”. After that, several 
major display manufacturers released commercial stereoscopic 3D TV or projection 
display products to the mass market. A lot of 3D movies have also created or recon-
structed from 2D movies. These emerging 3D contents and display technologies at-
tract public attention due to high fidelity realism and immersion. However, stereos-
copic displays require users to wear stereoscopic glasses, which is inconvenient and 
cumbersome for the long-term uses. On the other hands, autostereoscopic display 
technologies, such as holography, volumetric display, integral imaging and multiview 
systems, are more comfortable as they do not require the use of special glasses. 

The multiview image generation simulation system allows for many people to 
view the 3D image at the same time. The most basic way of creating multiview  
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images is to setup an array of cameras at each point-of-view and to take the picture at 
the same time [1]. These images are then processed to place them geometrically on 
the multiview display so that viewers can see a 3D scene at many different view-
points. However, a number of multiview scenes captured by multiple cameras syn-
chronously add more overhead and complexity. Furthermore, each camera needs to be 
adjusted because the intrinsic and extrinsic parameters of the cameras are all different. 

For these reasons, depth image based rendering (DIBR) is introduced as a way to 
generate multiple intermediate view images that look like they have been captured at 
various points of view [1]. In DIBR, the 2D color image with depth map is used to-
gether to synthesize a number of device-independent “virtual” views with different 
view angles and screen sizes of a scene, called as intermediate views. DIBR involved 
these three steps: pre-processing of depth map, 3D warping and creating multiview 
intermediate images and post-processing hole-filling. In prior works, a lot of pre- and 
post-processing on color images or depth maps are investigated to enhance the quality 
of the final multiview intermediate images [2, 3]. 

In this research, we developed a novel multiview display simulator system using 
the DIBR (Depth Image-Based Rendering) technique This system supports generating 
multiview images of both computer graphics and real world scenes. It also supports 
options to plug in default or user-defined DIBR pre- or post-processing components. 
In DIBR, pre-processing often modifies the acquired depth map to increase the quality 
of the final intermediate images. Post-processing refers to the procedure for address-
ing the problem of occlusion areas by filling them with adjacent color information [4, 
5]. In this paper, this system is used to evaluate two pre-processing depth map quanti-
zation methods. 

In this paper, we will first describe the system overview of our DIBR-based multi-
view intermediate image generation simulator and then explain the design of linear 
and non-linear depth quantization method. We will then evaluate the quality of DIBR-
based multiview images generated by using two depth map quantization methods. We 
will end with our conclusions and discuss directions for further research. 

2 Multiview Image Generation Simulation System 

Fig. 1 shows the overall architecture of multiview intermediate image generation 
system using the DIBR technique. It is built with Qt GUI and OSG 3D graphics li-
brary. It provides an XML-based script that allows constructing a 3D scene dynami-
cally. When real photographs are used, both intrinsic and extrinsic parameters of the 
real color and depth cameras are used to generate images. Unlike previous works that 
only supported a fixed screen size, this simulator can be dynamically configured to 
suit various screen resolutions. This mechanism allows our system to be used from a 
mobile device to FULL HD TVs. In addition, this system can evaluate the effects of 
the quantization levels of a depth map image on the quality of the generated interme-
diate view images. 
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Fig. 1. The system architecture of multiview image generation simulation 

In a computer graphics camera module, the 3D scene in XML format is rendered 
on the screen and the color and depth information are obtained from the scene. The 
camera module has a component for setting up the color and depth information and 
the camera’s intrinsic/extrinsic parameters. In this simulator, pre- and post-processing 
algorithms can be applied by inserting a simple plug-in. As shown in Fig. 1, this sys-
tem simulates the entire series of DIBR steps, i.e. the input of a color/depth image, 
pre-processing of depth map, 3D warping to create a 3D point cloud image, and the 
use of the multiple virtual cameras to create multiview intermediate images. It then 
applies post-processing algorithms (i.e. hole-filling) to obtain the final multiview 
images. 

Multiview image are usually composed of N-Views (N = a natural number greater 
than 1). Our simulation allows developers to easily adjust the number of virtual cam-
eras that fits their needs. Furthermore, it is also possible to apply the camera’s intrin-
sic/extrinsic parameters to the virtual camera to simulate a scene that is very similar to 
one taken using the actual multiview cameras. Unlike other systems, our simulation 
system allows developers to freely adjust the resolution to fit the properties of the 
camera and multiview image display. In other words, it is possible to view the image 
on everything from a mobile device to a large display.  The camera’s resolution can 
also be adjusted for simulation. 

3 Linear and Non-linear Depth Quantization 

The accurate acquisition of depth image plays an important role in the DIBR process 
since it affects the quality of the restored 3D scene. If high quality depth image is 
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.  

  

Fig. 2. Actual depth image and conceptual drawing of (a) linear (b) non-linear 4-bit depth map 
quantization (16 depth levels) 

used, DIBR would gain high quality view images, but it also increases cost and com-
plexity. It is found that about six to seven bit depths (64 to 128 depth levels) would be 
adequate enough in DIBR [6]. Higher than 7-bit depth would still increase the quality 
but the difference is only marginal. Linear depth map quantization simply divides 
depth levels evenly. However, as shown in Fig.2 (a), linear depth quantization may 
lose detail structures of the 3D object in the scene due to low bit depths. For instance, 
the object in Fig.2 (a) is laid in six out of sixteen depth levels; ten divisions are not 
effectively used. 

This simulator also supports non-linear depth map quantization which enables to 
put more depth levels to the region of interest while sacrificing other areas. Fig.2 (b) 
shows the non-linear depth quantization that allocates fourteen levels out of sixteen to 
the “Depth Area 2,” which covers most portion of the object. When the depth image is 
used to restore the scene, non-linear depth quantization would certainly generate bet-
ter quality than evenly distributed linear depth map quantization. Fig.2 (a) and (b) 
compares the actual depth image and the conceptual drawing of depth map divided by 
both linear and non-linear method. Fig.2 (b) shows more depths densely assigned in 
horse, doorsteps, and ground regions of the depth levels. 
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Fig. 3. Original image (left) and DIBR-based intermediate image (right) 

Fig. 3 shows two 3D graphics scenes (Zebra and Zebra-object scene) of an original 
image directly captured by a virtual camera (left) and the DIBR-based multiview 
intermediate image (right) using 8-bit linear depth map quantization at view 7. An 
array of 9 cameras was placed in parallel at 3.25 unit intervals. The simulator ob-
tained the color image and depth map from the fifth camera (center-view) and con-
structed the rest eight view intermediate images. The depth range, Z near and far 
bounds of the frustum, was fixed to 1000. The 16-bit to 1-bit depth map were applied 
for each of the 20 scenes. The depth quantization method, i.e. linear versus non-linear, 
was the independent variable, and the same hole-filling algorithm was used in this 
experiment.  

Linear depth quantization took symmetric z value of depth buffer. On the other 
hand, non-linear depth quantization assigned more depth values (about 70 percent of 
depth precision) to the depth region where the Zebra object is located. Fig. 4 shows a 
comparison result of PSNR between the original images and the DIBR 9-view inter-
mediate images by 16 depth quantization levels for linear (left) and non-linear (right) 
depth map quantization methods. The results revealed that there was no significant 
difference between two depth quantization methods when using 8-bit or higher depth 
level. On the other hand, non-linear depth quantization produced better performance 
at 7- to 3-bit depth level. However, non-linear depth quantization at lower than 3-bit 
depth level had led to worse results.  
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Fig. 4. PSNR between the original 9-view images and DIBR 9-view intermediate images by 16 
quantization levels for two quantization methods 

4 Conclusions 

This paper presented a DIBR-based multiview intermediate image generation system. 
This system supports the generation of multiview intermediate images using either 
actual photographs or computer graphics scenes, making it that much more useful. 
Furthermore, it supports simple plug-in of pre-processing technique on depth image 
or post-processing (hole-filling) algorithm for the evaluation. Thus, researchers can 
use this system as a platform to compare and analyze different pre- and post-
processing algorithms. We gave an overview of this system design: pre-processing 
depth map, 3D warping, and post-processing module. 

Using this DIBR-based multiview image generation system, we evaluated the 
depth map quantization on two 3D computer graphics scenes, Zebra with background 
models and Zebra object only. Both linear and non-linear depth quantization methods 
were applied on these scenes. Then, the PSNR value between the 9-view original 
images directly captured from the scene and the DIBR-based 9-view intermediate 
images was measured to compare these two methods. The results showed that PSNR 
was between 30 and 36 dB, which were reasonable but not overly high. Overall, non-
linear depth quantization produced better performance at 7- to 3-bit depth level. 

It was determined that the PSNR value was easily affected by the hole-filling algo-
rithm, lighting, and the low resolution of the obtained depth image. In the future, we 
plan to use this system to conduct more diverse research and to combine analytical 
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methods, such as PSNR or SSIM. We will also look into using GPU (3D warping) 
programming techniques to make the DIBR process faster.  
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Abstract. A panorama is a wide-angle view of a real world. Panoramas provide 
users real world information as the component of map services. Recently re-
searchers try to augment additional information on panoramas to extend the 
usefulness of panoramas. However, the existing researches and applications 
provide users inconsistent experience by augmenting information on a single 
panorama. To solve this inconsistency, we present an authoring system helping 
users create contents on panoramas. Users create contents by augmenting vir-
tual information on panoramas using the authoring system that propagates vir-
tual information augmented on one panorama to neighboring panoramas. The 
resulting contents provide users consistent viewing experiences. Users can ex-
perience the contents on their desktop or they can view the contents on a smart-
phone display at the locations near to the locations panoramas were captured. 

Keywords: Panoramas, Authoring, Augmenting, Consistent Experience. 

1 Introduction 

A panorama is a wide-angle view of a real world (Fig. 1). Panoramas have been used 
as the component of a map service such as Google Street View [1] and Microsoft 
Bing Maps Streetside [2] from the end of 2000 (Fig. 2). Panoramas provide users 360 
degree views of a real world so users can understand the real environment of locations 
selected on a map. The coverage of panoramas extends to the world, even for off-
roads and inside stores. Recently researchers try to augment additional information on 
panoramas to extend the usefulness of these panoramas. The Streetside photos of 
Microsoft [3] augments photos from Flicker on the Streetside view (Fig. 3). The pho-
tos are viewed as the part of the Streetdise view and provide users new experience. 
However, the existing researches and applications only augment additional informa-
tion on a single panorama. The additional information is not presented on neighboring 
panoramas. This problem causes inconsistency in users’ viewing experiences. 

In this paper, we present an authoring system helping users create consistent con-
tents on panoramas and share them with other users. Users create contents by aug-
menting virtual information on panoramas using the authoring system that propagates 
virtual information augmented on one panorama to neighboring panoramas. The re-
sulting contents provide users consistent viewing experiences. Users can experience 
the contents on their desktop or they can view the contents on a smartphone display at 
the locations near to the locations panoramas were captured.  
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Fig. 1. The panorama of the old palace, Kyongbok Gung, in Korea 

 

 

Fig. 2. Map services with panoramas (Left) Google Street View [1] (Right) Microsoft Bing 
Maps Streetside [2] 

 

 

Fig. 3. Microsoft Streetside photos [3] (Left) Streetside view (Right) Streetside view with an 
augmented photo 
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2 Proposed System 

 

Fig. 4. System overview (1) a grouping procedure (2) an area selection procedure (3) a propa-
gation procedure 

2.1 System Overview 

The proposed system is divided into three procedures, a grouping procedure, an area 
selection procedure and a propagation procedure (Fig. 4). Panoramas are captured at 
indoor or outdoor environments and stored in a database (DB) then categorized into 
groups. A user selects panoramas and areas on the panoramas to augment additional 
information such as an image, a text, and a 3D object using the proposed system. The 
proposed system augments the additional information on the selected areas of the 
selected panoramas then propagates that information to other panoramas captured at 
locations near to the captured locations of the selected panoramas. Using this propa-
gation procedure, the proposed system can help a user to create contents that provide 
consistent viewing experiences to users. 

2.2 Grouping Procedure 

After panoramas are stored in a DB, the grouping procedure groups panoramas in the 
DB into several groups and creates a panorama group DB. A user selects a key pano-
rama from the DB. Panoramas in the DB captured at close locations to the key pano-
rama’s location are grouped together and called a position-group. Panoramas in the 
position-group share scenes with the key panorama are grouped and called a sharing-
group (Fig. 5). The matching algorithm SURF [4] is used to compare panoramas in 
the position-group with a key panorama. The performance of matching between pano-
ramas is lower than the performance of matching between perspective images because 
of the deformation on panoramas. Panoramas are transformed into four perspective 



68 H.J. Kim and J.W. Lee 

images before applying the matching algorithm. These position-groups and sharing-
groups are input to the area selection and the propagation procedures. The grouping 
procedure runs once so it does not cause any delay to the authoring systems. 

 

Fig. 5. Creating a sharing-group (Left) one of four perspective images of the key panorama 
(Right) one of four perspective images of the matched panorama with the rectangle indicating 
the view of the left image 

2.3 Area Selection Procedure 

A user selects an area on a panorama (called PA) to augment virtual information in 
the area selection procedure. The user selects the target area by browsing the panora-
ma PA with the panorama viewing system, which displays the perspective view of the 
panorama. If the panorama PA is found in the sharing-groups, the target area is called 
2D augmenting area and the area selection procedure is ended. If the panorama PA is 
found in the position-groups only, the procedure asks the user to select the same target 
area on another panorama (called PB). The 3D positions of the target area are com-
puted by finding intersections of two pair of lines. 

Panoramas were captured with their positions and orientations. The azimuths and 
altitudes of panoramas are used to align all panoramas to the predefined direction 
using the equation 1. The 3D positions are computed using two angles (Apc, apc) and 
locations of two panoramas. The area defined by the estimated 3D positions is called 
a 3D augmenting area (indicated as two circles in the top and the middle images in 
Fig. 6). 360180 2 1  

h and v indicate the size of a panorama in pixels along the horizontal and vertical 
direction respectively, (Ih, Iv) indicates the location of a target pixel, Ap and ap are 
azimuth and altitude of the camera, and Apc and apc are compensated azimuth and 
altitude of the target pixel. 
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Fig. 6. An image augmented on a 3D target area (Top) a panorama PA and one perspective 
view of PA with two selected points (blue circles) (Middle) a panorama PB and one perspective 
view of PB with two selected points (blue circles) (Bottom) The 3D target area (a red rectangle) 
on another panorama and one perspective view showing an augmented content 

2.4 Propagation Procedure 

Augmenting areas and corresponding contents are propagated to other panoramas in 
the group DB using the propagation procedure. It is divided into 2D propagation and 
3D propagation procedures. In the 2D propagation procedure, 2D augmented area is 
searched on panoramas in the sharing-group using the matching algorithm. If the cor-
responding area is found, the content is augmented on the detected area. In the 3D 
propagation procedure, the image location of the 3D augmenting area is estimated 
using the azimuth, altitude and the position of each panorama and positions of the 3D 
augmenting area. The azimuth and altitude of the panorama is used to align the pano-
rama to the same predefined direction.  

2.5 Viewing Contents 

The augmented contents on panoramas can be viewed on the desktop environment 
and the mobile environment. In the desktop environment, a user will browser each 
panorama one by one and the user can view the content on consecutive panorama not 
like the exiting system providing a user a single view of the augmented content. One 
example view is shown in Fig. 6. In the mobile environment, a user views the aug-
mented content on the real camera view of the mobile phone (Fig. 7). The content is 
augmented based on the position and the azimuth and the altitude of the mobile phone 
and the positions of 3D augmenting area. 
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Fig. 7. Viewing an augmented 3D object on a mobile phone 

3 Experiments 

We applied the proposed system in three locations, one indoor and outdoor locations. 
First the proposed system was used to propagate a target area to panorama in the shar-
ing group. Since the matching between images did not work well for images captured 
at outdoor environment, we used panoramas captured at the museum to text the 2D 
propagation procedure. The distances between two consecutive panoramas captured at 
the museum were about three meters. A user selected a part of an image as the target 
area, which was used to augment a virtual object. The user also selected the first tar-
get panorama and confirmed the correct augmentation on the selected panorama. The 
augmentation result on the selected panorama is shown in Fig. 8. If the augmentation 
was not correct, the user could modify the location of the augmented object using a 
mouse. Using the 2D propagation procedure, the 2D augmenting areas on other pano-
ramas were detected and the virtual object was augmented on the 2D augmenting 
areas (Fig. 9). This result demonstrated that the proposed system could easily propa-
gate augmented contents to other panoramas using the 2D propagation procedure of 
the proposed system. 

 

Fig. 8. An experiment at the museum (Left) a target area (Right) augmenting a quadrilateral on 
the 2D augmenting area found on the target panorama 
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Fig. 9. The results of 2D propagation with white quadrilateral, which are augmented virtual 
information 

The proposed system was applied to panoramas captured at open space in an old pa-
lace. The distances between two consecutive panoramas captured at the old palace 
were about five meters and the result is shown in Fig. 6. A user selected the same 
target area on two panoramas and augmented the virtual object on the target areas 
(Fig. 6). The augmented object was propagated to other panoramas using the 3D 
propagation procedure of the proposed system (Fig. 6). One example view on a mo-
bile device is shown in Fig. 7. This experiment demonstrated the proposed system 
could be used to augment virtual objects on panoramas easily and so provide the user 
consecutive viewing experience. 

4 Conclusion 

The proposed system was tested with panoramas captured in indoor and outdoor envi-
ronments. The 2D propagation was used to augment contents on panoramas captured 
inside the museum because the matching between panoramas was quite successful. 
Since the matching between panoramas captured in the outdoor environment was 
poor, the 3D propagation was used to augment contents on panoramas captured at an 
old palace. The augmented content was viewed on a PC and a smartphone with GPS 
and the rotation sensor for outdoor experiment.  

The proposed system helped users create useful contents on panoramas and pro-
vided consistent viewing experience. The proposed system also had few limitations. 
The first limitation is the accuracy of GPS. GPS was used to estimate positions of 
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panoramas that are used to estimate positions of 3D augmenting areas. Because of the 
poor estimation of the positions of 3D augmenting area, the augmented results are 
sometimes not realistic. We need to overcome this limitation using other information 
on the images since the accuracy of GPS is not going to improve soon. Another limi-
tation is the accuracy of the matching algorithm. Currently the matching algorithm is 
not applicable for outdoor environment and some indoor environment. If the accuracy 
of the matching algorithm is improved, we can use the matching algorithm more fre-
quently in the proposed system to crate contents.  
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Abstract. With the recent advances and ubiquity of various display systems, 
one may configure an augmented space with a variety of display systems, such 
as 3D monitors, projectors, mobile devices, holographic displays, and even non-
visual displays such as speakers and haptic devices.  In this paper, we present 
a software support platform for representing and executing a dynamic aug-
mented 3D scene with heterogeneous display systems.  We extend the conven-
tional scene graph so that a variety of modal display rendering (aside from just 
visual projection) can be supported.  The execution environment supports mul-
ti-threading of the rendering processes for the multiple display systems and 
their synchronization.  As multiple and heterogeneous displays, in effect 
representing a particular set objects in the augmented environment, are scattered 
in the environment, additional perception based spatial calibration method is  
also proposed. 

Keywords: Augmented space, Extended scene graph, Multiple displays, Cali-
bration, Floating image display. 

1 Introduction 

An augmented environment refers to a physical 3D environment spatially and natural-
ly registered with virtual objects.  Being “natural” means that the virtual objects are 
perceived to mix in with the physical environment seamlessly and felt as everyday 
objects.  Tight spatial registration means virtual objects situated in the right location 
and pose, and this would be one requirement for naturalness.  With the recent ad-
vances and ubiquity of various display systems, realization of such “naturally” aug-
mented environments has become viable. One may configure an augmented space 
with a variety of display systems, such as 3D monitors, projectors, mobile devices, 
holographic displays, and even non-visual displays such as speakers and haptic devic-
es (Figure 1).  In this paper, we present a software support platform for representing 
and executing a dynamic augmented 3D scene with heterogeneous display systems. 
We extend the conventional scene graph so that a variety of modal display rendering 
(aside from just visual projection) can be supported. The execution environment sup-
ports multi-threading of the rendering processes for the multiple display systems and 
their synchronization.  As multiple and heterogeneous displays scattered in the envi-
ronment does not easily lend themselves to the conventional, e.g. computer vision, 
based calibration process, a perception based spatial calibration method is proposed. 



74 J. Lee, S. Lee, and G.J. Kim 

 

 

Fig. 1. An augmented environment with multiple heterogeneous displays 

2 Related Work 

Virtual reality environments often require their presentations through large displays.  
For that purpose, researchers have proposed methods for distributed rendering and 
tiled display [1, 2, 3].  However, these systems typically do not address the use of 
different types of display systems, nor do they consider displays systems that are dis-
persed in the environment through which augmentation environment/object can be 
viewed.  One notable exception is the work by Yang et al. who proposed a layered 
display system [4] and switching between heterogeneous display systems in the envi-
ronment as the users moves around in it for an optimized viewing condition.  In our 
work, we focus on a comprehensive (in terms of types of display systems supported, 
synchronization, and calibration) software platform for handling multiple heterogene-
ous displays. 

3 Scene Graph Extension 

3.1 Object Types / Display Parameters 

We took a conventional scene graph data structure, and extended it so that it can 
represent different types of objects and specify associated display systems and re-
quired parameters.  For instance, an object type may be a real physical object with its 
geometry and attributes captured by sensors, reconstruction methods and even direct 
measurements.  An object may be purely virtual (augmented into the environment) 
and designated to be presented visually through a holographic device and with tactile 
feedback through a vibration device.  Note that for a given object and its modality, 
the developer may wish to specify a particular display rendering algorithm.  Node 
types and attributes have been revised support specification of such information and 
parameters so that when the scene graph is processed, it can be used for proper  
 



 Integrated Platform for an Augmented Environment      75 

rendering and synchronization.  With the extended node sets, the developer can spe-
cify and design the augmented environment with more ease and without having to 
worry about low level details. 

3.2 Synchronization 

There are two main objectives for synchronization.  One is for among image frames 
of different visual displays, and the other for among different modality output corres-
ponding to a particular event.  For example, when virtual ball is dropped, it may be 
rendered visually, aurally and with force feedback, and all the modal output must 
occur with minimal temporal delay to be felt as one event.   

For the former, similarly to the techniques employed by tiled display systems, we 
use software “gen-lock” to synchronize image frames among within 2~3 frame differ-
ence [5, 6].  Such degree of difference is usually regarded visually unnoticeable.  In 
our case, the slowest rendering node serves as the reference to all other rendering 
nodes for synchronization (see Figure 2).  While frame coherence is guaranteed, the 
temporal coherence may suffer if there were many rendering nodes to which network 
messages must be sent.  However, in normal situations, there would not be so many 
rendering nodes (e.g. less than 20~ 30).  What is important is that upon an event its 
multimodal after effects are rendered simultaneously.  When different visual dis-
plays are rendered on separate graphics card, the hardware gen-lock can be used [7]. 

 

 

Fig. 2. Three rendering nodes synchronized.  For example, the visual rendering of Frame 2 
only starts after view 3 has finished rendering Frame 1.  In the meantime, the aural and tactile 
rendering starts off upon traversing the scene graph and invoking the corresponding call back 
threads, which may sometimes continue over the visual frame boundary.  The aural and tactile 
rendering, however, does not occur as frequently as the visual (which must occur at least 15~20 
times per second). 

As for the latter objective, our extension provides a protocol for different modal 
displays to refer to a common event specification and synchronize each multimodal 
output thread around it by a call-back mechanism.  For example, the aural and tactile 
rendering starts off after traversing the scene graph by restarting the corresponding 
the call-back threads, which may sometimes continue over the visual frame boundary.  
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Practically, this is not problematic as the aural and tactile events and their rendering, 
however, do not occur as frequently as the visual (which must occur at least 15~20 
times per second). 

A test system using the proposed platform has been set up and has been evaluated 
in terms of the overall frame rate (vs. number of displays sustainable) and temporal 
synchronization error.  Figure 3 shows the test system in which three (and more) 
different displays are used, a 3D stereoscopic TV (showing the airplane), floating 
image device (showing the missile) and vibro-tactile device.  The objects are spatial-
ly registered and synchronized such that when interacted upon, the missile would 
render a tactile feedback, fly and shoot down the airplane.  Our have shown accepta-
ble performance (up to ~20 fps) for supporting up to 12 different displays with each 
node handling up to more than 120,000 polygons, and exhibiting inter-node frame 
coherence, and virtually no temporal delay.  Such a performance level is deemed 
sufficient to support and implement a small augmented room. 

 

 

Fig. 3. Test environment consisting of three (and more) different displays (3D TV, floating 
image display, vibro-tactile device, etc.) in an augmented environment. 

4 Calibration 

As virtual objects are situated and registered to the physical world through associated 
display systems, there needs to be a method for these display system to be calibrated 
according to the units of the physical world and spatially registered in the whole envi-
ronment.  While standard calibration methods and warping methods exist for moni-
tors and projectors, since the augmented space also use other types of displays, e.g. 
holographic floating image device, we devised a new calibration method, since its 
display mechanism is different from that of the monitors/projectors.  The main dif-
ference is that its optical system floats an image in 3D space and it is very difficult to 
establish the correspondence between the ground truth and actual display points due 
to the geometry of the display apparatus and other restrictions.  For example, the 
floating image cannot be seen from the front direction due to the location of the re-
flecting mirrors and other optical elements.  The ground truth object has to be  
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suspended in 3D space in a “skeletal” form not to occlude any reflecting lights in 
forming the floating image (see Figure 4).  Installation of such a grid structure object 
is not always possible.  Then, one could take a picture, from a known view point 
location, of the floating image overlaid on the ground truth skeletal object, and apply 
image processing techniques to extract the “points” and a set of correspondence 
match.  However, again this is problematic because the imagery is usually not con-
ductive to corner point extraction (e.g. the interior of the display device is dark and 
the skeletal grid points are barely visible).   

Instead we rely on a human to judge whether the floating grid points coincide with 
those of the ground truth grid.  Any perceptual differences are made coincident by 
adjusting the corresponding points in the virtual space.  Such differences (between 
the virtual points of the ground truth and the virtual points of the adjusted ones) are 
recorded and later applied for image correction by interpolating the adjustment val-
ues.  Figure 4 also shows the results of applying the calibration.  Note that such 
calibration is inevitably view dependent and user dependent because the optical sys-
tem for the floating imagery is complicated resulting in different distortion depending 
on the view point and because we rely on human judgments (particularly in depth 
assessments).  Thus, ideally, the calibration must be performed at different nominal 
view points and for customized to the individual user.  

 

 

Fig. 4. Calibrating the floating image device used in our augmented space. A skeletal grid 
representing the ground truth is attached and suspended in the middle of the display space 
above the spherical mirror. A floating grid image is compared to the ground truth and made 
coincident perceptually from a given view point by adjusting the corresponding points in the 
virtual space. The adjustments are recorded and applied to other objects through interpolation. 

5 Conclusion  

In this paper, we have presented a software support platform for representing and 
executing a dynamic augmented 3D scene with heterogeneous display systems.  



78 J. Lee, S. Lee, and G.J. Kim 

While more performance testing and optimization is required, it offers a convenient 
software layer abstraction for realizing augmented environments. We hope that such 
an infrastructure will contribute to proliferate the use of augmented environments for 
various applications to such as entertainment and education. 
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Abstract. When we create an environment of virtual reality based training that 
integrates one or several haptic devices sometimes the first choice to make is 
the device to use. This paper introduces an algorithm that allows us, for a par-
ticular task to be simulated in a virtual environment, to find key data for the de-
sign of appropriate haptic device, or to select the clues in order to get optimum 
performance for that environment and that particular task. 

Keywords: Virtual Reality, Haptics workspace, Manipulability, Optimal de-
signing. 

1 Introduction 

Learning based on virtual reality (VR) is widespread in the field of training of differ-
ent techniques, such as surgery [1-6]. In this field significant improvements have been 
obtained in the combination of traditional learning with VR based simulators [7, 8]. 
The use of this type of simulators has spread to other techniques [9, 10] apart from 
entertainment [11]. 

When finding the haptic device which is more suitable for our task we consider 
two possible ways: On the one hand we have the ability to design a custom haptic 
device, so that the system requirements are the conditions of the design of the new 
device [12] or may be composed of various devices [13]. Moreover we will be unable 
to create a new device but we need a tool that allows us to choose between different 
haptic devices, one that best suits our needs. 

The question to answer is whether we can nevertheless find the haptic device suit-
able for our design. The first thing we have to study is the virtual environment in 
which we work. If you want a versatile system that includes many different environ-
ments, we must choose a device obviously generalist, but it is possible that this device 
is pretty good at all, but not the best in any of the environments. 

There are several methods to optimize the design of a manipulator and to evaluate 
the suitability a haptic device in a specific application [14]. Frequently, a criterion 
consists of obtaining the highest Manipulability measure in the whole workspace  
[15-20]. The contribution includes several measures of quality of the mechanical  
design of a virtual training system [21, 13].  

In this paper we present an algorithm that allows an easy measurement of the prop-
er dimensions of a manipulator-type device, to work on a particular task. 
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Finally we present the results in each case allowing the key data in order to design 
the optimal haptic device for each duty. 

2 Defining the Virtual Environment 

A task to be performed in a simulated environment can be defined by two characteris-
tics: first the virtual environment (VW), the volume where the simulation is per-
formed (Fig. 1), the space in which the End Effector (EE) is moving.  

 

Fig. 1. Detail of positioning options of a VW inside the RW 

 
Fig. 2. Section 2D of the NFM corresponding with the simulation of the working of a machine 
tool 
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Moreover, the movement within this environment is not homogeneous and define a 
navigation frequency map (NFM) according to the zones of VW the EE is visiting 
(fig. 2).  

Figure 1 shows the problem to be solved: first we have the volume (RW) 
represented by the points in space that can reach a haptic device with EE. Of course 
the VW is smaller than the RW. We must find out what part of RW we select to work, 
given that the distribution in RW is not homogeneous. 

 

3 Study of the Quality of the Workspace 

The VW is a subset of all the space a haptic device can achieve: the Real Workspace 
(RW). This space is a characteristic of each device, and depends on their mechanical 
properties. Because of this, the space is not homogeneous, for instance, near the sin-
gular points of the mechanism, we find points where the quality of the device effi-
ciency is very low. 

To quantify the efficiency of the device, we will implement different measures 
based on the concept of Manipulability [22][23][24]: 

 
    μ = σmin(Ju)/σmax(Ju)    (1) 

 
where σmin(Ju) and σmax(Ju) are the minimum and maximum singular values of Ju.  
µ ∈ [0;1] being 1 the optimal value. 
or the average value  
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where µ i is the value of Manipulability in each sub-volume vi of iso-Manipulability 
 

4 Problem to Be Solved 

Since VW is a subset of RW can also study the problem in reverse, that is, defining 
the minimum quality required in each of the proposed virtual environments (fig.3-1, 
3-2). From that minimum desirable quality, and each VW, we can design the right 
device. 

The desired design is based on a device similar constructively to PHANToM family. 
First we draw the volume enclosing the VW, so any point of the virtual environment is 
not beyond the range of the device. More important is the quality of the workspace. To 
build that RW will be used spheres of uniform value of Manipulability. 
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Fig. 3. Two different examples of VW. In each VW we can see subsets in different colors 
representing  different values of desired Manipulability 

5 Methodology 

Firstly it is necessary to define in the VW to study the average desired values, as 
shown in Figures 3. The proposed method begins from the ideal configuration of a 
manipulator, that is with both arms of equal value L (unknown already and defined in 
the algorithm) forming an angle of 90°. As shown in the map of Figure 4, Manipula-
bility maximum values coincide with that configuration.  

We place the center of the subset of VW where the best values are requested, ex-
actly in the EE of the initial configuration described above. We will define the RW 
from this point. Around this point we create a sphere of initial radius 2 mm (in this 
space can be assumed constant value calculated by (2)) and the algorithm begins: 

1º It is increased the size of the sphere (the initial resolution 1mm). 
2º Mean value of Manipulability is checked in the current sphere. 

2-1 If the average value is greater than or equal to the required value: 
- It must be check that the sphere includes the all VW zone with 

the iteration value of Manipulability. 
o Yes: Next subset of VW. 
o No: the area is still too small, it is increasing the radius 

of the sphere. Step 1. 
2-2 If the average value is lower than the required value: 

- We modify the value L, the considered length of the arms of the 
manipulator and proceed to step1 recalculating the sphere of ra-
dius 2mm. 
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Fig. 4. Subspace 2D of Manipulability defined for the real workspace of an OMNi 

After the first iteration and an initial value of L, is passed to the next subset of VW 
with the immediately lower Manipulability value. Once all subsets we can divide VW 
are studied, the algorithm terminates. 

The object of the algorithm is twofold, first the manipulator, and RW should reach 
all points of VW, and the other, in each zone should be achieved with a minimum 
efficiency value. 

6 Results 

In order to evaluate the result of the algorithm, there are three different examples (Simu-
lating arthroscopic surgery, simulation of a boiler inspection, and operation of a machine 
tool-figure 2) with different sizes of VW and different tasks within. We check that the 
haptic device designed for each job, has different mechanical characteristics. 

Case1.- Simulating arthroscopic surgery. Best value of L=142 mm. Similar to 
Sensable’s PHANToM OMNi. 

Case2.- Simulation of a boiler inspection. Best value of L= 118 mm. Similar to 
Force Dimension’s OMEGA. 

Case3.- Operation of a machine tool. Best value of L= 129 mm. Similar to Sensa-
ble’s PHANToM OMNi. 

7 Conclusions 

It has presented an algorithm that allows the optimal design of a haptic device that 
will be used for a specific simulation task. 
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It has been determined that if this task varies, the most suitable device has different 
dimensions. 

When confronted with the task of a simulation involving a haptic device, we can 
use the path defined in this paper as well to design the best possible device properly 
or to choose from a set of existing devices. 

 
Acknowledgements. This work has been partially funded by the FP7 Integrated 
Project Wearhap: Wearable Haptics for Humand and Robots and the Cajal Blue Brain 
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Abstract. The lighting of models displayed in Augmented Reality (AR) is now 
one of the most studied techniques and is in constant development. Dynamic 
control of lighting by the user can improve the transmission of information dis-
played to enhance the understanding of the project or model presented. The 
project shows the development of a dynamic control of lighting based on a data-
glove with accelerometers and A/D NI-DAQ converter. This device transmits 
(wired/wirelessly) the signal into the AR software simulating the keystrokes 
equivalent to lighting control commands of the model. The system shows how 
fast and easy it is to control the lighting of a model in real-time following user 
movements, generating great expectations of the transmission of information 
and dynamism in AR. 

Keywords: Real-time lighting, NI-DAQ, Accelerometers, Xbee, Data-glove, 
augmented reality. 

1 Introduction 

Augmented Reality (AR) is mainly a developed tool for the visualization of 3D mod-
els and other relevant information overlaid in a real world scenario. Using this tech-
nology, we find previous studies about the relationship between student motivation, 
degree of satisfaction, and the user experience or student perception in the interaction 
with and teaching of applied collaborative works is extensive, with recent contribu-
tions that have helped to design new e-learning experiences or dislocated teaching 
using IT, and advanced visualization tools like AR [1], [2].  

This technology is more extensively studied from a technological perspective (the 
Institute of Electrical and Electronics Engineers (IEEE) International Symposium on 
Mixed and Augmented Reality (ISMAR) is the global reference in these advances) or 
from the perspective of sociological and communication impacts (as addressed by the 
annual conference of the International Communication Association) instead of its 
educational capacity or ability to transform teaching and education. 

From the first experiences using this technology [3], we find different works that 
proposes a prototype that helps users to interact with the world, and more recent  
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proposals for users in their everyday interactions with the world [4], which shows a 
device that provides real-time information to the user. 

The 3D models are being used in the field of architecture for the visualization of 
projects for years [5]. The incorporation of AR to these types of projects [6] has in-
creased expectations of the use of this tool reaching to situate the 3D model in the 
place where it will be build [7]. 

This capacity of AR technology, which shows a "completed" reality superimposed 
on reality, allows for the creation of an impossible image of what does not exist as a 
result of the analysis of existing building systems (e.g., structural, facilities, and 
envelope) and geo-location and photo composition. AR could facilitate rehabilitation 
and maintenance tasks, systems verification, and interactive updates in the same place 
and in real time, promoting more efficient management and control processes of 
building construction elements [8].  

All of these improvements in space visualization and interpretation have clear re-
levance to the professional world and lead to a teaching process that allows for the 
rapid assimilation of concepts by the student [9]. 

The main objective of the project is generate a simply dynamic lighting control 
based on a data-glove with accelerometers to interfere in advanced 3D visualization 
software used in the architecture framework to evaluate the behavior of shadows in 
3D project models used in architecture education. 

2 Using AR and Advanced Lighting in Educational 
Environment 

One of the challenges of visualization in these types of projects is lighting. Previous 
experiences have been developed with students in the visualization of objects that 
include lighting as a resource to achieve a better light immersion. The problem of 
virtual models illumination and how it can be integrated into the scene has been also 
widely discussed. In the first approaches to RA, the virtual object was simply over-
lapped in the real environment.  

Major advances in technology focused on the correct calibration and registration of 
objects, studying the possible effects of occlusion and spatial coherence of objects, 
regardless of any other adaptation of the object in the scene. In other words, once the 
object was included in the scene, it was an artificial object, unable to adapt to the 
changes in environmental light. That kind of configurations lacked realism, and consis-
tency of the scene was based only on geometrical aspects [10]. 

The sensation of realism in the scene is obtained primarily through visual interactiv-
ity. While it is true that as more senses involved, a greater sense of realism is achieved, 
a realistic immersion system should be able to create a complete visual simulation or as 
close as possible to it “Fig. 1”.  

 



88 A.R. Clarens and I. Navarro 

 

Fig. 1. Texture maps to cast shadows in real space. On model basis, a lightmap is assigned as 
the main texture, and its inverse image is assigned as an opacity map to acquire transparency. 
So black pixels remained transparent, leaving visible only the cast shadow area. 

Despite of all these improvements, the uses may lose the attention of the presenta-
tion during short necessary breaks needed for the presenter to interact with the com-
puter for activating necessary commands (such keystrokes or mouse movements) for 
generating the desired changes to the model. 

From an educational point of view, it is proved [11] that removing or minimizing 
the impact of these breaks can avoid the loss of attention from audience/students. 
Previous experiences [12], aims to improve comprehension of the project presented. 

For this reason our department (Architecture La Salle, Ramon Llull University in 
collaboration with Graphical Expression Department of the Polytechnic University of 
Catalonia – UPC) has an active open line of research about the impact of technology 
on improving the understanding of the information presented.  

As a part of that line of research we are working on a project that allows the possi-
bility of interaction with the hardware used for showing the information in a real-time 
intuitive way.  

One of the hypotheses of the project is to quantify the change in the dimension of 
the project presentations. 

To allow this interaction, we have embedded electronic components such as acce-
lerometers and sensors to devices like “data gloves”, commands, models or objects 
related to the project. This offers a wide range of possibilities in constant development 
up to date, making the presentation more spectacular.  
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These devices allow independence and self-reliance during presentation, so that the 
transmission of the information can be better focused on the audience as revealed by 
other studies [13]. 

In this case an application has been implemented for acting in the software AR-
Media Plugin® of Inglobe Technologies® for Autodesk® 3DS MAX. 

The main thing of the software developed consists in simulating the keystrokes and 
mouse movements which controls the AR-Media Plugin depending on the informa-
tion received from the device controlled by the presenter.  

Thus, with this movements acquired by the “data-glove” or model we can modify 
the parameters of the light source, its path or even show additional content of the 
project with no need to approach at the computer. 

We are currently working on the first of the four phases in which the project is 
formed: 

• 1st Phase: Project Definition: Defining the problem; Proposed solution; Imple-
mentation; Study hypothesis. 

• 2nd Phase: Study. First tests; Data acquisition. 
• 3rd Phase: Analysis. Analysis of results; Hypothesis review; Proposed improve-

ments. 
• 4th Phase: Improvements. Implementation; Test. 

3 Materials and Methods  

The lighting control is performed by an application in Visual Studio.net (VS.net) that 
is able to acquire data from external devices such as sensors, transducers and accele-
rometers, as in other references [14]. The developed system provides an effective 
solution for the data collection system in real practice [15]. 

This particular project has been implemented in two versions, the wired version 
(A) and the wireless version (B) with same functionality but different features. In both 
cases we use the triple-axis ADXL335 accelerometer. 

3.1 Wired Version (A) 

The accelerometer is embedded inside a polystyrene sphere “fig. 2”, simulating the 
Sun as light source. With NI-DAQ6009 from National Instruments® supplies 2.5V 
and capture input analogic signals in AI0, AI1, AI2.  

This system proposed allows scanning full scale and captures the sensibility of the 
movement by the user changing the position of the light source. Once we have the 
signal digitalized and quantized a basal value is fixed corresponding to a neutral posi-
tion of the accelerometer. 

From this point, the movement of the data-glove modifies the output signal corres-
ponding to x, y, z axis.  
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Fig. 2. Application architecture of version A 

The developed software associates each value of the NI-DAQ6009 inputs with 
light controls of the plugin for modifying the position of the light source.  

For moving the light source to the right, the software simulates the keyboard key 
“→”, move left “←”, move forward “↑” and move backwards “↓”. To move upwards 
in z axis the user needs to push the following key combination: “Ctrl+↑” and 
“Ctrl+↓”. The “Fig. 3” shows the diagram of the dataflow generation and acquisition. 

 

 

Fig. 3. Image of the implementation with the wired polystyrene sphere and the NI-DAQ6009 

3.2 Wireless Version (B) 

In this case, two XBee® RF Modules are used [16]. These Modules, the 3-axis acce-
lerometer and the breakout board FT232 RL USB to Serial are weld and configured 
properly “Fig. 4”. 
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Fig. 4. Application architecture of version B 

When connecting any analogical output of the accelerometer to any digital input of 
the XBee® set as a transmitter, it is important to know the behavior of the data trans-
fer system. If  the value of the signal from the accelerometer exceeds 2,5V, the beha-
vior on the digital input it is like writing a “1” and when the value is lower than 2,5V, 
means writing a “0”.  

This data package is received by the other XBee® module set as a receiver and 
transmitted to the PC via the breakout board FT232 RL USB to Serial port. The soft-
ware reads this data package as data-glove movements and according to these values 
the keyboard keys are simulated “Fig. 5” in the plug-in AR-Media® in 3DS MAX® 
environment. 

 

 

 

 

 

 

 

 

 

Fig. 5. Commands in VS.net for simulating keyboard keys for x and y axis of the accelerometer. 
The same for z axis 

4 Conclusions 

The results of the design of the project make us to fix the target in the following  
concept: how is it possible to increase the ease of use in dynamic lighting control 
based on a data-glove with accelerometers or other human interface and the ability to 
interfere in advanced 3D visualization software with simple lines of code. 

The partial control of the 3D software with two versions with the same functionali-
ty notes that the design of the project developed improves handling and speeds up 
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user interaction. Furthermore, the real-time gestures read by the device give more 
realism and makes the user immerse itself into the project. 

This project has been developed in the department of Architecture La Salle, Cam-
pus Barcelona, Universitat Ramon Llull. The aim of the research is to find new ways 
to explore interaction of users with projects of architecture. This study case goes deep 
into the lighting processes of the architecture illumination. The interaction in real time 
could improve the strategies to project the shapes of architectural designs of the build-
ings in order to get profit of the solar radiation and being more energy efficient. This 
approach to solar studies will generate results which will be one way to reach a  
sustainable architecture thanks to Augmented Reality. 

The next phase (modeled by the CAD/BIM/AR group of the same faculty), will be 
perform during the 2012-2013 academic year with students in their fourth year of an 
Architecture and Building Engineering degree. The experimental framework is in 
progress in the course “Sustainability and Energy Efficiency,” a nine-ECTS-credit 
course that is taught in the second semester. 

In summary, this project presents a smart way to interact on very powerful soft-
ware packages allowing emulate its commands from an external device equipped with 
sensors, accelerometers or other components integrated in data-gloves or data-suits. 
Simulating control commands with few lines of code enhance the presentation to a 
higher level. The solution tested in this project with 3DS MAX® and the AR-Media 
Plugin®, can be extrapolated to almost all 3D modeling and AR programs. 

Next step in Phase 2 of the project is the evaluation with users to obtain results in 
order to study the first design and possible changes to improve the system. 
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Abstract. In this paper we present an ultra-low cost eye gaze tracker specifical-
ly aimed at studying visual attention in 3D virtual environments. We capture 
camera view and user eye gaze for each frame and project vectors back into the 
environment to visualize where and what subjects view over time. Additionally 
we show one measure of calculating the accuracy in 3D space by creating vec-
tors from the stored data and projecting them onto a fixed sphere. The ratio of 
hits to non-hits provides a measure of 3D sensitivity of the setup. 

Keywords: Low Cost, Eye Tracking, Virtual Environments. 

1 Introduction 

In this paper we present a method for constructing an ultra-low cost eye gaze tracking 
system aimed at use in visual attention studies within 3D virtual environments. The 
motivation behind the development of low cost eye gaze tracking systems for virtual 
reality lies in the use of spatial analysis, human behavior research, and neuroscience 
to uncover how the structure and material of a space affects the understanding and 
cognition of space. Virtual reality has been used in the field of space syntax [1] to 
study the paths people take in a new environment. Eye tracking could be used to look 
deeper into the motivating factors of features of the space that entice people to take 
specific directional queues. Virtual reality has also been used in neuroscience [2] to 
replicate maze and visual puzzle experiments traditionally performed on mice. Eye 
tracking has been used in these instances as well. In museums, artifacts have been 
shown to be grouped both spatially as well as visually to create a rich set of connec-
tions [3]. These types of visual pairings and groupings could also be better understood 
through the use of eye gaze tracking. When the building no longer exists, the building 
was never constructed, the layout of the museum or building has changed through 
renovation, or for testing hypothetical spatial structures, eye tracking can be combined 
with virtual reality to gain understanding beyond what is available in the built  
environment. 

Tracking eye movements allows us to see a fairly involuntary human response to 
an environment. Eye movements provide a more quantitative method of studying 
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human behavior and perception [4]. The eye moves in patterns of fixations and rapid 
saccades based on what is being view, when, and where. Capturing these movements 
allows us to see underlying structures in complex objects and patterns in the surround-
ing environment. 

Eye tracking is used for a myriad of purposes including advertising and marketing, 
training, assistive technology, and psychological studies. Inspection and training both 
in the physical environment [5] and in 3D virtual environments [6, 7] can utilize eye 
tracking. Within the realm of virtual environments, eye tracking is used for object 
manipulation [8, 9] and user movement. It can also be used to show predicted eye 
movements based on visual attention cues [10]. Experiential effects, such as depth of 
field, can be improved using eye tracking [11]. A user’s anticipation of a turn in ac-
tive navigation of a virtual environment can be determined by observing eye move-
ments [12]. Salient maps of features in an environment can be used to improve the 
accuracy of eye trackers [13-15] by applying attention theory [16]. Several devices 
also employ two eye trackers for binocular tracking to determine precise 3D location 
[6, 7, 17] and user movement [18]. 

Eye trackers are used for people with motor impairments or other disabilities, al-
lowing them to interact with the physical and virtual environment [17, 19]. Along 
these lines, others have developed methods of reducing the size and weight of porta-
ble eye trackers [17, 20] and for making low-cost eye trackers [17, 21, 22] to increase 
the general accessibility of the technology. 

2 System 

Our system is composed of eye tracking hardware, eye tracking software, and a 3D 
virtual environment model with network messaging and analytics for processing and 
post-processing of the input data streams. 

2.1 Eye Tracking Hardware 

The eye tracking hardware is made from a camera, a lens, a filter, a clamp, a helmet 
mount, and infrared LEDs. The selection of each element was a balance among cost, 
availability, weight, and expected accuracy. The overall design was a helmet or head 
mounted eye tracker in which the image of the eye could be maximized for better 
accuracy. Other designs, such as a remote monitor mounted tracker, were considered, 
but the distance is an issue for maintaining spatial accuracy with the limited hardware. 

Construction of an eye tracker generally requires a camera or two. For virtual reali-
ty that is presented on a single monitor, so only one camera is necessary for most 
setups. While binocular eye trackers exist for some virtual reality setups, they are not 
very useful for a single screen without true 3D capability. Tracking both eyes allows 
the capture of the user’s focal plane. However, in using a single display screen, the 
focal plane can be assumed to be the screen itself. We selected the Sony PlayStation 
Eye camera, as it is possible to get speeds up to 187 frames per second (fps) at a reso-
lution of 320x240 or 60fps at 640x480. The higher frame rate allows us to test higher 
temporal resolutions in capturing human eye movements than traditional web cameras 
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running at 30 frames per second. The high frame rate capability of the PlayStation eye 
was developed by Sony by the maximizing the use of the USB 2.0 bandwidth limits. 
This limitation of data bandwidth is what distinguishes most low cost commercial off 
the shelf product (COTS) USB 2.0 color web-cameras from higher-end more expen-
sive (>$500 USD) industrial application [23] single band cameras which use IEEE 
1394 FireWire, Camera Link, or the new USB 3.0 specification  with higher data 
transfer rates. 

The camera was disassembled, and the plastic cover removed. The plastic lens 
holder was removed, and replaced by a lens mount with threading for m12 lenses. An 
infrared (IR) band-pass filter was inserted into the new camera lens mount to only 
allow IR light onto the imaging array. An 8mm optical lens was screwed into the new 
lens mount. This lens provided a larger, zoomed in view of the user’s eye when 
mounted to the helmet, allowing more space for pupil view analysis, while keeping 
some distance from the user’s eye. 

Infrared light is typically used in eye tracking, because it is not in the visible spec-
trum and does not interfere with the user’s vision. Additionally the human iris reflects 
infrared light, making the iris appear lighter regardless of the visible eye color.  
 

 

Fig. 1. Camera assembly and helmet mount 
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This provides a way to easily discern the pupil from the iris. The pupil center can be 
more easily determined, which is a feature used for comparison in most eye tracking  
methods. An infrared light source was constructed from IR LEDs to illuminate the 
eye for use in indoor environments. 

There are several options when it comes to mounting the camera assembly for 
monitoring computer display interaction. The typical setups include mounting to the 
bottom of the monitor as a remote camera, and mounting to the user’s head using 
glasses or a helmet. We chose a head mounted approach using a helmet in order to 
increase the spatial resolution of the eye movements and to minimize calibration is-
sues associated with large zoom lenses. Metal alligator clips on rods were taken from 
an electronics magnifier and used to hold the camera assembly onto the helmet while 
allowing for the slight adjustments needed for different users. 

2.2 Eye Tracking Software 

The core of the system relies of the work of the ITU GazeGroup [24]. The ITU Gaze 
Tracker is an open source eye tracker developed at IT University of Copenhagen [22] 
aimed at providing low cost alternatives to commercial systems and making it more 
accessible. The software is extremely flexible in terms of input hardware, hardware 
setup, and feature tracking. Their system also allows for control over the sensitivity of 
each feature. Additionally, there are several levels of calibration available. The ele-
ment that is most important for our system is the ability to stream out the view loca-
tion in screen coordinates over the network via Universal Datagram Protocol (UDP). 

In addition to the ITU Gaze Tracker software, we also used drivers developed by 
Code Laboratories [25] specifically for the Sony PlayStation 3 Eye Camera. These 
drivers provide access to the higher frame rates available through the camera. 

2.3 Virtual Environment 

The Unity Game Engine [26] is a popular 3D video game engine used for developing 
and publishing video games on many platforms. It is free for non-commercial use, and 
extremely flexible with three powerful scripting languages, and the ability to bind to 
external libraries. We developed a set of scripts to capture the view points as well as 
the position, location, and field of view of the user along with the current system 
timestamp. The data is saved to a file, which can be loaded, analyzed, and visualized. 

The user’s view is captured by the ITU Gaze Tracker, which sends the coordinates to 
Unity via UDP. During each frame of the virtual environment, the position, rotation, and 
field of view of the user’s camera is captured. If there has been a new view coordinate 
received since the last frame, then the 2D screen coordinates from the ITU Gaze Tracker 
are concatenated with the 3D camera data, and the entire data set is stored to file. This 
ensures that there is always 3D camera data associated with a 2D view coordinate. For 
this association we assume that the virtual environment operates at a higher frequency 
than the eye tracker. In our tests, this was the case, as the environments were highly op-
timized, and the limiting factor was the frequency of the eye tracking camera. However, 
we do record both the camera data and the eye tracking data separately as well for cases 
where a custom post-synchronization step is necessary. 
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Fig. 2. Overall software architecture. Eye tracking software passes eye tracking data through 
UDP. The 3D Virtual Environment receives the eye tracking data and records it to a file. It also 
captures the current camera matrix and saves the 3D position and view data to a file. 

2.4 Visualization 

One typical method for analyzing eye tracking data in two dimensions is through the 
use of a heat map. A heat map of eye movements or mouse movements is an aggrega-
tion of time spent in each location of the 2D space. This is accomplished by applying 
a circle with a radial gradient of transparency to each recorded location with an inten-
sity of the duration spent in that location. This 2D visualization method is not particu-
larly well suited to 3D space without much more data points to aggregate. 

The visualization in Figure 3 is a 3D virtual environment constructed using Auto-
desk 3D Studio Max and Adobe Illustrator. Our initial motivations prompted the use 
of virtual museums for initial testing. As an example we selected Tadao Ando’s Pu-
litzer Foundation of the Arts, for its ability to produce alternative visual and spatial 
interpretations using space, light, and color [27].  

To visualize the eye tracking data in 3D space we use the camera projection ma-
trix, which includes the position, rotation, and field of view. We then take the 2D 
view coordinate data and using the recorded dimensions and aspect of the display, we 
calculate a projection vector. Using a screen-to-world operation we project the vector 
into the 3D environment from the camera location until it hits a surface. At that hit 
location in 3D space, we create a colored sphere. The center of the sphere corresponds 
to where the user was looking at that point in time. The radius of the sphere corres-
ponds to the distance between the camera and the hit location. Smaller spheres 
represent smaller viewing distances, while larger spheres represent larger viewing 
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distances. Lastly, the color ranges between a spectrum of two hue values in the Hue-
Saturation-Value (HSV) color space to represent the time within the trial. 
 

 

Fig. 3. Screen shot of a visualization of the eye tracked data over one user session in a 3D vir-
tual environment 

3 3D Accuracy Testing 

As a preliminary test for accuracy, we designed a test environment in which the sub-
ject is asked to focus on a specific object. The environment, see Figure 4, consists of a 
rectangular room 24m wide by 24m in depth and 4m in height. A red sphere of 0.5m 
diameter is placed at the center of the room. The camera is set at an eye height of 
1.8m. As the subject moves around the space, keeping the red sphere in view, the user 
is asked to keep their eyes on the sphere. 

After a user has moved through the space, viewing the center sphere, we are able to 
project rays from each recorded view to a location in the space. By varying the size of 
the center sphere, we are able to see and count what ratio of hits contacted with the 
sphere, and which did not. Since the user continuously views the center sphere, the 
trajectory of the ray should tend to intersect the sphere, but with variance due to the 
accuracy of the eye tracking, and of the ability of the subject to remain in position. 
Figure 5 shows a screen capture of projections from 1 subject trial, using 5 different 
size diameter center spheres. The ideal case is that all of the hit spheres would be 
attached to the center sphere when its diameter is equal to 0.5m, the same as in the 
experiment. As we increase the sphere size, we get a sense of the error falloff in three 
dimensions. 
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Fig. 4. The layout and dimensions of the test environments with a sphere located at the center 
of a large rectangular room 

 

Fig. 5. A sequence of screen captures of projected spheres of increasing size for one subject 
trial. Larger spheres identify a larger error capture zone. 391 out of 1171 samples were captures 
by a sphere of diameter 4.0m. 



 Ultra Low Cost Eye Gaze Tracking for Virtual Environments 101 

4 Conclusions and Future Work 

We have demonstrated that an eye tracker for virtual reality can be developed at low 
cost, which can be used for some areas of research within 3D virtual environments. 
Additionally we provided a new measure for 3D sensitivity to indicate the accuracy of 
the system for a particular eye tracker setup. 

Future work could incorporate an open-source model of 3D printed glasses specifi-
cally for the PS3 Eye Camera. Additionally the integration of salient maps to lock 
onto the most likely candidates for visual attention, may be useful for better accuracy 
in low cost systems. Lastly more measures of 3D movement, including angular veloc-
ities and angular accelerations, could be incorporated into a more robust regression 
model to determine which aspects of interaction with the 3D virtual environment are 
likely to cause the most errors in hit detection for low cost systems. 
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Abstract. This paper proposes the methods of generating virtual reality system 
with stereo vision, simple and widely used 3D stereoscopic displays. However, 
we are motivated by not only 3D stereo display but also realistic rendered 
scenes popped out of screen which can be thought of as an interactive system 
addressing the human-to-virtual-objects manipulation. The user of the system 
can observe the objects in the scene in 3D stereoscopy and can manipulate 
directly by using hand gestures. We present the technique to render the 3D 
scene out of the screen and use KINECT device to keep track of user's hand 
movement to render the objects according to the user's view.  

Keywords: virtual reality, stereoscopy, real-time rendering, head tracking. 

1 Introduction 

Our system presents a stereo rendering technique by which virtual models are 
superimposed on the computer screen and appear as realistic models in the human 
interactions. We present an algorithm to compute and assign the parallax value to the 
pair of left and right stereo images of an object in the screen space to "bring" the 
objects out of the screen in a whole real-time process respecting the consistence of 
disparity map of the original 3D rendered scene. We limit the position of the user at 
the distance of 40-60cm to the screen in order that the user can conveniently reach 
and manipulate the objects virtually. 

In a stereo rendering system, it is highly required to maintain the position and 
orientation of the user’s view toward the screen display as a straight gaze; therefore 
the human perception of depth and immersion can be kept stable and most accurate. 
Any changes in the viewer's position and direction can always potentially result in the 
distortion of the scene or the objects in screen space and lead the human perception 
into some negative symptoms of the eyes such as eye strain or fatigue. In our system, 
we track the human head pose, and from the information collected, we introduce a 
new projection matrix calculation to adjust the projection parameter for the rendering 
of a new scene so that the viewer cannot feel (or at least cannot perceive easily) the 
distortion of the scene while the 3D stereo vision can retain the fidelity.  
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Fig. 1. Using KINECT and webcam to help the viewer to see object more realistic and 
interacting with them in 3d stereoscopic environment 

In many cases, exposure to stereoscopic immersion techniques can be lengthy so 
that the user can face eye strain. The more the viewer's eyes are not oriented straight 
ahead to the computer screen, the more distortion of the objects will occur 
dramatically. We limit the angle of the user's orientation to the computer screen by 45 
degree from both left and right sides from the straight direction in order to keep the 
rendered scene staying realistic for human perception.  

In addition to enhance the interaction, we develop some basic manipulations that the 
viewer can perform on the virtual scene and objects. We use the KINECT device to 
capture the hand gestures of the viewer. We define and implement some new hand 
gestures based on the fundamental implementation of KINECT SDK. The viewer can 
perform gestures while recognizing the change of rendered scene. We define some signs 
of these changes in the scene objects such as they appear marked with colors when being 
touched; they are moving or rotating corresponding to the movement of hands. 

2 Related Work 

Using 3D stereoscopy in movie is a new trend in the world. There are a lot of famous 
movies that are produced by using 3D technology. And, some producers have spent 
money and time to convert their movies from 2D to 3D products. There are many 
researches in stereoscopic 3D to apply in many fields.  
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Paul Bourke wrote “Calculating stereo pairs” [10] in July, 1999 for discussing on 
the generation of stereo pairs used to create the perception of depth that are very 
useful in many fields such as scientific visualization, entertainment, games, etc. In his 
researches, the author was using stereo pairs with one of the major stereo 3D display 
technologies to create virtual three dimensional images. He already calculated eye 
separation distance and focal length to define category of parallax: positive parallax, 
negative parallax and zero parallax. 

Paul Bourke created anaglyphs using OpenGL [10] in 2000 and updated these 
anaglyphs in 2002 by using GLUT library to do filtering automatically for left and right 
eye images. By using OpenGL, another person - Animesh Mishra was also rendering 3D 
anaglyphs [11] more precisely and effectively than previous one. He measured the 
amount of parallax for a vertex beyond convergence distance, calculated distance 
between intersections of left eye, right eye with screen for each case of parallax. 

In 2008, François de Sorbier, Vincent Nozick and Venceslas Biri presented GPU-
based method to create a pair of 3D stereoscopic images [7]. This is a new method 
using the advantages of GPU to render 3D stereo pairs including geometry shaders. 

Besides, KINECT’S SDK tools support some tracking methods for using this 
device such as hands gesture capturing. Jens Garstka and Gabriele Peters 
demonstrated a view-dependent 3D projection using depth image based Head tracking 
method. They discussed about how to use depth image algorithm when they tracked a 
head. In this method, they used the depth images to find the local minima of distance 
and surrounding gradients to identify a blob with the size of a head, then transformed 
the drawn data and processed these data for tracking of a head. With view-dependent 
3D projection, it provided the viewer a realistic impression of projected scene 
regarding to his/her position in relation to the projection plane. 

 
Fig. 2. Definitions in anaglyphs technology 
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3 Theory and Concept 

3.1 3D Stereoscopy 

In this paper, we focus on rendering 3D stereo using anaglyphs technology. How to 
render stereoscopy? In order to render stereo pairs, we need to create two images, one 
for each eye. We must understand some definitions about parallax, eye separation, 
aperture, etc. 

For parallax, the distance between the left and right eye projection is called the 
horizontal parallax. If the object is in the opposite side from the eyes over the 
projection plane, it is called positive parallax. If the object is located in front of the 
project plane and same side with eyes, it is called negative parallax. Final definition is 
zero parallax where the object is located right on the projection plane. 

To generate the stereoscopic images or objects on the screen, we need two images: 
one for left eye and one for right eye. There are two general approaches to make these 
images: Toe-in and Off-axis. Toe-in makes the viewer feel sick or gives some sorts of 
headache while Off-axis does not cause any problems. Off-axis approach is the better 
one and it also uses two asymmetric frustums. To get two pictures for left and right 
eyes, we need three steps: transforming camera (translation), calculating frustums and 
rendering of scene.  

Fig. 3. Perspective view frustum 

 wd2=near.tan( . ;   (1) 

 b= - wd2  (2) 

* Frustums for left: 

 l=b.  ;  (3) 

 r=b.  +0,5. eye_sep.  (4) 

* Frustums for right: 

 r=b.  ;  (5) 
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 l=b.  +0,5. eye_sep.  (6) 

As mentioned above, GPU-based geometry shaders can be used to render 3D 
stereoscopy by processing vertices and pixels. The main purpose of geometry shaders 
is to clone input primitives without requiring any process on the vertex attributes 
while traditional method renders it twice. By using the power of graphic cards, the 
performance of 3D stereo rendering in GPU-based method is approximately faster 
twice than the traditional methods. This method is very useful for rendering 3D stereo 
anaglyphs. 

3.2 KINECT Tracking 

There are so many researches in head pose tracking and gesture tracking. One of 
tracking technique is to calculate depth-images. In 2010, Microsoft launched the game 
controller KINECT with Xbox 360. The basic principle of KINECT’S depth 
calculation is based on stereo matching. It requires two images: one is captured by the 
infrared camera, and the other is the projected hard wired pattern [6]. These images 
are not equivalent because some distances between camera and projector. Therefore, 
we can calculate object positions in space by the view dependent 3D projection. 

4 Implementation 

With the expectation to reduce eye strain headache or sickness for the viewer, we 
implemented an application for 3D anaglyphs based on off-axis approach. Besides, to 
improve the performance of 3d stereoscopy, we also apply GPU-based shaders in the 
implementation.  

Step 01: Anaglyphs using GPU 
To build 3D anaglyphs, we are following the concepts mentioned in the previous part 
and information in “Build your own 3D display” course [3]. In this part, we define the 
samplers corresponding to the left and right images, then use the geometry shaders to 
calculate in fragment and vertex shaders of GPU and assign the output fragment color 
to the anaglyphs rendering in the application. Belonging to the output of left and right 
matrices, we have different anaglyphs mode such as full color mode, half color mode 
and optimized color mode. The matrix of full-color anaglyphs is shown as below:  
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The result of this part is an application with an object in 3D stereo belonging to 
anaglyphs approach. The object can be scaled, changed the position or mono mode 
from 3d stereo modes. (Fig.5.a) 

Step 02: Tracking with KINECT  
In our system, we use the 3GearSystems [9] in order to track hand gestures. This 
system enables the KINECT to reconstruct a finger-precise representation of hands 
operation. Therefore, this system gives the best results for hand-tracking process and 
allows us to integrate with the stereoscopic application.  

3GearSystem can use either OpenNI [8] or KINECT SDK for Windows as the 
depth sensing camera SDK. In our system, we choose OpenNI SDK with two 
KINECT devices. 3GearSystem has many advantages in comparison to other systems 
used for hand gestures tracking. There are lots of KINECT software and algorithms 
working best when capturing large objects or full-body of the user. It is required that 
the user must stay away from KINECT sensor several meters. 3GearSystem uses two 
KINECTS to capture both hands and to enhance the precision of tracking process. 
The KINECT devices are mounted over a meter above the working place. This is to 
help the users work as in normal condition and they can perform hand gestures in 
front of their screens conveniently. This 3GearSystem satisfies our requirements. 

3GearSystem uses a hand-tracking database to store the user’s hand data. In order 
to integrate 3GearSystem into our application, we need to first calibrate the system 
and train 3GearSystem about our hands data. This training process consists of the 
following steps: calibration, training hands shape (Fig.4), training six hands poses, 
and creating the user data. 

 
Fig. 4. Hand shape training 

Step 03: Integration of the stereoscopic rendering and tracking 
This paper focuses to make the viewer comfortable when they are watching the 3d 
stereoscopy. Furthermore, the viewer will be more interested if they interact with 
objects in the system or when they are moving some things by hand gestures.  

We also integrated hand gestures and head tracking. With hand gestures, viewer 
can move an object in the system from this place to another place or from back to 
front of the project plane. On the other hand, head tracking will track the viewer’s 
head when it moves left-right or up-down and displays the hidden part of an object. 
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Abstract. Current remote piloted aircraft (RPA) operations typically have one 
sensor operator dedicated to a single sensor, but this may change in the future. 
To maintain a clear line of sight, the operator must know which sensor to switch 
to, especially for a moving target. We researched whether using augmented re-
ality and presenting obstruction information helped operators maintain good 
situational awareness about sensor target relationships. This study had two in-
dependent variables: predictive interface (three levels—none, predictive only, 
and predictive with rays) and interface configuration (two levels—with and 
without dedicated sensor screens). The results of this study showed that the pre-
dictive interface did not increase the operators’ performance; however, their 
performance did increase when we added the dedicated screens.  

Keywords: augmented reality, sensor management, RPA, control station. 

1 Introduction 

Advances in sensor technology have allowed smaller and smaller remotely piloted 
aircraft (RPA) to capture full motion video. Ground forces have desired this relatively 
new capability, and the military expects them to continue to need the technology for 
some time. To meet this need, the military expects sensor use to increase, making 
more and more information available to the troops in the field. As the amount of vid-
eo data increases, the military can conduct more comprehensive and efficient surveil-
lance, but this will require the operator to make more decisions.   

In an effort to better understand the impact of multiple RPAs, we chose a persis-
tent stare mission as the experimental task. The persistent stare mission requires the 
participant to maintain a sensor line of sight on a designated target at all times. One of 
the main challenges with this task is that terrain features sometimes occlude the sen-
sor view, especially in urban environments. One way to overcome this problem is to 
fly high and stay directly overhead of the target. Unfortunately, smaller RPAs do not 
fly very high and are slow, so a fast moving target (such as a car) could out run the 
RPA. Also, the lower-flying RPA is more likely to be detected.  
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One strategy to maintain constant eyes on a target with smaller RPAs would be to 
employ multiple RPAs around an area. Most likely no one RPA will have a clear line 
of sight to the target at all times, but at least one of them should. The key is for the 
operator to understand which RPA has the clear line of sight. The purpose of this line 
of experiments is to investigate interface technology that can help operators gain this 
understanding. 

2 Background 

We are not the first to use augmented reality and obstruction information. Israeli re-
searchers (Porat, 2010) have previously experimented with using augmented reality. 
They used augmented reality to help two people maintain persistent stare of a moving 
target in an urban environment. Figure 1 shows an example of the ‘Castling Rays’ 
developed by Porat. The Castling Rays provided an operator with information about 
the elevation of the sensor, the RPA affiliation, and obstruction information (whether 
or not the sensor could see the desired stare point). The results from Porat showed that 
these measures increased operators’ performance and situation awareness. The re-
searchers at the Air Force Research Laboratory (AFRL) wanted to follow up the con-
cept of using augmented reality for aiding in decision making. In particular, the AFRL 
researchers wanted to know what information to encode in the rays.  

 

 
 

Fig. 1. Sample of the ‘Castling Rays’ augmented reality 

The AFRL research consisted of three studies that investigated different aspects of 
line-of-sight rays and target conditions. In the first study, AFRL required participants 
to monitor the front door of a building in an urban environment and indicate when 
persons of interest entered the building. Then, in phase two of the study, a person of 
interest (POI) leaves a building and participants were to maintain a clear line of sight 
to the moving target. For the first study, we auto-tracked the moving target. The task 
for the second and third studies focused only on the moving target task. We told the 
participants that they were providing support to a customer who was behind enemy 
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lines and had a small screen with only a single view (like a smart phone or tablet). 
The customer was relying on them (the participant) to provide constant line of sight of 
the target. All four sensors would move together, so if the participant changed the 
stare point, the stare points for the other sensors would move as well. The interface 
used for all the studies consisted of a map, master sensor screen (the external custom-
er’s screen), and multiple dedicated sensor screens.  

In the first study (Rowe, 2012), we varied four different aspects of the rays. The 
ray thickness varied with distance or sensor resolution. We showed obstruction  
information by using dashed rays when the target was obstructed. For sensor identifi-
cation, we assigned each RPA a different color. We also varied whether or not the 
rays were selectable. The results of the first study indicated that the optimal condition 
for both the stationary and moving target conditions was solid rays that showed sensor 
identification and were selectable. Contrary to what we would have thought, operators 
did not perform better when the rays showed obstruction information. We think this 
outcome was mainly due to the auto slewing of the sensors.  

The second study had two independent variables: ray configuration (three levels—
rays with obstruction information, rays without obstruction information, and no rays) 
and interface configuration (two levels—with and without dedicated sensor screens). 
The results again showed that operators performed better when we did not provide 
obstruction information on the rays. The dedicated sensor views did not significantly 
increase operators’ performance, but they did reduce operators’ workload and were 
more desirable to the operators.  

From the first two studies, it seemed clear that the rays were useful and did im-
prove operators’ performance. The dedicated sensor screens also were valuable be-
cause they reduced operators’ workload. Following these studies, we had several 
questions that we wanted to investigate in the next study: ‘Does adding more sensors 
make the rays less useful?’, ‘Can we display the obstruction information in a different 
way to make it more useful?’, and ‘Will the dedicated screens increase operators’ 
performance with an increased number of RPAs?’  

The third study again had two independent variables: predictive interface (three 
levels—none, predictive only, and predictive with rays) and interface configuration 
(two levels—with and without dedicated sensor screens). The results of this study 
showed that operators did not perform better with the predictive interface; however, 
they did perform better when we added the dedicated screens.  

2.1 Hypotheses 

The first hypothesis for this paper (h1) is that conditions with the timeline will outper-
form the conditions without it. The second hypothesis (h2) is that there will be an 
interaction between the interface configuration and presence of the timeline, meaning 
the timeline will replace the need for the dedicated screens. Finally, the third hypothe-
sis (h3) is that the conditions that provide obstruction information will outperform the 
conditions that don’t. 
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3 Methods 

3.1 Participants 

We used a total of 24 (21 males, 3 females) participants for the study. All of the par-
ticipants were subject matter experts (SMEs) and had experience with using or ex-
ploiting remote sensors. Twelve of the participants were from the Springfield Air 
National Guard (SPANG), and the other twelve participants were from distributed 
ground station -Indiana (DGS-IN). 

3.2 Apparatus 

This study used eight computers running the Windows 7 operating system, and all 
computers were connected to a local network. Six computers ran individual instances 
of a virtual environment that we developed in-house (Subr Scene). Subr Scene ren-
dered a digital representation of Sadr City in Iraq. We used these computers as sensor 
feeds for the Vigilant Spirit Control Station (VSCS) (Rowe & Davis 2009) and had 
their desktops duplicated and streamed digitally for VSCS to consume. We used 
FFmpeg for both decoding and encoding the video stream in H.264. A fifth computer 
ran the Vigilant Spirit Simulation and Vigilant Spirit’s Zippo. Zippo controls Ter-
nion’s Flames Simulation Framework, which we used to send distributed interaction 
simulation (DIS) packets to control the four computers running Subr Scene. Each 
participant used a sixth computer running the VSCS in conjunction with two, 24-inch 
monitors set to a resolution of 1920x1200 pixel, and a Dell laser, 6 button, wired 
mouse. We permitted each user to adjust their distance from the monitors as desired. 
Figure 2 shows the participant control station. 

 

 
 

Fig. 2. Desktop system that participants used 
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3.3 Task 

Similar to what we had done in previous studies, we told the participants to provide 
the best possible sensor feed to a notional joint terminal area controller (JTAC) who 
was equipped with a small hand-held computer (similar to an Apple iPad) that can 
only consume one video at a time. In this scenario, the JTAC was relying on the par-
ticipant to maintain a constant view of a high value individual (HVI). The HVI moved 
through an urban environment for approximately eight minutes, stopping twice per 
trial to converse with associates. The trial ended when the HVI entered a building. We 
randomly placed six RPAs in one of six predetermined starting positions, and they 
flew a predetermined route. Due the path of the target and the route of the RPAs, no 
one RPA had a clear line of sight to the target at all times. 

3.4 Procedures 

We gave the participants an introduction to the program, and they reviewed and 
signed the informed consent form. They then completed three training trials that we 
had designed to familiarize them with the task and the different aspects of the control 
station. After they had completed the training trials, they completed 12 data collection 
trials. After each trial, we administered questionnaires that assessed workload and 
situation awareness. 

3.5 Independent Variables 

The experiment had two independent variables: obstruction information presentation 
(OIP) and interface configuration. The OIP independent variable describes how we 
presented the obstruction information to the participant. The OIP independent variable 
had three levels: none (no obstruction information presented), timeline only (obstruc-
tion information presented through the timeline only), and timeline with rays  
(obstruction information presented through timeline and the vantage rays). The inter-
face configuration independent variable determined whether or not the operator had 
dedicated screens for each of the sensors. Figure 3 shows an example of the map (A), 
master sensor screen (B), timeline (C), and the six dedicated sensor screens (D).  

3.6 Dependent Variables 

We collected objective and subjective measures to assess the participants’ performance. 
We collected the following objective measures: percent unoccluded, average unoccluded 
time span, total number of transitions, and number of good transitions. The percent unoc-
cluded was the amount of time the HVI was actually visible in the master sensor screen 
divided by the amount of time the HVI was potentially able to be seen in the master sen-
sor screen. The average unoccluded time span was the average length of time the HVI 
was in the master sensor screen. The total number of transitions was a count of the num-
ber of times the participant switched sensors in the master sensor screen. The number of 
good transitions was a count of the number of times the participant switched sensors and 
was able to see the HVI in the new sensor. We also collected subjective measures for the 
operators’ situation awareness and workload. 
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Fig. 3. Sample interface with map (A), master sensor screen (B), timeline (C), and six dedicated 
senor screens (D) 

4 Results 

We observed significant differences in only two of the objective measures. Neither of 
the subjective measures showed any significant differences. For transition count, we 
observed significant effects (p < .001) for ray condition (no rays: 16.59; timeline only: 
21.86; timeline with rays: 25.44) and interface configuration (master sensor screen 
only: 24.46; master sensor screen with six dedicated screens: 18.12). A significant 
interaction (p < .05) existed between ray condition and interface configuration when 
the difference between interface configuration levels was smaller under the no ray 
condition. 

For user percent unoccluded, there was a significant main effect (p < .05) for in-
terface configuration (master sensor screen only: 84.5%; master sensor screen with 
six dedicated screens: 86.7%) and an interaction between ray condition and interface 
configuration. 

5 Discussion 

The underlying belief behind the hypotheses was that the obstruction information 
would be beneficial; however, the data does not support that theory. When consider-
ing the performance metric user percent unoccluded, the main factor that improved 
operators’ performance was the dedicated sensor screens. This data does not support 
hypothesis h1or h3 (obstruction information would improve operators’ performance). 
Hypothesis h2 postulated that the timeline would remove or reduce the need for the 
dedicated screen, but we did not see that at all. When looking at the transition counts, 
which may be an indication of the operators’ workload, we see no benefit of provid-
ing the participants with the obstruction information; in fact we see an opposite effect. 
The question is ‘Why did we see this?’ 

We think that the main reason providing obstruction information did not help op-
erators is that the database for our environment contained noisy information. In order 
to determine if a sensor is being blocked or not, the operator needs a detailed database 
of the environment. In our experiments we had such a database; however, it did not 

A 

B 

C 

D 



 Information Management for Multiple Entities in a Remote Sensor Environment 117 

account for architectural details (e.g., awnings) or other attributes in the environment 
such as trees or vehicles. These minor omissions from the database would cause the 
obstruction information driving the timeline to be incorrect, which would in turn lead 
the participants to not trust the timeline. 

6 Conclusion 

In conclusion, the data from previous and current research suggests augmented reality 
rays improve operators’ performance when maintaining persistent stare with multiple 
sensors. One caveat to this research is that all of the tasks took place in an urban envi-
ronment with straight and either parallel or perpendicular streets, possibly helping the 
operators in unforeseen ways. The number of RPAs an operator is controlling also 
influences the utility of augmented reality. In addition, the data suggests that provid-
ing obstruction information is not beneficial. Future researchers will examine the 
appropriate size for the dedicated sensor screens and begin to look at how to employ 
this technology on mobile devices. 
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Abstract. When moving through the world, humans receive a variety
of sensory cues involved in self-motion. In this study, we clarified whether
a tactile flow created by a matrix of vibrators in a seat pan simultane-
ously presented with a car-racing computer game enhances the perceived
forward velocity of self-motion. The experimental results show that the
forward velocity of self-motion is significantly overestimated for rapid
tactile flows and underestimated for slow ones, compared with only op-
tical flow or non-motion vibrotactile stimulation conditions.

Keywords: Tactile flow, Optic flow, Multisensory integration.

1 Introduction

In chair-like vehicles, humans generally detect velocity information using visual
cues and detect acceleration and angular acceleration information using mechan-
ical cues (vestibular and tactile sensations). The authors have been focusing on
developing multisensory displays, such as vestibular and tactile displays, to facil-
itate self-motion perception in a vehicle-based VR system [2,18,3], which present
multiple modality stimuli to produce a subjective realistic experience [12].

A stationary observer often feels subjective movement of the body when view-
ing a visual motion simulating a retinal optical flow generated by body move-
ment [22]. Gibson concluded that a radial pattern of optical flow is sufficient for
perceiving the translational direction of self-motion [9]. In virtual reality envi-
ronments, not accurate speed but differences in locomotion speed are perceived
from an optical flow [4,5]. The self-motion generated by the optic flow is further
facilitated by adding a sound moving around the user [17], a constant flow of air
to the user’s face [19], or simple vibrotactile cues from a seat [16,7]. Even when
tactile and visual stimuli indicate motions in different directions, sensitivity to
motion can be improved [10]. When consistent somatosensory cues are added to
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the hand (a sustained leftward pressure on a fist for rightward visual rotation),
the cues also facilitate vection [15].

The conventional tactile seat vibration approach has been used for directing
visual attention or displaying directional information [21,11,13]. For example,
Tan et al. developed a 3×3 tactile matrix display built into a back rest or seat
to provide directional or way-finding information [21]. Hogema et al. conducted
a field study with an 8×8 matrix of tactors embedded in the seat pan in car to
indicate eight different directions [11]. Israr and Poupyrev proposed an algorithm
to create a smooth, two-dimensional tactile motion for a 4×3 tactile matrix
display and applied it to computer games [13]. Our approach is different from
these previous studies in that we focus on the tactile seat vibration approach to
create a forward velocity change of self-motion.

The actuators in most tactile matrix displays are arranged sparsely. However,
the apparent motion, the illusory perception of motion created by the discrete
stimulation of points appropriately separated in space and time, can be expe-
rienced between pairs of touches, as well as pairs of lights or sounds. With the
stimuli generating optimum apparent motion, the user would not perceive two
discrete tactile stimuli but rather a single moving tactile stimulus between the
two, regardless that the tactile stimulus is not actually moving on the surface of
the skin [6,8]. The tactile apparent motion is elicited with two main parameters:
stimulus duration and the inter-stimulus onset interval (ISOI, often referred as
stimulus onset asynchrony: SOA [14]) between onsets of subsequent tactile stim-
uli [20]. Both parameters determine the velocity of illusionary movement. In our
study, we used seat vibration to provide a velocity cue of self-motion, which was
varied by changing the ISOI between the onsets of sequentially activated rows
of vibrators.

2 Experiment: Tactile Flow with Car Racing Video Game

To test the feasibility of enhancing perceived forward velocity of self-motion in
a virtual environment, we conducted an experiment using ten-second videos of
a car-racing computer game with our tactile feedback device. We also evaluated
the perception of moving forward velocity using an expanding radial flow motion
in peripheral vision and a tactile flow from a seat pan. In both experiments,
participants viewed optical stimuli while gazing at a fixation cross and sitting
on a tactile stimulator on the seat pan and rated their perceived forward velocity
by using the method of magnitude estimation.

2.1 Method

Six participants (three males and three females; 18-35 years old) participated.
Recruitment of the participants and the experimental procedures were approved
by the NTT Communication Science Laboratories Research Ethics Commit-
tee, and the procedures were conducted in accordance with the Declaration of
Helsinki. None of the participants was aware of the purpose of the experiment.
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The tactile stimulator is composed of twenty voice-coil motors arranged in a 4
× 5 grid and an aluminium plate (196-mm long × 245-mm wide × 3-mm thick,
A5052P) with holes. The voice-coil motor is a full-range speaker (NSW2-326-8A;
Aura Sound Inc.), and presents stronger stimuli in a wider area than conventional
eccentric rotating mass vibration motors. Each voice-coil motor was attached to
pin-arrays made of ABS resin and vibrated sinusoidally at 50 Hz for 200 ms of
stimulus duration. The pins popped up from the holes and vibrated vertically.
Five voice-coil motors in the same lateral line were driven together by a computer
with D/A boards (DA12-16(PCI) and DA12-8(PCI); CONTEC Co., Ltd.) and a
custom-made circuit (including an amplifier). They were sequentially activated
with a constant interval, which created a tactile motion from front to back. We
varied the ISOI (100, 200, or 300 ms) to change the velocity of the tactile flow.
In the conditions where the ISOIs were greater than the stimulus duration (200
ms), there was a blank interval between tactile stimuli. In addition, we used two
control conditions for tactile flow: a non-motion random vibration (five vibrators
out of twenty randomly and successively activated with a 200-ms duration and
200-ms ISOI); no vibration (i.e., vision-only condition).

Participants were seated on the center of the tactile device. One side of the
tactile device was parallel to the monitor. They were instructed to keep their
heads on a chin rest as shown in Fig. 1. The participants observed the stimu-
lus binocularly. Participants wore an earmuff (Peltor Optime II Ear Defenders;
3M, Minnesota, USA) to mask the sound of the tactile device. Subjects were in-
structed to watch the fixation cross shown at the center of the stimulus display
during the trial. The standard stimuli consisting of visual motion were presented
for ten seconds. After a two-second pause, the test stimuli consisting of visual
and/or tactile motion were presented for ten seconds. During the experiment,
the experimental room was darkened. No lighting other than the monitor was
present in the room.

A recorded video of a car-racing computer game (TORCS; The Open Racing
Car Simulator [1]) was presented as a visual stimulus. The video gives a first-
person perspective while driving the car on a straight stretch of a racing track.
The playback speeds of the video were changed (133%, 100%, or 66%), and
then the length of the videos were set to identical lengths (ten seconds). A
fixation cross was always shown at the center of the video, and the participant
was instructed to gaze at it during the trial. In the video, there were some
cues related to optical flow, such as road texture, signboards on a wall, and
some buildings. Figure 2 shows the temporal sequence of the experiment. The
participants’ task was to estimate the velocity of self-motion. Two trials were
conducted for each condition. The presentation order of the fifteen conditions
(five tactile conditions × three video playback speeds) was pseudo-randomized.

Visual stimuli of control condition were radial expansions of approximately
1,000 random dots in each frame, simulating a translational motion. The dots
had a diameter changing from six pixels (corresponding to 0.5 degrees) to thirty
pixels (2.5 degrees) according to the distance from the center. The visual stimulus
images (1,024 × 768 pixel resolution at 60-Hz refresh rate) were presented on
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EarmuffVisual monitor

Tactile stimulator

Chin rest

Fig. 1. Configuration of the experimental apparatus. The subject was instructed to sit
on the tactile stimulator and gaze at the fixation cross at the center of the monitor. The
distance between the monitor screen and the subject’s face was 30 cm. Experiments
were performed in a darkened room.

a 21.3-inch LCD screen (Iiyama Inc.). The images subtended a visual angle of
72 deg (horizontal) × 57 deg (vertical) at the viewing distance of 300 mm. The
central circular area of the diameter of 20 degrees was masked with a black
background in such a way that the moving dots were presented only outside the
circular border. The velocity of the expanding optical flow was changed from
80% to 120% of the standard stimulus.

2.2 Results and Discussion

Figure 3 shows the averaged values (geometric mean) obtained by magnitude
estimation. The perceived velocity of self-motion was facilitated by both the
velocities of the tactile motion and the video playback, which is consistent with
the result of the control condition using the random dot pattern. At 133% video
playback speed, the perceived velocity of self-motion increased as the ISOI of
the tactile flow decreased (i.e., increased with the speed of the tactile flow).
In addition, the perceived velocity under the random vibration condition was
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 (Five repetitions)

Fig. 2. Temporal sequence. A 10-sec video of a car-racing computer game was used
as a visual stimulus. The video playback speed was altered. The tactile stimulus was
consisted of four successive rows of vibration. The inter-stimulus onset interval (ISOI)
between the tactile rows was varied to measure the effect on the perceived velocity of
self-motion. Participants had to report numerically their perceived velocity relative to
the standard in a magnitude estimation.

smaller than others at 133% video playback speed, perhaps because the tactile
stimuli of random vibration were not consistent with self-motion. On the other
hand, at 66%, there was not any clear difference across the tactile conditions.

To quantitatively evaluate the difference between the conditions, we conducted
a two-way repeated measures ANOVA for magnitude estimation values. The
analysis revealed significant main effects of the video playback speed condition
[F (2,10)= 33.68, p <.001, η2p=.87]. But the main effect of the tactile condition
was not found [F (4,20)= 2.01, p=.13, η2p=.29, n.s]. There was no significant
interaction between the video playback speed condition and tactile condition
[F (8,40)= 0.27, p=.97, η2p=.05, n.s]. These results indicate that tactile apparent
motion on a seat pan did not facilitate the perceived forward velocity of self-
motion in a racing game application as much as it did with expanding random
dot pattern stimuli. Future work includes conducting further experiments with
more participants to show the effect more correctly.
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Fig. 3. Magnitude estimation for forward velocity as a function of ISOI of the tactile
stimuli (left: CG, right: random dot pattern). Each dot represents the geometric mean
value across participants. Error bars show SEs.

3 Conclusion

In this paper, we have shown experimentally a change in perceived forward
velocity of self-motion caused by changes in the speeds of the tactile apparent
motion on a seat pan. When visual and tactile flows that simulate forward moving
are presented simultaneously, the quicker tactile motion stimuli enhanced the
perceived forward velocity of self-motion and the slower ones inhibited it. In
contrast, almost no change in velocity perception was observed when a tactile
stimulus without motion cues was presented together with an optic flow. Finally,
we confirmed that the method using tactile flow on the seat pan can be applied
in a car-racing computer game. So far, the method seems to change the perceived
velocity a bit but not to function as well as when a simple expanding optic flow
is presented.

Future work will investigate whether it is possible to change the perceived
velocity by changing the stimulus duration or the intensity of tactile stimuli.
We will also examine the effect of the perceived change in moving velocity with
contraction of the random dots or backward motion of tactile flow.
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Abstract. The present study examined the physiological responses collected 
during a route-learning and subsequent navigation task in a novel virtual 
environment. Additionally, participants were subjected to varying levels of 
environmental threat during the route-learning phase of the experiment to assess 
the impact of threat on consolidating route and survey knowledge of the 
directed path through the virtual environment. Physiological response measures 
were then utilized to develop multiple linear regression (MLR) and artificial 
neural network (ANN) models for prediction of performance on the navigation 
task. Comparisons of predictive abilities between the developed models were 
performed to determine optimal model parameters. The ANN models were 
determined to better predict navigation performance based on 
psychophysiological responses gleaned during the initial tour through the city. 
The selected models were able to predict navigation performance with better 
than 80% accuracy. Applications of the models toward improved human-
computer interaction and psychophysiologically-based adaptive systems are 
discussed. 

Keywords: Psychophysiology, Threat, Simulation, Navigation, Route-Learning. 

1 Introduction 

The incorporation of simulation technology into neuroergonomic and 
psychophysiological research is advancing at a steady rate (see [1], [2]).  The range 
and depth of these simulations cover a large domain, from simple low fidelity 
environments to complex fully immersive simulators, which are factors that may 
affect psychophysiological response within the environment [3]. All of these 
simulators rely on some type of representation of the real world [4]. The current study 
utilized a high fidelity, highly immersive virtual environment, as increased 
applicability to real-world performance was the goal. Specifically, the virtual 
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environment (VE) utilized herein was that of a virtual Iraqi city [5], which included a 
route-learning and navigation simulation to assess landmark and route knowledge of 
the newly experienced VE [6]. Psychophysiological responses were monitored 
throughout the experiment and were used to predict navigation performance following 
threat exposure during the route-learning phase. 

1.1 Navigation in Virtual Environments 

Numerous studies have conveyed the benefits of ecologically valid simulated 
navigation tasks as predictors of real-world functioning [4], [7], [8]. Navigation 
abilities are customarily broken down into three knowledge based components, each 
adding to the cognitive map developed by the participant. The first is landmark 
knowledge, which involves learning to recognize landmarks or salient features of the 
environment upon initial exploration of said environment [9]. In the current study, 
zone markers indicating the entrance into a new zone were the key landmarks 
involved. The second component is referred to as procedural or route knowledge and 
involves information gleaned from first-hand experience with a route which provides 
the ability to create distance and orientation relationships connecting landmarks [9],  
[10]. Real-world and virtual reality (VR) experiments suggest that active navigation, 
which was utilized in the current research, is more effective for route-learning than 
passively being exposed to the environment [11]. The third component of navigation 
ability is referred to as survey knowledge, which can be described as having 
developed a “bird’s eye view” of the environment. Survey knowledge affords the 
development of a cognitive map that provides associations between locations with 
increased levels of exposure to the environment [9], [12]. Survey knowledge is 
valuable as a means of finding shortcuts through the environment, but is not 
necessarily useful in the present study, as participants were instructed to follow a 
specific route without deviating. Thus, this study is primarily concerned with 
landmark and route knowledge. 

The current research design afforded the opportunity to investigate the effects of 
exposure to threat on route-learning. To our knowledge, no study has examined the 
effects of varying levels of threat on route-learning, making this a novel approach. We 
hypothesized that threatening stimuli in the environment would serve as distractors 
and would hinder route-learning in highly threatening areas of the VE. Past research 
involving distractors presented during route-learning typically involve cognitive 
workload tasks and tend to interfere with route-learning. Walker and Lindsay [13] 
reported decreased efficiency in wayfinding performance in a virtual city when a 
secondary speech discrimination task was introduced. They postulate that this was 
due to the switch of attentional resources to the completion of the secondary task. A 
similar result was found in a between-subjects study involving examination of the 
effects three separate types of cognitively distracting tasks presented during the route-
learning phase compared to a no task condition. All groups that experienced 
distracting tasks performed less efficiently on a wayfinding task than the group that 
was not presented with any distracting task [14]. Knowledge of psychophysiological 
states gleaned during the route-learning phase may serve as an indicator of 
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wayfinding abilities. For example, participants with lower psychophysiological 
response levels during the route-learning phase may prove more efficient during the 
navigation phase.  

1.2 Toward Adaptive Simulations 

The current research was concerned with informing psychophysiological computing 
strategies for creation of VEs capable of adapting to the participant’s affective and 
cognitive state to foster optimal performance. Psychophysiological computing 
represents an innovative mode of human-computer interaction (HCI) wherein system 
interaction is achieved by monitoring, analyzing and responding to covert 
psychophysiological activity from the user in real-time [15], [16]. 
Psychophysiological computing represents a means of creating for the computer 
system a more empathic link to the user.  
     The strategy employed herein for creation of a psychophysiological computing 
system initially required assessment of psychophysiological response patterns 
associated with varying affective states. The current research manipulated 
environmental threat to create response variability in order to perform such 
assessments. Data analytic approaches designed for prediction were then compared 
and tested for effective development of a psychophysiological computing system 
capable of predicting performance outcomes. Namely, the efficacy of multiple linear 
regression (MLR) and artificial neural network (ANN) models were compared for 
prediction of navigation performance based on psychophysiological responses to 
threat and cognitive workload during the route-learning phase of the experiment.  
     In summary, participants were exposed to varying levels of threat while 
concurrently completing a route-learning task, and the responses collected were 
submitted to MLR and ANN models to predict performance on the subsequent test of 
route-learning efficacy during a navigation task.  

2 Methods 

2.1 Participants  

A total of 53 participants (67.9% female; mean age = 19.79; age range = 18 to 22) 
took part in the experiment. Participants were recruited through the psychology 
subject pool at the University of Southern California. Inclusion criteria included 
normal or corrected to normal vision, and English fluency. Participants were between 
the ages of 18 and 35.  

2.2 Stimuli 

A virtual environment depicting an Iraqi city was presented to participants with use of 
an eMagin Z800 head mounted display complete with head tracking capabilities to 
allow the participant to explore the environment freely. The virtual environment was 
created using graphic assets from the virtual reality cognitive performance test 
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(VRCPAT) [6], [17], using the Gamebryo graphics engine to create the environment. 
A tactile transducer floor was utilized to enhance the ecological validity of the VE by 
making explosions and other high threat stimuli feel more lifelike. Auditory stimuli 
were presented with a Logitech surround sound system. Psychophysiological 
measures related to electrodermal and electroencephalographic activity were collected 
using a Biopac MP150 system. Participants experienced the VE while residing in an 
acoustic dampening chamber, which had the added benefit of creating a dark 
environment to remove any peripheral visual stimuli that were not associated with the 
VE, resulting in increased immersive qualities of the simulation. 

2.3 Procedural Design 

Following a baseline procedure, participants were exposed to the route-learning task. 
The task consisted of following a guide through six zones that alternated between 
high and low levels of threat. All environmental stimuli were pre-scripted, allowing 
each participant to experience exactly the same environmental stimuli at the same 
time to enhance experimental control of stimulus presentation. The high and low zone 
presentation order was counterbalanced across subjects as to which type of zone was 
experienced first. During the high threat zones, participants experienced an ambush 
situation in which bombs, gunfire, screams and other visual and auditory forms of 
threat were present, whereas none of these stimuli were presented in the low threat 
zone. Each zone was preceded by a zone marker, which served as landmarks to assist 
in remembering the route. 

The route-learning task was followed immediately by the navigation task in which 
the participants were asked to return to the starting point of their tour through the city. 
Participants were to pass through each zone in reverse order until reaching the 
original starting point. If the participant strayed too far from the path, which was 
quantified as the distance it would take to walk for 10 seconds in a perpendicular 
direction from the original path, an arrow appeared in the corner of the screen that 
assisted the participant in finding his or her way back to the original path. During the 
navigation task, there were no longer any threatening stimuli presented in the high 
threat zones. The navigation task ended when the participant crossed the zone 1 
marker. 

2.4 Analytic Approach 

Data were scored using an in-house custom designed Matlab scoring program. The 
program includes graphical representations of each channel of psychophysiological 
data for manual inspection of scoring accuracy.  

Electrodermal Data Scoring. The scoring program was used to partition response 
levels into each zone, and then calculate the median skin conductance level (SCL) and 
the number of spontaneous fluctuations (SFs) in each. The median SCL was chosen 
for analyses rather than the mean because it is a more robust feature as it is less 
susceptible to influences of artifacts, which will be especially useful in future adaptive 
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applications. SFs, which were also scored during trimmed zones, were quantified as 
any change in slope of the response curve resulting in a > 0.01 µS response, with a 
peak latency of 1 to 3 seconds following onset.  

Electrocardiographic Data Scoring. ECG data were scored as inter-beat intervals 
(IBIs), which were calculated as median values for each zone. Accuracy of the peak 
detection scoring program was assessed manually, with visual inspection of all 
selected R-waves. Missed R-waves were manually added to the calculation of zone 
medians. Power spectral density analyses of heart rate variability (HRV) were also 
performed with use of a fast Fourier Transform based algorithm. The algorithm was 
used to calculate the spectral power of the low frequency (LF) component and the 
high frequency (HF) component of HRV associated with each zone. The frequency 
range of the LF component is between 0.04 and 0.15 Hz, while the HF component is 
between 0.15 and 0.4 Hz [18]. 

Respiratory Data Scoring. Respiration was scored in a similar fashion to the ECG 
data, and reported as interbreath intervals. Peak detection of each positive deflecting 
curve in the breathing cycle was manually reviewed in order to ensure accuracy of the 
scoring program, and median intervals were calculated for each zone. 

MLR and ANN Approach. The experimental conditions described herein are 
designed to provoke responses typical of high and low extremes of experienced threat. 
The ultimate purpose of the proposed ANNs is to develop a strategy for creating 
adaptive systems for future research and eventual real-world applications including 
enhanced training scenarios and adaptive assistance for any individual who must 
fulfill tasks that involve high levels of threat, stress, or cognitive effort. A 
backpropagated algorithm was utilized to train the ANN models mainly because it can 
be thought of as a specialized case of the general linear model that is capable of more 
effectively fitting curvilinear data distributions than is possible with a linear 
regression model. Additionally, because the ANN model can be thought of as a 
special type of regression, and provides similar output, results can be compared 
directly to predictive results generated with the use of more standard and widely used 
MLR. This sets the backpropagated algorithm apart from numerous machine learning 
algorithms, such as support vector machines, which can lead to difficulties when 
trying to compare causes for predictive differences with other algorithms.  
     First, a MLR model that used the psychophysiological data gathered during the 
initial tour through the city to predict the navigation performance was developed. The 
navigation performance was quantified as the time needed to return to the starting 
point. A set of six psychophysiological predictors were utilized. Included in the 
analyses were SCLs, SFs, IBIs, interbreath intervals, and the LF and HF components 
of the HRV measure.  Due to the relatively small sample size in this experiment, an 
attempt to condense the number of predictors was made by calculating difference 
scores between the high and low threat zones for each of the psychophysiological 
predictors. Difference scores were calculated in two ways. First, the overall difference 
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between all three high and low threat zones was calculated as a representation of the 
response levels associated with the task as a whole. Next, a difference score that 
would serve as an index of the habituation involved in the responses to the high threat 
zones compared to the low threat zones was calculated. To accomplish this, difference 
scores between the high and low threat zones in the first pair of zones experienced in 
the route-learning phase (zone pair A) and the third pair (zone pair C) were 
calculated. The zone pair C difference score was then subtracted from the zone pair A 
difference score. This threat habituation index was calculated to account for the 
waning response levels during high threat zones present in a number of response 
measures. Analyses not reported here determined that the habituation-sensitive 
predictors were preferable. A backward-elimination stepwise regression was utilized 
for the MLR model.  
      The ANN model was developed in a manner analogous to the above MLR model, 
such that the predictor variables, or inputs, were the same in each model. The output 
node will again represent the continuous navigation performance outcome measure of 
the time needed to return to the starting point. The primary goal of the BPN used 
herein is prediction. In order to increase the probability of generalization and to avoid 
over-fitting of the observed sample, three data sets were considered, including the 
training set, validation set, and the test set (see [18] for review of these data sets). The 
test set contains a set of examples that had not been previously considered during the 
training or validations phases, which is used to calculate the global predictive ability 
of the network for generalizations to future practical applications. After the 
development and implementation of the ANN, comparisons were made (following 
[18]) between its output and that of the general linear model’s regression for the 
predicted outcome measure. 

3 Results 

3.1 Regression Results 

The MLR model was able to explain a significant proportion of the variance in 
navigation performance, R2 = 0.27, F(7, 45) = 2.32, p < 0.05. Significant predictors 
included SFs, β = -0.34, t = 2.66, p < 0.05, and interbreath intervals, β = 0.28, t = 
2.13, p < 0.05. The negative correlation coefficient related to the SF measure indicates 
that participants who had a greater difference between the high and low threat zones 
during zone pair A than zone pair C, due to habituation in high threat zones, took less 
time navigating back. Though interbreath intervals correlation coefficient was 
positive, the results are analogous to those of the SFs. Increased activation leads to 
more SFs and shorter interbreath intervals, so the response patterns are reversed. 
Thus, greater reduction in differential activation between high and low threat zones 
during zone pair C resulted in more efficient navigation performance.  
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Table 1. MLR model summary statistics 

RMSE = root mean squared error.  

R R2 Adj. R2 Std. Error  RMSE F P 
0.52 0.27 0.17 48538.0 220.3 2.32 <0.05 
       

3.2 ANN Results 

The backpropagated ANN that was developed included the same six predictor 
variables used in the preferred MLR model, here entered as inputs to the system. In 
the preliminary tests to assure that the ANN achieved its optimal output, the network 
model was developed with different numbers of nodes in the single hidden layer. The 
hidden layer learns to provide a representation for the inputs through an alteration of 
the weights associated with each node and then connects to the output layer. The 
experimental method involved developing a hidden layer that contained a minimum 
of four nodes and a maximum of twenty-four nodes. It was found that six hidden layer 
nodes resulted in optimal model performance. A tanh activation function was applied 
to the hidden and output nodes, which is recommended when the sum of squares error 
function is employed, as it was in this case. Descriptive statistics associated with the 
training, validation, and test set samples are included in Table 3. 
     Following network training, the test set was applied to the network to test the 
generalizability of the model. It should be noted that the predictor values of the test 
set were not involved in the training of the model, providing a “test” of the 
generalizability of the model to new data. A gradient descent learning algorithm was 
applied along with a sum of squares error function. Hyperbolic tangent activation 
functions were applied to the hidden and output nodes. The ANN was able to predict 
the outcome measure with 76.0% accuracy (training performance = 0.938; test set 
performance = 0.871).   
     A global sensitivity analysis was performed in order to determine the relative 
importance of each input (i.e., predictor variable) to the successful prediction of the 
output. A sensitivity analysis tests how the error rates would increase or decrease if 
each individual input value were changed (see [20] for review). More specifically, the 
data set is repeatedly submitted to the network, and in turn each input variable is 
replaced with its mean value calculated from the training sample, and the resulting 
network error is recorded. Important inputs cause for a large increase in error, while 
the error increase was small for unimportant inputs. Thus, sensitivity analysis allows 
for a rank order of the importance of the individual inputs [21, 22]. Ratio values less 
than 1 indicate that the network actual performs better without inclusion of the 
associated input. All inputs had ratio values of greater than 1, indicating that all 
contributed to the performance of the model. The highest ranked inputs were SCLs, 
IBIs, SFs, and interbreath intervals, each having a ratio value greater than 4.  
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3.3 ANN and MLR Comparisons 

Examination of the squared correlation coefficient associated with each model reveals 
that there is a 49.0% increase in prediction of navigation performance when the ANN 
is employed. The drop in root mean squared error related to use of the ANN (RMSE = 
205.39) in comparison the MLR model (RMSE = 220.30) signifies that the neural 
network model better fits the data. Direct comparison of correlation coefficients 
associated with each model with use of the Fisher z transformation revealed that the 
ANN had significantly greater predictive ability than the MLR model, z = 3.84, p < 
0.001. Thus, the ANN was determined to be the preferable model due to the increase 
in the squared correlation coefficient in addition to the decrease in RMSE.  

4 Discussion 

The current research offers a number of beneficial design advances for potential use 
in future training simulation technologies and adaptive systems in general. A VE was 
developed that was capable of providing a route-learning scenario and the ability to 
test route-knowledge with use of a navigation task. Manipulations embedded within 
the VE also afford the opportunity to test the effects of varying levels of threat in the 
environment. Models were designed to predict navigation performance based on 
psychophysiological response measures collected during the route-learning phase. 
Evidence presented led to the conclusion that ANNs were better able to predict 
performance outcomes, and were generalizable to previously unseen data following 
training of the model. The goal of this study was to develop strategies for the 
successful development of systems that utilize psychophysiological computing to 
adapt to the individual in such a way that an optimal pace for training is achieved in 
order to foster ideal learning settings. A number of findings reported in the current 
research provide informative material for such adaptive system development.   
     Adaptive automation systems generally utilize psychophysiological responses to 
assess user-states in order to determine the necessity of automated assistance to 
facilitate optimal system performance [1]. In the current study, habituation effects on 
threat responses led to the calculation of predictor variables better suited for 
navigation performance prediction. Responses to threat habituated almost universally 
throughout the task. Thus, a set of predictors designed to account for habituation 
effects produced better prediction of navigation performance. This distinction could 
be used to inform future adaptive system design in that thresholds for adaptations 
based on responses to threatening stimuli must be concerned with the change in 
response levels with repeated exposure to the stimuli and must allow for dynamic 
adjustment to thresholds for adaptive change.  

Finally, the current research provided encouraging support for the use of ANNs for 
prediction of performance outcomes based on psychophysiological response 
measures. The ANN provided significantly enhanced predictive abilities compared to 
a traditional MLR model. This demonstrated that psychophysiological responses to 
varying levels of threat during a route-learning task could be used to predict 
performance on a subsequent navigation task with better than 76% rates of accuracy. 
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Recently, researchers have begun applying advanced algorithms such as ANNs for 
data classification in real-time. For example, a number of studies have utilized ANNs 
for the initiation of adaptive assistance when features meet classification requirements 
for a state of overload [23, 24]. These techniques are often used for assessment and 
classification of nonlinear data (see [19]). The models produced in the current 
research lend themselves well to use in adaptive training simulations to enhance 
route-learning abilities when confronted with threatening stimuli. An adaptive 
automation approach can be employed to training making use of the VE developed 
herein, such that psychophysiological responses gleaned during the route-learning 
phase can be assessed for hyper- or sub-threshold criteria related to overload or fear, 
and adaptive assistance may be provided during the navigation task to fit the needs of 
the individual and promote optimal performance. 
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Abstract. This work proposes and studies several navigation and selection 
techniques in virtual environments using Microsoft Kinect®. This device was 
chosen because it allows the user to interact with the system without need of 
hand-held devices or having a device attached to the body. This way we intend 
to increase the degree of virtual presence and, possibly, reduce the distance be-
tween the virtual world and the real world. Through these techniques we strive 
to allow the user to move and interact with objects in the virtual world in a way 
similar to how s/he would do so in the real physical world. For this work three 
navigation and three selection techniques were implemented. A series of tests 
were undertaken to evaluate aspects such as ease of use, mental effort, time 
spent to complete tasks, fluidity of navigation, amongst other factors for each 
proposed technique and the combination of them. 

Keywords: 3D Interaction, Virtual Reality, Gesture Recognition, HCI. 

1 Introduction 

Virtual Environments, due to enabling realistic and immersive experiences, have seen 
an increase in importance. Its use in areas such as games, simulation and training, 
medicine and architectural visualization has pushed the visualization technologies to 
rapid evolution. However, the way we interact with these environments hasn’t 
evolved as fast, leaving a noticeable gap and hindering the interaction capabilities, 
since many inherently tri-dimensional tasks have been performed using technologies 
developed primarily to solve bi-dimensional tasks. 

The objective of this work is to propose and study techniques that allow the user to 
interact in a complete manner using only corporal movements to perform tasks in a 
virtual environment, especially training and simulation, where the user normally 
needs to navigate through a scene and interact with equipment. For this, three selec-
tion and three navigation techniques have been proposed using Microsoft Kinect® as 
an input device. These techniques use corporal gestures, most of which aim to keep a 
certain fidelity to the respective actions in the real world in attempt to increase the 
naturalness of tri-dimensional interaction. 
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This paper is organized the following way: section 2 speaks of related work, sec-
tion 3 presents the proposed techniques, section 4 presents results and analysis of user 
tests, and section 5 brings the conclusion. 

2 Related Work 

There are several researches in the virtual environment interaction area, but very few 
of those, up to the current date, make use of Microsoft Kinect®, due to it being a rela-
tively new technology. For this reason, the study of related work focused on work 
about interaction in virtual environments. 

According to Bowman and Hodges [1], interaction in virtual environments is di-
vided into three types: locomotion (navigation), selection and manipulation, where, in 
many cases, the last two are combined, but can be dissociated. Since in this work both 
locomotion and selection have been considered, researches about either case have 
been considered in related work. 

Selection. Sibert and Jacob [2] present a selection based on gaze direction. It is based 
upon a directional ray controlled by the direction of the eyes’ gaze, eliminating the need 
of hand-held devices or devices attached to the user. The selection is triggered when the 
gaze rests upon an object for a certain amount of time. The idea of relating time to selec-
tion intention is contemplated in the Hover technique, presented in this paper. Rodrigues 
et al. [3] studied the advantages of applying multi-touch interface concepts in virtual 
reality environments by mapping 3D space into a virtual touch screen. To enable this, 
they proposed a wireless glove which is worn by the user and tracked by a specific confi-
guration of Nintendo WiiMote® controllers. The index finger’s position is tracked, map-
ping the axes into system coordinates. The X and Y axes are used to control the mouse 
cursor on the screen, while the Z axis is used to determine selection intent by establishing 
a threshold in the real world as if it were a screen. If the finger passes beyond this thre-
shold the selection is activated and a command is triggered, sending haptic feedback, 
present in the glove. Even though the glove was designed for and tested in 2D interfaces, 
it inspired the Push technique, specifically the gesture of passing an imaginary plane in 
front of the user to confirm selection (or generating a “click”); and, consequently, also 
inspired the Hold technique. 

Navigation. One technique that consists in putting the foot in a certain position to 
navigate is the Dance Pad Travel Interface, proposed by Beckhaus, Blom and 
Haringer [4]. This technique consists of a physical platform (created for the game 
Dance-Dance Revolution), which has directional buttons. The user steps on these 
buttons and a displacement is created in the direction represented by these buttons. To 
control the viewing direction the user steps on the directional arrows. One of the 
navigation techniques proposed in this work (Virtual Foot Dpad) was inspired by the 
Dance Pad Travel Interface. During the development of this technique a very similar 
technique was found in the game Rise of Nightmares for the XBOX/Kinect console. 
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Bouguila, Ishii and Sato [5] created a physical device, similar to a platform, which 
detects the user’s feet and, when moved a certain distance away from the center, 
activate movement in that direction. To control the viewing direction the user turns 
his whole body in the desired direction. Because of this, a portion of the user’s field 
of view might not be occupied by the viewing screen, so the device slowly rotates to 
align the user to the screen again. This work inspired the idea of allowing the user to 
completely leave a virtual circle, creating a movement vector with origin in the 
circle’s center in the direction of the user’s position. This lead to the creation of the 
Virtual Circle technique. 

3 Proposed Techniques 

The proposed techniques use information obtained from Microsoft Kinect® as the 
only data input device. OpenNI [6] was used for communication between the device 
and the system. 

3.1 Selection Techniques 

First a virtual hand was developed to follow the user’s hand movements in the real 
world. Moving this virtual hand over objects in the scene enables selection of this 
object, however the gesture required to select the object depends on which technique 
is being used. Unlike in Bowman and Hodges [7], due to our work focusing on selec-
tion and not exactly manipulation, we did not find the “lever” problem, where the 
object is attached to the extreme of a selection ray, making it difficult to properly 
manipulate the object. 

Hover. This technique is based on the idea that the user will focus her/his attention on 
an object when s/he wishes to select it [2]. When the user wishes to select an object 
s/he needs to hover with the virtual hand over that object. A timer will appear and, 
once emptied, the object will be selected (Fig. 1). When the virtual hand intercepts a 
selectable object a “pre-counter” is started, introduced to avoid the “Midas Touch” 
effect, described by Jacob et al. [8]. This allows the user to freely move the virtual 
hand without actually triggering many visual timers all the time. 

There are two ways to de-select an object with this technique. The first requires the 
user to move the virtual hand away from the selected object and, after a short time, it 
will be de-selected. This may not be possible if the object is attached to the virtual 
hand on all 3 axes, so a second de-selection method was created. The second method 
requires the user to overlap both hands, which will start a timer to confirm the inten-
tion of de-selection and, consequently, de-select the object once the timer runs out. 

Push. The idea for this technique came from having a virtual plane in front of the 
user, described by Rodrigues et al. [3]. The user stretches her/his arm and, once it 
passes a certain threshold, the selection is triggered. The user must then withdraw 
her/his arm and may interact with the object. To release the object s/he repeats the 
gesture. 
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Fig. 1. Hover technique timer 

The gesture of stretching the arm is detected through the arm’s angle, more specifi-
cally the angle between the vectors formed by the elbow to the wrist and the elbow to 
the shoulder, as seen in Fig. 2. Once the angle reaches a pre-established limit, the 
system activates the selection (or de-selection). One problem present in this tech-
nique, described by Rodrigues et al. [3], is the involuntary movement along the X 
and/or Y axes while the user performs gesture of stretcing her/his arm. This problem 
is more noticeable in cases where interaction requires a higher precision or when the 
object to be selected is very small on the screen, but for larger objects this problem 
rarely is an issue. 

  

Fig. 2. Arm openness angle 

Hold. This technique is based on the previous one, as an alternative. Selection is acti-
vated in this technique when the user stretches her/his arm, but, unlike the previous 
one, s/he must maintain the arm stretched during the interaction. De-selection is done 
by withdrawing the arm. 

3.2 Navigation Methods 

For a complete interaction experience the user must be allowed to select and to navi-
gate through the scene. To enable this, three navigation techniques were created. Two 
of the proposed techniques use Body Turn to control the view point orientation. Body 
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Turn is a sub-part of these techniques and consists of the user turning her/his shoul-
ders in the direction in which s/he wishes to rotate the view point, while maintaining 
the central direction of the body facing the screen. This allows the user to control the 
view and movement direction without the screen exiting her/his field of view. 

Virtual Foot DPad. This technique was inspired by the work of Beckhaus, Blom and 
Haringer [4], where they created a physical platform on which the user steps on direc-
tional arrows to move in the corresponding direction. The idea was to make a virtual 
version of this platform. Three joints were used to achieve this: torso, left foot and 
right foot. The distance of each foot to the torso is calculated and, once one of the feet 
reaches a certain distance a movement is generated in that direction. This technique 
uses the previously described Body Turn to allow the user to control the view point 
orientation. 

Dial DPads. Based on first person games for touch screen devices, such as iPhone 
and iPad, this technique uses dials that the user interacts with using virtual hands 
(Fig. 3). The idea is that it works in a fashion similar to a touch screen, but in larger 
scale and, instead of using fingers on a screen, the user uses hands. Two dials are 
displayed on the screen, one in each inferior corner. To the left is the movement con-
trol dial and to the right is the view point orientation dial. The user places her/his hand 
over the dial and stretches the arm to activate it. 

 

Fig. 3. Dial DPads controls 

Virtual Circle. In this technique the system needs to store the position from which 
the user started the interaction and generates a virtual circle at this spot. The circle is 
fixed and the user can be compared to an analog joystick. To move in any direction 
the user simply moves in that direction enough to leave the virtual circle. A vector is 
then created from the center to the circle to the user’s current position, defining direc-
tion and speed of the movement (Fig. 4). To stop the movement the user steps back 
into the circle. For view point orientation the technique uses Body Turn. 
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Fig. 5. User carrying a ball while navigating in Scenario 3 

The order of the tests was changed for each user to avoid that learning had any in-
fluence in the general result of the test. In total 9 users were evaluated during the tests 
using the same physical set up: a room with enough space for free movement with a 
single large screen. 

4.2 Analysis of the Results 

Navigation. Mental effort reflects the degree of interaction fidelity of each technique. 
Virtual Circle had the greatest degree of interaction fidelity and, consequently, de-
manded less mental effort from the users. Similarly, Virtual Foot, which had the 
second greatest degree of interaction fidelity, demanded greater mental effort. 

Comparing one leg of the path amongst the three techniques (Fig. 6) it is possible 
to observe that the users had a considerably better performance during the U-turn 
when using Virtual Circle. However, to walk in a straight line they performed better 
with Virtual Foot. The reason behind this is that Virtual Circle is completely analogi-
cal, so if the user moves slightly to any side the movement vector will not be 100% 
parallel to the walls, creating a slight deviation to one of the sides. This is visible in 
the initial part (from starting point until the first curve). 

Selection. The repetition of the gesture for selection and de-selection, present in the 
Push technique, did not please the users, who had trouble with that. Hover, on the 
other hand, was criticized for introducing a delay to be able to select an object, being 
the least immediate of the three techniques. Despite this, Hover was the preferred 
technique in all tasks. Oppositely, Push was the worst in the opinion of the users. 

It was made clear that for tasks that require high precision, such as the case of the 
red levers, the involuntary movement along the X and Y axes highly hinders the inte-
raction, consequently affecting the users’ preference of the technique. 
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Fig. 6. Path outline for the first leg of the course 

 
Curiously in selection, contrary to navigation, the technique with least interaction 

fidelity was the one the users preferred. Bowman et al. [6] speak about interaction 
fidelity, questioning if a technique with higher interaction fidelity means it is neces-
sarily better. 

Combination of Navigation and Selection. When comparing directly the navigation 
techniques, we observed that the Virtual Circle technique was, in fact, considered 
slightly better in pair with selection, while the mental effort was very similar, showing 
that the change in navigation techniques did not have great impact on selection. How-
ever, it is possible to observe that strictly comparing navigation tasks, the users pre-
ferred Virtual Circle. 

The technique that had most user technical faults (executing actions by mistake) 
was Hold, with large difference to the second placed technique Push. Hover did not 
have any mistakes of this type. These errors were caused by the user withdrawing 
her/his arm when s/he shouldn’t have. 

Fig. 7 shows the average execution time for the tasks, considering the order in 
which they were performed, not sorted by technique. The average time was consi-
dered for each 1st task of all users, then for each 2nd task, and so on. The completion 
and collision timings show that, no matter which technique combination used, there is 
a learning curve, indicated by the decreasing lines for task completion. The 4th task 
causes an increase in completion time compared to the 3rd task. This is due to chang-
ing the navigation technique: the first three tests were applied using one of the naviga-
tion techniques, then the last three were applied using a different technique.  
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techniques, we believe that they can be used in virtual reality applications to control a 
character and, possibly, to perform more complex tasks than currently possible, main-
ly due to the possibility of using both hands simultaneously. 
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Abstract. Virtual prototypes are essential for engineers to understand the complex 
structures and arrangements of mechatronic products like automobiles. Currently, 
Virtual Environments (VE) are used for visual analysis and interaction with virtual 
models. In the next years more supplementary information will be integrated in the 
VE, completing the 3D-model. This includes names of single parts, corresponding 
materials or masses. However, up till now there is little explicit research on the 
psychological effects of additional text visualization in VE’s. For example it un-
clear if it is possible to visualize the textual information like on paper prints or on 
2D displays. The current study empirically compares these types of different output 
mediums to advise rules for visualization of text in 3D Virtual Environments. Re-
sults show, that textual information has to be slightly enlarged for the 3D Virtual 
Environment. In addition, subjects performed better in conditions with projected 
textual information compared to real text. 

Keywords: 2D and 3D text, Virtual Environments, legibility of letters, informa-
tion visualization. 

1 Introduction 

Virtual Reality is a growing technology in different areas of science and industry. In 
the engineering context it is an “[…] effective tool for a number of purposes.”[1]. 
Moreover, in the industrial engineering process Virtual Reality is the key technology 
to validate mechatronic products in early stages of the engineering lifecycle [2].  
Its importance becomes evident in virtual design reviews. Within such a review engi-
neers can interact with a three-dimensional model of the desired product in its original 
size [3]. There the product reacts like a real one. Hence the simulation of products in 
an early stage of the engineering process helps to find a lot of mistakes in the  
construction, the dependency of functions and problems with the arrangement of 
modules. To get there the product engineering lifecycle starts with the definition of 
product requirements. These requirements are used to design the initial virtual 
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prototype with geometrical masses and nearly real functions. This virtual prototype 
can be tested and validated in an immersive virtual environment (VE) [4].  

This so called virtual design review is an in-progress validation of the product. It 
controls the state of the construction and the realization of the requirements [5][6]. 
Hence this review needs a lot of essential information, for example text-documents, 
the product-structure, sketches and descriptive statistics [7]. To date each piece of 
information is displayed on a single resource. Whereas the virtual prototype is mostly 
realized in an immersive VE, documents, sketches or descriptive statistics are printed 
or on a separate computer. Therefore participants of a virtual design review constantly 
need to switch between different sources of information. In addition they cannot inte-
ract with the textual information in the design review. For example, viewing and ma-
nipulating components of the product-structure inside of the VE would be helpful to 
access the desired information without interrupting the review. Thus, the visualization 
of the 3D-model and additional information on separate screens complicates and leng-
thened the procedure of a virtual design review significantly.  

Therefore, research has started to find out how to integrate words in virtual envi-
ronments (see [8] for an overview). 

1.1 Information Rich Virtual Environments (IRVE) 

The integration of words in virtual scenes is called Information Rich Virtual Envi-
ronments (IRVE) [9]. Polys [10] define an IRVE “[…] as a class of visual analysis 
tools for integrated information spaces [that] start[s] with realistic and perceptual 
information and enhance it with abstract and temporal information.” [10, p.31]. 
Therefore a more or less complex data structure is visualized as a three-dimensional 
object and enhanced with additional information, so called annotations. Annotations 
might be simple labels, graphs, or other multimedia [11].  

As Pick [7] point out, it is much of a challenge to include supplementary informa-
tion to the virtual object under investigation. Several problems come up when visually 
integrating annotations to visualized objects. For example, unfavorable annotation 
positions might occlude data or vice versa [7]. Moreover, if annotations are placed in 
IRVEs they need to be clearly structured to avoid information clutter or confusion by 
subjects.  

Additionally, [11] provides an overview regarding the parameters that affect the 
quality of textual annotations in IRVEs. These parameters are: color, fonts, size, 
background and transparency. Polys and Bowman [11] even conclude that the legi-
bility of words is the most important attribute of annotations in IRVEs. Finally Polys 
[8] explicitly highlights the size of annotations as a major determinant with respect to 
their legibility.  

1.2 Text Legibility 

The international organization of standardization (ISO) defines text legibility as the 
„[…] ability of unambiguous identification of single characters or symbols that may 
be presented in a non-contextual format.“ [12, p.25]. To ensure legibility a lot of pa-
rameters are to be considered. In ISO [13] ten parameters describing among other 
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things the contrast, size, thickness of lines of the letters. One of them is the symbol 
height. The minimum height for digital symbols is determined at 16 minutes of arc, 
which is larger than the minimum for paper prints. This difference in minimum cha-
racter size is justified by the fact that the legibility of characters on digital displays is 
also influenced by “[…] pixel density or resolution, contrast and character font and 
matrix, as well as viewing distance.” [13, p.12].  

However, in an IRVE text legibility is also affected by its resolution. Finally in a 
virtual environment like a CAVE the viewing distance is dynamic [8], because the 
position of the viewer is changing while watching the virtual object or text. Therefore 
this dynamics influences the perception of the virtual objects resolution [11]. Empiri-
cal studies showed that reading time of words increased when text was rotated, or the 
viewing position changed in the IRVE [14], [15]. Additionally this effect is greater for 
smaller than for larger fonts.  

1.3 Perception in (IR)VEs 

Stereoscopic view in reality means that the two pictures from the two eyes influence 
the impression of an object. One of the depth cues is the disparity of these two eye 
pictures. Regarding the effect of disparity on object perception one can state that the 
wider the disparity, the closer is the focused object. For simulating this three dimen-
sional impression in virtual environments the flat image of the object is projected 
twice on the screen and the distance both pictures (= disparity) specifies the perceived 
depth [16].  

However, compared to reality the stereoscopic projection in IRVEs might result in 
the convergence-accommodation-conflict that is connected to simulator sickness [17] 
and viewing fatigue [18]. In reality people set their focal point of view directly on the 
object. We obtain a tree-dimensional image because both eyes set this focal viewpoint 
slightly different. In contrast in a virtual environment, the projected object has no 
depth itself and people need to focus on the display. However the computer varies the 
disparity between the two projections of an object in this way that the focus point of 
the object lays in front of or behind the screen. This difference between the physical 
(i.e. the screen) and the virtual (i.e. the object) point of focus leads to the conver-
gence-accommodation conflict which in turn is related to an increase in users strain 
and a decrease in information acquisition. 

2 Research Question 

Previous studies investigated a lot of parameters that affect perception in Virtual En-
vironments. In most of them resolution and the depending font size are not explicitly 
listed, sometimes not mentioned at all. Moreover there are no standards for text legi-
bility in (IR)VEs. For example, [13] defines larger letter sizes for digital (2D) letters 
compared to print media. In addition, we pointed out that VEs impose special de-
mands on the reader regarding text legibility.  

Hence we want to find out, which minimal resolution and font size is needed to en-
sure legibility in VEs. Based this theoretical background we would assume that if the 
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same letters are visualized in normal 2D projection and in a stereoscopic 3D projec-
tion, than subjects’ performance with respect to legibility is better in the 2D condition. 
In other words, letter size needs to be larger in 3D compared to 2D. To test this hypo-
thesis we chose a two-step procedure. First, we exactly accessed subjects’ eyesight 
using a real and a projected standard eyesight examination plate. Second, we tested 
whether resolution needs to be different for 2D and 3D projection of letters. 

3 Empirical User-Study 

3.1 Sample 

A total number of N = 21 subjects participated in this experiment, 13 (61%) females 
and 8 (39%) male. Subjects age ranged between 14 and 60 M = 31.5 (SD = 13) years. 
Most of them (71%) were students, 1 person (5%) was a retiree and another 5 partici-
pants (24%) were employees. Almost half of the sample (47%) had corrected to nor-
mal vision. All of them wore glasses and no contact lenses. Their mean correction 
was M = 1.53 (SD = 2.03) diopter. Eight of these 10 participants with corrected to 
normal vision showed near-sightedness. One participant had color deficiency, one 
was night-blind and another one had dyslexia. 

3.2 Technical Equipment 

In the experiment we used a portable powerwall. This powerwall was operated 
through an active stereo projector (DepthQ HDs3D) with 1280*720 ppi at 120 Hz. 
The stimulus material was rear-projected on a silver screen that was optimized for 3D 
environments. The projector setup was also optimized for higher pixel density. This 
means it was possible to realize 1 mm pixel height and thus a picture of 1280*720 
millimeters. Two computers with Nvidia Quadro FX 3800 graphic cards presented the 
stimulus material. The visualization software for the stereoscopic view was VDP by 
ICIDO (now ESI-group). The shutter glasses and the shutter emitter were named 
APG600. The eye chart was designed in NX (Siemens PLM) and modulated with 
Deep Exploration. 

3.3 Experimental Design 

The first independent variable was the kind of letter projection, with two manifesta-
tions: a) normal 2D and b) stereoscopic 3D projection. All settings were done in the 
software for 3D visualization. For the 2D condition the disparity was adjusted on zero 
percent. Therefore the stimulus material and all other conditions were absolutely the 
same in both conditions.  

The second independent variable was the number of pixels per letter (resolution). 
In both conditions, 2D and 3D, the resolution of letters differed in 6 steps. For each 
step of this manipulation the virtual distance of the plate was decreased for one meter. 
The algorithm for the 3D illusion of a rearward moved letter made them smaller and 
their disparity higher, so the letters seemed to be more behind the screen. In total we 
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moved the letters in six steps rearward, each one resembled a virtual meter. Each time 
we placed the letter one more virtual meter backwards; the participant went one phys-
ical meter forward. Therefore the letter size was constant (see also minute of arc in 
Table 1) and the amount of pixels for one letter decreased. The following table shows 
the six steps of reducing the resolution from the best to the worst resolution.  

The dependent variable was text legibility, which is dichotomous with the manife-
stations non legible and legible. Hence a border of legibility for every participant and 
condition was quantified. This border served as the dependent variable for subsequent 
analysis. 

Table 1. Manipulation of the number of pixel (second column), distance between the 
participant and the projection screen (3rd column) and (in last column) the post hoc calculated 
minute of arc of the letters 

 number of pixels distance to screen post hoc calculated 
minute of arc 

1. best resolution 11  6 m 6,3‘ 

2. 9  5 m 6,1‘ 
3. 7  4 m 6,0‘ 
4. 6 3 m 6,8‘ 
5. 5  2 m 8,5‘ 
6. worst resolution 4  1 m 13,7‘ 

 
Contrary to our expectations table 1 shows that the virtual and the physical meter 

were not equivalent, because the depending minutes of arc are not constant. We 
would consider this as a bug of the virtual visualization software. It remains unclear 
why the algorithm produced this error. 

3.4 Procedure 

First of all participants completed the questionnaire assessing demographic variables. 
Now, subjects completed the pre-test. The goal of this pre-test was to check the  
sightedness of the participants. Hence all subjects completed a standardized eye ex-
amination procedure using a plate (see Fig.1 on the right side). For this eye examina-
tion, the standardized procedure is to read each line of letters from top to the bottom 
of the plate. The line of letters where subjects were not able to read the characters 
anymore defined the sightedness in percent.  

After finishing reading the letters of the physical eye examination plate, partici-
pants repeated the same eye examination procedure with a projected plate of letters 
(see middle of Fig.1). Here they were placed 20 centimeters closer to the projection 
screen to compensate the different distances of both plates. Every participant accom-
plished both tasks in the same order and the eyesight in percent was noted for both 
conditions. However this second trial of the pre-test was to guarantee transferability 
from the physical to the projected examination plate. Therefore no differences in eye-
sight were expected between both conditions (pre-test hypotheses). 
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Fig. 2. Subjects’ eyesight depending on the type of eye chart used. Bars indicate the 80% con-
fidence intervals. 

With respect to the research question, we obtained a tendency for the difference be-
tween the 2D and the 3D visualization of letters, t(1,20) = 1.57, p = 0.06, d = 0.2. 
Figure 3 shows that stimulus size increased about M=0.4 pixels (6.7%).  

For practical reasons we would suggest to report the recognition border in whole 
numbers. Therefore the 2D-legibility-border is M = 5.9 pixels, which resembles 6 
pixels height for one letter. The 3D-legibility-border is M = 6.3 pixels which should 
be rounded to 7 pixel height of a small letter. 
 

 

Fig. 3. Subjects’ recognition border depending on the type of projection. Bars indicate the 80% 
confidence intervals. 

5 Discussion 

Text in Virtual Environments is needed in engineering contexts. For example in vir-
tual design reviews information like measurements of a distance or properties of the 
designed objects are discussed. If at all, a small fraction of this textual information is 
mostly arranged near by the object in form of an annotation. However up till now it 
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was not clear how large these annotations need to be. Hence we were interested in the 
general question how the legibility of the text depends on the resolution and which 
font size in VEs ensures text legibility. Results show that subjects’ performance is 
better when letters are a little bit larger in stereoscopic projection compared to 2D 
projection. However, statistics revealed a small tendency and not a very strong effect. 
Possibly this result might depending on the rather small amount of participants that 
were used. In addition, it is possible that the difference between 2D and 3D conditions 
has other reasons. For example, in the 3D condition participants have worn shutter-
glasses. This might have altered their performance in the letter-reading task. Moreo-
ver we might have elicited a ceiling effect in terms of the readability of letters at all. 
Hence the difference between 2D and 3D projection would have been larger under 
different circumstances. Results of related studies undermine this position. For exam-
ple [20] discovered that a font size of 9 pixels is optimal for the legibility of virtual 
lowercase letters. In our study, it was around 6 pixels and therefore a lot lower than 
Sheedys’ numbers [20]. Possibly other parameters of text legibility like luminance, 
contrast or thickness of lines of the letters were very well set in our experiment. 
Therefore subjects’ showed best performance and the difference of type of projection 
was at its minimum. Besides related work the result of our pre-test also supports this 
position. In contrast to our hypothesis, subjects’ eyesight was better in the 2D projec-
tion compared to the real eye-examination plate. On the one hand this result points out 
the potential for projections to improve peoples’ sightedness. On the other hand, we 
might have shown the importance of comparable testing situations. We invested a 
great amount of effort regarding the standardization of subjects’ eye examination. Of 
course we tried to balance light and contrast conditions for the use of the real and 
projected eye examination plate. Again, results indicate that lighting conditions, con-
trast or other indicators of legibility was better for the projected eye examination 
compared to the real one. The direction of the difference between real world and pro-
jected test-plate contradicts the definition of larger fonts for digital texts compared to 
print media. However, 2D and 3D projection was extremely comparable since we 
used the same method and instruments for the visualization of letters for both projec-
tions. 

Finally practical implications and limitations of our work need to be mentioned. 
Regarding the practical implications we were lucky to find a small difference between 
2D and 3D projection only. Since the amount of information that is used in a virtual 
design review is usually quite large [7], small fonts enable engineers to include much 
information in the Virtual Environment. However, this advantage directly relates to 
the problems of text visualization in Virtual Environments. As stated above, unfavor-
able annotation positions might occlude data or vice versa [7]. Moreover, since we 
found that annotations do not need to be large in terms of their size, programmers 
might be tempted to include many of them in IRVEs. This would directly lead to in-
formation clutter or confusion of subjects. Additionally, other parameters of annota-
tion in IRVEs might reduce generalizability of our results. For example if program-
mers chose unfavorable colors, fonts, backgrounds or transparency settings a small 
increase in font size might not be enough to ensure text legibility. In line with [15] 
and [11], we would assume these text legibility-determining factors to interact with 
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each other. With respect to these interactions many open questions are left at the end 
of this work. Future research should therefore replicate our small effect of the 2D 
versus 3D comparison with a larger sample. If it is possible to replicate our finding, 
one could think of expanding the experimental setting to more realistic examples. In 
the present work, we only used extremely simple stimuli with maximum contrast, 
black letters on white background. Contrasting this approach, real world mockups are 
colorful. And so are annotations. On a more complex level of research one could fur-
ther address questions of occlusion or visual clutter [8].  

To sum up, a lot of rules for legibility are accessible for printed documents. How-
ever, there are none for stereoscopic texts. In contrast to current practice we would 
propose to only slightly enlarge (plus one pixel) text size in information rich virtual 
environments. Hence practitioners would be enabled to include larger amounts of data 
in their virtual environments. Hence, the present work is important since it shows 
three things. First, texts only need to be a little larger in (IRVEs) than in 2D. Second, 
projected text bears the potential to enhance subjects’ performance compared to real 
world stimulus material. And third, we did not obtain any evidence for the conver-
gence-accommodation-conflict [17], [18]. 
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Abstract. In order to make a step further towards understanding the
impact of multi-modal stimuli in Virtual Reality we conducted a user
study with 80 participants performing tasks in a virtual pit environ-
ment. Participants were divided into four groups, each presented a dif-
ferent combination of multi-sensory stimuli. Those included real-time 3D
graphics, audio stimuli (ambient, static and event sounds), and haptics
consisting of wind and tactile feedback when touching objects. A pres-
ence questionnaire was used to evaluate subjectively reported presence
on the one hand, and on the other physiological sensors were used to mea-
sure heart rate and skin conductance as an objective measure. Results
strongly indicate that an increase of modalities does not automatically
result in an increase of presence.

Keywords: Presence, User Study, Multi-modal Feedback, Virtual Re-
ality.

1 Introduction

Ever since Morton Heilig developed the Sensorama Simulator [8], multi-sensory
feedback has been claimed to be of notable importance. Half a century later
the quality of graphical presentation has increased dramatically, but many vir-
tual reality applications fall short on presenting multi-sensory experiences. Even
worse, the stimuli present are sometimes in conflict with the virtual world (e.g.
a silent virtual room but the air condition in the Lab is noisy).

One of the major goals in Virtual Reality is to create a highly immersive
environment. Modern hardware facilitates real-time 3D graphics. In 3D-setups
like the CAVE [3], the user is located directly in the virtual world and becomes
part of it. However, there are other factors which influence the user’s immersion,
for instance natural interaction and navigation. Moreover the feeling of being in
the world is also influenced by the way the user experiences the world with other
senses. In order to make a further step towards understanding the correlation
between multi-sensory stimuli and the perceived presence we conducted a user
study.
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In the following we start by giving an overview of related work. Our focus will
be on research of immersion and presence tied to Virtual Reality applications
and multi-senory stimuli and their impact. The second part of the paper will
describe the conducted user study, starting with an overview of the setup and
procedure, followed by results. A discussion and some directions for future work
will sum up our contribution.

2 Related Work

Presence has been defined as “a psychological state characterized by perceiving
oneself to be enveloped by, included in, and interacting with an environment
that provides a continuous stream of stimuli and experiences” [18]. An immersive
virtual world helps users to accomplish their tasks in an efficient way: it facilitates
building a mental model of the environment [13]. Moreover, existing mental
models of interaction in the real world can quickly be adapted to those needed
in the virtual environment. There are different opinions about how to maximize
immersion. Sheridan suggested three essential factors as follows [15]:

1. The quality (and quantity) of visual, auditive and haptic feedback
2. The possibility of moving the point-of-view and the sensors in a virtual

environment
3. The possibility of changing the environment, as easy as in the real world

The second factor can be regarded as accomplished. By combining a CAVE [3]
and a tracking system, the user is able to move around freely (in the limited space
of the CAVE) and the viewpoint adapts to his position in real-time. However, the
first and third factor are only partly accomplished. Visual quality of immersive
worlds is at a point of nearly being photo-realistic. Other modalities like auditive
and haptic feedback are continuously enhanced, but still, in many cases there is
a lack of multi-modality.

Acoustic and tactile feedback are used more commonly and there are many
different concepts and devices. The integration of wind is not as common. An
additional wind setup was e.g. implemented by Deligiannidis and Jacob [4]. It
was used to improve speed perception as the user was navigating in a 3D-world
with a scooter. Since they had a fixed wind direction their setup was limited to
specific scenarios. But yet, they conducted a user study which proved not only
a higher reported presence but an objectively better task performance.

Measuring presence is still a challenging task and many different types of ex-
perimental setups have been proposed. The most common measure is reported
presence through questionnaires. Over the years several questionnaires have been
developed, in particular the Witmer-Singer [18] and Slater-Usoh-Steed [17] ques-
tionnaires have been used in numerous studies. Those questionnaires are consid-
ered subjective measures, because different persons may respond totally different
to the same environment. Therefore researchers are looking for more objective
measures as well. Physiological reactions (heart rate, skin conductance, and skin
temperature) were tested in virtual environments in order to find a correlation
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with reported presence [10]. For certain stress-inducing environments this corre-
lation was significant. From the results of the visual cliff studies by Gibson and
Walk [7] in 1960 the idea of a virtual pit evolved. The initial experiments showed
that the presence of a cliff is a fear-evoking experience and for most people it
requires a huge amount of willpower to cross a precipice like this. First intro-
duced by Mel Slater and colleagues in 1995 [16] – virtual pits are a commonly
used test scenario in virtual worlds today. They evoke a physiological reaction
and therefore facilitate the availability of an objective measure of presence.

To investigate which influence further modalities have on the perceived pres-
ence, Dinh et al. [5] conducted a user study in 1999. It indicated that an increased
amount of modalities results in increased perceived presence and memory of ob-
jects in the environment. The environment was presented with different com-
binations of multi-sensory stimuli consisting of head-mounted graphic display,
auditory, tactile, and olfactory cues. Each modality had two levels of realism.
Results showed significant effects for auditory and for tactile cues. For olfactory
cues a non significant trend was measured. Surprisingly the quality of the vi-
sual cues had no impact on the perceived presence. The authors argued that
additional sensory cues, except for visual ones, work in a simple additive fash-
ion on the sense of presence. Whether this still holds for todays virtual reality
applications, is a subject of the study presented in the sections to follow.

3 Experimental Setup

In this section we describe the experimental setup used for the study. First
we present the hard- and software setup followed by a discussion of the used
navigation and interaction method. Furthermore a description of the virtual
world as presented in the study is given.

3.1 Setup

Our setup consists of a 3-sided CAVE-like environment. The user wears tracked
glasses for dynamical adaption of the viewpoint. Furthermore a sound and a
wind setup are employed to generate multi-sensory stimuli.

Spatial sound is realized with eight speakers (one in each corner) and two
subwoofers underneath the floor. Sounds are divided into three different types.
Ambient sounds represent a base level of output which is more or less constant
over a larger region of a scene. As long as the user is within the defined area,
ambient sound will be played without direction and always at the same volume.
In addition, this concept allows the definition of environmental properties which
influence the audio rendering, to fit the environment, such as an outside scenario,
a cave or a concert hall. Static sounds are directly coupled to an object. They
are adjusted in volume and direction with regard to their position relative to the
user. Event sounds are only triggered when the related event occurs (e.g. a ball
hitting the floor).

Tactile feedback is accomplished by ART fingertracking devices which track
the thumb, the index finger and the middle finger. At the tip of each finger



162 J. Fröhlich and I. Wachsmuth

three wires made of memory metal are attached which shorten when heated
momentarily. When repeated in short intervals a vibration is created, which
can be utilized as haptic feedback to the user. The strength of feedback can be
regulated steplessly.

Wind effects are accomplished by eight controllable fans, which are located
at the upper bound of the projection area. In consideration of available space,
costs, as well as fine-grained adaptation of wind direction we chose a setup in
which the fans are mounted evenly distributed on a nearly circular arrangement.
The fans were chosen with a special focus on being as silent as possible.

3.2 Navigation and Interaction

There are many different interaction methods in Virtual Reality, but most of
them aim for efficiency instead of realism. The possibility of fast manipulation
of objects is often more important than intuitiveness and ease of use. Still, a
user will naturally try to grasp an object directly. After manipulating, the user
will expect the object to fall down on the ground, like in the real world. That is
why a natural hand interaction method was chosen in our scenario.

In most CAVE setups realistic walking is not feasible. Thus, it has to be
replaced by a less intuitive navigation metaphor, but still aiming for increased
immersion. A study by Slater et al. [16] indicated that walking-in-place resulted
in a higher subjective sense of presence than a push-button-fly (along the floor
plane) navigation. Instead of tracking the users head movements to indicate
whether they are walking or not, we thus track the feet directly with markers.
For rotation, we make use of users’ head orientation. Sudden viewpoint changes
are interpreted as changes of walking direction. Similarly to the original paper
[16], the viewpoint is then dynamically adjusted until the user faces the front
wall again [14].

3.3 Environment

The experiment subsequently described took place in a virtual pit environment.
The presented world as seen in Figure 1 was employed in the study. It consisted
of two rooms, a training room (right) and the virtual pit room (left). The virtual
world was designed based on Instantreality, a consistent, platform-independent
framework for fast and efficient application development for Virtual and Aug-
mented Reality [6].

Our test scenario is designed similar to other virtual pit environments (e.g. [11])
with some adjustments. Since we used a CAVE and not a head-mounted display
(HMD) as most similar studies did, the training room was constructed bigger.
This is to give users a chance to try the walking-in-place navigation. The training
room was furnished as a living room and offered enough details to spend time on
exploring the environment. Furthermore we supplied some objects (a ball and
a gong) to train natural hand interaction. The pit room was not furnished but
contained only the pit with a small gallery and two planks. The pit was actually



A User Study on Combining Modalities in Virtual Worlds 163

Fig. 1. The virtual environment as presented in the user study

covered with a virtual glass floor, therefore it was possible to walk right over it
(actually nearly nobody did this).

The presentable modalities were:

– step sounds when walking (steps on a wooden floor)
– a radio playing the theme from ’the Good, the Bad and the Ugly’
– a pretty loud event sound when hitting a gong
– drop sounds when a ball fell on the ground
– a mechanical sound when the door to the pit room was opened
– atmospheric wind sound when entering the pit room
– tactile feedback when touching objects
– haptic wind blowing from the open windows into the pit room.

4 User Study

To measure the effect of the presented modalities on users’ presence we conducted
a study with 80 participants. Participants were recruited through postings in the
university building and they were rewarded with chocolate. The only mandatory
requirements were that participants had no significant fear of heights, did not
participate in any of our previous studies, and were native speakers of German.

Participants were divided into four groups each presented a varied combina-
tion of modalities. As a baseline all groups were presented the same graphical
world: a virtual pit setup with a training room and a pit room as described in
sect. 4.3. The first group did not get any further modalities besides the graphical
one, while the second group had additional acoustic feedback whereas the third
group had additional haptic feedback. The fourth group was presented the full
combination of visual, auditory, and haptic stimuli.
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4.1 Questionnaires

There were six types of questionnaires used in this study as described in the
following:

1. A questionnaire asking for demographic information.
2. The Immersion Tendency Questionnaire (ITQ) by Witmer and Singer [18].

It consists of 12 questions to measure the capability of individuals to get
immersed in daily activities like reading or watching a movie.

3. The Simulator Sickness Questionnaire [9] – given before and after the study
– to measure influence of the virtual trip on participants’ health condition.

4. The two height anxiety questionnaires as introduced by Cohen [2] consisting
of 20 situations which evoke a fear of heights.

5. A presence questionnaire similar to the University College London (UCL)
Presence Questionnaire, also known as the Slater-Usoh-Steed (SUS) Ques-
tionnaire [17]. It consists of 13 questions concerning the overall experiment.

6. A questionnaire with open questions about participants’ experience. The
questions were designed to check if the presented modalities were noticed
and if they were appropriate. Moreover participants had the chance to write
a few lines about how they liked the experiment and if there were any im-
provements suggested.

4.2 Procedure

Before entering the training room participants had to answer five questionnaires:
demographic information, Immersion Tendency Questionnaire, Simulator Sick-
ness Questionnaire and the two height anxiety questionnaires. Then a calibration
of markers for gesture recognition was performed to ensure the same conditions
for each participant.

All participants started with a training procedure of about 15 minutes. Step-
by-step, they learned to look around, to walk and to interact with objects in the
virtual world. The training included a walk through the whole training room,
hitting the gong and throwing a ball. Afterwards participants were asked to
proceed to the pit room and throw two balls at a target on the ground of the
pit. After the part within the virtual world was completed, another set of ques-
tionnaires was given to the participants: the Simulator Sickness Questionnaire
as before, the UCL Presence Questionnaire, and the questionnaire with open
questions about their experiences including memory questions. In addition we
recorded physiological data through heart rate and skin conductance sensors, in
order to measure the physical reaction to the virtual pit objectively. The whole
procedure took about 60 minutes for each participant.

5 Results

As described above there were two measures of presence: subjective and objec-
tive. First we will present the results of the subjective measure from the UCL
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questionnaire, which consists of 13 questions. Participants were to answer the
questions on a 7-point Likert scale. The topics covered are: the sense of being in
the Virtual Environment (VE), the extent to which the VE becomes the domi-
nant reality, and the extent to which the VE is remembered as a place. Three of
those 13 questions are used to measure the reported behavioral presence based on
studies indicating that behaviors as a response to stressful stimuli and reported
behavioral presence correlate. Therefore a participant would react with more
pit-avoidance, the more real the precipice would seem. Another three questions
measure reported ease of locomotion – the ability to navigate effortless in the
virtual world. The remaining seven questions measure the reported presence:
the ”sense of being” in a place or environment (e.g. a virtual environment) even
when one is physically situated in another [18].

Usoh et. al [17] suggested to count the number of high answers (top 3 on a 7
point Likert scale) for the corresponding questions. Therefore presence is rated
between 0 and 7 (number of possible high answers), whereas behavioral presence
and ease of locomotion range from 0 to 3. Figure 2 shows the mean for each of
the measures divided into the four groups. An analysis of variance for the UCL
questionnaire showed highly significant results for the presence measure (Welch’s
F (3, 40.39) = 8.893, p < .001).

Fig. 2. Evaluation of the mean reported
presence, behavioral presence and ease
of locomotion. Condition 1: Graphics,
Condition 2: Graphics & Audio, Con-
dition 3: Graphics & Haptics, Condi-
tion 4: Graphics & Audio & Haptics

Fig. 3. Mean heart rate before, during,
and after exposure to the pit room (mea-
sured in bpm). Conditions 1, 2, 3, and
4 see left.

Bonferroni’s post-hoc comparisons of the four conditions showed that par-
ticipants in the second condition (Graphics & Sound) (M = 4.00, SD = 2.03,
CI[3.05, 4.95]) as well as participants in the third condition (Graphics & Hap-
tics) (M = 3.71, SD = 1.31, CI[3.12, 4.31) rated the presence significantly
lower than participants in Condition 4 (all modalities) (M = 6.20, SD = 0.89,
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Table 1. Overview of the results from the presence related measures

Condition 1 Condition 2 Condition 3 Condition 4

Presented visual visual visual visual
modalities auditory auditory

haptic haptic

Presence 4.65 4.00** 3.71** 6.2**
(2.16) (2.02) (1.31) (1.91)

Behavioral 2,00 1.45 1.57 2.00
Presence (0.86) (0.89) (0.87) (1.03)

Ease of 1.2 0.75 1.33 1.05
Locomotion (1.15) (0.91) (1.11) (1.15)

Heart rate 5.85 2.90* 3.17* 10.10*
increase (9.63) (4.22) (4.66) (8.57)

Skin conductance 3.22 2.52 1.73 3.21
increase (2.51) (1.66) (1.04) (3.11)

CI[5.78, 6.62]), p < .001. Condition 1 (M = 4.65, SD = 2.16, CI[3.64, 5.66]) was
rated lower as well and is significant for p < .05. Behavioral Presence showed
a similar non significant trend. Measures for Ease of Locomotion showed no
significant differences across the four conditions.

As for the subjective measures of presence, the same analysis was performed
for the measured heart rate and skin conductance. Due to equipment malfunction
the physiologic data of six participants are missing. Figure 3 gives an overview
of the measured heart rates for each group in each phase. ’Pre pit’ is the whole
training phase, ’pit’ is the time from entering until leaving the pit room, and
’post pit’ is measured for three minutes from leaving the pit room until the
end of the experiment. In order to compare heart rates for training (pre pit)
and pit room we calculated the increase for each group. The mean during the
training phase and the mean while in the pit room were calculated and com-
pared. An ANOVA showed significant results (F (3, 70) = 4.1, p < .05). Bonfer-
roni post-hoc comparisons of the four groups indicate that heart rate increase
in the forth condition (M = 10.1, SD = 8.57, CI[5.97, 14.22]) was significantly
higher than participants’ heart rate increase in Condition 2 (M = 2.89, SD =
4.22, CI[0.87, 4.93]), p < .05 and 3 (M = 3.17, SD = 4.66, CI[0.85, 5.48]), p <
.05. No significant difference but a similar trend was measured for skin conduc-
tance.

Table 1 gives an overview of these results. Mean and standard deviation (in
parentheses) are given. For heart rate and skin conductance the increase from
the training to the pit room is given. Significant values are marked with asterisks
(∗ = p < .05; ∗ ∗ = p < .01).

In addition correlation analyses were conducted for the presence related mea-
sures. The Score on the Immersion Tendency Questionnaire correlates with the
reported presence (r = .24, p < 0.05) and behavioral presence (r = −.2.9, p <
0.05). Furthermore the score for reported behavioral presence correlates with gen-
der (negative for male (r = −.32, p < 0.01)). The time spent playing
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computer games did correlate with gender (for male r = .25, p < 0.05) but
not with any results from the reported or observed presence related measures.

6 Discussion and Conclusion

Our results suggest that more presented modalities do not necessarily result
in an increased perceived presence. In this study participants tended to rate
presence lower when only presented with one additional (audio or haptic) cue.
The recorded physiological data support this observation. When presented the
full combination of modalities – the visual, the auditory, and the haptic – the
perceived presence is significantly higher.

While this at first may seem counter-intuitive, it might be an uncanny valley
effect in today’s virtual reality applications. As Masahiro Mori first stated for the
robotics domain, if human replicas look and act almost, but not perfectly, like
actual human beings, it causes a response of revulsion among human observers
[12]. He called it a valley, corresponding to the valley on the graph of the comfort
level of humans as a function of a robot’s human likeness. Brenton et al. described
the same valley in the domain of virtual characters. If such characters are too
close to a human but not perfect, people tend to dislike them [1]. A similar dip
can be seen in our presence results (fig. 2), where Conditions 2 and 3 represent
the valley.

One explanation could be that with all stimuli combined users’ expectations
are better met and an increase in reported presence is observed. When presented
only one additional cue, users may have expected more. Due to the overall avail-
ability of technology today, people are used to have a high amount of presented
stimuli. For example, state-of-the-art computer games present at least very good
auditory cues, and a lot of them tactile feedback as well. It may be not enough
to present only a few sounds to make the world’s overall believability better. Our
results suggests that the enhancement of virtual worlds with multi-modal stim-
uli, does not work in a simple additive fashion (or not anymore), like concluded
by Dinh et al. [5].

Thus our future work will focus on how to improve users’ presence with multi-
sensory stimuli. Doing so, further improvement of multi-modal feedback will be
an important aspect, since it should be a relevant factor for the enhancement of
immersion. There will be an effort to overcome the uncanny valley to increase the
overall believability of and therefore make a step towards significantly improved
immersion with additional multi-sensory stimuli. One approach could be the
enrichment of virtual worlds with even more stimuli, for example heat or smell.
Further the influence of “autonomy” factors, like the availability of an intelligent
virtual agent as an interaction partner, seems worthwhile investigating as well.
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Abstract. Spatial Augmented Reality (SAR) allows users to collaborate without 
need for see-through screens or head-mounted displays. We explore natural on-
person interfaces using SAR. Spatial Augmented Reality on Person (SARP) le-
verages self-based psychological effects such as Self-Referential Encoding 
(SRE) and ownership by intertwining augmented body interactions with the 
self. Applications based on SARP could provide powerful tools in education, 
health awareness, and medical visualization. The goal of this paper is to explore 
benefits and limitations of generating ownership and SRE using the SARP 
technique. We implement a hardware platform which provides a Spatial Aug-
mented Game Environment to allow SARP experimentation. We test a STEM 
educational game entitled ‘Augmented Anatomy’ designed for our proposed 
platform with experts and a student population in US and China. Results  
indicate that learning of anatomy on-self does appear correlated with increased 
interest in STEM and is rated more engaging, effective and fun than textbook-
only teaching of anatomical structures.  

Keywords: spatial augmented reality, self-referential encoding, education. 

1 Introduction  

In Spatial Augmented Reality (SAR) [1-10], projectors render graphical information 
onto real objects. SAR has rarely been applied to the body of humans. Recently, 
tracking human pose in real-time without markers has become readily available using 
the Microsoft Kinect [11].  Thus, dynamic projection on-person is now widely ac-
cessible, motivating study of such interactions. 

Further, traditional SAR research has yet to explore specific psychological effects 
of using the human body as a display medium. Relating digital content and avatars 
with the self has been found generating a sense of ownership. Ownership is the sense 
of self-incorporation a user adopts for an avatar, object, or interaction they identify 
with personally [12, 13, 14, 17].  

Once ownership is established, a psychological effect termed Self-Referential Encod-
ing (SRE) holds that information relating to the self is preferentially encoded and orga-
nized above other types of information [15, 16]. The Spatial Augmented Reality on Per-
son (SARP) system and application we present here differ from typical SAR research in 
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that they are designed to explore the effects of self-referential interactions. Our SARP 
system projects interactions onto and around a user’s dynamic moving body.  

A hyper-personalized avatar virtualizing the user’s very own internal makeup en-
joins her every move in spatial as well as temporal unity. The above referenced psy-
chological research has laid groundwork in identifying and quantizing ownership and 
SRE effects. However, little work has been done to render and study such promising 
effects in a commonly measured context providing for more formal assessment. The 
Augmented Anatomy SARP application we developed for our system explores teach-
ing anatomical structures on person to study these effects in learning a practically 
applicable and standardized core curriculum. 

2 SARP Platform Description 

A hardware platform that provides a spatially augmented game environment (SAGE) 
capable of rendering the SARP technique was developed (Figure 6). The hardware 
consists of ubiquitous technology such as a Microsoft Kinect for tracking and pose 
estimation, a high-lumens BenQ MX commodity projector for ambient-light resistant 
visualizations, and a standard computing device with a graphic processing unit to 
efficiently and intelligently drive the two former I/O components. Standard projector 
and Kinect calibration techniques provide for spatial unity of avatar and user in the 
physical world. 

Up to two users may freely move and turn within the bounds of the SAGE while 
interacting with content rendered on their bodies. Anatomical structures remain in 
sync with the body, maintaining the user’s sense of ownership. 

3 Augmented Anatomy SARP Application Description 

An educational game and learning analysis tool that renders the SARP technique en-
titled Augmented Anatomy was developed.  We provided a gesture-based approach 
for the user to learn anatomical structures and trigger interactions.  Users can turn 
around and see the anatomy from different angles.  The student may select an ana-
tomical structure with their hand to learn more. 

During the quiz interaction, the names of anatomical structures are spoken by the 
computer. The user is given time to touch the correct organ.  In two player competi-
tion mode, the first player to correctly identify the correct structure wins points. The 
correct structure highlights before moving onto the next organ to provide feedback.  

Several anatomical learning modes are provided. For instance, if the player makes 
a muscle the muscular system triggers (Figure 3). Crossing the arms into a skull and 
crossbones position under the head will display the skeletal system (Figure 1). Within 
each anatomical system mode, the players are automatically quizzed to identify the 
anatomical structures visible in that system. The system verbally asks the players to 
“point to” structures by name or functionality based on questions modeled from stan-
dardized assessments widely utilized by schools. 
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4 Results 

We present statistics in the form M +/- S, where M is a mean and S is a standard devi-
ation or ES, p where ES is an effect size and p is a probability for significance testing. 

4.1 Expert Survey 

Augmented Anatomy was demonstrated to k-12 teachers (n=7) to assess SARP teach-
ing effectiveness potential in a classroom setting. Each later anonymously answered 
survey questions. All teachers either agreed or strongly agreed the system would be 
effective (M=6.71 +/- 0.45) in class and more engaging (M=6.43 +/- 0.49) than a 
textbook (Figure 4).  

Descriptive responses included “capturing attention, high levels of on-task beha-
vior,” and an “increased level of interest.” One teacher touted “fun and immediate 
feedback’ as a cause and another mentioned ‘the fact that the organs show up on the 
kids' shirts makes the activity personal.” One expert responded “it looks fairly easy to 
use, and is student-centered allowing the student to take part in their learning versus 
listening to a teacher lecture on the topic.”  

4.2 Student Survey 

User evaluation results (n=16) support system was more engaging (M=6.0 +/- 1.21) 
effective (M=5.60+/- 1.50) and fun (M=6.36+/-0.69) than learning from a textbook.   

 

Fig. 4. 100% of teachers, 90% of students agree: more engaging and effective than textbook 

4.3 Subject Interest Levels  

Two groups of students participated in an online STEM subject interest survey. The 
first group had not seen Augmented Anatomy and the second completed the survey 
after seeing the system (n=81). The system had an immediate positive impact on stu-
dent’s interest in related STEM subjects. Results found support for an increased inter-
est in anatomy (ES=+1.01, p<.0048) and computer science (ES=+1.16, p<.0027) with 
no significant change for law (Figure 5).   
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Fig. 5. STEM Interest levels significantly increased, law did not 

4.4 Learning Effectiveness 

We tested effectiveness on (n=50) university and high school students. The subject’s 
education levels varied from 10th grade to Ph.D candidate and were evenly distributed 
among male and female. Incorrect identifications rapidly reduced during successive 
iterations. 100% identification occurred on average within 2.1 iterations.  

 

Fig. 6. Our interactive learning setup and practical ranges using Kinect, projector and laptop 

5 Concluding Remarks 

Here we proposed a new system and application for exploring specific psychological 
effects of on-person interactions. Our studies have shown positive usability, positive 
expert feedback, and increase in student engagement. We are conducting tests in real 
classrooms to determine if SRE, as leveraged by SARP, can increase benchmark 
scores on standardized material.  
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Abstract. A number of three-dimensional (3D) video services have already 
been rolled out over IPTV. In 3D video services, there are concerns that visual 
fatigue still exists, so evaluation of visual fatigue induced by video compression 
and delivery factors is necessary to guarantee the safety of 3D video services. 
To develop an assessment method of visual fatigue, we conducted evaluation 
experiments designed for 3D videos in which the quality of the left and right 
frames differ due to encoding. We explain the results from our evaluation expe-
riments of visual fatigue, that is, results of specific parameters of visual fatigue 
biomedical assessment methods. 

Keywords: 3D video, quality assessment, visual fatigue, encoding. 

1 Introduction 

Three-dimensional (3D) movies have become popular worldwide. A number of manu-
facturers have already put 3D televisions into the market, and the market for 3D-
video-related products is surging. 3D broadcasting has been made available in mar-
kets around the world, and a number of 3D video services have already been rolled 
out over IPTV ([1], [2]). 3D broadcasting and 3D video services over IPTV use li-
mited transmission bandwidth (i.e. bit-rate). Therefore, to provide high-quality 3D 
video services, it is important to compress and transmit information effectively. 

Image safety (e.g. visual fatigue and visually induced motion sickness) as well as im-
age quality concerns with conventional 2D video services must be considered for quality 
of 3D video services. Although 3D movies have become popular, concerns for image 
safety still exist. For example, the National Consumer Affairs Center of Japan received 
inquiries and complaints from people regarding visual fatigue after watching 3D movies 
[3]. Therefore, visual fatigue problems are important issues to consider. For service pro-
viders to provide high-quality 3D video services, 3D service design and management 
based on evaluation of image safety as well as image quality are important. 

Visual fatigue is caused by a number of factors such as content production, video 
compression and delivery, and viewing environment (Fig. 1). Because a number of  
3D video services have already been rolled out over IPTV, evaluation of visual  
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Fig. 1. 3D video processing chain 

fatigue induced by video compression and delivery factors is necessary to guarantee 
the safety of 3D video services. The 3D Consortium (3DC) Safety Guidelines for 
Dissemination of Human-friendly 3D [4] defined safety guidelines for content pro-
duction and viewing environment factors. Therefore, users are able to watch safe 3D 
content in a safe viewing environment. However, even if safe 3D content is delivered, 
video compression and delivery factors may bring about visual fatigue. Video com-
pression and delivery factors are critical for safe 3D video services. A previous study 
on visual fatigue focused on content production and delivery factors [5, 6, 7]; howev-
er, there have been few studies that have focused on video compression and delivery 
factors. Recently, 3D video service providers have discussed new 3D video compres-
sion and delivery methods to achieve higher image quality with lower bit-rate. Service 
providers are concerned that the difference between the left and right frame quality 
induces visual fatigue. Therefore, our aim is to evaluate visual fatigue induced by 
video compression and delivery factors. Using our results of visual fatigue evaluation, 
we plan to develop video compression and delivery methods to achieve higher image 
quality and lessen visual fatigue. In addition, as a telecom company, we aim to pro-
vide safe 3D video services. 

This paper is organized as follows. Previous studies related to evaluation of visual 
fatigue is explained in Section 2. We discuss the experimental methods and results in 
Section 3. Finally, the conclusion and further studies are described in Section 4. 

2 Related Work 

There are quality assessment methods for visual fatigue. For example, the Simulator 
Sickness Questionnaire (SSQ) is used to evaluate visually induced motion sickness 
and viewing fatigue, and the Visual Analogue Scale (VAS) is used to evaluate relief 
from fatigue by requiring the consumption of certain healthy food. However, these 
methods are targeted for people who feel extreme exhaustion. On the other hand, 
biomedical assessment methods evaluate viewer sensitivity or comfort by measuring 
their vision. For example, experiments have been conducted on visual fatigue induced  
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Table 1. Biomedical assessment parameters 

Parameters 

Critical Fusion Frequencies (CFF)  
Vision 

binocular vision, simultaneous perception,  
position of eye, and fusion  

Eye-blink  

Pupil constriction rate  

Table 2. 3D videos 

 video 1 video 2 video 3 video 4 
Left image quality Reference Reference Reference Reference 
Right image quality Reference 6 Mbps 3 Mbps 1 Mbps 

 
by 3D monitors and content, and Visual Display Terminal (VDT) tasks using biomed-
ical assessment methods [8-12]. However, no generalized index of visual fatigue has 
been established. Therefore, our aim was to choose specific parameters of biomedical 
assessment methods that can be used to assess visual fatigue with a high degree of 
accuracy, similar to conventional subjective quality assessment methods. 

3 Visual Fatigue Evaluation Experiments 

3.1 Methods 

As explained above, we conducted visual fatigue evaluation experiments by using the 
biomedical assessment methods with several parameters listed in Table 1. These parame-
ters are said to be able to evaluate visual fatigue [4, 9-12]. Our aim was to choose specific 
parameters of biomedical assessment methods that can evaluate visual fatigue induced by 
3D videos in which the quality of the left and right frames differ due to encoding. 

 

Fig. 2. Flow of our experiment 

Rest 3D Test Rest 3D Test Rest 3D Test Rest 3D Test Rest
13 min.

 Vision

15min.

Measurement of eye-movements and EOG

2 min.

 CFF

 Subjective Quality Assessment of “visual fatigue” on five-grade 
quality scale

 CFF
 Vision
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Fig. 3. Sequence of test video 

 

 

Fig. 4. Schematic representation of electrode locations for EOG recording 

In our experiment, 13 participants watched 3D videos of around 13 minutes. Partic-
ipants viewed each video sequence at a distance of 3 H (3 H is about 200 cm, H indi-
cates the ratio of viewing distance to picture height) from a 46-inch 3D monitor. The 
participants viewed the 3D video with polarized glasses. The room luminance was 20 
lux. We used the 3D content, “2028:Belief” provided by the Digital Content Associa-
tion of Japan (DCAJ) [13]. This 3D content is produced in compliance with 3DC 
Safety Guidelines [4] in order to exclude visual fatigue caused by 3D content. This 
content is about 13-minute drama. We used this content and prepared four kinds of 
3D videos based on the hypothesis that the greater the difference between the left and 
right frame quality in the 3D videos, the stronger the feelings of visual fatigue; one 
3D video had the same quality on the left and right frames, and the other three had 
different quality between the left and right frames due to encoding (Table 2). In Table 
2, "Reference" means the source video, and "x Mbps (x=1, 3, 6)" means the bit rate of 
encoding the source video. After watching each 3D video, participants watched the 
test video in order to measure pupil diameter stable. We show the flow of our experi-
ment in Fig. 2 and the sequence of the test video in Fig. 3. In Fig. 3, the green point 
was the point of gaze, and the black and white image was presented alternately about 
5 times. 

We measured eye movement for recording pupil diameters and sight direction, and 
electro-oculogram (EOG) for counting the number of eye-blinks while participants 
were watching the 3D videos. We attached electrodes above and below the right eye 
to record the EOG shown in Fig. 4. We then measured critical fusion frequencies 
(CFFs) before and after they watched the 3D videos, and vision (e.g. binocular vision, 
simultaneous perception, position of eye, and fusion) after they finished watching the 
3D videos. In addition, participants evaluated their feelings of "visual fatigue" on a 
five-grade quality scale after they had finished watching the 3D videos. We presented 
the four 3D videos randomly for each participant. 

5sec. 5sec. 18 sec.

・ ・ ・ ・ ・ ・ ・

…

5sec. 18 sec. 5sec. 18 sec.

Monitor

Electrodes above right eye
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Fig. 5. Results of subjective quality assessment methods of "visual fatigue" 

3.2 Results 

To choose specific parameters of biomedical assessment methods that can evaluate 
visual fatigue induced by 3D videos in which the quality of the left and right frames 
differ due to encoding, we compared the biomedical assessment methods' results. In 
particular, we compared the results of when participants felt strong visual fatigue with 
those of when they felt weak visual fatigue. We hypothesized that participants felt 
stronger visual fatigue after they watched video 4 in which there was the largest dif-
ference in left and right frames, as described in Section 3.1. In fact, our results of 
subjective quality assessment of "visual fatigue" showed that the greater the differ-
ence between the left and right frame quality in the 3D videos, the lower the grade of 
subjective quality assessment of "visual fatigue", which means the stronger their feel-
ings of visual fatigue (Fig. 5). We used 13 participants' data. Error bars represented 
95% confidence intervals. There was a significant difference of 5% between videos 1 
and 4 in the paired t-test. 

Therefore, we compared the biomedical assessment methods' results when partici-
pants watched videos 1 and 4. We then chose the biomedical assessment parameters 
that could evaluate the visual fatigue of videos 1 and 4 by about 5% significant differ-
ence using the paired t-test. This means that the biomedical assessment parameters we 
chose can match the accuracy of the conventional subjective quality assessment me-
thods of "visual fatigue" described above. 

Table 3. Definition of mean CFF values 

Measurement timing of CFF Definition 

Mean CFF values before participants watched video x (x=1,2,3,4) CFFvideo x-pre (x=1,2,3,4) 

Mean CFF values after participants watched video x (x=1,2,3,4) CFFvideo x-post (x=1,2,3,4) 
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Fig. 6. Results of normalized CFF  Fig. 7. Results of eye-blinks 

3.2.1 CFF 
In this section, we explain the results of CFF and consider whether CFF can be used 
to evaluate visual fatigue.  

We used 13 participants' data in which there were no loss. We measured the fre-
quencies in which participants could not detect flicker when the frequency was in-
creased from 20 Hz and that in which the participants could detect flicker when the 
frequency was decreased from 60 Hz frequency. We measured both frequencies three 
times and calculated the mean CFF values of these frequencies. To reject individual 
differences, we defined the mean CFF values, which are listed in Table 3. Then, we 
defined the normalized CFF (nCFFx) in Eq. (1).  

 nCFFx = CFFvideo x-post / CFFvideo x-pre  (x = 1,2,3,4) (1) 

We show the results of normalized CFFs in Fig. 6. Error bars represented 95% confi-
dence intervals. According to Fig. 6, there was a significant difference of 53% be-
tween videos 1 and 4 in the paired t-test. This result did not match the accuracy of the 
conventional subjective quality assessment methods of "visual fatigue". Therefore, 
CFF was not able to evaluate visual fatigue induced by 3D videos in which the quality 
of left and right frames differ due to encoding. 

3.2.2 Eye-Blink 
In this section, we explain the results of eye-blink and consider whether eye-blink can 
be used to evaluate visual fatigue.  

We used 11 participants' data in which there were no loss. Using the results of the 
EOG measurement, we calculated the number of eye-blinks per minute while they 
watched 13-minute 3D videos. Our results showed that the greater the difference be-
tween the left and right frame quality in the 3D videos, the greater the number of eye-
blinks (Fig. 7). Error bars represented 95% confidence intervals. In addition, there 
was a significant difference of 7% between videos 1 and 4 in the paired t-test. This 
result matched the accuracy of conventional subjective quality assessment methods of 
"visual fatigue". Therefore, we determined that eye-blink could be used to evaluate 
visual fatigue induced by 3D videos in which the quality of left and right frames differ 
due to encoding. 
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 Fig. 8. Analytical terms of pupil measurement  Fig. 9. Results of pupil constriction rate 

In a previous study, the results showed that the number of eye-blinks was higher 
when watching 3D video than in 2D video [10]. Another study gives the conclusion 
that the number of eye blinks was higher when viewing the 3D video with moderate 
visual fatigue than with low visual fatigue [9]. Therefore, our results are consistent 
with the results of previous studies and eye-blinking is considered as an indicator for 
measuring visual fatigue. 

3.2.3 Pupil Constriction Rate 
In this section, we will proceed with the analysis of eye-movements and consider 
whether pupil diameter and other parameters of eye-movements can be used to eva-
luate the visual fatigue or not.  

We used 8 participants' data in which there were no loss. We analyzed in terms of 
the pupil diameter (D1) and the amplitude of pupillary constriction (D2), as shown in 
Fig. 8 . Then, we defined the pupil constriction rate (CR) in Eq. (2). 

 CR = D2 / D1 (2) 

Table 4. Results of parameter comparison 

Parameters Judgments p-value 

CFF No p = 0.53  
Vision 

binocular vision,  
simultaneous perception,  
position of eye, and fusion  

No These did not changed according to 
the 3D videos that participants 
watched. 

Eye-blink  Yes p = 0.07  

Pupil constriction rate  No p = 0.83  
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We show the results of pupil constriction rate in Fig. 9. Error bars represented 95% 
confidence intervals. According to Fig. 9, there was a significant difference of 83% 
between videos 1 and 4 in the paired t-test. This result did not match the accuracy of 
conventional subjective quality assessment methods of "visual fatigue". Therefore, we 
determined that pupil constriction rate could not be used to evaluate visual fatigue 
induced by 3D videos in which the quality of left and right frames differ due to en-
coding. 

3.2.4 Results of Parameter Selection for Developing Visual Fatigue Assessment 
Methods 

In this section, we summarize the results of our parameter selection given in Sections 
3.2.1, 3.2.2 and 3.2.3. Table 4 listed the results of parameter comparison. According 
to Table 4, we determined that out of the parameters we measured and analyzed eye-
blink is a possible parameter for assessing visual fatigue induced by 3D videos in 
which the quality of left and right frames differ due to encoding. 

4 Conclusion 

We conducted visual fatigue evaluation experiments by using the biomedical assess-
ment parameters (CFF, vision, eye-blink, and pupil constriction rate) to evaluate visu-
al fatigue induced by video compression and delivery factors. We compared the bio-
medical assessment parameters' results when participants watched video 1, in which 
there was no difference in left and right frames, and video 4 in which there was the 
largest difference in left and right frames. We chose biomedical assessment parame-
ters that can be used to evaluate the visual fatigue with about a 5% significant differ-
ence using the paired t-test, and that match the accuracy of the conventional subjec-
tive quality assessment methods of "visual fatigue". Out of these parameters, eye-
blink is a possible parameter for assessing visual fatigue induced by 3D videos in 
which the quality of left and right frames differ due to encoding. In the future, we will 
develop objective visual fatigue evaluation methods based on eye-blink in order to 
develop video compression and delivery methods to achieve higher image quality 
with lower bit-rate and lessen visual fatigue. 
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Abstract. Human perception and action adaptively change depending on eve-
ryday experiences of or exposures to sensory information in changing environ-
ments. I aimed to know how our perception-action system adapts and changes 
in modified virtual-reality (VR) environments, and investigated visuo-motor 
adaptation of position constancy in a VR environment, visual and vestibular 
postural control after 7-day adaptation to modified sensory stimulation, and 
learning of event related cortical potential during motor imagery for application 
to a brain-machine interface. I found that human perception system, perception-
action coordination system, and underlying neural system could change to adapt 
a new environment with considering quantitative sensory-motor relationship, 
reliability of information, and required learning with real-time feedback. These 
findings may contribute to develop an adaptive VR system in a future, which 
can change adaptively and cooperatively with human perceptual adaptation and 
neural plasticity. 

Keywords: Adaptation, Plasticity, Position constancy, Galvanic vestibular sti-
mulation, ERD/ERS. 

1 Introduction 

Environments are not static or constant. We are living in changing environments. 
Thus, our perception and action adaptively change depending on everyday expe-
riences or exposures to sensory information in changing environments. Neural 
processing underlying basis of the perception and action seems also plastic and adap-
tive for new environments. My colleagues and I have investigated how our percep-
tion-action system adapts and changes in modified virtual-reality environments. In 
this paper, I describe three topics relating to adaptive change and plasticity of our 
perception and action, and neural learning of motor imagery. 

2 Adaptive Change of Position Constancy 

Though our retinal image is always moving during head and body movements, we 
perceive a stable environment. This is called 'position constancy' or 'visual stability' in 
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perceptual psychology. Our brain has a compensation mechanism to stabilize the 
perceptual representation against motion of head and eyes [1]. It is well investigated 
whether the visual-motor system can be adaptively changed with an inter-sensory 
conflict situation. The most famous and traditional paradigm to investigate the adapta-
tion of the visual-motor system is 'inverted vision' with a prism scope [2]. When one 
wears the prism scope, the perceptual world is inverted and he/she cannot help stag-
gering around. After prolonged adaptation (1-4 weeks), the perceptual world gets 
back to proper orientation, and he/she becomes able to walk normally. 

The experimental paradigm 'adaptation to a new visual-motor world' is a useful tool to 
investigate how the visual-motor system stabilizes our perceptual world [3]. We meas-
ured the position constancy during head turning in virtual reality environments to test its 
generality and selectivity [4-5]. Participants put on a head-mounted display (HMD) to 
observe a cloud of random spheres, which were stationary in the virtual environment. 
When participants turned their head rightward and leftward back and forth, the visual 
image presented on the HMD correspondingly moved by tracking head rotation with a 
Polhemus Fastrack sensor (Fig. 1). We varied the visual/motor gain for each trial. The 
visual/motor gain is 1.0 in the real world: when we rotate (yaw) our head rightward for 
60 deg the retinal image moves leftward equivalent for 60 deg head yaw. In an experi-
mental condition, we set the visual/motor gain 0.5, where the visual image on the HMD 
moved for 30 deg when participants moved their head for 60 deg. Participants observed 
the visual image during turning their head back and froth at the 0.5 visual/motor gain. 
Only after 2-min adaptation of the gain 0.5, the participants judged a smaller visu-
al/motor gain than 1.0 as stable. This suggests that visual stability during active observa-
tion adaptively changes after only 2-min adaptation. 

 

Fig. 1. Schematic of position-constancy experiment. Visual image changes depending on the 
head rotation. The visual/motor gain is ratio of visually simulated rotation by motor rotation. 

This visual-motor adaptation occurred irrespective of amount of visual stimuli, ac-
tive and passive head motions, and transferred between left and right eyes [4]. Thus, 
the visual-motor adaptation for visual stability quickly occurs and has high generality. 
However, the adaptation is partial, and only 13-37% of perfect adaptation (Fig. 2). It 
may due to our lifelong and robust adaptation to the real word of constant gain 1.0. 

This visual-motor adaptation is good for surviving in changeable environments and 
using a virtual-reality system with limited spatio-temporal resolution. In subsequent 
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studies, we found that the visual-motor adaption for the position constancy was more 
effective if both the adaptation and test are performed on the left visual field than the 
other cases [5]. Thus, the left visual field appears to be more weighted to present vis-
ual information for effective adaptation than the other fields in a future adaptive vir-
tual reality system. 

 

 

Fig. 2. Results of position-constancy experiments. Adaptation effects of visual-information 
richness (top left), effects of eyes (top right), and effects of active or passive movements (bot-
tom) are shown. All conditions except for a condition of both adaptation and test with left-eye 
indicated significant adaptation effects (p<.05). There were no significant main effects of the 
number of visual elements, adaptation eye, adaptation-test eye combination, or active-passive 
head motion (p>.05). 

3 Contributions of Vision and Vestibular Sense to Control of 
Posture 

Human posture is controlled by multimodal process of visual, vestibular, and propri-
oceptive information. When a visual field contains a large visual motion, observers' 
body sway occurs at the identical frequency of the visual motion [6]. To investigate 
contribution of vestibular information to postural control, galvanic vestibular stimula-
tion (GVS) is used. When a small current is applied to left and right mastoid 
processes, the observer inclines in the direction of anodal ear [7]. 
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We measured postural sway induced by visual motion and galvanic vestibular sti-
mulation (GVS) to investigate adaptive change of our visual and vestibular control of 
posture [8]. Participant's head position was monitored by a Polhemus sensor, and 
corresponding visual motion or GVS was continuously presented in real-time (Fig. 3).  

 

Fig. 3. Apparatus of visual and vestibular postural sway experiments 

Participants were divided into 4 groups: visual and GVS enhancing groups and 
visual and GVS inhibiting groups. For participants in visual or GVS enhancing 
groups, visual motion or GVS was presented to increase their voluntary sway (30 cm 
leftward and rightward at 0.2Hz). For participants in visual or GVS inhibiting groups, 
visual motion or GVS was presented to decrease their voluntary sway. After seven 
days adaptation (10 times of 1-min trial per day), participants in the visual and GVS 
enhancing groups showed more postural sway induced by visual motion and GVS, 
respectively (Fig. 4). However, we did not obtained equivalent results for the visual 
and GVS inhibiting groups. These results suggest that the long-term adaptation to 
enhancing action-yoked visual motion and GVS can modify weights on vision and 
vestibular senses to control posture. 
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Fig. 4. Results of adaptation in visual and vestibular postural sway. Horizontal axis indicates 
sway power induced by visual motion, and vertical axis indicates sway power induced by GVS. 
Each mark indicates each subject's averaged result. Circles with a center dot are data of pre test, 
and stars are data of post test after 7-day adaptation. 

4 Neural Learning of Motor Imagery 

Finally, we measured brain activity during motor imagery. When human move their 
body such as fingers, event related de-synchronization (ERD) at approximately 8-13 
Hz (mu-suppression) is observed at parietal lobe (motor cortex) by measuring elec-
troencephalogram (EEG), and event related synchronization (ERS) is observed after 
ceasing movements. This ERD/ERS activity can be observed during motor imagery 
without actual movements (Fig. 5), and is used for brain-computer interfaces (BCI) 
[9-11]. Since the ERD/ERS occurs with silent reading [12], conversation without 
voice may be implemented to a BCI using ERD/ERS in future. 

We made a real-time ERD/ERS feedback system for training and enhancing 
ERD/ERS induced by motor imagery [13]. When the averaged EEG power of C3 
(center left channel) and C4 (center right channel) at 10-12 Hz was smaller than the 
power at the rest period before the feedback experiment (ERD), we presented a red 
bar whose length was increased upward corresponding to strength of ERD. When the 
EEG power was larger than the rest period (ERS), a blue bar was lengthened down-
ward. The EEG power for ERD/ERS was calculated using 2s time-window data, and 
the visual feedback was updated at 10 Hz. Participants were asked to imagine clasp-
ing their own left hand or right hand. They repeated 10 times of left-hand and right-
hand motor imageries separately per a day with the visual feedback, and performed  
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Fig. 5. Example EEG spectrogram of ERD during motor imagery. Horizontal axis indicates time, 
and the subject was asked to image his hand movements (open and close his hand) during 10 - 20 s 
period. Vertical axis indicates frequency of EEG, and gray scale of data represents power calculated 
by short-time fft. Dark color indicates lower power and bright color indicates higher power than the 
rest period (0 - 10 s). ERD is found at 8-13 Hz during motor imagery period. 

 

Fig. 6. Results of motor imagery learning. Horizontal axis indicates learned days. Vertical axis 
indicates ERD/ERS score. For both left and right hand motor imageries, the ERD at the contralater-
al channels (C3 for right hand, C4 for left hand) gradually increased as the learning progressed. 



190 M. Kitazaki 

the training for nine days. We found contralateral increments of ERD during motor 
imagery as the training progressed (Fig. 6). These results suggest that human brain 
activity can be gradually changed or enhanced by the real-time visual feedback of 
brain activity contingent with motor imagery. 

5 General Discussion 

These three studies suggest that human perception system, perception-action coordina-
tion system, and underlying neural system could change for adapting to a new environ-
ment with considering quantitative sensory-motor relationship, reliability of information, 
and required learning with real-time feedback. A traditional aspect of virtual reality is 
that creating artificially most accurate sensory inputs is important to make virtual-reality 
systems. However, artificial engineering systems have limitation of spatio-temporal reso-
lution and delays between inputs and outputs, thus it is difficult to perfectly mimic sen-
sory inputs. A virtual-reality system can be designed adaptively by utilizing human per-
ceptual and neural plasticity. The system may not require very accurate spatio-temporal 
resolution. It might be effectively implemented if both human perception-action system 
and virtual-reality system can change adaptively and cooperatively.  
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Abstract. In this paper, a 3D bimanual gestural interface using data gloves is
presented. We build upon past contributions on gestural interfaces and bimanual
interactions to create an efficient and intuitive gestural interface that can be used
in a wide variety of immersive virtual environments. Based on real world biman-
ual interactions, the proposed interface uses the hands in an asymmetric style,
with the left hand providing the mode of interaction and the right hand acting on
a finer level of detail. To validate the efficiency of this interface design, a compar-
ative study between the proposed two-handed interface and a one-handed variant
was conducted on a group of right-handed users. The results of the experiment
support the bimanual interface as more efficient than the unimanual one. It is ex-
pected that this interface and the conclusions drawn from the experiments will be
useful as a guide for efficient design of future bimanual gestural interfaces.

1 Introduction

Gestural interfaces have attracted considerable attention in virtual reality (VR), since
hands are used naturally by humans to interact with their environment. Bimanual in-
terfaces, either gestural or not, have also received a significant amount of attention in
recent years. It is now acknowledged that with carefully designed interactions, two
hands can perform better than one on a given task [1,2,3].

This paper presents the design of a bimanual gestural interface for immersive vir-
tual environments (IVEs). Gestures are chosen over physical props because the number
of configurations and interactions possible with human hands are much greater. Many
gestures convey meaning through culture and shared experience, and gestural interfaces
can benefit from this [4]. Our goal is to exploit currently available technology for devel-
oping a two-handed gestural interface for IVEs. This paper provides the details as well
as results of experiments that were conducted on the gestural interface, the preliminary
version of which is described in [5].

The proposed interface was designed for IMAGE (shown in Figure 1), an application
exploiting simulation and scientific visualization for improving user performance in
understanding complex situations [6,7]. For the needs of this paper, IMAGE objects
should be thought of as 3D objects which the user needs to manipulate and move around
in the IVE.

In the proposed interface, hand gestures are captured by data gloves, rather than
computer vision, for increased efficiency and reliability, but future work could study
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Fig. 1. The proposed bimanual gestural interface in action

bare-hand gestural interfaces. This interface uses static gestures, i.e. static hand config-
urations or hand postures (e.g. clenched fist), not to be confused with dynamic gestures
(e.g. waving hand).

To validate the efficiency of the presented interface, a comparative study was run on
a group of users which were requested to perform a series of tasks using two variants
of the interface; a one-handed variant, using only the dominant hand, and a two-handed
variant. As a means of simplifying the task of designing and evaluating the interface,
it is assumed that users are right-handed - similarly to the previous work surveyed in
the next section. The time taken by users for performing the tasks in both variants was
recorded. The results confirmed that the two-handed variant increased the performance
and stability, thus supporting our bimanual interface design.

2 Previous Work

A major contribution in the domain of bimanual interactions is the work by Guiard [8].
By studying examples of real-world human bimanual interactions (e.g. writing on a
sheet of paper), Guiard observed that work is split between the two hands in a structured
way. He established three principles that describe asymmetric bimanual interactions and
created a model that is known as the ”kinematic chain model” for bimanual interactions.

The three principles established by Guiard are: 1) the right hand operates in a spatial
frame of reference that is relative to the left hand, 2) the left and right hands operate on
different spatial and temporal scales of motion and 3) the left hand usually precedes the
right hand in action. Hinckley et al. have developed a bimanual interface for 3D visual-
ization that uses Guiard’s right-to-left reference principle with great efficiency [1]. Veit
later validated these theories in a 3D environment [3].

Bimanual interfaces have also been shown on multiple occasions to be more efficient
than their one-handed counterpart [9,3]. However, there are also cases where they end
up decreasing performance due to poor interaction techniques and metaphors [10,11],
so one must exercise caution in the design of two-handed interfaces and interaction
metaphors.
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On the topic of gestures, Nielsen et al. extensively covered the design and selec-
tion of gestures for an interface, providing ergonomical insight as to what type of ges-
tures should be used in gestural interfaces [12]. In their bare-hands 3D user interface,
Schlatmann et al. used the distance between hands for the selection and manipulation
of objects [13]. Cabral et al. designed a vision-based gestural interface for 3D VR envi-
ronments by segmenting a user’s space into discrete zones (e.g., top-left, bottom-right,
etc.) then mapped onto actions [14].

3 Gestural Interface Design

In this section and the following, we describe the proposed interface design, starting
here with the manner in which hand gestures are used to control the environment. In this
design, users perform static hand gestures to interact with the environment. It is based
on Guiard’s kinematic chain model, not in the way that objects are manipulated, but
rather by the way interactions are initiated and completed by the hands. The following
guidelines were used in the design of the interface:

– Guiard’s principles for bimanual interactions are adopted.
– The right hand executes the interactions demanding the best precision.
– The number of gestures to be used is kept to a minimum, since there is a learning

curve imposed on users for remembering the gesture set.
– Whenever possible, actions should be mapped to gestures that are semantically

related. It is also important to give users proper instructions (cues as to why a given
gesture was chosen) and training.

– The hand gestures used in the interface reuse some ergonomic guidelines found
in [12], e.g. avoiding outer positions and relaxing muscles as much as possible.

– The beginning of interactions is associated with muscle tension and the end with
the release of the tension (as proposed in [15]).

The left hand plays the role of a mode switcher and most of the direct manipulations
are executed by the right hand. Hand gestures are executed by the left hand to select
interaction modes, while the right hand performs the interaction itself, e.g. pointing,
moving or scaling the desired object. The gesture set to be used in the environment is
presented in Table 1.

Table 1. Hand gestures used in the environment

Clenched-fist
Thumb-up (or

down)

Index
pointing,
thumb-up

Index
pointing,

thumb-down

Index and
middle

pointing,
thumb-up

Pinch (Index,
middle and

thumb)
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The fact that the left hand defines the mode of action means it will always act before
the right hand, thus respecting Guiard’s precedence principle. The left hand also acts on
different spatial and temporal scales than the right hand (typically, once at the beginning
and at the end of every interaction), following Guiard’s second principle. The principle
of right-to-left spatial reference should only be met if there were an interaction that is
complex enough to justify its need, which is not the case yet for IMAGE. However,
in a way, the right hand depends on the left hand to define its mode of operation so it
could be claimed that the right-to-left reference principle is also met, although this is
still open for discussion because it is not a spatial reference per se.

A support vector machine (SVM) is responsible for gesture recognition. SVMs pro-
vide a performance which is similar (both in execution time and accuracy [16]) to that
of neural networks and do not require a network topology to be determined. The SVM
can recognize a user’s gestures from a pre-established set of gestures with which it was
trained beforehand with good accuracy and precision for sets composed of around 10
gestures.

4 3D Interactions

The actions available to a user have been divided into three categories: 1) selection
and designation of objects, 2) generic manipulations, which group all interactions for
moving and positioning objects, and 3) system control, which represents all actions
related to menus and to how the environment behaves. These interactions and their
corresponding gestures are presented in Table 2.

Table 2. Interactions and corresponding hand gestures. Refer to Table 1 for illustrations of the
gestures

Action Left hand Right hand
Selection Designation and

selection
Index pointing, thumb
up

-

Generic
manipulations

Move Index pointing, thumb
folded

-

Rotate Clenched fist -
Resize Index and middle

pointing, thumb up
-

System Control Circular menus and
numerical value
modification

As needed, accept:
Thumb up, cancel:
Thumb down

Browsing: Pinch (thumb,
index and middle)

4.1 Designation and Selection

Designation is active - users need to maintain a gesture with their left hand for designa-
tion to be activated in the environment. As shown in Figure 2, designation is achieved by
casting a ray with the user’s right hand (the ray is displayed only once designation is ac-
tivated), the first intersected object is then set as designated - the object is circumscribed
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by a blue bounding box. Once designation ends (by switching to a different gesture),
if an object was designated it then becomes selected. The use of an active designation
should help the user focus on the data and information in front of him and not be dis-
tracted by the visual ray. As a visual feedback to the user, a selected object’s bounding
box is displayed in green. Once an object is selected, the user can then perform any of
the other available actions on that specific object, with no need for reselection between
interactions.

Fig. 2. Designation of an object with the
left hand doing a gesture and the right hand
pointing

Fig. 3. Circular menu used for system con-
trol. Left: user making his selection in the
menu. Right: confirmation of a selection.

4.2 Generic Manipulations

Generic manipulations are relevant to positionning and orienting objects. As for desig-
nation and selection, these interactions are initiated by the left hand by performing the
corresponding hand gesture, while the right hand controls the interaction:

– Moving an object: A selected object is moved using a metaphor that attaches it to a
ray cast from the user’s right hand. The distance from the hand to the object remains
constant throughout the whole interaction and the object’s orientation is adjusted
so the object always faces the user.

– Rotating an object: For users to adjust all 3 degrees of freedom in rotation of a
given object, an isomorphic rotation interaction was added which maps the user’s
right hand relative rotations (from the beginning of the interaction) on the selected
object without scaling.

– Resizing an object: Objects can be resized using the right hand’s distance to the
object once the interaction is initiated. Bringing the hand closer to the body enlarges
the object, while moving it towards the object makes it smaller.

4.3 System Control

System control is achieved through two different elements in the environment : control
and circular menus (Figure 3).
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Control menus are sets of icons representing actions - these icons can either be se-
lected or dragged onto targets. A control menu is typically used for the creation of
objects, while deletion of objects is achieved through a movement of the object above
the head of a user, as if he wanted to throw it away behind him.

Circular menus are hierarchical menus that can be attached to objects for additional
configuration capabilities. These menus expand once selected and the right hand’s ori-
entation can then be used to select a menu option. The user confirms or cancels a selec-
tion with his left hand by pointing his thumb up or down respectively. To limit fatigue,
the thumb-down gesture must not point all the way down, only half-way (users are made
aware of this). Symbolic input of numerical values is also provided with a behavior sim-
ilar to that of circular menus, i.e., by rotating the right hand and accepting or cancelling
with the left hand.

5 Experiments

In order to validate the presented design, the bimanual interface was compared to a
unimanual variant similar in behaviour except that the single hand had to specify the
mode of interaction and to control interactions at the same time (this corresponds to
merging the last two columns of Table 2). For example, the one-handed selection of an
object would imply making the ’index-pointing’ gesture with the right hand, pointing
the object with that same hand, and release the gesture while pointing the object. The
experiments were conducted on a setup consisting of a wall screen with a stereoscopic
projector and a pair of wired CyberGloves with Polhemus trackers for each hand.

The experiments consisted of a series of simple 3D manipulation tasks that reflect
two purposes: first, they represent a normal use case of our application (strictly in terms
of object selections and movements required), and second, they include enough repeti-
tion to assert whether or not a variant is better than the other. More precisely, the series
of tasks consisted of 29 selections of objects (including one of a very small object),
10 movements, 7 drags (movement onto another object), 5 rotations, and one input of
numerical value. One task was purposely harder than the others, calling for better pre-
cision - the selection of a very small object. The object was about 15 millimetres wide,
and given the users distance to the screen (1 metre) the object was slightly less than one
degree in width. An important point to reproduce these experiments is that the users
must be compared with themselves, i.e. they must execute the experiments with both
variants of the interface.

The users were given a training period before the actual experiment so they could
become familiar with the various gestures and with the behaviour of the interface. Each
user was timed while performing the task series twice, once using each variant of the
interface. Since there is a learning curve for mastering the interface and the hand ges-
tures, half of the users began with the unimanual interface to finish with the bimanual
one, and the other half did the opposite. This crossover design limited the bias induced
by the users’ increasing expertise as they spent time using the interface.

Experiments lasted about one hour for each subject, with the calibration of Cyber-
Gloves (5 mins), a first training period (20 mins), followed by the evaluation of the first
condition (10 mins), then followed by another shorter training period (10 mins) and the
evaluation of the last condition (8 mins).
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All participants were supervised during the experiments and notes were taken on any
singularities that occurred during testing.

Two hypotheses were formulated for these experiments :

– H1: The bimanual variant should provide faster completion times than the uniman-
ual one.

– H2: The bimanual variant should provide better precision of interaction and per-
form better than the one-handed variant for more difficult tasks.

This experiment aims to validate the presented bimanual gestural interface design as
being efficient and reusable, while also providing additional information and insight for
future work on the design of gestural interfaces. It should be noted that there are very
few works comparing one-handed and two-handed gestural interfaces in the literature,
so this is also a contribution of the paper.

Finally, all participants had good experience using computers, although not neces-
sarily with 3D interactions or VR. A total of 14 participants completed the testing ses-
sions, 7 starting with the unimanual variant and 7 with the other, providing a total of 28
datasets.

6 Results and Discussion

The collected data was split into four groups according to two factors; the first one being
the starting variant, one-handed first or two-handed first and the second factor being the
current number of hands used (either one or two).

The analysis starts by looking at the total experiment completion times for all users.
Table 3 shows average completion times for every condition. The marginal means sug-
gest that the number of hands had an effect on the performance of users while the
starting variant did not.

The data also suggest that users improved progressively over time; i.e. that there was
learning still taking place after training. A 2× 2 split-plot design was used to account
for any differential carryover effect (it might be that users starting with the one-handed
variant learned differently from users who started with the two-handed variant). The
within-subjects factor is the number of hands and the between-subjects factor is the
starting variant. This means that users are compared first with themselves inside their
group (with the same starting variant), and then with the other group (with the other
starting variant). To assert ANOVAs required assumption of variance homogeneity, we
ran a Levenes test on the data, with a positive outcome (p = 0.95).

Table 3. Experiment completion time mean values for each subgroup in minutes

One-handed Two-handed Marginal mean

One-handed first 10.76 ± 1.11 6.58 ± 1.29 8.67
Two-handed first 8.24 ± 1.74 8.85 ± 1.42 8.54

Marginal mean 9.50 7.72 8.61
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Table 4 contains the ANOVA table produced, where an α level of 0.05 is used to
assert statistical significance. Furthermore, a Student’s t-test was performed on the first
sub-group of each starting variant, ignoring the second set of measures per subject (i.e.,
only the data used to produce the first column of Table 3). This analysis is insensitive to
any possible differential carryover effect. The null hypothesis is again rejected (t = 2.60,
d f = 11.36, p = 0.02).

Table 4. ANOVA table for whole experiment completion times (split-plot design, with starting
variant as the between factor and the current number of hands as the within factor)

Source df error F p Significant?

Number of hands, NH
(within-group)

1 152,654 17.291 0.0004 Yes

Starting variant, SV
(between-groups)

1 137 0.016 0.9020 No

Interaction of NH × SV 1 65,826 7.456 0.0122 Yes

6.1 Sub-tasks Analysis

Two additional analyses were run on different sub-tasks to check if the outcome would
be different than for the full experiment. Firstly, a single task (the dropping of one object
onto another) was singled out from the experiment and analyzed. Secondly, a sub-group
of tasks (four selections, movements and rotations) was taken out from the experiment,
including task switching times, and was also analyzed.

For the single task, running the same ANOVA as before (mixed within-subjects and
between-subjects) and looking at values returned for the number of hands suggested that
there was again a difference, although it was not statistically significant with a p-value
of 0.12.

The mixed within-subjects and between-subjects ANOVA ran on the group of tasks
revealed that the two-handed variant became again significantly faster than the one-
handed variant with a p-value of 0.040.

6.2 Precision Task

Not all participants were able to execute the hard task. It should be observed that 11
participants using the two-handed variant of the interface managed to select the small
object, while only 3 succeeded with the one-handed interface. Although this does not
reveal how more precise the bimanual interface is, it does validate H2 qualitatively.

6.3 Discussion

Looking back at Table 4, the data support the bimanual variant as significantly faster
than one (H1 true). The interaction of the starting variant factor and number of hands
factor proved to be statistically significant, responding to the hypothesis that there was
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still learning taking place, although learning had a weaker impact than the number of
hands. The starting variant was not found to provide a meaningful performance vari-
ance.

Both hypotheses were supported by the data, thus confirming our proposed gestural
interface design as efficient. As an added benefit, the experiments also provide evidence
that bimanual gestural interfaces operate significantly faster than their unimanual coun-
terpart, and while this is not an entirely surprising result, it had never been tested before
- at least to our knowledge. As a reminder, both interfaces were of equivalent strength,
meaning that they had the same interactions available, used the same gestures and had
the same expressive power.

While testing H1, it was also found that some tasks did not provide significantly
different completion times for both variants of the interface while others did. The fact
that the bimanual interface performed better on longer, more complex tasks, led us to
formulate the hypothesis that the two hands in the proposed interface allow a user to
think about his actions and chain interactions faster than the one-handed interface does.
Such a hypothesis could be tested in future work by measuring switching times between
interactions for one-handed and two-handed gestural interfaces.

The result from the selection of the small object support H2, hinting to the fact that
the bimanual variant of the interface was more precise or allowed for greater stability.
One potential reason for this is that the hand pointing and manipulating the objects does
not have to switch gestures during the manipulation, allowing for increased steadiness.
It was also stated informally by users during the experiments that the bimanual interface
was less tiresome, possibly due to the fact that the workload was split between the
hands.

7 Conclusion

In this paper, the design of a 3D gestural bimanual interface was presented. The goal
was to create an efficient gestural interface to be used in IVEs by building upon past
contributions on gestural interfaces and bimanual interactions. The interface uses the
hands asymmetrically, assigning the mode switching to the left hand and the role of
manipulation to the right hand.

A comparative study was run between the proposed interface and a one-handed vari-
ant on a group of right-handed users, who executed a series of tasks both unimanually
and bimanually after a short training period. To accommodate for any bias or learning
still taking place during testing, a crossover design was used with half of the users start-
ing the experiment with the one-handed variant and the other half of the users starting
with the two-handed variant. In the design of the experiments, the two hypotheses were
tested on the IMAGE environment and were proven to be true.

The problem of bimanual gestural interactions was addressed on some specific points
and there is room for further research, especially for collaborative work between the
fields of VR, computer engineering and cognitive psychology. The conceived interface
is an example of a state of the art 3D bimanual gestural interface design. It is hoped
that it will help other researchers in the construction of future interfaces by providing a
sound starting point as well as insight on bimanual gestural interfaces.
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Abstract. Indoor navigation is an important research topic nowadays. The 
complexity of larger buildings, supermarkets, museums, etc. makes it necessary 
to use applications which can facilitate the orientation. While for outdoor navi-
gation already exist tried and tested solutions, but few reliable ones are availa-
ble for indoor navigation. In this paper we investigate the possible technologies 
for indoor navigation. Then, we present a general, cost effective system as a so-
lution. This system uses the advantages of semantic web to store data and to 
compute the possible paths as well. Furthermore it uses Augmented Reality 
techniques and map view to provide interaction with the users. We made a pro-
totype based on client-server architecture. The server runs in a cloud and pro-
vides the appropriate data to the client, which can be a smartphone or a tablet 
with Android operation system. 

Keywords: Indoor Navigation, Augmented Reality, Semantic Web, Ontology, 
Mobile Application. 

1 Introduction 

Indoor navigation is one of the actively researched areas of nowadays. Good exam-
ples are the large buildings, complex supermarkets, warehouses, university campuses, 
museums, etc. where it takes a longer time to find a given destination. The importance 
of the research topic is illustrated by the increasing industrial interest. For example in 
the autumn of 2012 some large companies collaborated and set the aim to make a 
standard indoor navigation system.1 For outdoor navigation there are tried and tested 
solutions but these methods cannot be applied for the indoor case. These systems are 
usually based on Global Positioning System (GPS) that requires permanent radio 
wave communication with satellites around the Earth. These radio wave signals can-
not be provided within the buildings therefore this method is not working at indoor 
navigation. The following case illustrates well the complexity of the problem: the 
Ericsson had an indoor navigation research project but it was terminated in August 
2012, thence the home page of the research is unavailable.2 
                                                           
1http://www.computerworld.com/s/article/9230537/Nokia_Samsung_So
ny_join_forces_to_improve_indoor_navigation 

2 https://labs.ericsson.com/apis/indoor-maps-and-positioning/ 



 A New Approach for Indoor Navigation Using Semantic Webtechnologies  203 

 

Several attempts have been made to make accurate the indoor navigation. Existing 
methods use infrared signals [1], ultrasound [2], signal strength of various wireless 
connections such as GSM (Global System for Mobile Communications), Bluetooth, 
and Wi-Fi [3,4,5,6], inertial sensors to track user movements [7] as well as various 
digital image processing algorithms [8,9] to the positioning. 

One of our objectives was to review the possibilities which are necessary for in-
door navigation. The implemented system based on our research uses built-in sensors 
of mobile phone and Augmented Reality to provide the navigation. Both opportunities 
are based on the interaction of users. The system uses the advantages of semantic web 
to store the data and to compute the possible paths. The Semantic Web [10] aims at 
creating the “web of data”: a large distributed knowledge base, which contains the 
information of the World Wide Web in a format which is directly interpretable by 
computers. The goal of this web of linked data is to allow better, more sensible me-
thods for information search, and knowledge inference. To achieve this, the Semantic 
Web provides a data model and its query language. The data model – called the Re-
source Description Framework (RDF) [11] – uses a simple conceptual description of 
the information: we represent our knowledge as statements in the form of subject-
predicate-object (or entity-attribute-value). This way our data can be seen as a di-
rected graph, where a statement is an edge labeled with the predicate, pointing from 
the subject’s node to the object’s node. The query language – called SPARQL [12] – 
formulates the queries as graph patterns, thus the query results can be calculated by 
matching the pattern against the data graph. The implemented prototype was tested in 
one of the campus of Eötvös Loránd University with the help of different types of 
users (students, teachers). 

The structure of the paper is as follows. After the introductory Section 1 we present 
the related work in Section 2. Then, in Section 3, we give the details of the design of 
the implemented system. Then, we give two examples in Section 4 to demonstrate the 
usability of our application. Afterwards we describe our future plans in Section 5. 
Finally, we summarize our experiences in Section 6. 

2 Related Work 

There is a good summary of indoor navigation solutions in [13]. In this section we 
present some already existing indoor navigation methods. All methods have a com-
mon property that their main objective is similar to our goal: to develop an efficient 
indoor navigation system running on mobile phones (or on handheld PC). 

Baus, Krüger and Wahlster present a hybrid navigation system in [14] that uses dif-
ferent technologies to determine the position of the user. They implemented a compo-
nent to provide the indoor navigation. When the paper was written there were not 
available mobile phones with enough capacity, therefore authors used handheld PC-s. 

According to Schmalstieg and Reitmayr [15] the data model has to be independent 
from any specific application and their implicit assumptions. The Semantic Web  
provides such a data model. In their paper they investigate how this model fits the 
requirements of Augmented Reality applications and how such a system can be  
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developed. The difference between our and their system is that they did not store 
maps and did not use map view for visualization. 

Mulloni et al. [16] implemented a real time marker-recognizer tool on mobile 
phones. They compare solutions with the navigation method based on maps and with 
the navigation method based on GPS. Based on their tool they developed an applica-
tion for indoor navigation. This was used in poster presentation of a conference. Simi-
larly to our system they use the appropriate map and assign the markers to show the 
new location. The advantage of our system compared with Mulloni’s system is that in 
our case the necessary information can be downloaded dynamically with a QR code 
and we do not need new installation while in their case it is required to download the 
new release of the software and to install it onto the mobile phone. 

Mulloni, Seichter and Schmalstieg describe an Augmented Reality interface to 
support indoor navigation in [17]. They combine activity-based instructions with in-
formation points for the localization. We also used this technique. In addition the 
authors made comparative case studies to evaluate of their system.  

3 Architecture of Our Prototype 

In this section we describe the main functions of the system. First, we review the in-
vestigated techniques, then present the architecture of our prototype and give the de-
tails of the functions. 

3.1 Investigated Techniques 

We studied several available navigation solutions. The first solution is a navigation 
based on WiFi signals that have been analyzed in a lot of papers [4,5,6]. In previous 
works the accuracy of positioning was increased by installing new devices (e.g. rou-
ter). These devices are used as fingerprints. Our goal was to avoid the deployment of 
further WiFi devices, instead we wanted to use the already existing ones to guide the 
user to its destination. 

First we wanted to identify the exact position. The positioning was not correct, be-
cause of the measurement errors. Therefore we focused on defining large areas, so we 
split the map to cells. The signals were often unstable, therefore we often got wrong 
results. To solve this problem we created a solution to accept a cell only if it was ad-
jacent to the previously correctly determined. Unfortunately, the tests showed that this 
still made a lot of mistakes. Later we added direction information to our measurement 
to correct the accuracy of the measurement [5], but it was not still enough to be able 
to determine the accurate position based on WiFi signals. Because of these unsuccess-
ful attempts we discarded the WiFi navigation. 

The next investigated solution was the pedometer that used the accelerometer and 
the compass of the mobile device [18]. We successfully apply this technique, the de-
tails are given in Section 3.3. 
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3.2 Server Components 

The system has client-server architecture where the server is rarely used. The server is 
a cloud application using the CloudFoundry Micro system that provides a private 
cloud server for development. The application we made in CloudFoundry can be easi-
ly deployed to another cloud provider system. 

The map necessary to the navigation was made by the OpenStreetMap map editor 
[19], which provides latitude and longitude coordinates to the corresponding points. 
The map stores POIs (Point of Interest), which are required for the final destination or 
the route calculation. This editor saves the data in XML format. We could transform 
this file automatically by means of the server to semantically interpreted content. We 
implemented the transformation with XSLT. The objects of the map are transformed 
to N3 format. 

 

Fig. 1. The process of generating semantically annotated route data  

The semantic layer contains well-annotated data which are extracted from the map 
and represent the environment. The correspondence between the map data and the 
semantic content was made with the INO ontology [20] that is extended by us. This 
extension contains the required concepts about navigation routes (e.g. POI, Passage, 
Corridor, Exit, etc.). In order to determine what points can be reached from a certain 
point, we needed the hasAvailable property that tells which points can be 
reached directly. 

The map contained only those pieces of information that were necessary for draw-
ing. We extracted the possible relation between two adjacent points from these pieces 
of information. Afterwards we ran an inference, which used the symmetric property to 
determine the possible steps. On the resulting routes a CONSTRUCT query provided 
by SPARQL was executed, which calculated the distance between two points based 
on the coordinates. The CONSTRUCT query makes a new RDF dataset from an ex-
isting RDF graph. This is the final dataset that is used by the client on the client side. 
This eliminates the need for storing all of the existing route information. Thanks to 
the hasAvailable property we can inference the possible routes from the points 
and their direct connections. This saves significant space for us. 
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3.3 Client Functionality 

The client side is a device running Android operation system, which has built-in acce-
lerometer, compass and camera. The first two are required to use the map function 
and the last is required to use navigation based on Augmented Reality. The system 
uses only those resources that are essential to the navigation, therefore it increases the 
energy efficiency. 

First, we read the QR codes which store the current coordinates of the locations 
and the identifier of map located on highlighted places. The server sends all map data 
when starting the application so we do not need permanent internet connection to the 
navigation, therefore our solution is cost effective. After that the user chooses a desti-
nation and selects one from the possible visualization and starts the navigation. 

 

Fig. 2. The workflow of our system 

One function of our system is the previously mentioned map mode with pedome-
ter. It is based on the built-in accelerometer and compass. With the user interaction 
we can follow the motion of the phone. The phone displays the way that leads to the 
destination and the travelled distance on a map view. The pedometer has a calibration 
screen, where we can set our height. From the height the phone can calculate the 
length of the steps with mathematical methods. Since the step sizes may be different, 
it can cause small errors in positioning. A lot of small deviations lead to inaccuracies 
in the long term. In our case, the navigation is limited to a small area, so the error is 
less noticeable. On the basis of our experience, the pedometer method is able to de-
termine our position with an accuracy of 50 cm. Our position can be updated with 
reading QR codes placed in the building. 

Another feature of our navigation system is that we used Augmented Reality for 
the visualization [21]. Augmented Reality (AR) is a wide spread technology, by 
means of which the real physical environment can be extended by computer generated 
virtual elements. The system created this way is located between the real and the vir-
tual world. We used the marker-based version of Augmented Reality, which uses 
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markers for registration in 3D. This technique uses the markers for reference points, 
where it displays the augmented content. We also investigated the natural feature 
tracking (NFT) option, but for two reasons we have decided not to use it. The first and 
most important point was that the application should also run on simple devices with 
small capacity. The cheaper types of Android phones do not have suitable hardware 
for NFT resource intensive operations. Another aspect was that the sign, which is 
used for navigation stands out from its environment. This aspect is better suited for 
traditional approach that uses markers. 

   

Fig. 3. Visualization with AR and with pedometer on the map 

Our idea was the following: we can use the crosses of map for navigation points 
and assign markers to them. A directed 3D arrow was defined to the marker. This 
arrow always points to the nearest point, which is in the route towards our final desti-
nation. Since the 3D models can be of large size, we used a model that produces the 
right direction with linear transformation. The detection of markers requires quadratic 
time. This depends on the number of the markers, because the system compares each 
marker to all others. In our case for the efficiency we can use only one marker for all. 
Because the markers are located also in POIs functioning as possible destinations thus 
the Augmented Reality based navigation provides accurate positioning. 

4 Use Cases 

The need is increasing for using indoor navigation in public places, office buildings, 
universities, hospitals, etc. In this section we present the functions of our application 
by using two scenarios namely an implemented and a fictional one. The first scenario 
is about the building of our research center and the second one is about a shopping 
center where the application can help the navigation. 
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 Since the prototype is made for general purposes, of course, it is not limited to 
these two tasks, but with these two different use cases we want to demonstrate the 
flexibility of our application.  

4.1 Research Building 

In the first scenario we tried the system in our research building. We made a prototype 
application for this. The building has many rooms and a large lecture hall. Our aim was 
to help the navigation between important points (e.g. rooms, doors, tables) of the build-
ing. We mapped the building and each important point was saved to a map. On Fig. 3 
one can see the map view and the shortest path from the current position to the exit on it. 
The application was tested on a device that has weak hardware (Samsung Galaxy Mini 
with 600 MHz processor) and running Android 2.2 operation system. 

4.2 Shopping Center 

The next example illustrates another possible case when our system could be used. 
Because the shopping centers usually have large area it is difficult and time-
consuming task to find a given store inside them. The information boards are placed 
only in certain specific places, so the information is not available from anywhere 
inside the store. A lot of time can be saved by using a mobile device, which clearly 
shows the shortest path to our destination. For this purpose our application provides a 
cost effective solution that needs only cheap paper and plastic markers. These markers 
can be placed easily to the walls or the floor with stickers, so it is a really cheap way 
to help peoples to navigate. We can also use the map view based on the pedometer. 

5 Future Work 

Several further developments are planned. One of the goals is to improve the pedome-
ter method. The QR code can provide a solution for this problem. When the client 
recognizes the QR code then he gets the accurate position, so he can be compare it 
with the position on the map view. This way it is possible to correct the position of 
pedometer. 

A possible improvement of Augmented Reality view is to develop various naviga-
tion commands in addition to the arrows showing the right direction. With help of 
textual instructions we can learn how far away the destination is. As another opportu-
nity the system does not only display an arrow but also shows the whole road section 
in front of the camera. 

Currently to find the shortest path between two points a traditional graph search al-
gorithm was used. We are planning to determine this path based on pure semantic 
web technology, namely we would obtain the shortest path with SPARQL queries. 
This method provides benefits at the personalization (when we would like to forbid 
the usage of certain path elements, e.g. staircase, elevator). Because of the inference 
ability of Semantic Web, the personalization can be done by using only one SPARQL 
query. For performance purposes the results of comparing of the two methods are also 
interesting for us. 
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6 Conclusion 

Indoor navigation is one of the actively researched areas of nowadays. We achieved 
the following results. Firstly, we reviewed the state of the art of indoor navigation and 
investigated the technologies required to indoor navigation. A general, efficient sys-
tem was designed based on the obtained results. Then we implemented a client run-
ning on Android operation system. With our system a user can navigate through an 
environment which has a map and contains arbitrary markers and QR codes. The 
application provides two different types of visualization for the navigation. Both are 
based on the interactions of users. The first is the pedometer method using the built in 
accelerometer and compass of the device. It also displays the way that leads to the 
destination and the travelled distance on a map view. The second visualization tool 
uses Augmented Reality, which extends the image of the camera with computer gen-
erated virtual objects. The system uses the advantages of Semantic Web to store the 
data and to compute the possible paths. Therefore our system combines two current 
technologies, Augmented Reality and Semantic Web to implement efficient and accu-
rate indoor navigation. Our prototype was tested in one of the campuses of Eötvös 
Loránd University which was mapped and provided with markers. 
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Abstract. Combat Profiling techniques strengthen a Warfighter’s ability to 
quickly react to situations within the operational environment based upon 
observable behavioral identifiers. One significant domain-specific skill 
researched is kinesics, or the study of body language. A Warfighter’s ability to 
distinguish kinesic cues can greatly aid in the detection of possible threatening 
activities or individuals with harmful intent. This paper describes a research 
effort assessing the effectiveness of kinesic cue depiction within Simulation-
Based Training (SBT) systems and the impact of engagement levels upon 
trainee performance. For this experiment, live training content served as the 
foundation for scenarios generated using Bohemia Interactive’s Virtual 
Battlespace 2 (VBS2). Training content was presented on a standard desktop 
computer or within a physically immersive Virtual Environment (VE).  Results 
suggest that the utilization of a highly immersive VE is not critical to achieve 
optimal performance during familiarization training of kinesic cue detection. 
While there was not a significant difference in engagement between conditions, 
the data showed evidence to suggest decreased levels of engagement by 
participants using the immersive VE. Further analysis revealed that temporal 
dissociation, which was significantly lower in the immersive VE condition, was 
a predictor of simulation engagement. In one respect, this indicates that 
standard desktop systems are suited for transitioning existing kinesic 
familiarization training content from the classroom to a personal computer. 
However, interpretation of the results requires operational context that suggests 
the capabilities of high-fidelity immersive VEs are not fully utilized by existing 
training methodologies. Thus, this research serves as an illustration of 
technology advancements compelling the SBT community to evolve training 
methods in order to fully benefit from emerging technologies.  

Keywords: Kinesic cues, Engagement, Simulation-Based Training. 

1 Introduction 

Within the current tactical defense climate, Combat Profiling has put forth a critical 
Intelligence, Surveillance, and Reconnaissance skill set to assist the modern 
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Warfighter in threat detection [1]. Combat Profiling skills enhance a Warfighter’s 
ability to maintain vigilance, situation awareness, and perceptual sensitivity of 
potentially threatening individuals within a combat environment. Combat Profiling 
training aids Warfighters in adopting a more proactive role akin to a hunter [2]. 
Rather than reactive post-incident tactics, Warfighters are trained to detect and assess 
pre-event indicators of potential threats by recognizing anomalies in the 
environmental and behavioral baselines, thereby, providing pre-incident, preventative, 
tactical planning.  

Kinesics is the study of how nonverbal cues, body motion, and actions convey 
meaning [3]. In Combat Profiling, kinesics involves the ability to identify and analyze 
an individual’s body language and affect [4]. Whether voluntary or involuntary, 
kinesic cues convey a great deal of information about an individual (i.e., attributes, 
motivation, attitude, and status) and the environment. These movements can indicate 
behavior that is atypical from the baseline and can allude to an individual’s emotional 
state or pretense. Examples of kinesic cues include hand gestures, facial expressions, 
body language, and posturing.   

Traditional Combat Profiling training methods utilize photographs and video 
footage for initial instruction in identifying behavioral cues of threats within the 
human terrain [1]. Live role players act out scenarios for experiential learning and 
profiling practice exercises. Although current methods are successful, limited 
availability of image and cinematic sources coupled with the high cost of hiring and 
training live role players restrict the cost effectiveness of widespread training [5]. 
Furthermore, Combat Profiling training is primarily conducted within the military, but 
principles of this training are applicable to other domains, such as homeland security 
and law enforcement.  

Emerging research and development efforts have begun to investigate Virtual 
Environments (VEs) to enrich training of Combat Profiling skills. VEs offer a cost-
effective and safe alternative to live environments [6]. An existing U.S. Navy research 
program is developing a comprehensive Combat Profiling training platform that 
transitions from computer-based training modules for declarative knowledge to an 
immersive team trainer for practical application of knowledge and skills [7]. Such 
efforts are making significant strides to improve the cost-effectiveness and 
deployability of virtual Combat Profiling training, but also prompt a need for 
experimentation to identify specific design requirements to improve the quality and 
effectiveness of virtual training systems. The VE literature indicates that effective 
virtual training may be affected by immersion and engagement [8]. To promote 
immersion and engagement, a goal of VEs is to “provide a compelling and effective 
medium for experiential, ‘learn-by-doing’” opportunities [9]. Compelling VEs 
promote a “willing suspension of disbelief” that separates trainees from the real-
world, enabling them to focus more intently on the training experience [10]. Although 
the body of research concerning simulation design factors that affect immersion and 
engagement continues to grow, there are still aspects that remain to be explored, 
refined, or translated to other training domains.  

Visually representing Combat Profiling cues within Simulation-Based Training 
(SBT) systems requires investigation to support hardware and design requirements. 
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User immersion and engagement offer insight into developing threshold and objective 
requirements. 

The experiment presented is one in a series investigating the role of immersive 
VEs and dynamic, high fidelity 3D virtual characters in deployable Combat Profiling 
training solutions. The use of kinesics or body language of virtual characters within a 
VE was empirically assessed to determine the effectiveness of virtual agent 
representations. The specific purpose of this research was to investigate the tradeoffs 
of training kinesic cues using a standard desktop or within a physically immersive VE 
system.  

The following hypotheses were empirically assessed:  

• H1=Participants will experience higher simulator sickness in the immersive VE 
condition. 

• H2=Presence scores will be higher in the immersive VE condition. 
• H3=Engagement scores will be higher in the immersive VE condition. 
• H4=Technology acceptance subscale scores will be higher in the immersive VE 

condition.  
• H5=Simulator sickness and technology acceptance subscale scores will be 

predictors of engagement. 
• H6=Simulation engagement scores will be higher than pre-training engagement 

scores. 

2 Method 

2.1 Participants 

Ninety students from the University of Central Florida’s undergraduate population 
participated in this research experiment. Stipulations for participation included: U.S. 
Citizenship, age of at least 18 years old, and having normal or corrected to normal 
vision. Upon participation of the experiment, class credit was assigned accordingly.  

2.2 Experimental Design 

This experiment investigated levels of immersion and engagement between two SBT 
configurations for training kinesic cue detection during Combat Profiling tasks. One 
configuration used a standard desktop system with a 22-inch display.  The second 
configuration involved an immersive VE known as the Virtual Immersive Portable 
Environment (VIPE). The VIPE presents high-fidelity visuals on a 120-degree screen 
standing seven feet high within an enclosed space. Both configurations relied upon 
Virtual Battlespace 2 (VBS2), the U.S. Army’s primary SBT platform. In order to 
maintain operational integrity, the experiment used VBS2 to supply virtual and 
constructive elements within the two hardware configurations studied. VBS2 
provided tools to visually represent kinesic cues in an operationally relevant manner 
and the ability to develop customizable scenarios.  
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2.3 Kinesic Cue Detection 

Kinesic cue detection training aims to enhance a trainee’s ability to identify kinesic 
cues such as hand and arm gestures, body language, and posture.  Participants viewed 
pre-training content presented on PowerPoint slides. This included examples and 
descriptions of six kinesic cues—two cues per target affective state (Table 1). 

Table 1. Kinesic cues displayed in experimental testbed 

Target Affective State Lying Nervous Aggressive 
Kinesic Cues Rubbing Neck 

Covering Mouth 
Wringing Hands 
Check Six 

Slapping Hands 
Clenched Fists 

 
The mission environment (Figure 1) simulated a user walking on patrol with the 

task of identifying kinesic cues displayed and reporting each target’s affective state 
(i.e., nervous, lying, or aggressive). For the experimental conditions, three scenarios 
were developed to display kinesic cues including desert, suburban, and urban 
environments. All scenarios were created within VBS2 to emulate real world 
environments and included general features such as houses, buildings, foliage, people, 
animals, and vehicles. The desert environment included a non-geo-specific Middle 
Eastern scene with structures such as construction equipment, trucks, and trees. The 
suburban scenario consisted of parks, homes, and parked vehicles. The urban scenario 
reflects a non-geo-specific Middle Eastern setting including businesses, apartments, a 
playground, restaurants, produce stands, and an industrial area.  

 

 

Fig. 1. Suburban mission environment displayed on both desktop and immersive VE condition 

2.4 Measures 

The following measures assessed participants’ feedback within the experiment. The 
Demographic Questionnaire gathers general biographical information from 
participants including age, gender, video-game experience, and computer 
competence. The Immersive Tendency Questionnaire is a measure used to determine 
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individual differences in the tendency to become deeply involved, or immersed, in 
activities [11]. The Simulator Sickness Questionnaire comprises of 16 symptoms 
designed to monitor participants’ health status before and after exposure to a 
simulated environment [12]. The Presence Questionnaire comprises of 20 items that 
are related to the participant’s perceived level of presence within each configuration 
[11]. The Engagement Measure is a subjective measure where participants rate their 
level of engagement [13]. This measure was administered once after the pre-training 
portion of the experiment (i.e., pre-training engagement) and once after exposure to 
the simulation environment (i.e., simulation engagement). The Technology 
Acceptance Measure is used to assess the participant’s level of cognitive absorption, 
or engrossment, while using simulation technology [14]. Several subscales of the 
Technology Acceptance Measure address aspects of engagement including: temporal 
dissociation (i.e., unawareness of the passage of time), focused immersion (i.e., 
disregard for non-simulation distractions), heightened enjoyment, control, curiosity, 
perceived ease of use, and perceived usefulness.  

2.5 Procedure 

Upon arrival, the experimenters greeted the participants and each was randomly 
assigned to the desktop or immersive VE condition. Based on the condition, each 
participant was escorted by their experimenter to a designated lab area. At the 
location, the participant was asked to read the informed consent. Following this 
requirement, the participant was asked to complete the following questionnaires. 
These include: the Demographic Questionnaire, Immersive Tendency Questionnaire, 
and Simulator Sickness Questionnaire respectively. After completing the 
questionnaires, the participant was briefly instructed on how to complete the 
performance pre-test to follow. The performance pre-test required the participant to 
view a series of photographs demonstrating the kinesic cues addressed in this research 
area and attempt to identify the affective state of each cue. The participant then 
viewed the kinesic cue pre-training PowerPoint presentation. A Training Engagement 
measure followed the training slides. A five minute break was administered and upon 
conclusion the experimental condition began. Each participant completed a practice 
scenario for task familiarization followed by the experimental scenarios. The 
performance data was logged using an automated computer processing system.  

There were three experimental scenarios that each lasted 15 minutes. Following 
each scenario, the participant completed the Simulator Sickness Questionnaire.  After 
the final scenario, the participant completed the Presence Questionnaire, Technology 
Acceptance Measure, and the Simulation Engagement Measure. Final completion of 
the questionnaires was followed by a debriefing. The duration of the experiment was 
approximately two hours. 

3 Results 

An independent samples t-test was conducted to compare the immersive tendencies of 
participants randomly assigned to each condition. Results showed that there was no 
significant difference in the immersive tendency scores between groups suggesting 



216 E. Ortiz et al. 

 

that the groups are representative of the same population. An additional independent 
samples t-test was conducted to compare the baseline simulator sickness of 
participants in each group revealing a significant difference between participants 
assigned to the desktop (M=5.56, SD=8.98) and immersive VE (M=10.45, SD=15.49) 
conditions; t (77)=-1.71, p=0.027, 95% CI [-10.58, 0.80]. There was also a significant 
difference in the baseline simulator sickness subscale scores for disorientation and 
nausea, but not for occulomotor issues (Table 2).  

Table 2. Results for baseline simulator sickness 

 Desktop Immersive VE 
t(77) p 

95% Confidence 
Interval 

Subscale M SD M SD Lower Upper 
Disorientation 3.23 9.88 8.75 17.56 -1.72 .005 -11.93 0.89 

Nausea 3.31 5.22 7.00 12.65 -1.69 .001 -8.05 0.66 
Occulomotor 7.05 11.07 11.08 14.63 -1.38 .258 -9.85 1.80 
 
After exposure to the simulation environments, there was a significant difference in 

the disorientation subscale scores for the desert scenario in the desktop (M=7.51, 
SD=17.41) and immersive VE (M=19.55, SD=32.12) conditions; t (77)=-2.06, 
p=0.042, 95% CI [-23.66, 0.96]. There was also a significant difference in the 
disorientation subscale scores for the urban scenario in the desktop (M=9.69, 
SD=12.91) and immersive VE (M=22.03, SD=36.14) conditions; t (77)=-2.01, 
p=0.048, 95% CI [-24.55, -0.11]. There was no significant difference in the 
disorientation subscale scores between conditions for the suburban scenario. 
However, the descriptive statistics reveal a consistent trend with a lower mean 
disorientation subscale score for the desktop (M=10.77, SD=17.73) compared to the 
immersive VE (M=15.73, SD=24.89) condition. There was no significant difference 
in the nausea or occulomotor subscale scores between conditions. Likewise, the 
overall simulator sickness scores revealed no significant difference between 
conditions for all scenarios. 

Separate independent samples t-tests were conducted to compare the perceived 
level of presence and the perceived level of engagement in the desktop and immersive 
VE simulation environments. There were no significant differences between 
conditions for the perceived level of presence or engagement. However, an 
independent samples t-test comparing the subscale scores of the Technology 
Acceptance Measure revealed there was a significant difference in the temporal 
dissociation subscale scores with higher scores in the desktop condition (M=10.72, 
SD=3.87) than in the immersive VE condition (M=8.45, SD=3.62); t (77)=2.69, 
p=0.009, 95% CI [0.59, 3.95]. A regression model was used to analyze average 
simulator sickness subscales (i.e., disorientation, nausea, and occulomotor) and 
temporal dissociation scores as possible predictors of engagement. The results showed 
that simulator sickness subscales were not a significant predictor of engagement. The 
temporal dissociation subscale significantly predicted engagement scores, β=0.41,  
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t (77)=3.97, p<.001. Temporal dissociation also explained a significant proportion of 
variance in engagement scores, R2=0.17, F (1, 77)=15.72, p<.001.  

Paired samples t-tests were conducted to compare the perceived level of 
engagement for the pre-training and the simulation for each condition. There was no 
significant difference between pre-training and simulation engagement scores in the 
desktop condition. Interestingly, there was a significant difference in engagement 
scores for the immersive VE condition with higher engagement scores in the pre-
training (M=26.53, SD=4.75) than in the simulation (M=25.25, SD=5.52); t (39)=2.94, 
p=0.006, 95% CI [0.40, 2.15]. A regression model was used to analyze temporal 
dissociation scores as possible predictors of engagement in each condition. The 
temporal dissociation subscale scores significantly predicted engagement scores in the 
desktop condition, β=0.45, t (37)=3.06, p=0.004. Temporal dissociation also 
explained a significant proportion of variance in engagement scores in the desktop 
condition, R2=0.20, F (1, 37)=9.38, p=.004. The temporal dissociation subscale scores 
significantly predicted engagement scores in the immersive VE condition, β=0.41, t 
(38) =2.79, p=.008. Temporal dissociation also explained a significant proportion of 
variance in simulation engagement scores in the immersive VE condition, R2=0.17, F 
(1, 38)=7.79, p=.008. Spearman’s rho correlations analyzed the correlation between 
simulation engagement scores and temporal dissociation overall and per condition. 
Across conditions, there was a positive, moderate correlation between simulation 
engagement and temporal dissociation, rs (77)=0.091, p=0.002. Furthermore, there 
was a positive moderate correlation between simulation engagement and temporal 
dissociation in the desktop condition, rs (38)=0.515, p=0.001. There was a weak 
positive correlation between simulation engagement and temporal dissociation in the 
immersive VE condition, rs (39)=0.306, p=0.054. Overall, there were positive 
correlated relationships between simulation engagement and temporal dissociation 
within the desktop and immersive VE conditions. 

4 Discussion 

H1 predicted that simulator sickness, presence, and engagement would be greater with 
the immersive VE than the desktop system. The immersive system was anticipated to 
cause more instances of simulator sickness because larger, immersive displays tend to 
cause episodes of disorientation, nausea, or occulomotor disruption [15]. Although the 
results for the disorientation subscale are consistent with expectations, the baseline 
difference between groups, with the immersive VE group’s baseline significantly 
higher than the desktop group, may have skewed subsequent simulator sickness 
scores in the experimental scenarios. Contrary to the expectations of H5, simulator 
sickness was not a predictor of engagement. 

The results did not support the H2, H3, or H4 predictions that presence, engagement, 
and technology acceptance would be greater in the immersive VE condition. 
However, H5 was partially supported with the emergence of the temporal dissociation 
subscale on the Technology Acceptance Measure as a predictor of engagement. As 
suggested by results of the regression models, temporal dissociation, or the 
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unawareness of the passage of time, may indicate the level of engagement during a 
simulation experience. The correlation results suggest that as temporal dissociation 
increases, the level of simulation engagement also increases.  

The results did not provide sufficient evidence for H6, which predicted that 
simulation engagement would be greater than pre-training engagement. The level of 
engagement from pre-training to the simulation did not change in the desktop 
condition. However, engagement decreased significantly from pre-training to the 
simulation in the immersive VE condition. Perhaps, this decline in engagement was 
due to limitations of the experimental testbed design. In order to maintain consistency 
between conditions, only scenario events that appeared the same on both simulation 
displays were included. Pre-training content may have caused participants to 
anticipate a more compelling experience in the immersive simulation, but the scenario 
constraints for experimental consistency inhibited full utilization of the simulation 
environment capacity. Future experimentation may assess the effect of scenario 
variability on the level engagement. 

Upon review of the results, it would appear that a desktop simulation system is 
more engaging than the immersive VE for kinesic cue detection training. However, it 
would be erroneous to accept such a conclusion without further consideration. There 
is a disparity in the desktop simulation’s ability to simulate a peripheral view of the 
environment compared to the immersive VE. Perhaps, the forward focus of a flat 
panel display promotes greater engagement because all visual resources are allocated 
to the frontal view and not to the peripheral view. This is inconsistent with the 
operational environment where Warfighters’ attention is divided among forward and 
peripheral lines of sight during patrol missions. Although a desktop simulator may 
inherently promote engagement, an immersive system, such as the VIPE, may provide 
more realistic opportunities for training Warfighters to practice observational and 
attentional strategies to overcome visual limits.   

This experiment yields two design implications for SBT of kinesic cue detection 
with respect to increasing engagement. In his nine events of effective instruction, 
Gagné identified that instruction should begin with gaining attention and prompting 
learner expectancy [16-17]. Engagement may elicit attention and expectancy during 
exposure to new content. Therefore, the forward focused view of a desktop simulator 
may be appropriate for highly focused initial instruction and practice of observing and 
identifying kinesic cues in the environment. Once trainees master a basic 
understanding of the concept, a peripheral view provided by an immersive VE could 
offer a more realistic level of difficulty, challenging trainees to employ observational 
and attentional strategies for cue detection. Future experimentation may investigate 
how to leverage immersive VE system capabilities to train specific observational, 
attentional, and visual search skills and strategies.  

Regardless of the simulation platform, a second implication is that engagement 
may be maintained by ensuring all phases of training (i.e., pre, during, and post) are 
designed to be equally compelling. In order to prevent a decline in engagement from 
one phase of training to the next, training expectations elicited in pre-training should 
be fulfilled through compelling practice scenarios in the during training phase. 
Although this experiment did not address post-training, the assumption of this 
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implication is that post-training activities should also include compelling elements or, 
perhaps, aspects that leverage the compelling features of the pre- and during training 
phases. This implication needs additional research to investigate strategies to maintain 
a consistent level of engagement throughout all phases of training. 

5 Conclusion 

This research paper compared engagement between SBT platforms for virtual kinesic 
cue detection training of Combat Profiling. Based upon the results, it is evident that 
software application is dependent upon the operational context and that the current 
training methods have not utilized such high-fidelity VEs for SBT.  As such, research 
is needed to assess the capabilities of each platform and their ability to effectively 
train Warfighter’s in detecting kinesic cues. Finally, developers of next-generation 
SBT systems need to consider how differing levels of engagement affect the 
Warfighter’s ability to train effectively within a VE. 
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Abstract. We have been developing “ToolDevice,” a set of devices to help no-
vice users in performing various operations in a mixed reality (MR) space. 
ToolDevice imitates the familiar shapes, tactile sensation, and operational feed-
back sounds of hand tools that are used in everyday life. For example, we de-
veloped BrushDevice, KnifeDevice, TweezersDevice, and HammerDevice. 
Currently, KnifeDevice is insufficiency in force feedback. This paper proposes 
a tactile feedback model for cutting a virtual object utilizing two vibration mo-
tors and the principles of phantom sensation. We built a prototype to implement 
the proposed feedback model, and confirmed the usability of our model through 
an experiment. Finally, we redesigned KnifeDevice and implemented the tactile 
sensation on the basis of the results of the experiment. 

Keywords: Mixed Reality, ToolDevice, phantom sensation, tactile sensation. 

1 Introduction 

We have been developing “ToolDevice” (Fig. 1), a set of devices to help novice users 
in performing various operations in a mixed reality (MR) space. ToolDevice imitates 
the familiar shapes, tactile sensations, and operational feedback sounds of hand tools 
that are used in everyday life. 

In previous studies, we developed a handcrafting system [1][2] and a painting sys-
tem [3][4] using ToolDevice. With TweezersDevice (Fig. 1c), used for picking up and 
moving virtual objects in the handcrafting system, we utilize a braking mechanism 
that uses a solenoid to provide force feedback when users pinch a virtual object. As 
for BrushDevice (Fig. 1a), used in the painting system, a reaction force mechanism 
helps a user to perceive tactile sensation when a user touch an object with the device 
[4]. These force feedback mechanisms are designed to be similar to that provided by 
the corresponding real world tools.  

However, KnifeDevice (Fig. 1b), used for cutting virtual objects, had not exhibited 
such force feedback mechanism yet, because it is difficult to provide a reaction force 
of similar amplitude with that of a real knife operation by itself. Now, a user can cut 
virtual objects by placing them on a table and performing the cutting operation with 
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vibration motors inside a device [9][10]. Using this method, a tactile feedback  
mechanism could be small and the user can move his/her hand freely. Using the prin-
ciples of phantom sensation, we developed and implemented a tactile feedback model 
for KnifeDevice. 

3 Tactile Sensation 

3.1 Analysis of Acting Forces While Cutting 

In this study, we focus on a slicing action where a knife cuts an object not by pressing 
it but by moving through it. While cutting, forces are applied onto the knife from the 
user’s hand and the object being cut. The forces consist of horizontal friction force 
and vertical resistance force act on the knife. Vertical resistance force (Fig. 2) is the 
result of the object’s resistance and the vertical friction acting on the knife (lateral 
friction). Highly adhesive objects such as cheese and rice cakes have high lateral fric-
tion. On the other hand, non-adhesive objects such as wood and paper have low later-
al friction. In this study, we assume that the objects being cut have low adhesivity; 
therefore, lateral friction could be negligible. 

Fig. 3 shows the forces acting on the knife. When the knife is moved in the direc-
tion of movement, P is the force applied by the user, and F is the object’s resistance. 
Therefore, the following forces are being applied to the knife: Fn is the cutting force 
and Ff is the kinetic friction force. Fn and Pn act vertically on it. We define r1 as the 
distance between the fulcrum and the point of load and r2 as the distance between the 
fulcrum and the point of effort. As long as the knife does not rotate, the moment of 
forces is balanced, and the equilibrant is defined as follows: 

 0 (1) 

To cut an object, P needs to be greater than F. As P increases, the movement becomes 
faster. However, this has no impact on the forces acting vertically. Therefore, we 
assume that P has no impact on the perceived feedback. 

 

Fig. 2. Cutting force in vertical direction 
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Fig. 3. Forces acting on KnifeDevice 

3.2 Tactile Feedback Model 

Because we use the same wooden material for all virtual objects in our handcrafting 
system, we can assume that F is always constant during the cutting operation. At this 
time, Ff does not change and Fn is defined by θ (angle between KnifeDevice and sur-
face of the virtual object) (Eq. 2) and  (angle between the normal vector of Knife-
Device and surface of the virtual object) (Eq. 3). 

 cos  (2) 

 π    0  (3) 

During the cutting operation, P needs to be constantly greater than F; P is calculated 
using Eqs. 1–3 and F. In this study, the minimum value of P (minimum force required 
to cut an object) is considered for tactile sensation. In other words, the maximum 
resistance force is used to represent tactile sensation. 

When the contact point between the knife edge and object’s surface is fixed, the 
fulcrum point, point of effort, and point of load are static. At this time, F, r1, and r2 
are constant, while P increases in proportion to . On the other hand, when the con-
tact point is changed and  is fixed, r1 changes depending on the point of load. At 
this time, F, r2, and  are constant, while P increases in proportion to r1. On the basis 
of this observation, we consider  and r1 as the only factors that change P. In other 
words, we use these factors as parameters to control the vibration for presenting  
tactile sensation. 

Vibration has several elements such as position, amplitude, and interval. However, 
with regard to interval, it is difficult to apply the duration of vibration or that of ab-
sence of vibration to our model. Therefore, we only change the amplitude and posi-
tion of vibration while providing tactile sensation. 
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In (1), P increases in proportion to . Therefore, the amplitude is set to 0 when  is 
minimum, and the amplitude is set to 15 when  is maximum. In (2), the amplitude is set 
to 0 when the point of load is at the blade end. The amplitude is set to 15 when the point 
of load is at the front edge. In (3), as  increases, the force acting on the front edge in-
creases. Therefore, pseudo-vibration is located at the front edge when  is maximum. 
The vibration is provided at the device end when  is minimum. In (4), pseudo-vibration 
is provided at the front edge when the point of load is at the front edge. The vibration is 
provided at the device end when the point of load is at the blade end. 

4 Experiment 

4.1 Objective 

We conducted an experiment to evaluate the usability of our proposed method. Spe-
cifically we analyzed the tactile sensation perceived when touching on a virtual object 
and slicing the virtual object with the knife. We also compared our proposed methods 
with the simple vibration method (the standard method) in which the amplitude of 
vibration is constant. 

4.2 Environment 

Fig. 5 shows the system configuration. We use a binocular see-through head mounted 
display (HMD; Canon VH-2002), which enables users to perceive depth. The HMD is 
connected to a video capture card (ViewCast Osprey-440) that captures input videos 
from the cameras built into the HMD. The position and orientation of the HMD and 
the device are tracked using Polhemus LIBERTY, a 6DOF tracking system equipped 
with magnetic sensors. A transmitter is also used as a reference point for the sensors. 
 

 

Fig. 5. System architecture 
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For creating an MR space, we first set the video captured by Osprey-440 as the back-
ground and then created a virtual viewing point in OpenGL by obtaining the position 
and orientation of the HMD from Polhemus LIBERTY. To control the vibration mo-
tors, we use the Arduino Duemilanove. 

In the experiment, a red bar is rendered to indicate the front edge of the knife. 
When the knife comes into contact with the virtual object, a white sphere is rendered 
to indicate the contact point between the knife and the object. 

4.3 Procedure 

In this experiment, the subjects are required to perform the following four movements 
for the standard method and each of the aforementioned combinations (Fig. 6): 

(a) Touch a flat surface at 0, 45, and 90 deg 
(b) Trace a flat surface 
(c) Trace an angular surface 
(d) Trace a curved surface 

 

Fig. 6. Movements used in the experiment 

The order of the four methods used for each subject is randomized. In addition, be-
tween the trials for each method, we ask the subjects to try the standard method for 
comparing. After each trial, the subjects evaluated the four methods on a five-point 
scale (1: lowest, 5: highest) and compared them to the standard method that had been 
rated as 3. Five students In their twenties were the subjects. 
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4.4 Result and Discussion 

The results are shown in Fig. 7. The bars indicate the average score for each method. 
From these results, we can conclude that almost all our proposed methods performed 
better than the standard method. Angle  amplitude (1) has the best score out of the 
four methods. Track an angular surface (c) has the best score for (a) to (d). The reason 
for this is that it was easy for the subjects to perceive an angular surface because the 
amplitude of the vibration increased when going through the angular part. On the 
other hand, the score of case (3)–(a) was lower than that of the standard method. One 
subject commented that he felt strange because the amplitude decreased as he pressed 
harder. As for the perceived position of the pseudo-vibration, two subjects did not 
perceive any change in position. They only perceived the change after they were told 
that the position could change. Thus, we conclude that the change in position might 
not be perceived without previous knowledge. 

 

Fig. 7. Average score and standard variation 

5 Implementation 

5.1 Redesigned KnifeDevice 

Fig. 8 shows the appearance and structure of redesigned KnifeDevice we developed. 
We confirmed the usability of our proposed method through our experiment and im-
plemented it in KnifeDevice by mounting two large vibration motors at each end of 
the device. These motors have 256 levels of amplitude. In addition, to provide variety 
in the vibration in future, two smaller vibration motors were fitted into each end of the 
device.  
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Pressure-sensitive sensors are mounted with 256 levels (from 0 to 255) of sensitivi-
ty at the edge of the device and the gripper. By using these levels as input signals, 
users can turn on the tactile switch by applying a weak force on the table or cut ob-
jects in the air by gripping the device with a strong force. 

5.2 User Study 

As explained in chapter 4, angle  amplitude (1) is the best method for providing 
pseudo-vibration, so we implemented it in redesigned KnifeDevice. Then, we  
conducted an experiment to confirm whether the tactile feedback is useful when it is 
implemented in KnifeDevice itself. The subjects, who were three students in their 
twenties, were required to cut various virtual objects, such as a cuboid, a hexagonal 
column, and a sphere, on a desk or in the air, and rate the usability of KnifeDevice. 
Our tactile feedback model was proven to be useful by this user study. 

 

 

Fig. 8. Redesigned KnifeDevice 

6 Conclusion and Future Work 

In this paper, we proposed new methods to provide virtual tactile sensation while cutting 
a virtual object in the MR space. Our proposed methods utilize changes in the amplitude 
and position of vibrations in accordance with the angle between the device and virtual 
object’s surface and the contact point between the device and object’s surface. We im-
plemented these methods in a simple prototype and conducted an experiment that com-
pared the tactile sensations of the standard method in which the amplitude of vibration is 
constant against the four proposed methods. The results confirmed that almost of all our 
proposed methods provided better tactile sensations than those provided by the standard 
method. On the basis of the results of the experiment, we redesigned KnifeDevice. We 
conducted a user study and confirmed the usability of redesigned KnifeDevice. In future, 
we aim at improving tactile sensation by combining our proposed methods and using 
vibration motors of different intensities. 
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Abstract. A monocular, see-through head-mounted display (HMD) enables us-
ers to view digital images superimposed on the real world. Because they are 
hands-free and see-through, HMDs are expected to be introduced in the indus-
try as task support tools. In this study, we investigate how the characteristics of 
users’ eye movements and work performance are affected by different bright-
ness levels of images viewed with an HMD as the first step to establish a con-
tent design guideline for see-through HMDs. From the results, we propose  
specific cases based on the users’ preferences for the brightness level of the im-
age contents depending on the use of the HMD and the work environment. In 
one case, the users prefer low brightness levels, and in the other case, they pre-
fer high brightness levels.  

Keywords: Monocular, see-through head-mounted display, characteristics of 
users’ eye movements, brightness of images. 

1 Introduction 

A monocular, see-through head-mounted display (HMD) enables users to view digital 
images superimposed on the real world. Because of their hands-free and see-through 
advantages, HMDs are expected to be introduced in the industry as task support tools. 
In fact, our previous research found that when workers performed wiring tasks by 
referring to a manual displayed by the HMD, human error decreased remarkably and 
task efficiency increased compared to using a paper manual [1]. While performance, 
size, weight, and resolution of the hardware have been improved, guidelines for  
the design of contents utilizing the see-through property have not been established. 
Therefore, in this study, we focus on the brightness of images, which is one of the 
most basic elements of the content and investigate the preferred content design with 
this type of HMD. In particular, we assume that wearable HMDs will be used  
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in a variety of applications and in various environmental conditions in future. There-
fore, through experiments considering different types of usage and in different  
environments, we compared a situation in which we displayed high-brightness content 
all over with white background and black text, and another situation in which we 
displayed low-brightness content all over with black background and white text. We 
examined differences in users’ visibility, fatigue, and eye movement characteristics. 

In this study, we aim to reveal the preferences of users concerning the brightness of 
images displayed by HMDs depending on the application and environment. 

2 Method 

2.1 Experimental Tasks 

Because the see-through HMD is intended to be used in actual industry situations, we 
structured our experiments so that users referred to information on the HMD using 
two different patterns. In one case, users referred to information mainly by using the 
HMD (e.g., reading mail which is presented on the HMD). In the other case, users 
referred to both objects in the field of view and information on the HMD (e.g., com-
paring an operation order on the HMD with the actual work objects). Therefore, we 
provided the following two cases as the experimental tasks. 

Task 1: No Interaction between HMD Information and the Real World 
In this task, the subjects read only the text that was presented on the HMD. They wore 
an HMD (AiRScouter made by Brother; Figure 1) and sat in front of a large display 
(42 in, TH-42PX300, Panasonic), which simulated the actual field of view (Figure 2). 
The large display showed a full-color mosaic picture whose pattern changes every 
two seconds using 28 colors (Figure 3). The HMD displayed a variety of text words 
written continuously in katakana (Figure 4). The subjects were asked to find seven 
words of a specific type and indicate when they found them by pressing a key. The 
subjects repeated this task 10 times. 
 

 42 inches display Simulating 
the actual field of view

HMD+EMR-9

Keyboard, Mouse

Visual range
30, 50, 100, 200cm Focal distance

30, 50, 100, 200cm

 

Fig. 1. Participant wearing an 
HMD  

Fig. 2. Experimental Environment and Apparatus 
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Fig. 3. Image of actual field of view of Task 1 Fig. 4. Text content of Task 1 displayed on 
the HMD 

Task 2: Interaction between HMD and the Real World 
In the first task, the subjects referred to both display, which simulated the actual field 
of view, and text, which was presented alternately on the HMD as needed. The large 
display that simulated the actual field of view showed 40 different pictograms, which 
were numbered and placed in random positions (Figure 5). The subjects were allowed 
to view words on the HMD in order one at a time using a key operation (Figure 6). 
They compared the word with the pictogram of the same number on the large display 
and pressed “X” in case of disagreement and “Z” in case of agreement. They assessed 
six matches and repeated this task 10 times. 

To simulate actual industrial situations, we varied the distance using 30, 50, 100, and 
200 cm between the users and the large display that simulated the actual field of view.  

 

 

Fig. 5. Image of actual field of view of Task 2 Fig. 6. A text content of Task 2 displayed on 
the HMD 

However, the viewing angle remained constant. In addition, we varied the focus of 
the HMD using the same four abovementioned distances. We set 16 environments 
using combinations of distance and focal point, and each subject performed the above 
two tasks in each environment. 

2.2 Experimental Conditions 

We provided two experimental conditions. In one case, the background of images on 
the HMD was white. In the other case, the background was black. The brightness with 
which subjects viewed each condition was estimated, as shown in Table 1. We placed 
a brightness meter in the same position as that of the eye of a user wearing the HMD, 
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i.e., the position in front of the half-mirror of the HMD that displays images. We 
measured the brightness of the large display that simulated the actual field of view. 
For each experimental environment, we measured the average value five times and 
averaged the results. 

Table 1. Average brightness of each condition 

Visual range

（cm）

The brightness

of the black

background

（cd/m2）

The brightness

of the white

background

（cd/m2）

30 24.30 64.30

50 25.50 55.78

100 25.60 53.73

200 20.40 54.83

30 18.63 50.20

50 16.53 61.73

100 17.57 46.23

200 21.56 49.05

Task 1

(Referring to HMD

mainly)

Task 2

(Referring to HMD and

the actual world of

view alternately)  

2.3 Measurements 

We have summarized the steps followed for each task in Table 2. 

Table 2. Measurements 

 

2.4 Participants 

The subjects were male and female adults from 18 to 24 years old. Twenty-four sub-
jects performed the tasks using a white background, and 24 subjects used a black 
background.  
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2.5 Ethics 

We obtained the informed consent of the participants. 

3 Results 

3.1 Task 1: No Interaction between HMD Information and the Real World 

Task Performance 
First, we compared the number of correct answers from subjects that performed tasks 
using a black background with the number of correct answers from subjects using a 
white background. The combinations of focal distances and visual ranges showed a 
higher percentage of correct answers from subjects using a black background than 
from those using a white background. Figure 7 shows the percentage of correct an-
swers for each focal distance at 50 cm as the actual field of view. We focused on the 
differences in flicker values (which indicate psychological fatigue) before and after 
the experiment in order to explore the cause of these results. Figure 8 shows the dif-
ferences between the flicker values before and after the experiment for tasks with 
white and black backgrounds. These results mean that mental fatigue increased when 
subjects used a white background. Therefore, we consider that in conditions with the 
white background (i.e., the content has high brightness), the concentration of the sub-
jects fell because psychological fatigue of the subjects increased. As a result, the sub-
jects’ ability to accurately read the text declined. 
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Fig. 7. Comparison of correct answers using 
white and black backgrounds (50cm viewing 
distance) 

Fig. 8. Comparison of flicker values before 
and after the experiment using white and 
black back-grounds 

 
In addition, we compared the working times needed to perform tasks with a black 

background with the times needed to perform with a white background. As a result, if 
the viewing range was short, there were some cases for which the working times with 
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a black background were longer than those with a white background. From these re-
sults, we inferred that the see-through property was high with a black background, so 
mosaic images of the actual field of view obstructed the reading of the text on the 
HMD. However, there were no differences in 12 of the 16 combinations of viewing 
ranges and focal distances. Therefore, only when the viewing distance was short, 
reading was inhibited when using a black background; otherwise, we consider that 
there was no difference in the use of a black or white background. 

Eye Movements 
Next, we analyzed the eye movements of the subjects. In the analysis, we designated 
left and right eye movements as the X axis, up and down movements as the Y axis, 
and movements toward and away from the face as the Z axis (depth measurement). In 
the analysis of the movement of the line of sight on the XY plane, we focused on gaze 
and saccade. We defined gaze on the basis of theory that eye velocity is 5deg/sec or 
less” [2, 3]. We established a standard based on viewing more than three consecutive 
frames at the same position, which also considered the frame rate of the analyzer 
(62.5 fps). In addition, we defined saccades as viewing at the same position less than 
one frame. On the other hand, in the analysis of the Z-axis direction, we used a diop-
ter value (1/focal length) as the indicator. Figure 9 shows the time-series changes in  
the diopter value of a subject during a task.  
 

 

Fig. 9. Time-series change in diopter values 
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Fig. 10. Comparison of diopter values of the points of gaze with a white background and a 
black background (100 cm viewing distance) 
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We compared the average gaze time and average saccade distance during the tasks 
using a black background with those obtained using a white background, but there 
was no difference between them. On the other hand, we examined the diopter values 
when the subjects were gazing (diopter value of the point of gaze). The values with a 
white background were higher than those with a black background. Figure 10 shows 
the diopter values of the points of gaze when each focal distance to the actual field of 
view was 100 cm. This means that the subjects used a shorter focal length when view-
ing with a white background than when viewing with a black background. These re-
sults suggest that during the task of reading only the text on the HMD, the brightness 
of the image on the HMD affects the movements of the line of sight along the Z axis, 
although there is no effect on the movements of the line of sight on the XY plane. It is 
considered that this is related to an increase in the see-through property when the 
brightness of the images is low. 

3.2 Task 2: Interaction between HMD and the Real World 

Task Performance 
First, we found no differences when we compared the percentage of correct answers 
from subjects using a black background to those using a white background. When we 
compared the working times of subjects using a black background to those of subjects 
using a white background, we found that only when the viewing distance was 30 cm, 
the subjects using a white background usually had shorter working times than those 
using a black background. However, there were no differences in working times for 
other combinations of focal distances and viewing distances. These results indicate 
that when the subjects referred to both information on the HMD and objects in the 
actual field of view, the brightness of the HMD images did not significantly affect 
performance.  

Eye Movements 
Next, when we compared the gaze points on the XY plane of subjects using a black 
background to those of subjects using a white background, we observed two characte-
ristics. One was a pattern of viewing by superimposing the images on the HMD on 
the actual field of view (Figure 11), and the other was a pattern of viewing in different 
positions without superimposition (Figure 12), when the subjects looked at the images 
on the HMD and the actual field of view alternately. Eight of the twenty-four subjects 
using a white background used a non-overlapping viewing pattern, while only two of 
the subjects using a black ground used this pattern. Therefore, it was revealed that 
there were more subjects using a superimposed pattern when viewing with a white 
background than those viewing with a black background taking advantage of the see-
through quality. 
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Fig. 11. Non-overlapping viewing Fig. 12. Superimposed viewing 

In addition, when we examined the movement of the line of sight along the Z axis, 
we found that there were roughly two features of the waveform of the time-series 
change in the diopter value. One was a sharp peak waveform (triangular wave in Fig-
ure 13), and the other was a flat peak waveform (rectangular wave in Figure 14). We 
found that there were many triangular waveforms when using either a white or black 
background with the same focal and viewing distances. However, when the viewing 
distance was longer than the focal distance of the HMD, there were many triangular 
waves when using a black background, but there were more rectangular waves than 
triangular waves when using a white background. When there were many triangular 
waves, the subjects focused on a close range for a short time for each instance. In 
contrast, when there were many rectangular waves, the subjects focused on a close 
range for a long time for each instance. The above experimental results show that the 
subjects took a shorter time to hold the line of sight when using a black background 
while referring to the text that was closer than the actual field of view on the HMD. It 
is considered that this is due to the fact that the see-through property is relatively low 
when using a white background, which requires the image brightness to be high. On 
the other hand, the see-through property is relatively high when using a black back-
ground, which allows the image brightness to be lower. Thus, in the former, there is a 
tendency for subjects to refer to information on the HMD and the actual field of view 
more distinctly, while in the latter, there is a tendency for subjects to refer to informa-
tion on the HMD more superimposed on the actual field of view (Figure 15). 

 

 

Fig. 13. Original waveform of diopter value (Example of the triangular wave) 
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Fig. 14. Original waveform of diopter value (Example of the rectangular wave) 
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Fig. 15. Eye movements between the actual field of view and image on the HMD for black and 
white backgrounds 

4 Discussion 

First, for Task 1, with no interaction between the HMD and the real world (i.e., read-
ing the information on the HMD at all times), if the user reads information on the 
HMD for a long time, mental fatigue is reduced when the image brightness on  
the HMD is low. However, if the brightness of the HMD images is low, the focus of 
the user moves away more easily because of the increase in the see-through characte-
ristics. Therefore, the content might be difficult to read depending on the environment 
of the real field of view. Thus, when users view content with low brightness, they 
prefer white letters on a black background, for example, when using an HMD to read 
a newspaper or article in a taxi or train. However, when using the HMD outside in 
very bright or complex environments, increasing the brightness of images and reduc-
ing see-through properties would also be effective. 

Second, for Task 2, with interaction between the HMD and the real world (i.e., 
watching both the information on the HMD and objects in the real field of view), if 
the brightness of the images on the HMD is high, the users watch the objects in the 
actual field of view and the information on the HMD separately in different positions. 
On the other hand, if the brightness of images on the HMD is low, the users have a 
strong tendency to watch the information on the HMD superimposed on the object in 
the actual field of view. Probably, this is also caused by the reduction in the  
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see-through property when the brightness of the HMD images is high. Thus, when 
viewing content with low brightness, users prefer white letters on a black background 
when it is important to get information from the HMD and the actual field of view at 
the same time, for example, when watching airplanes on the runway while viewing 
instruction in an HMD during the operation of an airplane. On the contrary, when 
viewing content with high brightness, users prefer black letters on a white background 
when it is important to get asynchronous information, for example, disrupting work-
ing and conveying such instructions while working.  

5 Conclusion 

In this study, we experimentally investigated the effect of differences in the brightness 
of HMD images on the characteristics of users’ eye movements and work perfor-
mance. From the results, we have proposed that when the brightness of the content is 
low, users prefer white text on a black background, and when the brightness of the 
content is high, they prefer black text on a white background depending on the use 
and environment. In future, on the basis of these suggestions, we will also consider 
more detailed design elements in the content and would like to connect our results to 
the establishment of a guideline for developing content design for see-through HMDs. 
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Abstract. In a laboratory study with N = 42 participants (thirty novices and 
twelve virtual reality (VR) specialists), we evaluated different variants of colli-
sion feedback in a virtual environment. Individuals had to perform several  
object manipulations (peg-in-hole, narrow passage) in a virtual assembly scena-
rio with three different collision feedback modalities (visual vs. vibrotactile vs. 
force feedback) and two different task complexities (small vs. large peg or wide 
vs. narrow passage, respectively). The feedback modalities were evaluated in 
terms of assembly performance (completion time, movement precision) and 
subjective user ratings. Altogether, results indicate that high resolution force 
feedback provided by a robotic arm as input device is superior in terms of 
movement precision, mental workload, and spatial orientation compared to  
vibrotactile and visual feedback systems. 

Keywords: Virtual environments, virtual prototyping, virtual assembly, haptic 
feedback, sensory substitution, usability, user study. 

1 Introduction 

While virtual reality (VR) technology is used in many fields of applications nowadays 
(like entertainment, edutainment, training and personal selection), our study focuses 
on virtual prototyping or assembly as it is one very promising approach to take advan-
tage of the VR technology in the industrial domain. VR technology can be used to test 
mountability and usability in early design phases without physical prototypes [1], 
allowing significantly shorter product development cycles. 

In the last years, virtual prototyping or assembly with so-called “digitial mock-ups” 
(DMUs) is used routinely, for instance, in aviation or automotive industry. Virtual 
assembly has been defined as “the use of computer tools to make or ‘assist with’  
assembly related engineering decisions through analysis, predictive models, visualiza-
tion, and presentation of data without physical realization of the product or supporting 
processes” [2].  
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Thus, VR technology can be used to test and refine assemblability and evaluate 
changes of the assembly procedure [3]. Although approaches for automated assembly 
sequence planning (“computer aided assembly planning”, CAAP, e.g. [4]) exist, as-
semblers’ knowledge is still indispensable when trying to evaluate and optimize com-
plex (dis-)assembly operations [5]. Moreover, VR technology also has the potential to 
serve as a training platform for future assembly workers.  

The human-machine interface used to interact with the VR should allow for com-
plex and natural manual interaction of virtual objects or tools. Furthermore, the VR 
system should provide sufficient sensory information to facilitate users’ spatial orien-
tation and sense of immersion. 

Immersive VR requires a high degree of visual realism, like high quality 3D visu-
alization in real-time with unnoticeable delay. One major challenge, when simulating 
complex part interactions in VR settings is a realistic detection and display of colli-
sions [6]. Collision information thus supports the human operator in understanding 
the spatial configuration, correcting position and orientation of the virtual object cor-
respondingly and finding the target position [5]. In this work we mainly focus on 
three different modalities of displaying collisions in VR: visual, vibrotactile, and force 
feedback. 

In the following section 2, we will provide a literature review on vibrotactile, vis-
ual, and force feedback of collisions in virtual environments. Next, methods (section 
3) and results will be described (section 4) and discussed (section 5). 

2 Collision Feedback in Virtual Environments 

Visual Feedback. Visualization perhaps is the simplest and most frequently used 
form of collision feedback. Additional collision cues can be integrated easily, and no 
further output device is necessary. In prior studies, collisions have been visualized 
using arrows [7],[8], color changes [9],[10], or bar graphs indicating collision force 
and direction [11]. Nevertheless, one potential drawback of visualizing collisions 
might be that transferring visual as well as audio information into the force domain is 
cognitively demanding [11] and rather unintuitive. Moreover, adding dynamic visual 
aids to the VR visualization, which quickly change their shape, orientation, or color, 
potentially results in visual clutter and hence increased cognitive load. Compared to 
haptic feedback, however, visual feedback (e.g. symbolic arrows) has the potential to 
convey precise and unambiguous directional information how to solve an existing 
collision. In line with this notion, there is evidence that visual feedback is processed 
more rapidly and reaction times are shorter compared to haptic feedback [12].   

Vibrotactile Feedback. One alternative to displaying collisions in VR is vibrotactile 
feedback. One general advantage of haptic feedback is that visual scenario informa-
tion and haptic collision information complement each other as it is the case in real 
world scenarios [13]. In terms of information processing, using two different instead 
of one perception modality for conveying information should reduce the risk of over-
loading perceptual and cognitive resources. Compared to purely visual feedback, 
information can be presented independently from head or gaze direction [14].  
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Thus, users are able to plan object movements based on the visual scenario informa-
tion and integrate collision information for trajectory corrections at the same time. 
Furthermore, in situations with obstructed view or occlusions, lacking visual informa-
tion can partly be substituted by haptic information.  

In contrast to force feedback systems, vibrotactile devices are less expensive, ligh-
ter, and provide larger workspaces. Besides, tactile feedback provides passive res-
ponses (i.e., no force is applied actively). Therefore, there is no conflict between 
feedback and the user’s sense of position and less muscular fatigue [9]. Indeed,  
researchers could provide evidence that vibrotactile feedback can produce results 
similar to force feedback [14], [15] and even better results than visual feedback in 
teleoperation tasks [16].  

Force Feedback. While vibrotactile feedback has the potential to improve the inte-
raction in the VR, active force feedback systems significantly enrich the interaction in 
VR, resulting in a higher sensation of presence or immersion. The realistic and intui-
tive feedback of (collision) forces, significantly improves the user’s performance 
when manipulating virtual objects (e.g. [8], [17], [18]). In his comprehensive work on 
force feedback in teleoperation, Massimino [14] gathered empirical evidence that 
force feedback is superior to auditory or vibrotactile feedback, when performing ma-
nipulation tasks or insertions with obstructed view. These performance benefits are 
mainly due to the fact that users are provided with realistic contact forces and are also 
forced into the correct orientation or position by force feedback. Thus, virtual objects 
can be guided more efficiently along kinesthetic constraints when there is not suffi-
cient visual information (e.g. [8]).   

3 Method 

Sample. Thirty participants were recruited from the student and staff population of 
the German Aerospace Center. Moreover, twelve virtual assembly experts from au-
tomotive industry participated in the study, resulting in a sample of forty-two individ-
uals (MAGE = 30.3 yrs.; MdAGE = 27). All participants read and signed a consent form.  

Apparatus 
Visualization Hardware. We used a 47’’ LCD monitor (200Hz) with 3D polariza-

tion display capability. Users sat approximately 1.5m away from the screen. 
Tracking System. Users’ hands were optically tracked using the Vicon Bonita sys-

tem (240Hz) when testing visual and vibrotactile feedback conditions. Five infrared 
cameras pointing at the workspace were used, and the users had a tracked structure 
attached to their hands, consisting of four retro-reflective markers.  

The Vibrotactile Feedback Device (VibroTac). VibroTac is a vibrotactile feedback 
device which was developed at the German Aerospace Center (see Fig. 1). It is used 
to apply vibrotactile stimuli to the human arm [19]. The device can be attached on a 
wide range of arm diameters while battery power and a wireless control interface 
contribute to unrestricted movement capability and user convenience. 
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Fig. 1. The vibrotactile feedback device “VibroTac” 

Six vibration segments are distributed around the human arm in equal distances. Sev-
eral VibroTac devices can be worn for distributed feedback. The maximum data up-
date rate is 1600 Hz.  

The Force Feedback System. DLR’s haptic interface is composed of two light-
weight robot arms which are attached horizontally at a column (see Fig. 3, right). The 
robot arms have a length of about one meter and the available workspace is similar to 
that of the human arm. The user’s hand is attached to system at a handle with Velcro 
fasteners. In order to minimize muscular fatigue, a feedforward algorithm is used to 
reduce the inertia of the robotic arms.  

3.1 Experimental Task, Design and Procedure 

Experimental Task. Participants started with a rectangular peg-in-hole task (see Fig. 
2, left) with two different peg sizes (40 vs. 50 mm width, 100 mm length). Individuals 
had to move the peg from a pre-defined starting position (see Fig. 2, left, big red 
point) and pass the peg through a rectangular hole in the surface (52 mm width, 102 
mm length).  

 

Fig. 2. Peg-in-hole task (left) and narrow passage (right) with ideal movement paths (red); the 
surface area of the two columns are indicated with a green dashed line 

Next, a more complex assembly task had to be performed with partially obstructed 
view (see Fig. 2, right). Subjects started below the rectangular passage and had to feed 
the rectangular peg (50 mm width) through two columns (80 vs. 60 mm distance). 
Finally, the two-pin object had to be assembled (see Fig. 2, right).  
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In each task block, subjects completed a training trial first. Afterwards, subjects 
completed an experimental trial with the less difficult configuration first and then the 
more difficult configuration. Altogether, a number of 3 (1 training and 2 experimental 
trials) x 2 (task blocks) x 3 (feedback conditions) = 18 trials had to be completed. 

After each feedback condition, subjects filled out the NASA-TLX questionnaire 
([20]; German version), the System Usability Scale (SUS; [21]), and a questionnaire 
including items on spatial orientation, collision resolution and feedback clarity. 

4 Results 

Feedback modalities were evaluated using objective performance data and subjective 
user feedback in post-experimental questionnaires and interviews.  

Objective Data. As objective performance indicators, we analyzed the time to com-
plete the tasks (TTC) and the average collision forces during trials.  

Time-to-complete. First, a repeated measures analysis of variance (ANOVA) with 
Feedback (V vs. VT vs. FF) and Difficulty (small vs. large peg) as repeated measures 
was performed on the TTC measure in the peg-in-hole task. While there was no sig-
nificant main effect of Feedback (F(2;39) = 1.01; ns.), a highly significant Difficulty 
main effect (F(2;40) = 27.82; p < .001) occurred. Furthermore, a significant two-way 
interaction between both factors (F(2;39) = 8:49; p = .001) was evident, with a signif-
icant Difficulty effect in the FF condition only. In this condition, completion times for 
the easy trials (small peg) were significantly lower (M = 7.71s, also see  Tab. 1) than 
for the difficult trials with a large peg (M = 10.45 s; teasy – diff. (40) = 5.59; p < .001). 
Although no overall Feedback effect was evident, participants were fastest in the dif-
ficult trials when having VT collision feedback compared to the other feedback condi-
tions (tVT-V (40) = 1.89; p = .07; tVT-FF(40) = 2.90; p < .01). 

Similarly, analyzing TTCs in the narrow passage trials indicated no significant 
Feedback effect (F (2,39) = 0.57; ns.), but a highly significant Difficulty effect (F 
(1,40) = 23.5; p < .001). In each Feedback condition the TTC was significantly lower 
in the easy trials compared to the difficult trials (all ts (40) = 2.9; ps < .01). No inte-
raction effect was found (F (2,39) = .37; ns.). 

Collision Force. Analyzing the average collision forces in the peg-in-hole trials re-
vealed significant Feedback (F (2, 39) = 23.6; p < .001) and Difficulty (F (1, 40) = 
7.85; p < 0.01) main effects. A marginally significant interaction effect was found (F 
(2, 39) = 2.52; p < .10). Indeed, the Difficulty effect was largest and highly significant 
in the FF condition (t (40) = 3.93; p < .001), significant in the VT condition (t (40) = 
2.67; p < .05) and non-significant in the V condition. Contrasting the Feedback condi-
tions revealed highly significant differences between the FF condition (Measy = 0.8 N; 
Mdiff. = 1.7 N) and the V condition (Measy = 8.1 N; Mdiff. = 11.3 N; both ts (40) > 4.8 
and ps < .001). Similarly, the average forces in the VT condition (Measy = 10.4 N; Mdiff. 
= 13.8 N) were significantly higher than in the FF condition (both ts (40) > 3.2 and ps 
< .01). No differences between VT and V were evident (both ts < .88).  

Finally, we explored collision forces in the narrow passage trials. Again, highly 
significant main effects of Feedback (F(2;39) = 15.1; p < .001) and Difficulty 
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(F(1;40) = 36.3; p < .001) were evident. Moreover, the interaction effect of both fac-
tors was highly significant (F(2;39) = 14.9; p < .001). Contrasting collision forces for 
the easy vs. difficult passage revealed a significant difficulty effect in the V (t(40) = 
3.03; p < .05) and a highly significant effect in the VT and FF condition (both ts (40) 
> 4.3; ps < .001). Besides, forces in the FF condition were significantly lower for both 
the easy and the difficult passage (all ts(40) > 3.87; ps< .01). The highest forces were 
measured in the VT condition in the difficult passage trials. In this case, forces were 
even significantly higher than in the V condition (t(40) > 2.3; p < .05). 

We did not find significant differences between the both subsamples (novices vs. 
VR experts) in the performance analyses reported above.  

Subjective Data. Workload. A repeated measures ANOVA on the NASA-TLX over-
all score (scale ranging from 0-20) revealed a highly significant Feedback condition 
main effect (F (2, 40) = 8.6; p = .001). We found significantly lower workload scores 
for the FF condition (M = 6.2; SD = 2.5) compared to the V (M = 8.5; SD = 3.7; t (41) 
= 4.2; p < .001) and the VT condition (M = 7.7; SD = 3.0; t (41) = 2.6; p = .01). The 
average workload scores in the VT and V condition did not differ significantly (t (41) 
= 1.5, p = .13). This result pattern was similar for the NASA-TLX items “Mental 
Demands”, “Performance”, “Effort”, and “Frustration”. No significant differences 
were found for the remaining items “Physical Demands” and “Temporal Demands”.  

Spatial Orientation. [“I had a good overview of the spatial configuration, even in 
situations with restricted view or occlusions”, for all items scale ranged between 1-7; 
1=”I fully disagree”; 7=”I fully agree”] A highly significant ANOVA main effect (F 
(2, 40) = 14.8; p < .001) was found. Ratings in the FF condition (M = 5.2; SD = 1.2) 
were significantly higher compared to the V (M = 3.3; SD = 1.6; t (42) = 6.0; p < 
.001) and VT condition (M = 4.0; SD = 1.5; t (42) = 4.1; p < .001). Moreover, ratings 
in the VT conditions were significantly higher than in the V condition (t (42) = 2.8; p 
< .01).  

Collision Resolution. [“There were repeated situations in which I did not know 
how to resolve a collision”]. A significant ANOVA main effect (F (2, 40) = 4.5; p < 
.05) was also found. Individuals indicated that in FF conditions these situations oc-
curred significantly least frequently in the FF condition (M = 2.8; SD = 1.6) compared 
to the V (M = 3.6; SD = 1.6; t (42) = 2.3; p < .05) and VT (M = 3.9; SD = 1.7; t (42) = 
3.1; p < .01) conditions. No such difference was evident comparing V and VT (t (42) 
= .90; ns.)  

Feedback clarity. [“Collision feedback was unambiguous”] A highly significant 
ANOVA main effect (F (2, 39) = 33.9; p < .001) was found. Ratings in the FF condi-
tion (M = 5.7; SD = 1.2) were significantly higher compared to the V (M = 4.7; SD = 
1.6): t (42) = 3.9; p < .001) and VT condition (M = 3.4; SD = 1.4; t (41) = 8.0; p < 
.001). Moreover, the difference between VT and V condition was highly significant (t 
(41) = 4.2; p < .001).  

Usability. ANOVA indicated a significant condition main effect (F (2, 41) = 12.9; 
p < .001), with the highest usability rating in the FF condition (M = 82.2; SD = 12; 
with a scale range from 0-100) and significantly lower ratings in the V (M = 72.6; SD 
= 17.1; t (42) = 3.7; p = .001) and the VT condition (M = 68.6; SD = 15.2; t (42) = 
4.9; p < .001). The difference between the V and VT conditions did not reach the 
conventional level of significance (t (42) = 1.5; p = .15). 
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Table 1. Performance and subjective measures: Means and standard deviations  

Objective Measures   Visual  Vibrotactile  Force Feedback 

Time-to-Complete [s] 

Peg-in-hole (Easy)   8.51 (4.91)  8.16 (5.21)  7.71 (3.51) 

Peg-in-hole (Difficult)   9.79 (6.25)  8.40 (5.01)  10.45 (4.66) 

Narrow Passage (Easy)  13.71 (7.09) 12.66 (8.06) 13.01 (6.1) 

Narrow Passage (Difficult)  24.38 (28.2) 20.16 (20.8) 21.86 (15.29) 

Collision Force [N]   

Peg-in-hole (Easy)    8.1 (9.70)  10.4 (19.1)  0.8 (0.9)  

Peg-in-hole (Difficult)  11.3 (12.8)  13.8 (23.2)  1.7 (1.7)  

Narrow Passage (Easy)  18.7 (29.4)  18.6 (36.9)  1.0 (0.7) 

Narrow Passage (Difficult)  28.4 (26.0)  49.2 (66.7)  2.9 (1.8) 

Subjective Measures (Scale range) Visual  Vibrotactile Force Feedback 

Workload   (0-20)  8.5 (3.7)  7.7 (3.0)  6.2 (2.5) 

Spatial Orientation (1-7)  3.3 (1.6)  4.0 (1.5)  5.2 (1.2) 

Collision Resolution (1-7)  3.6 (1.6)  3.9 (1.7)  2.8 (1.6) 

Feedback Clarity (1-7)  4.7 (1.6)  3.4 (1.4)  5.7 (1.2)  

System Usability (0-100)  72.6 (17.1)  68.6 (15.2)  82.2 (12) 

Standard deviations in parentheses 

5 Discussion 

In the presented evaluation study, we compared visual, vibrotactile and force feed-
back for collisions in virtual environments with a generic VR assembly paradigm, 
including peg-in-hole and narrow passage tasks. Based on performance data, we 
found that the force feedback system with a light weight robot as input device and 
high resolution 6 DoF force feedback is superior in terms of precision compared to 
the vibrotactile and visual feedback systems. In all tasks, the applied forces were low-
est when working with the haptic interface. Obviously, the high degree of haptic real-
ism together with the fact that users are prevented from penetrating the virtual struc-
tures by force feedback contributed to higher manipulative performance. Yet, results 
also provided evidence for a potential trade-off between qualitative (movement preci-
sion) and quantitative (execution time) performance dimensions when using force 
feedback. In case of complex or multiple collisions with minimal clearances like it 
was the case in the difficult peg-in-hole task, users needed significantly more time to 
complete the task. Participants had problems when the virtual object was locked in the 
hole and the haptic interface could not be moved freely (like it would be the case in a 
real assembly task).  

One potential drawback of many force feedback systems is that users are impeded 
from reaching a desired position quickly, since the haptic input device has to be 
moved (Aleotti et al., 2005). Yet, the overall pattern of completion times did not pro-
vide any evidence for this. In post-experimental interviews, some VR experts empha-
sized that this might even be an advantage, because the required input forces created 



 Visual, Vibrotactile, and Force Feedback of Collisions in Virtual Environments 249 

 

an illusion of object inertia and the interface also served the function of an arm rest, 
cf. [22]. Altogether, the overall usability was rated best. Subjective data also revealed 
that mental workload was rated substantially lower when working with the FF com-
pared to the other systems. Haptic feedback was easy to interpret and individuals were 
able to react quickly, developed a high degree of spatial orientation and rarely had 
problems resolving collisions, i.e., the system was most supportive to build a mental 
picture of the virtual scene. 

Substituting force feedback with vibrotactile information was cognitively more 
demanding due to feedback ambiguity. Seemingly, vibrotactile information mapping 
and density sometimes was confusing, leading to increased mental workload and loss 
of spatial orientation. Accordingly, performance data in the more difficult trials re-
vealed that users took the “quick and dirty” approach, i.e., completion times were 
lowest as well as movement precision. Vibrotactile devices could be a reasonable 
alternative if high resolution of haptic information is not critical and/or to comple-
ment lacking visual information.  

Compared to vibrotactile information, visual collision feedback was perceived as 
less ambiguous. Yet, completion times were higher during trials with unobstructed 
view, presumably because subjects had to process visual information of the virtual 
scene and collision visualization simultaneously. Therefore, users focussed on match-
ing the guided and the feedback object instead of concentrating on trajectory  
planning.  

We compared three different perception channels to provide haptic information in 
a virtual environment to the user: tactile, kinaesthetic (force feedback), and visual 
information. In future studies, bimodal feedback and combinations of interfaces 
should be explored. 
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Abstract. Goal-directed action selection is the problem of what to do
next in order to progress towards goal achievement. This problem is
computationally more complex in case of joint action settings where two
or more agents coordinate their actions in space and time to bring about
a common goal: actions performed by one agent influence the action
possibilities of the other agents, and ultimately the goal achievement.
While humans apparently effortlessly engage in complex joint actions, a
number of questions remain to be solved to achieve similar performances
in artificial agents: How agents represent and understand actions being
performed by others? How this understanding influences the choice of
agent’s own future actions? How is the interaction process biased by
prior information about the task? What is the role of more abstract cues
such as others’ beliefs or intentions?

In the last few years, researchers in computational neuroscience have
begun investigating how control-theoretic models of individual motor
control can be extended to explain various complex social phenomena,
including action and intention understanding, imitation and joint action.
The two cornerstones of control-theoretic models of motor control are the
goal-directed nature of action and a widespread use of internal modeling.
Indeed, when the control-theoretic view is applied to the realm of social
interactions, it is assumed that inverse and forward internal models used
in individual action planning and control are re-enacted in simulation in
order to understand others’ actions and to infer their intentions. This
motor simulation view of social cognition has been adopted to explain a
number of advanced mindreading abilities such as action, intention, and
belief recognition, often in contrast with more classical cognitive theories
- derived from rationality principles and conceptual theories of others’
minds - that emphasize the dichotomy between action and perception.

Here we embrace the idea that implementing mindreading abilities is
a necessary step towards a more natural collaboration between humans
and robots in joint tasks. To efficiently collaborate, agents need to con-
tinuously estimate their teammates’ proximal goals and distal intentions
in order to choose what to do next. We present a probabilistic hierar-
chical architecture for joint action which takes inspiration from the idea
of motor simulation above. The architecture models the casual relations
between observables (e.g., observed movements) and their hidden causes
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(e.g., action goals, intentions and beliefs) at two deeply intertwined lev-
els: at the lowest level the same circuitry used to execute my own actions
is re-enacted in simulation to infer and predict (proximal) actions per-
formed by my interaction partner, while the highest level encodes more
abstract task representations which govern each agent’s observable be-
havior. Here we assume that the decision of what to do next can be taken
by knowing 1) what the current task is and 2) what my teammate is cur-
rently doing. While these could be inferred via a costly (and inaccurate)
process of inverting the generative model above, given the observed data,
we will show how our organization facilitates such an inferential process
by allowing agents to share a subset of hidden variables alleviating the
need of complex inferential processes, such as explicit task allocation, or
sophisticated communication strategies.

Keywords: joint action, motor simulation, shared representations, human-
robot collaboration.

1 Introduction

Consider two agents (being human or artificial) collaborating on a joint task (e.g.
building something together). How do they coordinate their actions without
previous agreements or conventions? How do they adapt their actions during
task execution? How do they achieve their goals? What are the computational
mechanisms behind social interactions and joint action?

Here we argue that collaborative tasks (and social interaction problems, in
general) require that interacting agents solve complex mindreading problems
such as action and intention understanding, in parallel with motion planning
and control. Indeed, recent research in social neuroscience has revealed that
understanding the intentions of co-actors and predicting their next actions are
fundamental for successful social interactions (cooperative or competitive) and
joint actions [1,2]. In joint task such as building something together or running
a dialogue, predictive mechanisms help the real-time coordination of one’s own
and the co-actor’s actions and contribute to the success of the joint goal [3,4].

In the last years, there has been an increasing interest in joint action in
the fields artificial intelligence and robotics (for a survey of related works see
[5,6,7,8]) with the goal to make human-robot (or human-machine) collaboration
increasingly more natural. To this aim, early researchers in AI have recognized
the necessity to explicitly address the role of abstract social cues, such as in-
tentions and beliefs, to efficiently handle teamwork problems [9]. Since then,
various approaches have been built by adapting tools from symbolic reasoning
[10], probabilistic decision processes [11], game theory [12] or by adopting a
holistic approach based on cognitive architectures [13].

However, action understanding and prediction are hard (and often under-
constrained) computational problems, and it is still unclear how humans solve
them in real time while at the same time planning their complementary (or
competitive) actions. It has been argued that action and intention recognition are
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facilitated in joint action (but also more in general in social set-ups) because co-
actors tend to automatically align (at multiple levels, of behavior and of cognitive
representations), imitate each other, and share representations; in turn, this
facilitates prediction, understanding, and ultimately coordination[14,15,16,17].

Here we present a computational (Bayesian) account for joint action, in which
two or more agents act together so to realize a common goal. Inspired by ideas
from computational neuroscience, our model describes joint action as a hierar-
chical phenomenon: (1) at the higher level, agents have to understand actions
executed by other agents and their associated goals, and select actions that are
complementary to those of the other agents or at least do not conflict with them;
(2) al the lower level, agents have to coordinate their actions in real time and this
requires a precise estimation of the timing and trajectories that is not necessary
at the high level. Our model postulates that (shared) cognitive variables, such
as beliefs and intentions, govern the activity of the motor system involved both
in executing own actions and perceiving and understanding that of others via a
motor simulation process. The following section provides a scientific background
of our approach.

1.1 Background

Recognizing what another agent is doing and why (i.e., its distal intention) is
extremely useful in social scenarios, both cooperative and competitive. Humans
(and other animals adapted to social scenarios) are equipped with mechanisms
for predicting and recognizing actions executed by others, inferring their un-
derlying intentions, and planning actions that are complementary to them. An
important constituent of the social mind of humans and monkeys is a neural
mechanism for motor resonance, or the mapping observed actions into one’s
own motor repertoire: the mirror system [14]. This mechanism is part of a wide
brain network that gives access to the cognitive variables (e.g., action goals and
prior intentions) of another individual and permits to reconstruct the generative
process that it uses to select the observed movements [16].

In this vein, it has been suggested that control-theoretic models of individual
motor control can be extended to explain complex phenomena in social cogni-
tion [18,19]. The two cornerstones of control-theoretic models of motor control
are the goal-directed nature of action, and the widespread use of internal mod-
eling [20]. Indeed, when the control-theoretic view is applied to the realm of
social interactions, the core scientific hypothesis is that these can be expressed
through the overt and covert activity of predictive (i.e. forward) and prescrip-
tive (i.e. inverse) internal models used in individual action planning and control
[21]. In other words, an observing or interacting agent puts itself in others’ shoes
and and elicits its own goal-directed representations in simulation to provide
an embodied explanation of others’ behavior. Apparently unrelated phenomena
such as motor control [22], affordance recognition [23], imitation learning [24],
action understanding [25], and joint action [26] - just to name a few - can effi-
ciently and parsimoniously be explained by the process of internal re-enactment
of one’s own motor apparatus: a forward model can be used as simulator of the
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consequences of an action, and when paired with an inverse model a degree of
discrepancy between what I observe and what I do (or just “imagine” of doing)
can be produced affording better understanding of their underlying goal [21,27].
These mechanisms of motor simulation could act in concert with other cognitive
processes such as those regulating social attention, as well as with more de-
manding and deliberate ones, such as those that provide a full “theory of mind”
[28].

Action understanding can be related to the estimation of the (most likely)
current action another agent is performing, while deeper forms of mindreading
can be associated to the inference of its intentions and beliefs. According to
motor theories of cognition, the same architecture used for action planning and
execution can be reused for understanding actions performed by others, and
their underlying intentions. In addition to these high-level problems, the low
level details of action specification, prediction and adaptation are solved on-line
once a motor primitive is selected. However, low-level processes can influence the
choice of cognitive variables, too. Indeed, the interplay between the two levels is
bidirectional: the temporal unfolding of high-level constructs biases the action
recognition process which, in turn, provides necessary information to monitor
the execution of the joint task itself.

From a computational viewpoint, our model of mindreading implements the
idea of competition between coupled inverse and forward models [27,21], but uses
approximate Bayesian inference for solving the problem. A different proposal is
that of [11], in which action understanding is realized through “inverse planning”
methods, and for this reason is more closely related to the idea of teleological
reasoning [29] than to the idea of motor simulation that we have put forward.
Our model of joint action is related to the probabilistic model of [30] in that
it includes a hierarchy of representations, but it also emphasizes the formation
of shared representations and their role in guiding inferential processes. Finally,
our analysis is related to other initiatives that investigated the neurocognitive
mechanisms that make joint action so easy [31] .

It emerges from our discussion that actions of an agent engaged in joint activi-
ties are governed by a continuous process of (joint) goal pursuing and adaptation
to (1) the environment with its contextual constraints, and (2) the physical and
interpersonal constraints offered by the actions of the co-actor and its abilities.
The interplay of deliberate processes, which act on longer time scales, and faster
processes of adaptation to the environment and the others, points to hierarchical
models of action organization, with motor elements that belong to multiple levels
of hierarchy (and give rise to processes that have different duration in time).

1.2 Are Shared Representations the Key for Successful Joint
Actions?

Even if we assume the aforementioned hierarchical organization of action, it is
currently unknown how the brain solves high- and low-level problems of joint
action in real-time, given that their complexity is high even in simple scenarios
[11].
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We propose that co-actors do not solve interaction problems in isolation, but
rather with the others (as well as with the environment): co-actors align their
cognitive variables (beliefs, intentions and actions) and form shared representa-
tions (SR). We argue that what is shared during an interaction are the same
representations for action (beliefs, intentions and actions) as used in individu-
alistic action selection, performance and monitoring. For this model to work, it
is not necessary that co-actors maintain separated representations for their own
and another’s actions, additional “we-representations”, or meta-representations
of what is shared. Rather, we call “shared” the subset of action representations
that become aligned during interaction, being the co-actors aware of it, or not.

A first advantage of SRs is that the same cognitive variables can be used for
action execution and prediction of another’s actions (as well as for monitoring of
the joint goal). Second, by sharing representations, an agent can help the other
to understand and predict it’s own actions, and to select the next action to take;
although this would not be optimal from an individualistic viewpoint, it can
become so if the two agents are pursuing a joint action1.

From a computational viewpoint, shared representations help solving interac-
tion problems in that they afford an interactive strategy for coordination that
makes action selection and understanding easier. Put in simple terms, each agent
involved in the joint action can:

1. Use motor simulation to infer what the other agent is doing (i.e., its actions)
and why (up in the hierarchy of actions and intentions);

2. Infer which belief (and thus the associated sequence of intentions and actions)
is the most likely one given the observed action, and ‘align’ it’s own belief;

3. Predict what is likely to happen next by using it’s own (chain of) inten-
tion and action representations, and in doing so, recognize affordances made
possible (now or in the future) by the ongoing actions of the other agent;

4. Select complimentary (or successive) action by simply inferring what comes
next in one’s own intention and action representations (e.g., if I recognize
that you are executing a certain action, I can start executing the next one
in the sequence leading to the common goal);

5. While executing, lower level details are solved by other mechanisms of coor-
dination and synchronization of action (e.g automatic entrainment, feedback,
and motor simulation); in turn, as these mechanisms influence the choice of
motor primitives, they have a bottom-up effect on the choice of cognitive
variables;

6. When the confidence on the alignment of the joint goal is high - or when the
details regarding the execution of the other agent are not essential - parts of
this process can be skipped; for instance, in many circumstances co-actors
can simply monitor the joint goal and use motor simulation only if an error
is detected.

1 An additional benefit of using shared representations is that, if each agent is confident
that the other will facilitate it, for instance by signaling important events at the right
time, then they can skip many costly mindreading and predictive processes.
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We briefly mention that shared representations can be formed automatically or
intentionally [32]. While in this paper we study automatic formation of shared
representations, it is worth mentioning the role of intentional strategies that
aim at influencing another’s cognitive variables so as to align them to one’s own.
For instance, explicit communicative strategies such as the use of language, ges-
ture, and deictics have the goal of forming or modifying shared representations.
However, in [ ?? ] we focus on another - less studied - form of sensorimotor
communication called signaling. Pushing a jointly-lifted table in a specific di-
rection, over-articulating in noisy environment, and over-emphasizing vowels in
child-directed speech are all examples of signaling. In all these examples, humans
intentionally modify their action kinematics to make their goals easier to recog-
nize. Thus, signaling acts in concert with automatic mechanisms of resonance,
prediction, and imitation, especially when the context makes actions and inten-
tions ambiguous and difficult to read. An in-depth discussion of how signaling
helps joint interactions is out of the scope of the present paper (an interested
reader can consult [26]).

Irrespective of how a shared representations are established, the common
ground can be used as a coordination tool between two or more agents, like
a blackboard in which two agents can read and write, which facilitates predic-
tion of another’s behavior by drastically reducing uncertainty, and implicitly
favors the unfolding of interactive sequences of behaviors in the two agents. It
emerges from our analysis that the use of shared representations changes the
nature of the (high level) interaction problem from the understanding and coor-
dination with another’s actions to the active guidance of its beliefs, expectations
and decisions. An agent can solve the problems of “what should I do next?” and
“what will you do next?” by first inferring “what is the joint task?” and then
using this information to solve the former problems. The next section provides
a computational account of this process.

2 A Probabilistic Model of Joint Action

Social interaction in real world scenarios is an inherently stochastic process:
perception and execution of motor acts are corrupted by noise and subject to
failure, while planning of one’s own acts is subordinated to the recognition of
others’ intentions and beliefs which are not directly observable. Furthermore,
processes involved are tightly coupled (e.g. recognizing your goal-directed actions
helps me updating my belief of the shared task being executed and predicting
and anticipating your next steps).

We adopt the formalism of probabilistic graphical models embedding the idea
of two levels of processing: at the lowest level the same circuitry used to execute
my own actions are used to infer and predict the actions performed by my
interaction partner via motor simulation, while at the highest level the two agents
share action representations relative to the goals and tasks to be performed. The
prior assumptions and beliefs about the joint task bias the action recognition
process, while the specific motor acts confirms or disconfirms our current beliefs.
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It is worth noting that two processes operate on different time scales: while the
lowest level operates in real-time, providing an updated recognition of others’
actions, the highest level is involved with less frequent transitions and it depends
on the successful outcome of the lower levels.

In the next sections we will present our computational model focusing sepa-
rately on the high- and low-level processes represented as Dynamic Bayesian Net-
works (DBNs). DBNs are Bayesian networks representing temporal probability
models in which directed arrows depict assumptions of conditional (in)dependence
between variables [33]. The general DBN model is defined by a set of N random
variables Y = {Y (1), Y (2), ..., Y (N)} and a pair {BNp, BN t} where BNp repre-
sents the prior P (Y1) and BN t is a two-slice temporal Bayesian network which
defines

P (Yt|Yt−1) =
N∏
i=1

P (Y i
t |Pa(Y i

t )) (1)

where Y i
t is the i-th node at time t and Pa(Y i

t ) are the parents of Y i
t in the graph

(being in the same or previous time-slice). Usually, the variables are divided into
hidden state variables, X , and observations, Z2. From the computational point
of view, the task of an inference process is to estimate the posterior joint distri-
bution of hidden state variables at time t, given the set of observed variables so
far3. By marginalizing the posterior distribution it is possible to answer ques-
tions about particular variables in the network (e.g. what is the probability that
a particular motor act has been executed at time t?). Next two sections provide
an overview of our architecture for joint action (for a detailed description of
various processes, and for an analysis of the experimental results, please consult
[25,26].

2.1 Low-Level Model

The low-level model implements a motor simulation process that guides percep-
tual processing and provides action recognition capabilities. In motor simulation,
it is the reenactement of one’s own internal models, both inverse and forward,
used for interaction that provides an understanding of what others are doing.

The entire process of action understanding can be cast into a Dynamic Bayesian
Network (DBN) shown in Figure 1(a). As usual, shaded nodes represent observed
variables while others are hidden and need to be estimated through the process
of probabilistic inference. The model embeds the idea of motor simulation by in-
cluding a probabilistic representation of forward and inverse models activation.
In our representation, the process of action understanding is influenced by the
following factors expressed as stochastic variables in the model (fig. 1b):

1. MP : index of the agent’s own repertoire of goal-directed motor primitives;
each motor primitive directly influences the activation of related forward and
inverse models;

2 By convention the observed variables are represented as shaded nodes in the network.
3 This process is also known as filtering.
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2. u: continuous control variable (e.g. forces, velocities, ...);
3. x: state (e.g. the position of the demonstrator’s end-effector in an allocentric

reference frame);
4. z: observation, a perceptual measurement related to the state (e.g. the per-

ceived position of the demonstrator’s end-effector on the retina).

Figure 1c shows the conditional distributions which arise in the model. The
semantics of the stochastic variables, and the concrete instatiation of the con-
ditional distributions depends on the experimental setting. Suppose we can ex-
tract the noisy measurements of the true state of the demonstrator, zt, through
some predefined perceptual process described probabilistically by the observa-
tion model p(zt|xt). Motor primitive index variable, MP , is associated with a
paired inverse-forward model, and it implicitly encodes the demonstrator’s goal
(in terms of the perceiver’s one). The initial choice of which internal models to
activate is biased by the prior probabilities (here set by the high-level network).
Each paired internal model MPt is responsible of both generating a motor con-
trol ut, given the (hidden) state xt−1 (inverse model), and of predicting the
next (hidden) state xt, given the motor control ut and the previous state xt−1

(forward model).
Given that in our model each goal-directed action is encoded as a coupled for-

ward/inverse model, to predict and understand the actions performed by others
it is sufficient to compute the posterior distribution over possible forward-inverse
action pairs given all the observations so far, p(MPt|z1:t). This distribution can
be obtained by marginalizing the full conditional posterior (i.e. belief) over all
hidden variables in the model. Let us denote with Xt the set of hidden variables
at time t, and with Zt the set of observed variables at the same time step, the
full conditional posterior can be obtained by the well-known recursive Bayesian
inference schema [33]:

p(Xt|Z1:t) = ηp(Zt|Xt) ·
∫

p(Xt|Xt−1) · p(Xt−1|Z1:t−1)dXt−1 (2)

where p(Xt|Xt−1) and p(Zt|Xt) are called prediction and observation models,
respectively.

However, in order to compute the most likely observed action, the recursive
propagation of the posterior density p(Xt|Z1:t) in equation 2 is only a theoret-
ical possibility, and in general it cannot be determined analytically. By casting
the problem of action prediction and understanding in a Bayesian framework
permits to adopt efficient techniques for approximate probabilistic inference un-
der the constraint of limited resources. We adopt particle filters, a Monte Carlo
technique for sequential simulation [34]. The key idea of particle filters is to rep-
resent the required posterior density function by a set of random samples with
associated weights and to compute probabilistic estimates of interested quan-
tities based on these samples and weights. Each random sample is therefore a
weighted hypothesis of an internal model activation in the action prediction task,
where the weight of each particle is computed according to the divergence be-
tween the predicted state of the internal model the particle belongs to and the
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observed state; intuitively, severe discrepancies between predictions produced by
coupled internal models and observed percepts will lead to assigning low weights
to internal models less involved in explaining the current action observation. Our
approach permits to solve the problem of intention recognition in real-time under
the assumption that what I am observing can be adequately explained through
my own internal models. The particle filter schema allows to use a multitude of
internal models, for various skills and contexts, and to focus only on those able
to accurately explain the current observations [25].

(a) Low-level graphical
model

MPt goal-directed motor primitive discrete ∈ {1, . . . , NMP }
ut control continuous
xt state continuous
zt observation continuous

(b) Stochastic variables

p(ut|xt−1,MPt) inverse model
p(xt|xt−1, ut,MPt) forward model
p(zt|xt) observation model (prediction error)

(c) Probability distributions

Fig. 1. Graphical model (DBN) for action understanding based on coupled forward-
inverse models; Adapted from [25]

2.2 High-Level Model

During observation of actions executed by others, motor simulation provides
information that can be used to filter perceptual processing by allocating more
resources (i.e., more particles in the particle filtering algorithm) to the most
likely observations. This process achieves two objectives at the same time: first,
it helps perceptual processing (like in Kalman filtering), and second, it permits
to recognize the observed actions at the goal level by mapping them into the
perceiver’s repertoire of internal models.

However, in order to initialize the low-level portion of the network, we need to
set the prior probability distribution over the goal-directed internal model pairs.
In a joint task this distribution should be estimated by a higher-order process
connected with the more abstract task representation. Some motor acts, viewed
as paired forward-inverse models, are more probable at a point in time during
the execution of a particular joint task. Therefore, the high-level portion of our
computational model should bias the action recognition process, while at the
same time providing a parsimonious way to encode the shared representations.
Additionally, the interplay between the low- and high-level portions of our net-
work shall not be unidirectional: the recognition of others’ motor acts helps also
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monitoring the joint act itself by revising hypotheses on the distal goal of the
task in a similar vein as done in the low-level network. Here, recognized motor
primitives act as observations for an abstract probabilistic representation of joint
tasks and finess agents’ current belief. In addition, the high-level model provides
a parsimonious way to encode shared representations as explained below.

In our computational model, a joint action is influenced by three main fac-
tors: intentions, contextual information (representing the observable state of the
world and its affordances) and possible actions each actor can perform given
the context and intentions. The temporal evolution of these factors can be rep-
resented once again by using the formalism of probabilistic graphical models
(DBN). However, each joint task requires a different motor plan, and its repre-
sentation should account for possible failures in the execution. For this reason,
the high level portion of our computational model includes a battery of DBNs,
each one representing a possible evolution of the joint task over time (figure
2(a)). A full DBN corresponds to a belief, which intuitively encodes knowledge
of “what is the task we are performing?”. The stochastic variables and conditional
distributions of the high-level DBN are described in figure 2(b-c).

As an example, suppose two agents (e.g. a human and a robot) have to jointly
build one out of several types of towers (λ1, λ2, . . .λn) given a set of available
red and blue blocks. Each high-level network (figure 2(a)) represents a particular
type of tower and can be seen as implicitly encoding the beliefs each actor has
regarding the execution of the task. For instance, the tower can be made of
blocks having the same color (e.g. red or blue), or of two interleaved colors
(e.g. red-blue-red-blue-. . . ). The prior probability, p(λ) reflects the knowledge of
which tower is more probable. The variable It models the intention to pick and
place a block of a particular color onto the tower, while the contextual variable
Ct could model the availability of red and blue blocks. The action variable At

represents the action of manipulating a particular object in the world, and it
directly influences the activation of motor primitives (MPt) used to efficiently
execute the action. Motor primitives represent the observed variable and they are
estimated by the low-level portion of our network at every step (see 2.1). Once
an action is executed, the network models the transition to the next intention
and next context through the corresponding transition probabilities.

We assume that the same set of models is shared across the two joint ac-
tors. However, their probabilistic parameters (prior, transition and observation
probabilities) can be different according to individual actor’s knowledge and ex-
pertise. The goal of the actors is to align their beliefs. From the probabilistic
standpoint the machinery involved differs if the actor has to perform an action
or if it has to recognize the action performed by another actor and update its
belief. However, both computational problems have at its core the process of
estimating the likelihood of each model given the observations.

If we denote the prior probability of a model as P (λ), the goal is to compute
the probability of the model given the set of observations so far (e.g. the likeli-
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(a) High-level graphical model

It intention discrete ∈ {1, . . . , NI}
Ct context discrete ∈ {1, . . . , NC}
At goal-directed action discrete ∈ {1, . . . , NA}
MPt goal-directed motor primitive discrete ∈ {0, . . . , NMP }
λ belief discrete ∈ {1, . . . , Nλ}

(b) Stochastic variables

p(It|It−1) intentional dynamics
p(Ct|Ct−1, At−1) contextual dynamics
p(At|It) action induction
p(Ut|At) utility function
p(MPt|At) motor primitive induction

(c) Probability distributions

Fig. 2. High-level battery of Dynamic Bayesian Networks (DBN) for joint-action. Every
network in the battery is a probabilistic representation of the shared task. Adapted from
[26].

hood): P (λi|MP1:t)
4. The most plausible model is the one that maximizes the

posterior probability of the model:

argmaxλiP (λi|MP1:t)P (λi), ∀i ∈ {1, . . . , Nλ} (3)

The likelihood is used in both action recognition and selection. In action recogni-
tion, it is used to initialize the process of motor simulation; in action selection, it
is used to choose the best action to perform so that it does not lower the current
likelihood. The presence of shared representations permits to describe the pro-
cess in an unconventional way. Specifically, both agents use the same high-level
network, in which observed and executed intentions and actions are treated on a
pair, independent on who executes them. Note that the same formulation can be
used to model tasks in which two agents act synchronously, such as for instance
when they lift together a block, and turn-based tasks, in which one agent acts
at times t, t+ 2, t+ 4, . . . and another agent acts at times t+ 1, t+ 3, t+ 5, . . ..

The first part of the inference is the same for action observation and action
selection: at each turn agents compute the likelihood of all the available models
given all the observations so far (rather recognized or performed motor prim-
itives, MP ), and the belief with the highest likelihood is treated as the goal
state. Action observation is then implemented as a filtering process; first, the
intention It+1 belonging to the current belief is predicted, which is then used to
bias the recognition of MP by accordingly setting the prior probabilities needed
to trigger the low-level network activation. For instance, if the system believes
that the task is to build a tower made of six red blocks, it predicts that the
next intention (It+1) will be to place a red block, and then it uses this infor-
mation to bias the perception of actions executed by the other agent (i.e., the
estimation of MPt+1). In turn, the lower level affects high-level goal selection,
as prediction errors drive belief revision (this is typical of hierarchical generative

4 Likelihood computation in this network can be performed exactly by the forward-
backward algorithm or approximately by the abovementioned particle filters.
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models [35,36]): the recognized action is treated as an observation for the high-
level network, and it is used by the observing agent to revise its current belief
and eventually to align its shared representation to that of the other actor by
computing the current likelihood (cf. equation 3).

Action selection is different from action observation in that MP cannot be
observed (in fact, it has to be produced). Still, the process is conceptually the
same: first, the intention It+1 belonging to the belief with the highest likelihood
is predicted; then, the most probable MP is selected for execution. For instance,
if the system believes that the task is to build a tower made of six red blocks, it
first predicts the most probable next intention (It+1) compatible with this belief
(i.e., the intention to place a red block), then it generates an associated action
(i.e., taking a specific red block), and finally an associated MP (i.e., the motor
process for grasping the selected block).

3 Conclusions

Joint actions between humans and artificial agents are notoriously difficult to
implement and the issue of what kind of cognitive processing is required in co-
operation, coordination, and joint action is still debated. We postulate that joint
actions (and social interactions in general) are heavily guided by abstract cog-
nitive variables, such as goals, intentions and beliefs, and that the interaction
itself is facilitated if interacting agents could have access to such variables. We
present a computational account that allows agents to automatically align their
internal representations (i.e., inferring “what task are we pursuing?” and choos-
ing the hypothesis with higher likelihood) and then using this information in a
generative scheme to both (i) decide what to do next, and (ii) predict what the
other agent will do next. To cope with uncertainty, our model is developed as
a two-level dynamic Bayesian network, where the lowest level implements the
process of motor simulation to understand and anticipate other agent’s (prox-
imal) action intentions, while the highest level provides an abstract encoding
of the task and the (distal) goals. The two levels are deeply intertwined: the
temporal unfolding of high-level constructs biases the action recognition process
which, in turn, provides necessary information to monitor the execution of the
joint task itself. In a nutshell, our model exports the ideas from individual motor
planning, control and monitoring to the realm of social interactions, by adopting
the the motor view of social cognition augmented with more abstract cognitive
constructs that guide the interaction.

Since any observable behavior can generally be explained by many under-
lying intentions and beliefs, in order to disambiguate them it is necessary to
adopt costly inferential processes processes. Part of this cost can be alleviated
by forming shared representations (SR) and using them as a coordination tool.
Here we do not investigate the origin of shared representations; we see SR as a
blackboard in which two agents can read and write and which facilitates predic-
tion of another’s behavior by drastically reducing the uncertainty of mindreading
inferential processes.
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Abstract. We consider a set of team-based information tasks, meaning that the
team’s goals are to choose behaviors that provide or enhance information avail-
able to the team. These information tasks occur across a region of space and must
be performed for a period of time. We present a Bayesian model for (a) how infor-
mation flows in the world and (b) how information is altered in the world by the
location and perceptions of both humans and robots. Building from this model,
we specify the requirements for a robot’s computational mental model of the task
and the human teammate, including the need to understand where and how the
human processes information in the world. The robot can use this mental model
to select its behaviors to support the team objective, subject to a set of mission
constraints.

1 Introduction

In complex, rapidly evolving team settings in which a robot fulfills a role, the robot
needs sufficient autonomy to allow its human teammates to be free to direct their atten-
tion to a wider range of mission-relevant tasks that may or may not involve the robot. In
contrast to many prior applications in which the robot was either teleoperated or man-
aged under strictly supervisory control [1], recent advances in robot technologies and
autonomy algorithms are making it feasible to consider creating teams in which a robot
acts as a teammate rather than a tool [2].

In this team-centered approach, both humans and robots can take on roles that match
their strengths. Properly designed, this can facilitate the performance of the entire team.
This idea has already been applied to reform human-robot interaction in many areas,
like object identification, collaborative tasks performance, etc. [3]. In this paper, we
adopt the notion of collaboration, operationally defined as the process of utilizing shared
resources (communication, space, time) in the presence of asymmetric goals, asymmet-
ric information, and asymmetric abilities as illustrated in Fig. 1. The word collaboration
suggests that there are both overlaps and differences between the goals, information,
and abilities of the agents involved. Colloquially, collaboration can happen when ev-
eryone has something unique to offer and something unique to gain, but there is some
benefit to each individual if activity is correlated.

In a human-robot team, the asymmetries on abilties and information mostly come
from the natural difference on agents’ sensors and actuators. Additionally, an agent
may exhibit ability and information asymmetry in different states of interacting with
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Fig. 1. Operational Elements of Collaboration

the environment, like location, lighting condition etc. Often, a team goal will be de-
composed into subgoals in execution. The subgoals are usually assigned to agents in
the team by organizing agents into specific roles with specific responsibilities, and this
leads to goal asymmetries. In a collaboration framework, the interaction between agents
not only focuses on common goals, but may also require providing support for others’
goals. In a team search tasks, for example, the robot and the human might work together
for target searching, while the robot might assist the human to deal with an emergency.

Collaboration is a form of teamwork that benefits from an explicit representation of
shared intent. The theory of shared intent suggests that both the human and the robot
need to have a mental model for the task to be performed and another mental model
for how other team members will act [4]. The primary contribution of this paper is a
framework for developing a task-based mental model from a human-robot collaboration
perspective, including the ability to represent and reason about contributions of other
team members to the mission and estimation of how other team members’ actions affect
performance.

2 Shared Mental Model

From studies of cognitive psychology, the concept of a shared mental model has been
proposed as a hypothetical construct, which has been used to model and explain certain
coordinated behaviors of teams. Shared mental models provide a framework of mutual
awareness, which serves as the means by which an agent selects actions that are con-
sistent and coordinated with those of its teammates. According to [5] [6], in order to
perform collaboratively as a team, members of a team must have the following:

– Teammate Model: knowledge of teammates skills, abilities and tendencies.
– Team Interaction Model: knowledge of roles, responsibilities, information sources,

communication channels and role interdependencies.
– Team Task Model: knowledge of procedures, equipment, situations, constraints.

These elements determine (a) how an agent makes decisions as a member of the team
and (b) how diverse capabilities and means of interactions are managed within an or-
ganizational context. These concepts have been incorporated as important elements in
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existing human-robot team designs [7]. From a robot’s perspective, operating within
the context of a human-robot team, the robot’s shared mental model will help the robot
predict information and resource requirements of its teammates. Importantly, a better
understanding of task demands and how teammates will likely respond will enhance the
robot’s ability to support team-level adaptations to changes in the world.

Given a shared intent from the team, the robot is assigned or adopts tasks, either
as an autonomous agent or as a collaborating teammate. What does the robot need to
collaborate? We address two fundamental elements: (1) How should the robot model the
task? (2) How should the robot model a human performing the task? We then illustrate
how the concept of a shared mental model is applied within a search task by providing
an example computational model that responds to these two questions.

3 Robot Wingman in a Search Task

We introduce the shared mental model to a human-robot team search problem. In the
problem, the search region is modeled with the belief of where the target objects are,
and the search process works as constantly updating this belief by observations. Thus,
teams of humans and robots manage a region of space subject to particular time or
timing constraints [8].

From prior work in search theory, search efficiency is usually considered as one of
the essential factors to a task success, and is therefore a central element of the team’s
model of a search task. There are several parameters to measure the efficiency in a
search task [8], which are determined by the observation capability of a search agent.
In this paper, we are interested in:

– Sweep Width: a measure of how wide an area a searcher can, on average, effec-
tively cover. More specifically, it represents how well a sensor (e.g., the human eye)
can detect specific objects as a function of distance from sensor to object.

– Coverage: a simple measure of how well a segment was covered by all of the
searchers. Coverage is a ratio calculated by summing up the area that each searcher
covered and dividing by the area of the search segment.

– Probability of Detection: a measure of the probability of success. Search managers
need a way to determine the probability that a lost object would have been found if
it was actually in the segment that was searched.

Effective swept width and coverage are determined by the sensor model of a search
agent; the sensor model encodes the characteristics and capabilities of the agent’s sen-
sors. This model defines what the observation range of an agent is, and how the obser-
vation uncertainty might change with the distance of a target object. By contrast, the
probability of detection shows the probability that an object would have been detected
if in the area, which can be modeled as (a) an agent’s prior belief that an object is in the
search region and (b) the quality of the agent’s observation. Since all agents are imper-
fect detectors, there exist differences in detection success and detection times among
agents.

There is relevant prior work on applying these concepts to human-robot teams. [9]
and [10] import robots into urban search and rescue so that human unreachable locations
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Fig. 2. A Robot Wingman framework

can be explored, which greatly extends the coverage of search task execution. Integrat-
ing various types of sensors, like radars, laser rangefinders, ultrasonic sensors etc. [11]
[12], greatly expands the sweep width of a search team. [13] and [14] propose a way
to improve the probability of detection using information fusion across multiple agents.
Modeling the team as a distributed information fusion process exploits the asymmetric
perception capabilities of humans and robots to enhance the search efficiency of the
team.

In our proposed human-robot search team, we assume that the human is better at
strategy and decision making and the robot is better at raw data collection. This as-
sumption forms the basis for the robot’s model of its teammate. We propose the notion
of a robot wingman to support a human in a collaborative search task, which is to have
a robot that accompanies a human as he or she navigates through some space. Since a
robot may be able to detect certain types of signals not perceivable by a human (e.g.,
radio signals or chemical gradients), it is possible for the wingman robot to extend the
team’s perception not only in space but also in the type of data perceivable by the team.
As shown in Fig.2, as a flank support range that constrains where the wingman can
move. The robot wingman is expected to stay in an area determined by the flank sup-
port range around the human, when the human is moving for the search task. Doing so
guarantees that the robot rapidly respond to the human needs assistance, which main-
tains a reasonable distance for supporting communication and coordination. In a shared
human-robot search problem, the robot’s role not only includes staying within the flank
support range, but also includes gathering information about the world around the team.

The organization of the team determines how information flows when executing
the search task. Thus, the organization is an important element of the team interac-
tion model, with information flow acting as the currency of interaction. Information
flow shapes the process of fusing asymmetric information for collaboration. In the next
section, we model the belief of the locations of the search objects by a shared task
model. The information comes from the observations from both the human and the
robot. Meanwhile, the robot predicts how the human will work and what the informa-
tion collected by human is like, and this prediction is used to make a decision on how
to run the search operations as in Fig.3.
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Fig. 3. Information Flow in a Wingman Human-Robot team

4 A Bayesian Approach

We present a Bayesian model for how information flows in the world and how informa-
tion is altered in the world by the locations and perceptions of both humans and robots.
Building from this model, we can specify the requirements for a computational men-
tal model of the human teammate to understand where and how the human processes
information in the world. The robot can then select its behaviors to support the team
objective, subject to a set of mission constraints.

The world is represented as a discrete set of cells. For each cell, we wish to determine
the probability that an object of interest is in a particular cell given a set of observations.
Let St

i and Ot
i denote state and observation random variables that encodes whether an

object of interest is in cell i at time t. Given a set of N cells, we will move or position
the robot such that we gather a series of observations that provide information about all
of the cells or some subset of those cells.

Since observations will be taken over time and since objects of interest can move
over time, we formulate the problem as a sequential Bayes estimation problem. Given
t sequential observations about cell i, our belief that an object of interest is in cell i at
time t is given by the following:

belt(si) = PSt
i |Ot

i ,O
t−1
i ,···O1

i
(sti | oti, ot−1

i · · · o1i ). (1)

Equation (1) is the a posteriori estimate that an object of interest in cell i has been
detected given all observations to that point position. Adopting the standard conditional
independence assumptions of the Bayes filter [15], the sequential estimate becomes

belt(si) = αPOt
i |St

i
(oti | si)bel

t
(si), (2)

bel
t
(si) =

∑
j

∑
sj∈S

[PSt
i |St−1

j
(si | sj)belt−1(sj)], (3)

where bel
t
(si) is the predicted distribution of objects of interest, α is the normalizing

constant required by Bayes rule (equal to one divided by the prior predictive distribu-
tion), POt

i |St
i
(oi | si) is the detection likelihood, and PSt

i |St−1
j

(si | sj) is the model for

how objects move in the world.
In this paper, s = T or s = F indicate that the cell contains an object of interest

or not. For each cell, we track the belief that an object of interest is in that cell as a
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function of time. Given a prior belief about objects in the cell, we predict the probability
that an object of interest will still be in that cell given (a) the presence or absence of
an object in that cell on the previous time step, and (b) the presence or absence of
objects in neighboring cells in the previous time step. Thus, Equation (3) includes a
double summation, one for all cells in the world (the sum over j) and the other over the
presence or absence of objects in that cell.

The process of a search task can also be considered as information gathering. From
(2) and (3), we can see that information from observation updates the belief of the search
region, which results in uncertainty reduction. We select entropy, which is a commonly
used criterion for measuring uncertainty [16], to quantify information collection. It is
written as:

H(belt(si)) = −
∑
si∈S

[belt(si) log(bel
t(si))]. (4)

5 Case Study

Consider a two-dimensional simplified representation of the world and adopt an oc-
cupancy grid representation of information in the world. We create a hexagonal tes-
sellation of the world with the dimension of the hexagon determined by the perceptual
capabilities of the human. The hexagonal tessellation is useful because it is one in which
the distance from the center of one cell to any of its immediate neighbors is constant.

Before exploring the search region, we have no information on this area. We use the
entropy of the shared belief to define the uncertainty in equantion (4). More formally,
we will assume that the prior probability that a cell is occupied by an object of interest
is equal to 0.5, which means that the probabilities of the search object in the cell or not
are equivalent.

5.1 Teammate Model

From the teammate model of human behavior, the wingman robot can predict how the
human will move. This yields a sequence of cells that the human plans to traverse,
which is denoted by Y = [y1; y2; · · · yD]. Each yt corresponds to a physical location in
the tessellation, so yt = i means that the human was in cell i at time t.

We adopt a very simple model of agent perception, albeit one based in search theory.
The model is that the likelihood of detecting an object of interest in cell i is certain if
the human occupies that cell, is zero for cells outside a fixed radius of detection, and is
constant for all cells within the radius of detection. Let N(i) denote the set of all cells
that are within R units of cell i, in which R defines a radius,

N(i) = {j : j is no further than R cells from i}. (5)

Let λ ∈ (0, 1) be the constant of detection for all cells within N(i). Thus, an agent’s
probability of detection at position xt is given by Equation (6).

POt
i |St

i
(F | T ) =

⎧⎨
⎩

0 if i = xt

1− λ if i ∈ N(xt)
1 otherwise

(6)
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By definition, POt
i |St

i
(T | T ) = 1 − POt

i |St
i
(F | T ). In (6), we assume a search agent

can do perfect observation in the cell he is in. However, there exist distinctions on
probabilities of detection in the neighbor cells, which come from the difference on agent
perception capabilities. To differentiate the observation range, we use Nhuman(yt) and
N robot(xt) for the set of observed cells by human and robot at time t.

5.2 Team Interaction Model

The team interaction model uses the flank support range Rhuman
flank to determine the set

of cells for the wingman robot motion. This is based on the human’s tolerance for how
far the robot can wander before being out of position. We use (5) to translate Rhuman

flank

into a set of feasible cells, Nhuman
flank (yt), in which yt is the human’s position. Given a

motion range of the wingman robot at a time step, Rrobot
motion, we have

∀yt , xt ∈ Nhuman
flank (yt) ∩N robot

motion(x
t−1) (7)

to define the wingman robot motion dependence on the human motion.
In this paper, we assume that the teammate model provides enough information to

estimate the human’s path via prediction, Equation (6) can be used to determine the
posterior probability of likely target location after the human has moved. The posterior
from the human is then used as the prior for the robot. In essence, this means that
the shared belief about the world passes through two phases: a refinement that comes
because the human has moved through the environment and a refinement that comes
because the robot is going to move through the environment.

5.3 Team Task Model

When the robot plans to fulfill its role for the task model, it assumes that objects of
interest do not move, appear, or disappear over time, but this will change in future
work. Given this assumption, the prior estimate for the target object’s location at time t
is equal to the posterior estimate for target object location at time t− 1. In future work,
if the object of interest can move, then a predictive step is required and a full Bayes
filter can be applied [15].

Since the human’s path has been obtained from the teammate model (the robot is
supporting the human), our goal is to control the robot’s path to maximize the amount
of information gathered by the human and robot combined. When the robot is at xt,
it will update the beliefs of all the neighbor cells defined by the radius of detection,
Rrobot. We denote the information gain at position xt as

F (xt) =
∑

i∈Nagent(xt)∪xt

[H(belt−1
i )−H(belti)]. (8)

In (8), H(belti) denotes the entropy of the belief of cell i at time t, and F (xt) shows the
uncertainty reduction at time t from the all the observed cells.

In order to keep synchronization with human motion, a requirement imposed by
the interaction and task model, we assume that the robot starts in the same location
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(a) After Human Visited (b) After Wingman Robot Vis-
ited, FSR = 2, ROR = 2

(c) After Wingman Robot Vis-
ited, FSR = 2, ROR = 3

(d) After Wingman Robot Vis-
ited, FSR = 3, ROR = 2

Fig. 4. The entropy of shared belief of the search region changed after observation, FSR is short
for F lankSupportRange, ROR is short for RobotObservationRange

as the human and intends to plan a time length identical with the predicted human
motion length. We set the initial position by x0 = y0 and the planning time length
to D. These constraints yield a natural tree structure for the problem, which forms a
tree by finding all “visitable” cells by (7). The problem is thus to find the sequence
X = [x1;x2; · · ·xD] of robot positions such that

D∑
t=1

F (xt) = H(belD)−H(bel0) (9)

is as large as possible. Performance can either be described as a summation of infor-
mation gain at each time step or the total information gain reward. Putting this together
with the constraint (7) from the team interaction model yields the constrained optimiza-
tion problem for the team task model.

max
x1···xD

∑D
t=1 F (xt)

subject to xt ∈ Nhuman
flank (yt) ∩N robot

motion(x
t−1).

(10)

Fig.4 shows a case of how the entropy of the shared belief of the search region has
been updated by the search of the human-robot team. To visualize the entropy, we color
the maximum value in black and minimum value in white, which determines the gray
transition for the values in between. Before the search begins, we assume we have no
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idea on the location of the search object so that all the cells have been colored black
which shows the largest uncertainty. For visited cells, the entropy is reduced to zero.
This means the entropy of the shared belief of this cell has been reduced to zero so that
this cell has been colored white.

5.4 Simulation

Fig.4(a) shows how the entropy of the shared belief of the search region has been
changed by a human search agent. The robot’s teammate model assumes, via Equa-
tion (6), that the human has imperfect observation in neighboring cells, so the entropy
of the believes on neighboring cells has been reduced less than the visited cells. The
value of the gray color is determined by how the observation model is defined.

Based on the human path and how the shared belief of the environment has changed,
the robot wingman plans a path to optimize the team information gain, subject to the
teammate interaction model via Equation (7). Fig.4(b), 4(c) and 4(d) show the entropy
of the shared belief of the search region after the search of the robot wingman within
different parameters. We use arrows to label the planned path of the robot wingman. We
can see that increasing the observation range of the robot will usually not influence the
planned path for the robot wingman, as Fig.4(b) and 4(c) have the same path shapes.
However, increasing the flank support range, which gives more motion freedom to the
robot wingman, will lead to a new generated path, as shown in Fig.4(d).

6 Conclusion and Future Work

Based on shared mental model and search theory, we model team-based search as an
information-based task using a Bayesian approach. A wingman robot has been intro-
duced for this problem, with robot decision algorithms designed to support collaborative
human-robot interaction. Using the entropy of the belief of the search region as a way of
information measurement, we illustrate how the robot wingman will do path planning
for collaborating with the human as an optimization problem. Using a specific case, we
illustrate how the human robot collaboration on a search task will change the entropy
of the belief of the search region, which works as a shared model on the environment
from the team perspective. Here we only use a depth-first exhaustive search to find the
optimal solution for wingman path planning. Future work will be focused on propos-
ing an efficient and applicable solution for wingman path planning. Moreover, we will
add more features on modeling the search environment, like obstacles and stochastic
dynamics. Finally, we will relate problem modeling assumptions to the requirement of
a shared mental model.
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Abstract. Here, we describe our efforts to uncover design principles
for multi-agent supervision, command, and control by using real-time
strategy (RTS) video games as a source of data and an experimental
platform. Previously, we have argued that RTS games are an appropri-
ate analog for multi-agent command and control [3] and that publicly-
available data from gaming tournaments can be mined and analyzed to
investigate human performance in such tasks [5]. We outline additional
results produced by mining public game data and describe our first foray
into using RTS games as an experimental platform where game actions
(e.g., clicks, commands) are logged and integrated with eye-tracking data
(e.g., saccades, fixations) to provide a more complete picture of human
performance and a means to assess user interfaces for multi-agent com-
mand and control. We discuss the potential for this method to inform
UI design and analysis for these and other tasks.

Keywords: Situation Awareness, Automation, RTS, Gaze Tracking, User
Interfaces.

1 Investigating Multi-agent Command and Control Using
Real-Time Strategy Games

Robotic sensor and on-board computing capabilities are advancing at an accel-
erated pace, enabling an increasing number of scenarios where robots can be
deployed as autonomous or semi-autonomous agents rather than needing to be
controlled via closed-loop tele-operation. These transitions allow the human op-
erator to take on the role of commander or supervisor over multiple agents and
increases the overall task execution rate for a fixed number of human users. Ef-
fective supervisory control systems require user interfaces that are compatible
with the task demands and limitations of human memory, perception, cogni-
tion, attention, and actions. Optimized systems will maximize task execution
while minimizing errors, allowing the human to command and control a greater
number of autonomous agents at an acceptable level of performance.
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One approach to developing candidate interfaces to support these multi-agent
command and control scenarios is to investigate other domains that have similar
or overlapping task characteristics [3]. This allows for more informed decisions
when building interfaces, and can help to identify complications or limitations be-
fore building and testing high-fidelity systems. Real-Time Strategy (RTS) video
games are one analog domain that can inform many aspects of how a human
operator commands and controls multiple semi-autonomous agents in a dynamic
environment under constraints. RTS games, as they are commonly played, consti-
tute relatively a complex multi-agent supervision and control problem: A player
will command ten to 200 units at a time, including as many as 20 different types
with different characteristics and unique capabilities. The units will be deployed
in service of several overarching strategic tasks (e.g., resource collection, con-
struction, defense, scouting, offense) with multiple complex subtasks composing
or supporting each task. To enable players to successfully manage the game
(and even enjoy doing so) game user interface (UI) designers have–through care-
ful design, evaluation, user research, and iteration–built RTS game UIs that are
effective in this context.

Can the designs and design principles that are effective in RTS games be
applied to supervisory control of multiple robots? Some evidence suggests that
they can: at least one robotic control interface has been built to mimic a conven-
tional RTS game and shown to be effective for robotic command and control [4].
However, merely duplicating interface and interaction designs from RTS games
is not an adequate basis for building interfaces for all multi-agent command and
control tasks. RTS games are distinctly dissimilar to real robotic control tasks in
that RTS games do not include complexities like uncertainty and latency, both of
which can have important consequences for human-robotic interaction (e.g., see
[2]). Yet, RTS games can provide some design inspiration for robotic command
and control interfaces and they also constitute a good platform for investigat-
ing the how interfaces, interactions, and properties of human performance and
cognition may shape multi-robot control.

Like many real-world multi-agent tasks, these games demand that their play-
ers maintain high levels of situational awareness (SA) throughout the entire
course of the game. Players must maintain a basic economy by acquiring and
managing raw materials, monitor unit construction, explore terrain to monitor
their opponent and environment, all while staging offensive attacks and defend-
ing their own bases and resources. Despite the high cognitive demand of these
games, devoted players develop high levels of expertise, not unlike professional
athletes. Video games and video game players are also of interest due to findings
suggesting that game play may boost cognitive function, though these findings
are still an open matter for investigation [1].

In summary, there is reason to believe that RTS games may be useful to
researchers in human-robotic interaction inasmuch as they provide a platform
for evaluating interface design and for assess human performance in a context
that is similar (though not identical) to supervisory control of multiple robotic
agents. In the remainder of this paper we outline our progress in this direction.
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We have used publicly-available game archives to obtain data that help to shape
and refine hypotheses about supervisory control and situational awareness, and
we have recently begun collecting enhanced game data (user game actions plus
user eye movement data) in an effort to better understand multi-robot HRI.

2 Mining and Analysis of Public RTS Game Archives

RTS Games such as Starcraft II often generate ‘replay’ files containing a
timestamped log of every player input for later playback. These replay files
are routinely posted online for general viewing, and it is especially common for
expert-level tournaments to make these match replay files available. This pro-
vides a large and rich dataset for meta-analysis. In previous work, we analyzed
220 Starcraft II matches from the Championship Bracket at the Major League
Gaming Pro Circuit 2011 in Orlando [5]. We investigated how different factors
impacted instantaneous changes in player Actions Per Minute (APM) whenever
a new unit or set of units were selected by the player in the game (see Figure 1).
APM was chosen because is the standard heuristic for quantifying the skill-level
of a player, and has been consistently correlated with winning games [6]. Expert
players are able to maintain a rate of hundreds of APM throughout an entire
match.

While the data are very noisy, the huge datasets allowed us to extract several
small but interesting signals. For example, euclidean distance between sequential
unit selections was not predictive of changes in APM, but changes between
spatial clusters (ROIs) of actions did show an increase in APM. Players were
faster to act when selecting larger groups of units, but slower to act if those
groups were heterogeneous (i.e., multiple unit types in a single selected group).
Players were much faster in issuing commands to mobile units when compared
to stationary units. As expected, the general trend was that winners had greater
APM than losers, but interestingly that increase in APM was only significantly
different from zero immediately prior to a unit selection, not after selecting a
new unit.

One major limitation to this approach is that, while these findings provide
small hints as to how the players are interacting with the game interface, these
data are necessarily ambiguous. A player can select a unit in order to gain SA
(selecting allows the user to inspect the unit’s current status), or the selection
may be part of a series of commands based on existing SA.

3 RTS Games as a Platform for HRI Experiments

In order to better understand how a player uses the interface to support game
play, we are recruiting participants of varying skill level to play the game while
having their game actions logged and their eye movements tracked and recorded.
The user interface provides a number of controls to support various aspects of
SA, as well as interfaces to support command execution. These controls are
spatially distinct, so we can know how frequent and how long players of varying
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Fig. 1. Regression model output predicting changes in instantaneous Actions Per
Minute (APM) as a result of different game transitions or states. Red bars indicate the
estimated APM using a one-second window prior to unit selection; blue bars are the
estimated APM using a one-second after selection window.

Fig. 2. An example of regions of interest (ROIs) generated from player actions during
a game. Each color denotes a different ROI, as extracted by a standard expectation-
maximization clustering algorithm. There were observed changes in player action rate
when transitioning between ROIs, but no observed differences for action rate based
solely on Euclidean distance (see Figure 1).
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skill level scan away from the main view (the game map) to monitor unit status,
game resources, regions that are outside of view from the main display, and
command interfaces (see Figure 3). We predict qualitative differences between
more expert and novice players in how frequently they sample these supporting
controls and the total length of time they fixate on these controls rather than
the main display.

Fig. 3. An annotated UI screenshot. The user is presented with a main overhead display
of units in the environment (top). A mini map (bottom, left) provides a condensed
view of the entire gameplay area, which is too large to view in the main display. A unit
status window (bottom, center) provides information about currently selected units in
the game, including details such as consumables status and task progress. The action
menu (bottom right) provides a set of buttons to issue commands to the selected units,
dynamically changing the set of buttons available based on what actions are available
to issue the current selection.

It is worth noting that the addition of eye movement data collection to game
logging may be especially useful for understanding how situational awareness
(SA) is acquired and maintained. RTS game UIs (like many other UIs) conflate
the acquisition of SA and the use of SA in issuing commands: the selection of a
unit in an RTS game might be intended to reveal that unit’s identity and status
(acquire/update SA), to enable the issuance of a new command to that unit
(apply SA), or both. Game log data only reveal that a unit was selected and
what command (if any) was issued to that unit. However, eye movement data can
reveal whether unit selection is followed by sampling of unit status information,
examination of command options, or other eye movements associated with SA
acquisition or SA use.
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Fig. 4. Measured fixations for a single game. Gaze fixation locations and durations
are plotted in this stacked histogram for both a novice and an experienced player for
a single game. While the total observed fixation time during the games are almost
identical (both just over seventeen minutes of detected gaze), the experienced player
tends to fixate for longer durations while the novice player scans the UI at a much
faster rate. The experienced player also effectively ignores elements of the UI (i.e., the
Action Menu), while the novice is still reliant on the information in that display.

4 Future Experiments with RTS Games

Our initial explorations in RTS game data are promising. A number of compelling
hypotheses have been generated from the analysis of one sample of RTS game
archive data and our pilot experiment with just two users is already showing
great promise for quantifying differences in the play of novice and expert users
(c.f., left and right plots, Figures 4 & 5) . The combination of a rich and engaging
user task with high-fidelity human performance data gather makes the RTS game
experiment platform a good choice for further investigations of HRI, generally.
For example, some of the dimensions upon which a multi-agent control task
might vary are easily explored in an RTS game experiment. As a candidate
study, in the near future we hope to use this platform to examine how the
number and diversity of units affects human performance in simple tasks like
guiding a team of units between points on a map. RTS games (and game-editing
utilities built into them) make it possible to vary the terrain, the size of the
robot team, and the relative homogeneity or heterogeneity of the team. Metrics
such as task time, path efficiency, or avoidance of hazards (i.e. enemies in an
RTS game) can be used to evaluate task performance, and game log and eye
movement data can reveal differences in supervision and control strategies for
different users and different robot team compositions.
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Fig. 5. Saccade origin and target frequency by UI element for a novice and an experi-
enced player, log transformed. While the vast majority of saccades both originate and
terminate in the Main Map region of the UI, there are other interesting scan patterns
in the data. The novice spends more time scanning off of the display screen than the
experienced player, presumably due to a difference in familiarity with keyboard issued
commands. The experienced player also very rarely ever scans to the Action menu (as
also illustrated in Figure 4), as that information can be determined from game state.
Neither the novice nor the expert scan between the Mini Map and Action Menu UI ele-
ments. This makes sense, as the information and interactions provided in those controls
do not directly relate to each other, regardless of the sophistication of the player.

Another issue that may be amenable to investigation with this approach con-
cerns multi-agent command and control as one component of a complex envi-
ronment involving several tasks. The UI and user strategies that best support
multi-agent supervision when performed as an isolated task may not be the same
as those that best support it when performed concurrently with another task
(like communicating with another human). Asking participants to play RTS
games in multi-tasking experiments may aid us in understanding how control
interfaces should be altered for busy workplaces.

A related issue concerns collaborative control and human-human communica-
tion. RTS game support multiplayer matches where a two or more players can
control teams of units in a single environment and can act in a collaborative or
adversarial (or ambiguous)manner with other human or computer players. Future
experiments may investigate verbal (or other) communication patterns among hu-
man players and may also reveal changes in how SA is acquired and maintained
when multiple humans operate robotic teams in a shared environment.

In general, it seems promising to exploit the similarity between RTS games and
multi-agent command and control even though these are not strictly identical



284 D. Kalar and C. Green

domains. The availability of archive data, the existence of an population of expert
users, and the ease of implementing interesting experiments all support fast and
effective data collection. The resulting data will inform our understanding of
interface design, our understanding of human performance and strategy, and
our understudying of situational awareness in complex tasks.
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Abstract. A fundamental aspect of human-robot interaction is the ability to 
generate expectations for the decisions of one’s teammate(s) in order to coordi-
nate plans of actions.  Cognitive models provide a promising approach by  
allowing both a robot to model a human teammate’s decision process as well as 
by modeling the process through which a human develops expectations regard-
ing its robot partner’s actions.  We describe a general cognitive model devel-
oped using the ACT-R cognitive architecture that can apply to any situation that 
could be formalized using decision trees expressed in the form of instructions 
for the model to execute.  The model is composed of three general components: 
instructions on how to perform the task, situational knowledge, and past deci-
sion instances.  The model is trained using decision instances from a human  
expert, and its performance is compared to that of the expert.  

Keywords: Human-robot interaction, shared mental models, cognitive model-
ing, cognitive architectures, ACT-R, decision trees. 

1 Introduction 

A fundamental aspect of human-robot interaction is the ability to generate expecta-
tions for the decisions of one’s teammate(s) in order to coordinate plans of actions.  
Shared mental models of the knowledge and decision procedures of human and robot-
ic teammates enable them to act as a team rather than a collection of individuals that 
have to be explicitly controlled [1].  Mental models include a representation of the 
current situation, the various entities (humans, robots, even animals) involved, their 
capacities and limitations, and some decisions of their past decisions and actions.  
Current mental models are often non-computational descriptions of that information 
that only provide a qualitative understanding and limited predictive power. 

Computational cognitive models provide a promising approach to that problem.  
Cognitive models can provide a computational link from the shared mental model 
literature to the domain of robotic control and intelligence.  By computationally 
representing the cognitive processes and representations underlying shared mental 
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models, they enable them to be leveraged in a number of ways to improve human-
robot interaction.  First, they provide a quantitative, predictive understanding of  
human shared mental models and their impact on team performance.  Conversely, 
they also provide a cognitively based computational basis for the implementation of 
mental models in robots that are similar to those of human teammates.  Thus, they 
foster better teamwork by allowing human and robotic teammates to work in similar 
ways by representing and simulating the internal processes of the others.  Finally, the 
support the improved design of human-robot interaction tools and protocols by enabl-
ing quantitative predictions of their effectiveness. 

Mental models can be computationally represented in a number of ways.  They can 
consist of an ontology of concepts and decisions that represent the factors involved in 
shared mental models.  They can take the form of symbolic frameworks such as deci-
sions trees and semantic networks that capture the decision procedures followed by 
teammates.  They can also be represented using statistical frameworks such as Baye-
sian networks or Markov models that capture the statistical regularities of the envi-
ronment and decisions made. 

Cognitive models provide a direct computational instantiation of the representa-
tions and mechanisms involved in shared mental models.  They provide an account of 
situation awareness by mapping it to the representation of the current situation and its 
evolution in the various memory stores (working, short-term, episodic, long-term 
semantic) available.  They include an account of perceptual-motor limitations such as 
attentional processes.  Finally, the basic cognitive processes themselves combine 
capabilities such as associative pattern-matching and adaptivity with capacity limita-
tions such as limited working memory, memory decay, and stochasticity. 

Cognitive models have been used for a number of purposes related to shared men-
tal models.  A methodology called instance-based learning has been developed to 
learn to control complex systems by observing the actions of another controller and 
making decisions that generalize from those observations [2].  Perspective-taking in 
spatial domains such as hide-and-seek or collaborative work in space has been used to 
infer the knowledge of the current situation on the part of another human or robotic 
entity [3].  Predicting decisions of other entities has been implemented using a num-
ber of cognitive processes including theory of mind recursion [4], imagery-based 
simulation [5] and memory retrieval [6].  Cognitive models have been used to imple-
ment the execution of joint plans of actions between synthetic teammates in virtual 
and robotic simulations [7]. 

In this paper, we introduce a joint pursuit task involving shared mental models be-
tween human and robotic teammates. We describe a general cognitive model devel-
oped using the ACT-R cognitive architecture that can apply to any situation that could 
be formalized using decision trees expressed in the form of instructions for the model 
to execute.  The model is composed of three general components: instructions on how 
to perform the task, situational knowledge, and past decision instances.  The model is 
trained using decision instances from a human expert, and its performance is com-
pared to that of the expert.  Finally we discuss open issues and further work planned 
in the development of our cognitive representation of shared mental models. 
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2 Pursuit Scenario 

A foot pursuit scenario was developed that highlights the need for close cooperation 
and an understanding of the capabilities and vulnerabilities of the various human and 
robotic teammates involved.  A decision structure for the pursuit scenario was drafted 
based on publicly available information on police foot pursuit procedures, online 
video, and incident reports. These were then altered to the appropriateness of a robot 
attempting to make a similar action selection about whether or not to pursue a suspect.  
 

 

Fig. 1. Representation of the foot pursuit scenario 



288 C. Lebiere, F. Jentsch, and S. Ososky 

Eight scenarios were developed representing different situations and resulting deci-
sions.  Data related to the scenarios were encoded and organized according to shared 
mental models held by expert teams, including item categories such as equipment, 
task, team interaction and team characteristics (Fig. 1).  A decision tree was then built 
using information from police foot pursuit procedures leading to four possible initial 
decisions: soldier-only pursuit, robot-only pursuit, joint soldier-robot team pursuit, 
and holding position without pursuit and reporting the incident (Fig. 2). 
 

 

Fig. 2. Decision tree leading to four distinct actions 

For each decision, the most critical item was listed, although other factors were 
usually also considered in the decision.  The scenario data provided information about 
both the items involved in each decision and the correct decision according to a hu-
man expert.  Finally, the human expert rank-ordered the four possible actions accord-
ing their suitability for each of the eight scenarios. 

3 Cognitive Model 

The cognitive model was developed using the ACT-R cognitive architecture [8], [9]. 
Cognitive architectures are computational representation of invariant cognitive me-
chanisms specified by unified theories of cognition.  ACT-R is a modular architec-
ture, reflecting neural constraints, composed of asynchronous modules coordinated 
through a central procedural system (Fig. 3).  The procedural system is in charge of 
behavior selection and more generally the synchronization of the flow of information 
between the other modules.  It is implemented as a production system where compet-
ing production rules are selected based on their utilities, learning through a reinforce-
ment mechanism from the rewards and costs associated with their actions.  The  
production system conditions are matched against limited-capacity buffers that con-
trol the interaction with the other modules by enabling a single command (e.g.,  
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retrieval of information, focus of visual attention) to be given at a time to a given 
module, and a single result to be returned (e.g., chunk retrieved from memory, visual 
item encoded).  A declarative memory module holds both short-term information, 
such as the details of the current situation, as well as long-term knowledge, such as 
the procedural rules to follow.  Access to memory is controlled by an activation calcu-
lus that determines the availability of chunks of information according to their history 
of use such as recency, frequency, and degree of semantic match.  Learning mechan-
isms control both the automatic acquisition of symbolic structures such as production 
rules and declarative chunks, and the tuning of their subsymbolic parameters (utility 
and activation) to the structure of the environment.  The perceptual-motor modules 
reflect human factor limitations such as attentional bottlenecks.  Individual differenc-
es can be represented both in terms of differences in procedural skills and declarative 
knowledge, as well as in terms of architectural parameters controlling basic cognitive 
processes such as spreading of activation. 
  

 
 

Fig. 3. ACT-R Cognitive Architecture 

As is standard with cognitive modeling practice, we initially considered developing 
a cognitive model of this specific domain and decision procedure.  Instead, we aimed 
to develop a general cognitive model of shared mental models independent of any 
domain or decision procedure.  Therefore, we generalized our initial cognitive model 
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to apply beyond the current scenario to any situation that could be formalized using a 
decision tree procedure.  This general ACT-R model takes mental models formalized 
as decision trees and expresses them in the form of instructions for the model to  
execute.  The declarative knowledge of the model is composed of three general  
components. 

The first part is the general declarative knowledge, encoded as instructions, of how 
to carry out decisions in a type of situation.  Each decision is represented as a set of 
chunks that represent the situation variables relevant to the decision as well as how to 
chain multiple decisions together in an overall decision tree.  General knowledge on 
how to carry out the decision, such as heuristic rules, could also be represented but is 
not currently.  This first part can be seen as the core mental model relevant to that 
situation. At this point we do not differentiate between mental models for different 
individuals, including teammates and/or opponents, assuming that those models are 
generally shared between individuals. However, elaborating the representation to 
allow for mental models of individual decision-making would be quite possible. 

The second part of the model is the declarative representation of specific situation-
al knowledge, both the current one as well as past ones.  This knowledge is composed 
of one chunk for each situational variable and its value, for each given situation.  It 
also encodes instances of decisions made in the context of past situations, which are 
generalized to make decisions in future situations.  This part of the model can be de-
scribed as the situation awareness of the situation.  Again, as for the mental model 
above, this representation of the situation is assumed shared between individuals but 
could be individualized as well. 

The third part of the model is the representation of past instances of decisions. In 
keeping with the instance-based learning methodology, those decisions consist of a 
set of the type of decision in the decision tree, a set of values describing the relevant 
item in a past scenario, and the decision that was taken.  Those instances are learned 
from the human expert annotation of the scenarios provided and represented his indi-
vidual expertise.  It is quite straightforward for models to acquire experience from 
different experts (or a combination of them) thus allowing for an individualized style 
of decisions tailored to specific teammates.  There is no hardcoded decision logic: 
each decision depends on matching against past instances involving the subsymbolic 
(statistical) level of the architecture, with activation processes reflecting factors such 
recency, frequency and degree of partial matching as well as stochastic factors result-
ing in probabilistic decisions. 

The final part of the model is the procedural logic that controls how the first part of 
the model, the shared mental model of procedures, is applied to the second, the situa-
tion awareness of the situation, using the third, the experience with similar situations, 
to generate a series of decisions in the current situation.  While the other parts of the 
model can be quite complex and specific and require large numbers of chunks to be 
represented, this part of the model is quite general, being applicable to any mental 
model and situation that can be expressed in the current decision tree format, and 
compact, being represented using only 7 production rules.  The production rules learn 
to retrieve and execute the instructions to interpret the mental model. Each decision is 
represented as sequence of chained steps to retrieve and encode in working memory 
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the various pieces of information from the current situation relevant to the decision.  
The model then makes a decision by retrieving and generalizing past decision  
instances for similar situations.  Each decision leads to another according to the logic 
encoded in the decision tree procedures, until a decision regarding one of the four 
possible actions is taken. 

4 Results 

Fig. 4 illustrates how the model can learn to make decisions without being given ex-
plicit logic but instead individual decision instances.  Instructions represented the 
factors involved in the decision (abstracted here as Factor1 and Factor2).  Reflecting 
the probabilistic nature of the decisions, the model was run in Monte Carlo mode to 
produce a distribution of decision probabilities.  The model has inferred that Factor1 
(a binary yes/no item) results in an fairly constant probability increase of a “yes”  
decision while Factor2 (a range item with integer values between zero and five) re-
sulted in a gradual increase in “yes” decisions of about 50% across its range of values. 
 

 

Fig. 4. Probability distribution for a two-factor decision 

Since the decisions resulted from past instances rather than hardcoded rules, the 
model was trained on a subset of the scenarios.  We cross-validated the model per-
formance by selecting all subsets of 7 out of the 8 scenarios then tested its generaliza-
tion to the remaining scenario.  Model performance is summarized in Fig. 5, with 
decision probabilities plotted on a log scale.  One can see that for each scenario, one 
of four possible actions usually (but not always, e.g. the third scenario) stands out as 
the correct one.  Aggregating all decisions across scenarios according to the ranking 
(1 to 4) provided by the human expert, one can see that the cognitive model has 
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learned to reproduce the expert’s judgment, overwhelmingly (~80%) favoring the #1-
ranked decision.  The decisions ranked #2 and #3 result in much closer probabilities 
of about 10% while the #4-ranked decision is almost never taken. 
 

 
 

Fig. 5. Model performance compared to subject judgments.  S means soldier pursuit, R means 
robot pursuit, T means robot and soldier pursue together, and U means abandon pursuit. 

5 Discussion 

While the existing model is quite general, a number of improvements are possible. 
Reflecting the general transition from declarative knowledge to procedural skills, the 
model could proceduralize the individual decision steps from declarative instructions 
to production rules to replicate the learning curve from novice performance to profi-
ciency and expertise.  ACT-R includes a production compilation mechanism that 
compiles retrievals from declarative memory into production rules to implement this 
learning process.  A feature selection process using the utility learning mechanism 
could be added to encode and use only a subset of data items for each decision.  Data 
items would only be encoded to the extent that they contributed to making the correct 
decision.  Items that do not contribute to a correct decision would be dropped from 
the procedure, in a manner similar to that by which experts decide which aspects of a 
situation warrant their limited attention in high-pressure situations.  Similarly, the 
model could learn shortcuts that combine multiple individual binary decisions  
into a single, multi-outcome decision, as when experts can recognize a situation and 
make a rapid, almost instantaneous decision instead of going through the same pains-
taking process that novices go through. This is possible in our model since the final 
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decisions involving the four possible actions can be represented in the same instance-
based manner as the individual decisions leading to it.  Finally, since Monte Carlo 
simulations are not a cognitively plausible process, it would be desirable to generate 
rankings of the various actions directly from the activations of the memory retrievals 
involved in the decision process. 

Alternative implementations are also possible. Adopting a Bayesian network for-
malism (in keeping with the Bayesian underpinnings of the ACT-R activation calcu-
lus) would provide an alternative to decision trees in order to enhance generalization 
in multi-step decisions. 

Improvements in the model validation are also possible.  Model performance could 
be validated against human participants data along the entire learning curve, reflecting 
the learning processes currently existing in the model (strengthening of instructions, 
accumulation of decision instances) and those described above.  As mentioned pre-
viously, the model could also be “seeded” with decision instances from different  
human experts, and its performance compared to that of the individual experts.  Inte-
grating the cognitive model in multi-agent simulations would permit to validate it in a 
dynamic decision-making setting in which a series of decisions is taken rather than a 
single one.  Finally, and most fundamentally, integrating the cognitive model on  
a robotic platform would allow us to assess its ability to improve human-robot inte-
raction through the computational implementation of shared mental models.  This 
would involve adding to the model the procedural control to perform inferences about 
the situation awareness knowledge of other entities, and the procedural control to use 
mental models to plan joint actions involving both teammates and opponents. 
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Abstract. In order for autonomous robots to succeed as useful teammates for 
humans, it is necessary to examine the lens through which human users view, 
understand, and predict robotic behavior and abilities. To further study this, we 
conducted an experiment in which participants viewed video segments of a ro-
bot in a task-oriented environment, and were asked to explain what the robot 
was doing, and would likely do next. Results showed that participants’ per-
ceived knowledge of the robot increased with additional exposures over time; 
however participant responses to open-ended questions about the robot’s beha-
vior and functions remained divergent over multiple scenarios. A discussion of 
the implications of apparent differences in human interpretation and prediction 
of robotic behavior and functionality is presented. 

Keywords: human-robot interaction, mental models, perception of behavior. 

1 Introduction 

Advances in technology will enable robotic systems with greater intelligence and 
autonomy. In order for robots and other intelligent systems to succeed as useful 
teammates for humans, it is necessary to examine the impact of increased decision 
making capability of robots on individuals that interact with these systems [1]. Hu-
mans currently interact with robots in civilian and military contexts.  However, in the 
current settings, the human largely decides the actions that are to be taken by the ro-
bot and initiates their execution via teleoperation [2]. In contrast, when robots are able 
to select and execute actions on their own, the burden falls upon the human to under-
stand and interpret the behaviors and intention of robots. Human understanding of 
robots is, and will continue to be, further obscured by issues of robot reliability and 
human perceptions of trust, respectively [3]. In this document, we illustrate the influ-
ence of human understanding of robots within a Human-Robot Interaction (HRI) sce-
nario, using results from an exploratory laboratory study in which novice users were 
tasked with observing, interpreting, and predicting robotic behavior. 

While technology aspires to endow robots with mental models, there will also be 
an increased need for humans to hold an accurate mental model of the robot’s mental 
model (i.e., understanding of the information/means by which robotic systems arrive 
at decisions and carry out actions). Mental models are the knowledge structures by 



296 S. Ososky, F. Jentsch, and E. Phillips 

 

which humans organize information, and provide the mechanisms by which humans 
can explain system behavior and intention, as well as anticipate future behavior [4]. 
Variation in the scope and level of detail of mental models occur at the individual 
level, and the usefulness of a mental model depends on the manner in which it is ap-
plied to the situation at-hand. [5]. Therefore, mental models drive HRI [6]. The prob-
lem is that the level of sophistication of robot intelligence will likely be irrelevant if a 
human cannot understand how, what, or why the robot is acting in a certain manner.  

Correct, accurate mental models of robots can be actively cultivated, for example, 
through design and training [7]. However, training is just one way to support accurate 
user mental models of robots, and it is not a panacea for haphazard design. Instead,  
multiple stakeholders must participate in the development of a user’s mental model 
[8]. Whether intentional or unplanned, engineers, for example, specifically influence a 
user’s mental model of a robot through their choices regarding physical characteristics 
[9], communication aspects [10], and robotic movement [11]. However, individuals 
perceive and react to robots in unique ways [12].  Additionally, humans have a pro-
pensity to apply social stereotypes to technological systems [13]. Therefore, the same 
robot’s decision and action may be interpreted differently across users. 

Similarly, mental models are naturally evolving systems that develop and change 
with experience.  Through interaction, an individual will continuously modify his or 
her mental model in order to achieve and effective outcome [8]. This will be of par-
ticular importance for cultivating accurate mental models of robots for novice users, 
without necessitating extensive training.  Since novice mental models of robots tend 
to be inaccurate and overly presumptuous [10], opportunities for interaction and ac-
climation will be important for fostering mental models that are true and correct re-
presentations of system capabilities and limitations.  

The purpose of the investigation reported in this paper was to gain a better under-
standing of the scope and type of knowledge structures that humans, who had limited 
HRI experience, hold of robotic teammates; and to study the degree to which these 
knowledge structures can change with exposure to a robotic teammate. In addition, 
we examined differences in human interpretation of robotic behavior and intention. 
The results of this study highlight important considerations for the development of 
decision making capabilities of robotic teammates, especially in terms of designing 
for ease of human understanding of robotic behavior.  

2 Method 

This study was part of a larger data collection effort that included an investigation of 
mental model priming, previously held attitudes towards robots, and different  
techniques through which mental models might be assessed. For this paper, we specif-
ically sought to examine the following hypothesis: 

─ Hypothesis: Over time, as participants are exposed and acclimated to their robotic 
partner, they report higher scores on a self-reported perceived mental model meas-
ure that pertains to knowledge of their team (self and robot), their task, their 
equipment, and the interaction between members of their team.  
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2.1 Measures 

Mental Model Survey. This survey contained a series of questions regarding the 
degree to which participants had perceived knowledge of the task, team, team interac-
tion, and equipment that was shared between the participant and a robotic entity. 
These questions were generated to be representative of the four types of mental mod-
els shared in teams as proposed by Mathieu and colleagues [14]. As such, the Mental 
Model Survey contained four subscales which included perceived knowledge of task, 
perceived knowledge of team, perceived knowledge of team interaction, and per-
ceived knowledge of equipment. Participants utilized a 7-point Likert-type scale to 
indicate their responses to each item. Higher scores represented higher self-
assessments of perceived knowledge of the item in question. Example items include, 
“The robot has knowledge of likely outcomes of this task” and “I understand this 
technology.”  

Free-Response Items. Participants were asked to respond to several free-response 
items intended to gain a better understanding of differences in mental model interpre-
tation of a simulated robotic teammate. Free-response questions were intended to 
probe participant mental models for their ability to explain system behavior, describe 
system functioning, and predict system actions. Example free-response items included 
“How would the robot signal to the Soldier that it has spotted something?,” “If the 
robot did find something, what action(s) would it take next?,” “What was the meaning 
of the gesture made by the robot at the end of the video?,” “How would the robot 
signal that it has spotted something?,” and “What would the robot do next?” 

2.2 Participants 

Fifty-one undergraduate students from a large southeastern university participated in 
this study. Participants’ ages ranged from 18-31 years (M = 20.09 years, SD = 2.88). 
Participants were recruited through the university’s research participation system and 
were offered credit in return for their participation.  

2.3 Simulation Environment 

Participants observed a series of video clips captured from the RIVET (Robotic Inter-
active Visualization & Exploitation Technology) computerized simulation, developed 
by General Dynamics Robotic Systems (GDRS). RIVET was built upon the Torque 
game engine, features a world editor, and contains a number of pre-configured envi-
ronments, character models, and vehicles. The RIVET software allows multiple play-
ers to enter into a virtual environment and operate a variety of simulated unmanned 
ground and aquatic platforms. Additionally, the simulation environment can be net-
worked with hardware in the loop (HITL) to evaluate sensor algorithms and software 
code.  

Videos were created using a two-player, man-behind-the-curtain configuration. It 
was important to capture video clips from the perspective of an observer, rather than 
from the viewpoint of the robot. The player-observer viewpoint was intended to  
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simulate that of a Soldier working with an autonomous robot in an urban environ-
ment. Another player controlled the actions of a robot (a Talon-type robot, in this 
investigation) who executed a series of navigation and inspection and reconnaissance 
tasks, either alone or in the presence of civilians. Video was captured using a COTS 
product, Fraps, which captures video from a specified computer desktop window. The 
average length of each video clip was one minute.  

2.4 Procedure 

After reviewing informed consent documents, participants completed a demographic 
questionnaire that contained general biographical information including familiarity 
with and attitudes towards computers, robots, and video games. However, these 
measures were a part of another study component that is not reported here.  

After these preliminary activities, participants were provided a training presenta-
tion that presented the over-arching narrative for the videos they would be viewing, 
and familiarized the participant with the robot they were about to see. After viewing 
the training, participants completed the Mental Model Survey.  

Participants then watched a series of 12 videos, broken up into two blocks. Each 
video depicted a human–robot team in which the robot was autonomously performing 
a series of inspection or reconnaissance-like tasks in an urban environment. For ex-
ample, one video clip was presented with the introduction, “the robot was instructed 
to search the surrounding area for explosive materials.” For each video, the actions of 
the robot were congruent with the narrative (i.e., it did not inexplicably crash into a 
wall).  Participants, however, were asked to interpret the individual motions and ges-
tures made by the robot in the free-response survey.  

Block order was counter-balanced between participants; videos within each block 
were randomized across all participants. The videos in each block differed in whether 
or not civilians were present while the robot was working. For each of the 12 videos 
(six in each block), participants were asked to carefully pay attention to the video, and 
then completed three open-ended, short-answer questions concerning their under-
standing of the robot, including what it was doing, (functionally) how it completed the 
work, and what it might do next. A smaller subset of these questions consisted of 
situational awareness items, designed to identify a participant’s engagement (or lack 
thereof). After each block, participants again completed the Mental Model Survey. 
Finally, participants were debriefed and thanked for their time.  

3 Results 

3.1 Mental Model Development 

A one-way, repeated measures ANOVA was conducted to compare self-reported 
perceived knowledge of their robotic partner across three periods of time. The mental 
model measure was administered: immediately following training, after viewing the 
first block of videos depicting the robotic teammate, and after viewing the second 
block of videos depicting the robotic teammate. There was a significant main effect 
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for time, Wilks’ Lambda = 0.696, F(1, 51) = 10.936, p < .0005, multivariate partial 
eta squared = .304. A post hoc analysis with Bonferroni correction was conducted to 
determine whether a significant difference in reported knowledge of the robotic 
teammate was present each time perceived knowledge was measured, or if significant 
differences were present only at specific measurement opportunities. The test for 
simple effects revealed that there was a statistically significant increase in self-
reported, perceived knowledge of the robotic teammate after viewing the second 
block of videos depicting the robotic teammate in the task environment (M =21.67, 
SD = 3.52), t(51) = 4.37, p <.0005. In addition, there was a statistically significant 
increase in self-reported, perceived knowledge of the robotic teammate between when 
the participants received the training (M = 20.42, SD = 3.08) and after viewing the 
second block of videos depicting the robotic teammate in the task environment 
(M=21.67, SD = 3.52), t(51) = 3.20, p = .002 (see Table 1).  

Table 1. Table of post hoc contrasts, means, and standard deviations 

Contrast Repeated Measure Mean Standard  
Deviation Sig. 

Pair 1 MMS post training 
MMS post video block 1 

20.42 
20.57 

3.08 
3.12 

.703 

Pair 2 MMS post video block1 
MMS post video block 2 

20.57 
21.67 

3.12 
3.52 

.000* 

Pair 3 MMS post training 
MMS post video block 2 

20.42 
21.67 

3.08 
3.52 

.002* 

Note: MMS = Mental Model Survey. 
*Statistically significant at p < .017. P value adjusted for Bonferroni correction.  

3.2 Interpretation and Prediction of Robot Behavior 

A qualitative analysis was conducted to examine apparent differences in perceived 
knowledge of a robotic teammate as indicated by the free-response items. An inde-
pendent rater was used to look for thematic similarities across all participants for each 
of the free response items. Results could not confirm a specific hypothesis. However, 
the analysis did reveal that participants had thematically different understanding of 
robotic behavior. For example, in response to the item that asks, “What was the mean-
ing of the gesture the robot made at the end of the video?,” 14 of the participants 
made a thematic response that the gesture was intended to indicate that the area being 
searched was safe/no dangerous material had been found. Ten of the participants had 
a thematic response that indicated the opposite; the gesture made by the robot was an 
indication to the Soldier that the area was unsafe/that hazardous materials had been 
found. Nine participants provided responses that indicated that they were unsure of 
meaning of the gesture or that the gesture was related to indicating something else 
like finding an object (without specific reference to safety) or the robot had finished 
its task. A sample of additional questions and corresponding thematic results are re-
ported in Table 2.  
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Table 2. Sample of interpretations and predictions of the robot‘s behavior and functions 

 Free-response question 

Video description 
Thematic cate-
gory 

Characteristic responses 

A suspicious object was reported in an alley near the market place. The robot was instructed 
to located the item and report back to the Soldier. 

 How would the robot signal to the Soldier that it has spotted some-
thing? 

 Arm movement ”Robot will raise arm.” 

 Light “Robot will turn on light indicating something has 
been found.” 

 Sound “Robot will produce a noise.” 

 Electronic re-
port 

“Robot will message through radio.” 

The robot was instructed to perform a routine inspection of the marketplace booths before 
civilians arrive, then report back to the Soldier. 

 What was the meaning of the gesture* the robot made at the end of the 
video?(*Note to reader: up and down movement of manipulator arm) 

 Safe “Robot was nodding that the way was clear.” 

 Unsafe “Robot was nodding that something dangerous had 
been found.” 

 Neutral  
(Item found) 

“It was reporting that something was identified.” 

 Unsure “I do not know what the gesture meant.” 

The robot is instructed to perform a thorough investigation of a burnt out car for traces of 
explosive material to determine the cause of the damage. 

 Describe the equipment the robot uses to detect explosive materials. 

 Arm “Robot can use arm to touch and maneuver objects.” 

 Camera on arm “Robot has a camera on the top of its arm to look 
for explosives.” 

 Sensor equip-
ment 

“The robot has a chemical scanner on its top of its 
body.” 

 Unsure “I am unsure how the robot would do this.” 

The robot is tasked with navigating to and inspecting barrels for explosive materials in an 
alley of a small village. After inspecting the barrels the Robot must return to the Soldier and 
await further orders. 

 At what distance is the robot able to detect explosive materials? 

 Close “Probably close, like 3-5 feet away.” 

 Far “A far enough distance to be away from a blast.” 

 Unsure “I don’t really know.” 
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4 Discussion 

The hypothesis was partially supported, as results revealed a significant main effect 
for time on change in reported knowledge of the robotic teammate. An examination of 
the simple effects revealed that there was a significant difference in reported mental 
models between time 1 (immediately post training) and time 3 (following viewing all 
of the videos). In addition, there was a significant difference in reported knowledge of 
the robotic teammate between time 2 (after viewing the first block of videos) and time 
3 (after viewing the second block of videos). This finding lends support for the impor-
tance of experience when forming mental models of robotic teammates.  

For example, while participants’ reported that their knowledge of the robotic 
teammate steadily increased over time, the difference between their perceived know-
ledge post-training (i.e., but before viewing any videos) and after viewing one block 
of videos was small and non-significant (see Table 1). That is, there was no signifi-
cant effect for the order in which the two blocks of views were presented. Only after 
viewing the robotic teammate in both blocks of videos, which presented the teammate 
performing tasks in two different contexts (i.e., civilians present while the team was 
working and civilians not present while the robot was working), was there a signifi-
cant difference in self-reported knowledge of the robotic teammate. This may indicate 
that familiarizing the human partner to the robot in multiple contexts is important to 
developing a clear understanding to the robot.   

The data suggests that subjective self-assessment of participant mental models in-
crease over time, as participants see the robot performing a wide variety of tasks in 
different contexts. However, this did not imply that mental models between partici-
pants were similar. For example, when asked how a Talon robot might inform a  
Soldier that it encountered an IED, participant responses varied greatly. Some partici-
pants applied anthropomorphic stereotypes and social rules to the robot (e.g., it should 
wave its arm; it should nod). Differences in the expected method of communication 
were also observed across participants (e.g., it would produce a noise to inform the 
Soldier it found something). These expectations were also used to reason about the 
robot’s performance on the task (e.g., I am assuming it checked everything along  
the path it was instructed to check; the open garage was obvious, it should have 
looked there), as well as how the robot would act in the future. 

5 Conclusion 

This research highlights a number of important considerations for the development of 
high-autonomy, intelligent robots. Specifically, an individual’s perceived understand-
ing of a robotic system increases given additional robotic exposures in different con-
texts. However, it is important to recognize the difference between the richness of 
understanding and accuracy of understanding. Different individuals may be similarly 
confident in their knowledge of the robot, but arrive at vastly different conclusions 
about its function and performance; with each conclusion being an equally valid  
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interpretation of the robot’s behavior (e.g., “it signaled that it detected something” vs. 
“it signaled that it did not detect anything”). 

Secondly, given a task-oriented human–robot team, the ability of an autonomous 
robot to complete the task is only part of the overall solution. It is important to con-
sider additional functions such as: How will the robot indicate the task has been com-
pleted? How will the user know if the robot cannot complete the task? What should 
the robot do if it becomes stuck or damaged? What information should the human 
expect to provide to the robot? And, what information should the human expect to 
receive from the robot?  

Finally, it is safe to assume that individuals, specifically designated to be robot 
handlers, will receive adequate training to mitigate the effect of potentially ambiguous 
robot behavior. However, robots will be expected to operate among other team mem-
bers, bystanders, and even hostile forces for which specialized training will be mi-
nimal or non-existent. It is therefore necessary to consider those cases in which the 
intention of robot behavior should be transparent, opaque, or even deceptive, depend-
ing upon the circumstances of the operational environment.  

We continue to investigate the role of human understanding within HRI, in order to 
provide designers useful input for the development of robotic systems that are com-
patible with the knowledge and understanding of their human counterparts.  
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Abstract. Mental models play an important and sometimes critical role
in human-human interactions, in particular, in the context of human
team tasks where humans need to interact with each other to achieve
common goals. In this paper, we will describe some of the challenges
involved in developing general computational mechanisms for mental
models and their applications in the context human-robot interactions
in mixed initiative tasks.

1 Introduction

The rapid advances in robot technology over the last two decades has enabled a
shift in robot applications from very confined and constrained industrial settings
to more open unconstrained human-like environments (from hospitals and elder-
care settings, to offices and households). Increasingly, robots are also envisioned
to become part of “mixed-initiative” teams, where humans and robot need to
collaborate to achieve common goals. A case in point is the initial 2011 “Na-
tional Robotics Initiative” funding program of the National Science Foundation
in the US which explicitly targets “innovative robotics research and applica-
tions emphasizing the realization of [..] co-robots acting in direct support of and
in a symbiotic relationship with human partners”, where “co-robot” is a term
specifically coined to denote robots that “work beside, or cooperatively with,
people”.1

Common to the wide range of co-robot applications (from search and rescue
missions in disaster zones, to space exploration scenarios) is the role of the robot
as a genuine helper, a true team member that acts in the interest of the team in
a reliable and effective manner, just as a human team member would. Obviously,
this is a very high bar for robots to meet, for many reasons. First of all, the robot
has to be able to perform the task-based activities for its envisioned role. For
example, a search and rescue robot might have to be able to perform triage on a
wounded person or at least be able to instruct another human on how to do it [7].
This, itself, could be very challenging, e.g., if complex manipulation capabilities
are required such as administering a syringe as part of the first-aid procedure or

1 See http://www.nsf.gov/pubs/2011/nsf11553/nsf11553.htm
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repairing broken pipes and valves in a power plant accident. Moreover, the robot
has to be able to function reliably and autonomously for possible long periods
of time without human intervention (e.g., in an underground sewer system, the
rubble of collapsed buildings, or an extra-terrestrial space station setting with
limited to no network connectivity).

While both of the above challenges will require sustained research efforts for
years to come, there is at least one other challenge that has not received sufficient
attention yet, even though it is potentially even more difficult to address than
the two engineering challenges: that of effective, natural human-robot interaction
(HRI) [11]. “Natural HRI” here means that humans will be able to communi-
cate and interact with robots in the mixed initiative settings as if those robots
were humans. For example, in a search and rescue scenario, a human comman-
der might have to interact in natural language with a robot remotely located
in a collapsed building about where to search for victims. And even though the
dialogue exchanges will be focused on the task at hand, the underlying archi-
tectural and computational requirements on the robotic side for enabling even
simple task-based natural dialogues are quite astounding [10].

Of the many open research problems in natural human-robot interaction, we
will focus on a critical underlying capability that affects almost every aspect of
the robotic control system: the robot’s ability to build and maintain mental mod-
els of other (human and robotic) team members. We start by briefly reviewing
the context of mental models in human teams and then describe the challenges
involved in developing computational mechanisms for robotic control architec-
tures for mixed initiative scenarios. Specifically, we will point to several different
kinds of representations that are needed for building sufficiently accurate men-
tal models of team members that, in turn, allow for making predictions and
coordinating, at least up to some level, joint activities.

2 Motivation: Team Mental Models

It is well-known from extensive research in human teaming that for team mem-
bers to coordinate their activities effectively and achieve overall high perfor-
mance, they need to keep track of each other’s mental states such as goals and
subgoals, intentions, beliefs, and various others – a process commonly subsumed
under the term “shared mental models” (e.g., [6]). “Shared mental models” are
related to and could be subsumed under the concept of “mental model” as used
in psychology, where it typically refers to the types of hypothesized knowledge
structures humans build in order to make sense of their world, to make inference
based on the available information and to make predictions about future states
(e.g., [8]). However, while mental models research in psychology has more fo-
cused using mental models to explain various types of human reasoning, mental
models in the context of teams have more to do with establishing and maintain-
ing common ground (e.g., in Clark’s sense [4]) and building team mental models
[3] that aid in decision-making and the adjustment of one’s behavior based on
predictions made about the other team members’ future activities and actions.
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Thus, team mental models are critical for making sense of team activities, for
understanding the dynamic changes of team goals and team needs, the possibly
dynamic changes of roles and functions of team members, and the overall state
of the team.

While there is increasing evidence, especially from research in management
and organizational behavior, that humans build and use team mental models,
and that using them appropriately will lead to improved team performance, lit-
tle is known about what these mental models look like, i.e., what information is
represented about other team members, their intentions and goals, their knowl-
edge and beliefs, and their activities. Moreover, it is not clear exactly how these
representations influence the various cognitive processes involved in coordinating
team activities, from task-based natural language dialogues, to distributed task
and role assignments, to team decision-making. Yet, these aspects are critical for
understanding the functional mechanisms of team mental models at a level that
would allow for the development of similar mechanisms in robots. Note, how-
ever, an important difference in the aim of implementing team mental models
in robots compared to providing computational models of human team men-
tal models, say: since robotic and human cognitive architectures are (currently)
very different, we do not claim nor intend to provide a computational account
of how humans build and use team mental models; rather, we will attempt to
lay out some of the important data representations and processes that have the
potential to improve robot operation and might make robots better team mates.

3 How to Formulate and Represent Mental Models in
Robots

Mental models, to be usable in robotic architectures, effectively need to be broken
down into two parts: the data representations that capture information about
the task, the other team members, and the environment, and the computational
processes that operate on these data structures to create, maintain, revise and
discard them. The former will likely differ from task to task, while the latter are
intended to be more general mechanisms that can be used across tasks. To be
able to motivate the required data structures and processes better, we will use
a team search task from our prior work [5].

The specific team search task requires at least two humans, a remotely lo-
cated commander and at least one searcher located in the target environment
that is to be searched. All team members must coordinate their activities through
spoken natural language interactions via wireless audio links as their only in-
teraction modality (given that they are spatially separated). The commander
has a rough map of the target environment, while the searcher does not have
any map. Neither commander nor search have been in the environment before
(in our experiments, the indoor search environment consisted of several rooms
and a surrounding hallway). The team has two main tasks to begin with (later
a third task was added): (1) the searcher has to inform the commander of any
encountered green boxes as the commander has to mark their locations on the
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map; (2) the commander has to direct the searcher through the environment to
a particular location where the searcher can pick up a container which then can
be used to collect colored blocks from blue boxes located in the environment.

The following example is one of many from our CReST corpus [5] showing how
commander and searcher collaborate via natural language dialogues to agree on
actions in the interest of their task goals:

Commander: Okay. Go through the open door and towards the steps
that are right in front of you before the steps take
a right.

Searcher: Okay, right. Right on the steps there’s a green box
number two.

Commander: Oh, number two right on the steps.
Searcher: Yeah.
Commander: Okay, I got it. Alright. If you’re looking at the

steps you take a right there should be another open
door.

Searcher: So, don’t actually go up the steps?
Commander: Don’t actually go up the steps.
Searcher: Okay. Yep, I see the door.

Notice how the commander instructs the searcher where to go by describing
the environment from the searcher’s perspective based on a mental model of
where the searcher is in the environment. These instructions frequently comprise
descriptions of salient aspects of the environment as gleaned from the map such
as “go through the open door and towards the steps that are right in front
of you”. Here, the director’s description relies on a mental model of where the
searcher is located and what the environment would look like from the searcher’s
perspective.

Also notice how the searcher interrupts the activity when she notices the green
box on the stairs and communicates that to the director. This requires both par-
ties to keep track of their overall activities as subactivities related to some of
the task goals are initiated. After the commander confirms by repeating back
the number and location of the box, the search confirms, and the subactivity
finishes. This requires both parties to resume the previous activity of the com-
mander directing the searcher through the environment. Here it is interesting to
note that the searcher had a different goal in mind (namely to go up the stairs)
from what the commander intended (to turn right), and the instruction to “take
a right” by the commander revealed the goal discrepancy to the searcher, thus
prompting the searcher to ask explicitly about the next action (“don’t actually
go up the steps?”), which in turn revealed her goal to the commander. Again, this
interruption constitutes a sub-task of achieving goal alignment and consolidat-
ing the mental models of both parties about what the next actions and subgoals
are. Once, agreement is reached, the searcher informs the commander of the fact
that she can see the door, which directly answers the previous “hedged explain”
dialogue move by the commander that “there should be another open door”.
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These types of dialogue moves specifically require the interactant to take verifi-
cation action (i.e., to verify that there is another open door) and confirmation
or disconfirmation action (i.e., that the open door was verified) [5].

All of the above dialogue interactions serve the dual purpose of establishing
what actions to take next (i.e., common subgoals in the interest of the overall
task goals) and to establish common ground between searcher and commander
[4]. Common ground here comprises several aspects such as where the searcher
is located, what the searcher’s perspective is, what objects the searcher can
see, what goals the searcher/commander has, etc. Common ground is negoti-
ated through dialogue interactions which eventually are finished with acknowl-
edgments of both parties and various dialogue-based linguistic mechanisms are
employed to communicate understanding or lack of confidence.

Aside from important dialogue-based mechanisms for negotiating goals and
activities which are interesting in their own right, the above scenario points
to several important aspects that mental models need to capture: (1) facts,
about the task, events, objects, and the environment, including aspects about
the location of team members; and (2) beliefs, about goals, activities, and beliefs
about team members. The difference between facts and beliefs here is that facts
are taken to be true from an agent’s perspective while the content of beliefs might
not be true. For example, the searcher believed that the goal was for her to go up
the steps, while the commander intended for the searcher to turn right. For her
to be able to detect the belief inconsistency, she had to represent this goal and
keep it in her mental model of the commander. When the commander then gave
an instruction that suggested another incompatible goal, the inconsistency was
discovered. Hence, it is critical to represent the other agents’ perspectives, which
will allow for better detection of inconsistencies and thus improved alignment
among agents.

In addition to the rich data representations, it is important for an agent to
allow for belief maintenance and belief revision processes that can both synchro-
nize beliefs and update them when new evidence arrives. This does not only
apply to the beliefs of other agents as represented in the agent’s mental models,
but also to the facts the agent holds true (for it is possible that these factual rep-
resentations were obtained from insufficient or flawed evidence, misinterpreted
communications, etc.). Moreover, an agent not only has to correct her own incon-
sistent facts and beliefs, but those corrections might, in turn, trigger corrections
of other agents’ facts and beliefs (e.g., if the agent learned that a previously
communicated fact is not true).

4 How to Build and Update Mental Models

The above interactions clearly showed that representations used to build mental
models need to be sufficiently expressive to be able to capture goals, beliefs,
desires, and knowledge-based states (such as rules and facts), as well as various
modal operators (e.g., about beliefs of other agents and their beliefs about other
agents, but also possibilities, obligations, permissions, etc. of actions, but also ).
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Here, we will build on our previous pragmatic and mental modeling framework
[1,2] to be able to discuss some of updating processes needed for mental models.
To simplify the discussion, we will use [[..]]c to denote the “pragmatic meaning”
of an expression (e.g., a natural language utterance) in some context c, which
in team tasks typically includes task and goal information, as well as belief and
discourse aspects. And we will use α to denote the agent under consideration
(i.e., the agent whose whose perspective we will take for the discussion of how
to update the agent’s mental model).

Overall, updates to an agent’s mental model will be triggered by various
events, mediated through the agent’s perceptual system. For example, the agent
might perceive a new task-relevant object (as in the case of the searcher above
noticing a green box). Assuming that the agent will store this perception, we
can formulate a general principle that if α perceives an object o at location l at
time t, then α will believe (B) that it perceived o at l at t:

Perceives(α, o, l, t) ⇒ B(α, Perceives(α, o, l, t))

This principle can then be applied to all agents on the team. As a special case,
if α perceived another agent β, it will form the belief that it perceived β and it
might also form the belief that β perceived α. Similar principles can be defined
for actions to capture their enabling conditions and effects (i.e., pre- and post-
conditions).

More interesting are belief updates that have to do with perceptions that are
communications, i.e., when α receives an update from β through an utterance
Utt in a given context c. Given that all team members are collaborating on a
common set of task goals and thus have no incentive to purposefully mislead or
deceive their team members, we can assume that all communicated propositions
φ ∈ [[Utt]]c are true (at least from β’s perspective). It is then necessary for α
to check whether any of the communicated propositions are inconsistent with
α’s existing beliefs. For this purpose, α needs to employ an inference algorithm
⇒b

α that will, up to some bound b, check for inconsistencies.2 Any inconsistent
conflicting beliefs are then removed from the agent’s sets of beliefs Belα (e.g.,
in the above example, the searcher would remove the goal to go the stairs as a
result of the commander’s correction telling the searcher to go right instead).

Moreover, α believes all propositions it can infer from (again within bound b)
from propositions φ ∈ [[Utt]]c:

([[u]]c ⇒b
α φ) ∧Heard(α, u) ⇒ B(α, φ)

By the same token, α also believes everything it says:

([[u]]c ⇒b
α φ) ∧ Said(α, u) ⇒ B(α, φ)

2 Note that the bound b is intended to capture both the agent’s reasoning limitations
as well as other time-based limitations based on the current context.
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In addition to updating its own beliefs, α needs to model any other agent γ also
hearing β’s utterance, i.e., α has to derive its mental model {ψ|B(γ, ψ) ∈ Belα}
for all other agents γ 
= α and update it by using them same rules it applies
to its own beliefs. The same is true if α notices that another agent has certain
perceptions or performs certain actions. In general, α needs to update all its
models whenever there is a change in its own beliefs (either through addition of
a new fact or revision of a known one).

In team tasks, the situation often arises that another agent “intends to know”
(IK) a proposition, i.e., either makes an explicit request to be informed or pro-
vides some other information from which such a request can be derived. The set
of all propositions other agents want to know, ΦIK , can be defined as:

ψ ∈ ΦIK ⇔ ∃β, φ : ψ ∈ Belα ∧ IK(β, φ ∈ Belalpha) ∧ (ψ ⇒b
α φ ∨ ψ ⇒b

α ¬φ)

This set of proposition is then part of what agent α needs to communicate to
other agents, in addition to the set of all propositions that will correct false
beliefs Φrev that agents holds, defined as:

ψ ∈ Φrev ⇔ ∃β, φ : B(β, φ) ∧ φ ∈ Belα ∧ (ψ ⇒b
α ¬φ)

The above principles have been integrated in a cognitive robotic architecture for
human-robot interaction and tested in simple human-robot interactions [1,2].
However, a thorough experimental evaluation with naive subjects has not yet
been performed.

5 Discussion

The previous sections briefly sketched the kinds of principles necessary for build-
ing mental models in computational architectures, in particular, what represen-
tations to build and maintain, how to update them based on events and internal
changes (e.g., results of inferences), and when to communicate them to provide
answers to requests or correct false beliefs of other agents. While the principles
were stated in fairly general ways, there are important aspects of their com-
putational implementation that were only hinted at. For example, computing
deductive closures of any finite set of beliefs is usually not feasible for reasonable
inference rules, hence a “bound” was imposed on the inference procedure. How-
ever, even such a bound might still make various computations intractable. E.g.,
if there is a large number of agents with many different belief and knowledge
items, then even keeping track of all of them and detecting inconsistencies among
them without any inference might not be feasible in a reasonable amount of time.
On the other hand, it is doubtful that humans could do that either. Hence, re-
stricting the above principles to small, human-like teams might be sufficient for
addressing the computational overhead.

A related question that can also lead to computational escalation is the level
of nested beliefs an agent should keep track of (e.g., it is necessary to keep track
of beliefs of beliefs of beliefs?). The answer here is largely pragmatic, for in some
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cases this type of information may not even be available or if it is, it might be
too short-lived to be of interest (e.g., if a third agent observed the dialogue in
the human search task between the search and the commander about whether
the searcher should go up the stairs, it could have represented the goals of the
searcher and the commander before, during, and after the dialogue, and updated
them throughout as it became clear that the searcher had to revise its goal; but
none of that processing might have impacted the activity of this third agent).
Hence, there is a critical notion of “relevance” to one’s own activity as part of
the team that should be taken into account when building and updating mental
models. What this notion is and how it can be cast in algorithmic terms is,
however, an open question at this point.

Other interesting questions are related to the extent to which multiple agents
will manage to keep their mental models synchronized depending on their com-
munication abilities and the task demands. It might be possible to impose hi-
erarchical structures that would allow agents to focus on a subset of the team
members and only track their activities and goals. Such hierarchical structures
could also help curb the computational overhead of mental model processing.

Finally, it is also important to consider ways to evaluate the efficacy and
efficiency of mental models employed on robots. Here evaluation measures that
have been used in human teams might be applicable (e.g., [9]) to the extent
that the measures are objective and can be answered directly from observations.
Subjective measures (such as questions asked of human team members after
the tasks) could also be employed as long as they can be obtained from logged
information about architecture-internal states (e.g., the set of beliefs about other
agents beliefs could be examined with respect to the accuracy of those beliefs
throughout the task).

6 Conclusions

In this paper, we discussed some of the computational mechanisms required for
building and maintaining mental models of team members in mixed-initiative
human-robot teams. We started by examining typically task-based natural
language interactions in human teams and derived some representational and
processing requirements from those interactions. We then introduced a formal
framework for representing and updating mental models in a way that they can
be integrated into a robotic architecture. Finally, we discussed some of the chal-
lenges involved in employing such mental models given the computational and
real-time constraints of robots working with humans and pointed to some inter-
esting future directions that will require extensive experimentation and modeling
of human-robot teams in order to determine the extent to which mental models
need to be built and maintained in order to improve team performance.
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Abstract. Even as future robots grow in intelligence and autonomy, they may 
continue to face uncertainty in their decision making and sensing. A critical is-
sue, then, is designing future robots so that humans can work with them colla-
boratively, thereby creating effective human-robot teams. Operators of robot 
systems can mitigate the problems of robot uncertainty by maintaining aware-
ness of the relevant elements within the mission and their interrelationships, a 
cognitive state known as situation awareness (SA). However, as evidenced in 
other complex systems, such as aircraft, this is a difficult task for humans. In 
this paper, we consider how application of the science of human teaming, spe-
cifically task design and task interdependence in human teams, can be applied 
to human-robot teams and how it may improve human-robot interaction by 
maximizing situation awareness and performance of the human team member. 

Keywords: Human-robot interaction, system design, situation awareness. 

1 Introduction 

Even as future robots grow in intelligence and autonomy, they may continue to face 
uncertainty in their decision making and sensing. A critical issue, then, is designing 
future robots so that humans can work with them collaboratively, thereby creating 
effective human-robot teams. Operators of robot systems can mitigate the problems of 
robot uncertainty by maintaining awareness of the relevant elements within the mis-
sion and their interrelationships, a cognitive state known as situation awareness (SA). 
However, as evidenced in other complex systems, such as aircraft, this is a difficult 
task for humans. Often, when automated systems fail, the result is a lack of situation 
awareness. This problem has come to be known as the out-of-the-loop performance 
problem [1].  

To achieve high SA in the human-robot team, robots should supplement the know-
ledge held by their human team mates, and human team members, in turn, should be 
able to aid the robot(s) without sacrificing their own knowledge or experiencing high 
workload. We believe that the most efficient and effective way for designers to facili-
tate collaborative work with robots is by applying principles of human teamwork to 
human-robot systems.  
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While teaming can inform human-robot interaction, it is only one angle from 
which to approach this problem. In our other paper [2], we examine how robot design 
can mitigate or exacerbate the effects of the out-of-the-loop performance problem. In 
this paper, we specifically consider how the application of the science of human team-
ing, and, in particular, of task design for human teams, can improve human-robot 
interaction by maximizing situation awareness (SA) and performance of the human 
team members. Specifically, we propose that structuring a task to promote task inter-
dependence between human and robot is a potential solution to improve SA in future 
human-robot teams.  

2 Background 

2.1 Situation Awareness and Human-Robot Interaction 

Situation awareness (SA) describes the relevant knowledge held by an operator while 
performing a task. Endsley [3] created a model in which SA is a high-level, goal-
directed information processing function as part of a sensation-decision-action cycle. 
Generally, SA is goal-directed, high-level knowledge that comes as a result of an 
individual’s information processing within an environment [4].  

In a team context, Salas and colleagues’ suggested that SA is an individual-level 
process that takes place in the context of team process [5]. In human-robot interaction, 
this model is useful for explaining how heterogeneous agents (e.g., a robot and a hu-
man) may develop SA as part of a team. Robots differ from humans in how they ac-
quire, process, and structure information. By investigating SA as an individual-level 
process, researchers and practitioners can focus on maintaining a sufficient level of 
SA in the human without asserting that the robot performs human information 
processing. This model also allows consideration of robots at any level of autonomy. 
Robots have been traditionally thought of as tools, and in this model, the SA of the 
human is independent of the information processing of the robot. The robot partici-
pates in the human’s development of SA through its communication and coordination 
with humans. One way to assess the effectiveness of the human team member within 
the system is, therefore, to measure SA. 

Researchers have aimed to increase SA when working with automated systems by 
strategically altering the level of automation. Two categories of solutions have come 
from this approach: intermediate levels of automation and adaptive automation. The 
former is characterized by utilizing a lower level of automation than may be techni-
cally feasible as a means of avoiding the effect [6]. Another solution is to employ 
adaptive automation [7]. Adaptive automation encompasses a number of methods 
aimed at optimally dividing tasks between humans or automated agents based on the 
state of the environment, system, or behavior of the human. 

Both intermediate levels of automation and adaptive automation can effectively 
change the task assignments between automation (here: robot) and human, but they 
often do so at the task level: Task A is performed either by the human or the robot, 
and its assignment may be switched as the situation changes.  
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2.2 Task Interdependence 

Recently, Johnson and colleagues [8] put forth a number of criticisms of solutions 
based on selecting the appropriate level of autonomy. Rather, they argued, “it is more 
productive to think about autonomy in terms of multiple task-specific dimensions 
rather than in terms of a single, uni-dimensional scale.” We aim to expand upon exist-
ing solutions to the creating and maintaining SA specific to robotic systems by includ-
ing task/mission factors as a moderator of the relationship between autonomy and SA.  

Task interdependence has been studied extensively as a performance factor in hu-
man teams. Task interdependence is the degree to which members must rely on each 
other to perform their tasks effectively given the design of their jobs [9]. An example 
of task interdependence is the necessity of sharing equipment or materials to achieve 
performance outcomes [10].  

 

 

Fig. 1. Illustration of selected levels of Thompson's (1967) framework of task interdependence 
in human teams 

Thompson’s [11] categorization of task interdependence has been widely cited. In 
this classification, discreet interdependence styles are ordered from least to most in-
terdependent (Fig. 1). At the lowest level of task interdependence, each agent per-
forms equivalent subtasks. Each pooled subtask generates a complete output, and the 
agents are not at all interdependent. An example would be the workshop of multiple 
craftsmen in which each individual produces a complete product. The number of 
completed products is the measure of work output. Sequential task interdependence 
requires performance of a subtask by each agent in order to produce an output. A key 
quality of this level is that the order in which the tasks are performed is not flexible. 
In the figure, Alice must always perform her task before Bob can complete his.  
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Only when Bob completes his second task has the output been created. Reciprocal 
interdependence adds flexibility in the order but not the specialization of role. In the 
diagram, Alice and Bob each perform a necessary step, but those steps can be per-
formed in any order (either path A or path B). An example of this kind of work in a 
complex system is a surgical team.  

Thompson’s classification takes an information-processing approach and characte-
rizes organizations as information processing systems working under conditions of 
limited capacity [12]. Although this is not the only taxonomy of task interdependence, 
and task interdependence is not the only driver of interdependence within a human 
team [13], Thompson’s taxonomy offers provides a clear operationalization of the 
construct, which is complementary to Endsley’s information processing approach to 
SA. Although it has been studied primarily in human teams, it has been applied it to 
automation as well. 

Task Interdependence and Human Teams. Although task interdependence is an 
important construct in the team literature [14], there is limited support for a direct 
relationship between task interdependence and performance. Inconsistent findings of 
main effects suggest the presence of moderators of this relationship [15] [16] and the 
interaction of task interdependence with other determinants of performance [14] [17]. 
In a meta-analysis, LePine, Piccolo, Jackson, Mathieu, and Saul [18] found that task 
interdependence was a moderator of the relationship between teamwork (the coordi-
nating behaviors amongst team members) and team effectiveness. Higher levels of 
task interdependence lead to stronger relationships between teamwork and effective-
ness. In human teams, group control more positively impacted performance as task 
interdependence increased [19]. Although research on exclusively human teams does 
not have immediate implications for human-robot teams, it shows that task design 
interacts with other work factors in affecting the ability of humans to perform shared 
tasks.  

Task Interdependence and Automation. As a task characteristic, task interdepen-
dence has been explored in human-automation interaction as well. Johnson and col-
leagues [20] suggested that lack of SA, such as in the out-of-the-loop performance 
problem, is the outcome of human-robot interaction under high autonomy, which they 
defined as a combination of self-directedness and self-sufficiency. They refer to the 
problem as opaqueness; the operator, disconnected from the behavior of the robot, 
cannot integrate or predict its actions, leading to reduced performance. Low levels of 
reliable autonomy lead to the robot being a burden on operator cognitive resources 
while the system becomes opaque at higher levels of reliable autonomy. Johnson et al. 
[20] presented the results of a study in which higher levels of autonomy, in the ab-
sence of task interdependence, lead to increased opaqueness and less subjective bur-
den. In Johnson et al.’s work, task interdependence was described as an orthogonal 
third dimension that moderates this effect. Johnson et al. [20] argued that task alloca-
tion approaches do not allow agents to depend on each other and that increased levels 
of task interdependence are a means for operators to remain in the loop. By working 
in closer collaboration, operators may have more opportunities to communicate the 
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status of shared tasks while focusing on their individual level outputs. This effect has 
been observed in human teams [21]. However, task interdependence may only show a 
benefit when the robot can contribute by performing an independent subtask.  

Task Interdependence in Human-Robot Interaction. Since the problems with 
maintaining SA in complex systems are not limited to robots, much of the work in 
this area has examined human-automation interaction and not human-robot interac-
tion. Robots are a unique form of automated system. As with human teaming, general 
approaches to task allocation of automation must be extended to address aspects of 
the problem unique to human-robot interaction. 

Robots provide the most benefit when they perform tasks that are unsafe or unde-
sirable. In both cases, increasing task interdependence may appear to conflict with the 
desire to physically separate the human from the work performed by the robot. We 
offer an extension to the theory and findings of Johnson and colleagues [20] by sug-
gesting that the information requirements of the task can be interdependent even if the 
physical work is not. Tasks that require human and robot to continuously and seam-
lessly share information may provide similar benefits as tasks that require a human to 
hand off physical work with a robot. In this way, the robot and human will adapt the 
mission-relevant knowledge to each other and keep the human in the loop. 

Prior investigations of the out-of-the-loop performance problem have been limited 
to system factors and have not considered the impact of task/mission factors. Both 
have been shown to independently affect SA in human-robot interaction [22]. How-
ever, it is not known how task/mission factors and system factors may interact to af-
fect SA. While modifications to the task may be appropriately disregarded when mis-
sion goals are fixed and the relationship between human and automation is well de-
fined (for example, in a nuclear power plant), the capability of robots is continually 
changing. Thus, it is important to not only investigate when a robot should operate 
autonomously and how tasks should be designed, but also the kinds of tasks for which 
robot autonomy is best suited. 

3 Conclusions 

3.1 Situation Awareness as a Metric for Human-Robot Interaction 

Our first proposition is that robot system designers can understand the knowledge 
held by the human operator and, consequently, improve system performance through 
measurement and maximization of SA. The robot’s contribution to SA is through the 
provision of information needed by the human operator who, in turn, builds SA. Giv-
en its importance in current robots and other complex, automated systems [23], SA 
should be considered as a metric for operator knowledge within the system.  

3.2 Task Interdependence as a Framework for Task Design 

Our second proposition is that task interdependence moderates the relationship be-
tween autonomy and SA such that high levels of autonomy do not lead to poor SA 
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when task interdependence is high. That is, task interdependence is a potential solu-
tion to the out-of-the-loop performance problem. Further, the physical work of the 
task may not need to be interdependent if the knowledge needed to perform the task is 
interdependent, requiring collaboration between human and robot that does not con-
flict with individual-level goals. The success of human teams is impacted by task 
interdependence, although task interdependence does not directly affect performance. 
Rather, mediators suggest that task interdependence must be appropriate given other 
task factors. 

In human-robot interaction, a critical need is to be aware of the robot while mini-
mizing the time spent interacting with the robot. By employing robots in tasks that 
have reciprocal interdependence with the human team member, periodic sharing of 
information between human and robot team member takes place, and at the same 
time, advances mission goals. Consequently, the time spent interacting with the robot 
provides more efficient information sharing. An example of this would be a recon-
naissance task in which the human and robot must monitor separate areas. This task 
becomes interdependent if individuals monitored by the robot affect or inform indi-
viduals monitored by the human. That is, monitoring separate rooms within a building 
could be reciprocal, whereas monitoring rooms in separate buildings would be pooled. 

Our third proposition is an inverse of the first: Task interdependence moderates the 
relationship between autonomy and SA such that high levels of autonomy lead to poor 
SA when task interdependence is low. Tasks that are inadvertently designed with 
minimal task interdependence may exacerbate problems with maintaining SA. In this 
scenario, communication with the robot is not necessary for the accomplishment of 
mission goals, leading to a situation where the human team member must choose 
between accomplishing mission goals and interacting with the robot. Because interac-
tion with the robot is burdensome, it will probably be minimized, decreasing SA as 
autonomy increases. Future research is needed to confirm these findings, and with 
empirical support, task interdependence could be a path towards increasingly auto-
nomous robot systems. 

Acknowledgements. The research reported in this document/presentation was per-
formed in connection with Contract Number W911NF-10-2-0016 with the U.S. Army 
Research Laboratory. The views and conclusions contained in this docu-
ment/presentation are those of the authors and should not be interpreted as presenting 
the official policies or position, either expressed or implied, of the U.S. Army Re-
search Laboratory, or the U.S. Government unless so designated by other authorized 
documents. Citation of manufacturer's or trade names does not constitute an official 
endorsement or approval of the use thereof. The U.S. Government is authorized to 
reproduce and distribute reprints for Government purposes notwithstanding any copy-
right notation heron. 



 Increasing Robot Autonomy Effectively Using the Science of Teams 319 

References 

1. Endsley, M.R., Kiris, E.O.: The Out-of-the-Loop Performance Problem and Level of Con-
trol in Automation. Human Factors 37, 381–394 (1995) 

2. Schuster, D., Jentsch, F., Fincannon, T., Ososky, S.: The Impact of Type and Level of Au-
tomation on Situation Awareness and Performance in Human-Robot Interaction. In: HCI 
International, Las Vegas (in press, 2013) 

3. Endsley, M.R.: Situation Awareness Global Assessment Technique (SAGAT). In: IEEE 
1988 National Aerospace and Electronics Conference, vol. 3, pp. 789–795 (1988) 

4. Rousseau, R., Tremblay, S., Breton, R.: Defining and Modeling Situation Awareness: A 
Critical Review. In: Banbury, S., Tremblay, S. (eds.) A Cognitive Approach to Situation 
Awareness: Theory and Application, pp. 3–21. Ashgate, Burlington (2004) 

5. Salas, E., Prince, C., Baker, D.P., Shrestha, L.: Situation Awareness in Team Performance: 
Implications for Measurement and Training. Human Factors 37, 123–136 (1995) 

6. Durso, F.T., Sethumadhavan, A.: Situation awareness: Understanding Dynamic Environ-
ments. Human Factors 50, 442–448 (2008) 

7. Parasuraman, R., Cosenzo, K.A., De Visser, A.E.: Adaptive Automation for Human Su-
pervision of Multiple Uninhabited Vehicles: Effects on Change Detection, Situation 
Awareness, and Mental Workload. Military Psychology 21, 270–297 (2009) 

8. Johnson, M., Bradshaw, J.M., Feltovich, P.J., Hoffman, R.R., Jonker, C., Van Riemsdijk, 
B., Sierhuis, M.: Beyond Cooperative Robotics: The Central Role of Interdependence in 
Coactive Design. IEEE Intelligent Systems 26(3), 81–88 (2011) 

9. Georgeolopousis, B.S.: Organizational Structure, Problem Solving, and Effectiveness.  
Jossey-Bass, San Fracnsisco (1986) 

10. Cummings, T.G.: Self-Regulating Work Groups: A Socio-Technical Synthesis. The Acad-
emy of Management Review 3(3), 625–634 (1978) 

11. Thompson, J.D.: Organizations in Action. McGraw-Hill, New York (1967) 
12. Staudenmayer, N.: Interdependency: Conceptual, Empirical, & Practical Issues. Technical 

report. Massachusetts Institute of Technology (1997) 
13. Wageman, R.: The meaning of interdependence. In: Turner, M.E. (ed.) Groups at Work, 

pp. 197–217. Lawrence Erlbaum Associates, Mahwah (2001) 
14. Langfred, C.W.: Autonomy and Performance in Teams: The Multilevel Moderating Effect 

of Task Interdependence. Journal of Management 31, 513–529 (2005) 
15. Van Der Vegt, G., Van De Vliert, E.: Intragroup Interdependence and Effectiveness: Re-

view and Proposed Directions for Theory and Practice. Journal of Managerial Psycholo-
gy 17, 50–67 (2002) 

16. Langfred, C.W., Shanley, M.T.: Small Group Research: Autonomous Teams and Progress 
in Issues of Context and Levels of Analysis. In: Golembiewski, R. (ed.) Handbook of Or-
ganizational Behavior, 2nd edn., pp. 81–111. Marcel Dekker, New York (2001) 

17. Saavedra, R., Earley, P.C., Van Dyne, L.: Complex Interdependence in Task-Performing 
Groups. Journal of Applied Psychology 78(1), 1 (1993) 

18. LePine, J.A., Piccolo, R.F., Jackson, C.L., Mathieu, J.E., Saul, J.R.: A Meta-Analysis of 
Teamwork Processes: Tests of a Multidimensional Model and Relationships with Team 
Effectiveness Criteria. Personnel Psychology 61, 273–307 (2008) 

19. Liden, R.C., Wayne, S.J., Bradway, L.K.: Task Interdependence as a Moderator of the Re-
lationship between Group Control and Performance. Human Relations 50(2), 169–181 
(1997) 
 



320 D. Schuster and F. Jentsch 

20. Johnson, M., Bradshaw, J.M., Feltovich, P.J., Jonker, C.M., van Riemsdijk, B., Sierhuis, M.: 
The Fundamental Principle of Coactive Design: Interdependence Must Shape Autonomy. In: 
De Vos, M., Fornara, N., Pitt, J.V., Vouros, G. (eds.) COIN 2010. LNCS, vol. 6541,  
pp. 172–191. Springer, Heidelberg (2011) 

21. Stewart, G.L., Barrick, M.R.: Team Structure and Performance: Assessing the Mediating 
Role of Intrateam Process and the Moderating Role of Task Type. The Academy of Man-
agement Journal 43(2), 135–148 (2000) 

22. Riley, J.M., Strater, L.D., Chappell, S.L., Connors, E.S., Endsley, M.R.: Situation Aware-
ness in Human-Robot Interaction: Challenges and User Interface Requirements. In: 
Barnes, M., Jentsch, F. (eds.) Human-Robot Interactions in Future Military Operations,  
pp. 171–191. Ashgate, Surrey (2010) 

23. Wickens, C.D., Li, H., Sebok, A., Sarter, N.B.: Stages and Levels of Automation: An Inte-
grated Meta-Analysis. In: Proceedings of the Human Factors and Ergonomics Society An-
nual Meeting, vol. 54, pp. 389–393 (2010) 



 

R. Shumaker (Ed.): VAMR/HCII 2013, Part I, LNCS 8021, pp. 321–330, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Cybernetic Teams: Towards the Implementation  
of Team Heuristics in HRI 

Travis J. Wiltshire1, Dustin C. Smith2, and Joseph R. Keebler2  

1 University of Central Floridal, Orlando, Florida 
twiltshi@ist.ucf.edu 

2 Wichita State University, Wichita, Kansas 
{joseph.keebler,dcsmith}@wichita.edu 

Abstract. This paper examines a future embedded with “cybernetic teams”: 
teams of physical, biological, social, cognitive, and technological components; 
namely, humans and robots that communicate, coordinate, and cooperate as 
teammates to perform work. For such teams to be realized, we submit that these 
robots must be physically embodied, autonomous, intelligent, and interactive. 
As such, we argue that use of increasingly social robots is essential for shifting 
the perception of robots as tools to robots as teammates and these robots are the 
type best suited for cybernetic teams. Building from these concepts, we attempt 
to articulate and adapt team heuristics from research in human teams to this 
context. In sum, research and technical efforts in this area are still quite novel 
and thus warranted to shape the teams of the future. 

Keywords: Human-robot interaction, team heuristics, cybernetic teams, social 
robots. 

1 Introduction 

Human-robot interaction is a rapidly expanding multidisciplinary field that will 
evolve significantly over the course of the next half-century. In particular, there will 
not only be an increase in unmanned vehicle usage [1], both internationally and do-
mestically, but also an increase in artificial intelligence (AI) leading to increasingly 
interactive and autonomous robotic systems. These advances may lead to a multitude 
of Human Factors issues, ranging from the “how and when” of implementing intelli-
gent robotic systems, to the creation of dynamic human-robot (HR) teams. Previous 
work has demonstrated a need for adapting human team-training heuristics to HR 
teams [2]. Specifically, concepts such as supporting precise and accurate communica-
tion, diagnosing communication errors, providing practice opportunities, and building 
team orientation need to be realized in the context of HR teams. Though this is a de-
manding challenge, it leaves the area ripe for research. There is much to be done to 
understand the nature of HRI, when robots are no longer perceived as tools, but in-
stead as team members. Therefore, this paper will focus on some of the aspects of 
human teams that may translate readily to HR teams. Specifically, team heuristics [3], 
such as those detailed above, will be examined as a strong foundational starting point. 
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Specifically, this paper will review relevant team heuristics theories in light of how 
they may be applied to future HR teams.  

However, prior to reviewing these team heuristics, we first define our re-
conceptualization of a team by elaborating on what we mean by cybernetic teams. 
Then, we set the stage for how robots can even begin to possess the capabilities and 
intelligence required for fulfilling the role of a teammate by comparing human-agent 
and human-robot teams. We next elaborate on the specific types of robots that have 
been argued to be most capable of performing as effective teammates; namely, social 
robots [e.g., 4]. 

Although robots with such capabilities are not a widespread technology that have 
been instantiated as team members in operational environments, it is pertinent to un-
cover the issues discussed in this paper now in order to aid in the guidance of design. 
We may be decades away from social robots as teammates, but by applying our cur-
rent knowledge of human team cognition and behavior to what we believe these  
cybernetic teams will be like in the future can only lead to a fortuitous and better pre-
conceptualized endeavor. 

1.1 Cybernetic Teams 

With this paper, we first aim to open a discussion for understanding these “cybernet-
ic” teams long before they are realized as technological instantiations. By cybernetic 
teams, we mean that the physical, biological, cognitive, and social systems traditional-
ly comprising human teams must be extended through the further consideration of the 
mechanical, electronic, and technological constituents of the cybernetic team system. 
We argue that only from this broader perspective and through the careful considera-
tion of the interdependent relations of each facet of these teams can the state of the art 
in HR teaming truly be advanced. Specifically, this allows for the necessary reconcep-
tualization of robots as not just tools essential for completing a given task, but rather 
as a teammate that can interact dynamically and autonomously under varying condi-
tions. Though certain aspects of human teams are still quite relevant to cybernetic 
teams, there will undoubtedly be emergent changes when HR teams are integrated 
more thoroughly through increased AI capabilities. In order to better explicate the 
nature of cybernetic teams, in the section following we draw a distinction between 
human-agent teams and human-robot teams. 

1.2 Comparing Human-Agent Teams with Human-Robot Teams 

Human-agent team research is one area of the literature that likely has established the 
groundwork for HR teams. The difference between human-agent teams and HR teams 
likely depends on the physical embodiment or presence of the robot in the real-word 
as opposed to a virtual world. Relatedly, Sukthankar, Shumaker, and Lewis [5]  
distinguish between a software agent and an embodied agent. Software agents are 
artificially intelligent systems that serve as intelligent members of a team, but are not 
necessarily tangible. They carry out algorithmic functions with regard to digital in-
formation rather than physically manipulating the world. One common example of a 
software agent is Apple’s Siri, which essentially is just a voice from which a tangible 
concept or even image of the software agent is difficult to extract. An embodied 
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agent, on the other hand, refers to the tangible entity that is able to carry out physical 
tasks and algorithmically deduce the best methods to carry out those functions. Here, 
we acknowledge that some embodied agents inhabit a strictly virtual environment; 
however, for our purposes we consider embodied agents to be those who inhabit the 
same physical environment as humans do.  

In the context of human-robot teams, most commonly, software agents are embed-
ded within and facilitate the operation of unmanned vehicles; however, given a certain 
degree of autonomy, intelligence, and dynamic interactive capabilities such unmanned 
vehicles could be considered robotic teammates [6]. In support of this notion, Suk-
thankar, Shumaker, and Lewis [5] later point out that if the AI of an agent acts as an 
extension of the human operators (i.e. augmenting cognition), than the team does not 
qualify as a pure human-agent team. The key difference here between human-agent 
teams and human-robot teams can thus be said to reside in both the intelligence and 
the interactive capabilities of the agents. This, to some degree, is what we are refer-
ring to as a cybernetic team, in which, the defining criteria is the dynamic and interac-
tive collaboration with an intelligent agent as opposed to a unidirectional utilization of 
the agent. That is, team decision making and other team processes become more con-
versational and bi-directionally interactive, rather than purely command based. There-
fore, it appears as though, from a foundation of human-agent teams, emerges the key 
distinction of human-robot teams. That is, HR teams rely on the use of autonomous, 
interactive, and physically embodied intelligent robots. From here we use HR teams 
and cybernetic teams interchangeably. However, it would be misleading to leave our 
discussion of robot teammates at this point, as there is much to unpack in regards to 
what it means for a robot to be able to autonomously interact with human teammates. 
As such, our next section aims to address this very point, by detailing advances in 
social robotics, that aim to provide robots with precisely these capabilities. 

1.3 Social Robots as the Enabling Factor for Human-Robot Teaming 

For robots to be successful teammates, it is essential to consider the degree to which 
such entities will be embodied and embedded in an information rich and complex 
social environment [7]. By this, we mean that it is naïve to envision robotic team-
mates working with humans without any sort of social intelligence or interactive ca-
pabilities. Specifically, it has been argued that effective human-robot teaming may 
only be achieved when robots have gained the appropriate social intelligence that 
allows them to function both naturally and intuitively in social interactions with hu-
mans [8-9]. That is, only when given this type of capability will robot teammates be 
able to work with humans towards shared goals and dynamically adjust plans based 
on the observation of human actions and the inferred social implications [10]. As 
such, further description of such robots is warranted to explicate what is needed for 
robots to function as teammates. 

Social robots have previously been defined as robots that are: (1) physically embo-
died agents that, (2) function with a least some degree of autonomy, and are (3) capa-
ble of interacting and communicating with humans by, (4) adhering to normative and 
expected social behaviors [11]. Elaborating on this, [12] describe socially interactive 
robots as those that are able to (1) express or perceive emotions, (2) use high-level 
dialogue for communication, (3) have the ability to learn and recognize other agents, 
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(4) establish and maintain social relationships, and (5) use and perceive natural cues 
such as gaze and gestures. Depending on the domain and task, some or all of the 
aforementioned characteristics of social and socially interactive robots may be neces-
sary. In instances where, for example, a robot must collaborate in a complex and high-
stakes environment such as on the international space station, the bi-directional and 
dynamic features of collaborative work necessitates that the robot possess these social 
skills [10]. Accordingly, our aim here is not to review in detail the impressive ad-
vances in social robotics over the past decade; rather, our aim is to emphasize that 
these efforts are essential to the design of robots that will in turn facilitate effective 
human-robot teaming. Next, we describe the specific team heuristics from extensive 
research in human-human teams and describe how these will be useful in the context 
of HR teams. 

2 Teaming Heuristics 

Many important aspects of human teams have been established by work explicating 
team heuristics or, in other words, guidelines for successful team work [3]. Specifical-
ly, applications of team heuristics that ensure the team is working cohesively have 
been shown to substantially benefit team outcomes [13]. Therefore, it is important, we 
argue, to apply team heuristics to the design of robotic systems that will serve as team 
members in order to enable such robots to communicate, coordinate, and cooperate as 
if they were human teammates. Future robotic systems will need to “understand” 
these heuristics, and be able to adapt to the needs of the team based on these prin-
ciples. For example, a heuristic such as ‘update the plan’ becomes complicated with 
the addition of a robotic team member: Which modality of communication does the 
robot use? How often does it need to update the plan based on its programming? 
Which team members need to be made aware of the updates? This leads to further 
design implications: Which type of communication will robotic assets be able to use? 
Which types of communication should they use? On human-only teams, some of 
these issues are solved through implicit and explicit communication, so how can we 
best integrate HR teams to have effective implicit and explicit communication? As 
can be seen, there are many questions, yet research has not been provided much in the 
way of answers to these questions. Accordingly, throughout this section we provide 
details of the most relevant team heuristics and attempt to convey how they could be 
realized in cybernetic teams. 

2.1 Use Closed-Loop Communication 

The most effective form of team communication is via the method of closed-loop 
communication. This method of communication establishes a standard of verification 
in which team members (i.e. sender and receiver of information) are required to  
acknowledge receipt of information [3], [13]. This is integral to ensuring that the 
communicated message has reached its intended destination and that all parties ac-
knowledge receipt of and understanding of the communicated information.  

In the case of the current state of robotics, the modality that may be best suited for 
closed loop communication will likely emphasize redundancy in scenarios where 
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noise is a primary factor of miscommunication [14]. Therefore, in fact, it may be mul-
ti modal communication (MMC) that is best suited for facilitating closed-loop com-
munication. MMC has recently been defined in the context of HRI as the flexible 
selection and exchange of information through the blending of auditory, visual, and 
tactile modalities in either an explicit or implicit communication [15]. Further, “expli-
cit communication is the purposeful conveyance of information through multiple 
modalities…that has a defined meaning”; whereas, “implicit communication is the 
inadvertent conveyance of information about emotional and contextual state that will 
affect interpretation, thoughts, and behaviors” [15, p. 462]. The distinction between 
explicit and implicit communication leads to the question of which types of commu-
nication will need to be closed loop. 

It is conceivable that explicit communications given their deliberate nature are 
most easily adopted for closed-loop communications. However, implicit communica-
tions particularly those conveyed by humans (e.g., body language) are equally  
relevant for certain tasks. Accordingly, technological systems for closed-loop com-
munications in cybernetic teams are still largely undeveloped although such a system 
may display text and other key features of a given task through, for example, a head-
mounted augmented reality display system. Nonetheless, robot teammates will require 
the appropriate social intelligence to understand both explicit and implicit communi-
cation whether or not they are implemented through closed-loop communication; and 
further, more communication options will become increasing available to robots as 
the technologies advance ultimately leading to narratively structured communications 
analogous to human dialogue [12]. Though such advances in closed-loop communica-
tions would help to facilitate the communication operations of any cybernetic team, 
the consistent diagnosis of communication errors would help to ensure both natural 
and resilient team performance. 

2.2 Diagnose Communication Errors 

Due to the complex nature of cybernetic teams and the ever evolving design of robot-
ic systems by humans, “communication errors may be at multiple levels, and may 
include bandwidth issues, equipment failures, as well as incongruities of robotic as-
sets” [2]. Notably, the types of communication errors and breakdowns in cybernetic 
teams will likely be quite different than those in human teams. As such, it is important 
for robotic teammates to remain as transparent as possible when it comes to issues in 
communication. This is essential for two purposes. On the one hand, arising issues 
that could negatively affect communication during the execution of a given task need 
to be explicitly communicated to team members. In cases such as this, the difference 
between signal loss due to physical obstruction is a very different issue than signal 
loss due to over-burdened bandwidth. Both require entirely different solutions, yet 
without understanding of the system’s error, human team members may easily  
become frustrated and distrustful of robotic teammates.  

On the other hand, diagnosis of communication errors is a task that should be con-
tinually examined by the designers and engineers of these robotic systems to ensure 
an ongoing mitigation of these errors thus improving the overall performance of the 
cybernetic team. Traditional post-mission debriefs used in human teams may be a 
useful strategy for the improvement of communication issues. Specifically, after a 
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given mission human teammates could collaborate with designers and engineers to 
reflect on the communication errors and identify opportunities for correcting such 
issues. Ultimately, as machine learning and cognitive architectures for robotic sys-
tems advance, these robotic teammates will become increasingly metacognitive and 
self-corrective on their own; though this is certainly far from being instantiated, ef-
forts are underway to provide robots with such capabilities [e.g., 16]. 

2.3 Evenly Distribute Workload Proportionally to Expertise 

Salas et al. [3] emphasize the importance of utilizing the skillsets of each team member 
regardless of their seniority. For the scope of this paper, we will consider the distribution 
of workload with regard to a cybernetic team, although some research in HRI has ex-
amined the results of team performance when robots are assigned a more senior role  
[see 17]. As autonomy increases the amount and type of work executable by robotic 
teammates will evolve. That is, the workload for robotic teammates will change from a 
monotonous and repetitive task role to an increasingly dynamic and open ended role. 
Thus, traditionally, robots and machines have been more suited to conduct tasks or func-
tions such as working for long hours without rest or conducting mundane tasks; however, 
as the technologies advance careful attention will need to be paid in selection and desig-
nation of tasks and workload to either the human or the robotic teammate. 

On the other hand, robots with the appropriate social intelligence are more likely to 
adaptively respond to the shifting needs of their human teammates. By this we mean 
that give appropriate social-cognitive mechanisms, these robotic teammates would be 
able to not only interpret but also predict the intentions and thus the actions of human 
teammates in order to interact dynamically and share the workload for a given task 
[9], [18]. Such mechanisms have shown to be essential for effective coordination 
between humans and teammates [18]. Quite to the contrast, most humans do not inte-
ract and are not familiar with robots, which leads us to our next team heuristic. 

2.4 Frequent Practice Opportunities 

The importance of practice remains constant across human teams and cybernetic 
teams. In fact, it may be particularly more relevant for cybernetic teams given the 
novelty of interaction with robots. Specifically, it has been argued that “practice for 
HR teams should be frequent and mandatory. Practicing communication, missions, 
etc. will only enhance team performance” [2]. Practice in this sense can serve as a bi-
directional benefit to human and robot teammates. On the one hand, humans gain 
familiarity working with the robot and perceiving it as a teammate and in doing so 
begin to develop trust in the system and fluidity in the types of interaction, among 
other things. In the case of the robot, it may need an interaction period of a certain 
duration in which it can learn about the behaviors of the human in order to begin to 
coordinate as an effective teammate. Of course this depends on the types of intelli-
gence it is programed with, but it is likely the benefit of practice remains constant. In 
short, practice provides an opportunity for missions and tasks to be rehearsed in con-
texts in which the stakes are not high such that, the chances of success in complex 
operations are improved. Practice and interaction more generally between human and 
robot teammates can also lead to benefits in the convergence of mental models. 
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2.5 Refine Shared Mental Models  

Prior research on shared mental models, within the context of HR teams has examined 
the importance of the convergence of mental models for enhanced team performance 
[19]. If mental models converge with flawed content, team performance can be nega-
tively affected, resulting in situation assessment errors and conflict within the team 
[20-22]. In light of this, it is suggested that future research examine ways to decrease 
flawed mental model convergence in order to enhance team performance. Specifical-
ly, in the context of HR teams, we must ensure that the human teammate’s mental 
model is properly suited to the dynamics of the robotic teammate. In particular, efforts 
are also needed to further explore the ways in which the notion of mental models can 
be instantiated in such robot systems [see 23]. 

As detailed previously, HRI researchers have recognized the importance of explicit 
and implicit communication between humans and robots [2], [15]. That being said, 
integrating robots into human teams will require both types of communication, and 
could therefore, increased communications between humans could decrease errors in 
mental model convergence. Furthermore, through combination of closed-loop com-
munication augmented with multi-modal communication systems as well as appropri-
ate social intelligence, it is expected that adequate mental model convergence would 
ensue thus facilitating efficient teamwork. Of course efforts are needed to not only 
instantiate the notion of mental models in robots but to empirically examine the ef-
fects of such efforts and the variables that play a role in both their accurate and inac-
curate convergence. 

2.6 Manifest Deep Understanding of Tasks 

Typically the emphasis here is on a deliberate intervention in which a designated team 
leader encourages team members to provide environmental assessments to better de-
fine the tasks and situation parameters leading to the creation of well-developed plans 
and the development of adaptive expertise in team members [3]. Thorough explica-
tion of these issues prior to practice sessions or missions can help to enable the coor-
dination and success of the team. This provides each team member with more detailed 
and flexible understandings of the dynamic nature of their tasks. However, cybernetic 
teams will not only require such interventions for effective team performance, but 
also for understanding the capabilities of robotic teammates. Software updates will 
likely be relentless, of course, in pursuit of better robotic teammates, but nonetheless, 
often a game changer. Once robots reach a certain level of intelligence and interactivi-
ty the modifications of their software will be limitless and could also at some point 
become self-corrective. Thus, an adaptive expertise in terms of interaction with robot-
ic teammates must be developed for the assimilation of new software and how that 
affects future team operations. This notion is related to our next team heuristic. 

2.7 Build Team Orientation 

Given the novelty of robotic teammates it is essential to “integrate robots early in 
team formation so that roles can be discovered and trust established” [2]. Trust in 
robotic teammates will not happen overnight; however, it essential for cooperation. 



328 T.J. Wiltshire, D.C. Smith, and J.R. Keebler 

 

More so, if humans are untrusting or frustrated with the performance of their robotic 
teammates they will be less likely to cooperate and this could result in putting the 
team at risk of failure. Relatedly, depending on the intelligence and programming of 
the robot, instances could result in humans and robotic teammates that hold divergent 
viewpoints. Thus, through team orientation these cybernetic teams can become famil-
iar with the varying perspectives and functions of each team member in relation to a 
given task. Early and frequent team orientation is thus recommended and can be in-
stantiated through required practice and informal interactions. Benefits are likely to 
include improvements to team performance in the field by giving the team a chance to 
interact in a non-stressful environment when stakes are low. This will give the human 
team members time to understand the capabilities of their robotic teammate(s), as well 
as allow for the robotic asset to socially engage the team and build rapport. 

3 Conclusions 

In sum, we have first examined a reconceptualization of the traditional notion of a 
team of which we have termed cybernetic teams. We argue that this reconceptualiza-
tion allows for greater consideration and treatment of the physical, biological, social, 
cognitive, mechanical, electronic, and technological components of such teams as a 
unified system. As these types of teams become increasingly prevalent, such a recon-
ceptualization is necessary to foster better designs and ways of improving team 
processes and performance without neglecting any element of such a complex inter-
dependent system. Next, we have drawn from human-agent teams to attempt a clear 
articulation at what is meant by a human-robot team. That is, a team in which robots 
are physically embodied, autonomous, interactive, and intelligent. However, one of 
the key contributions here is that for robots to ever be thought of as teammates, they 
must possess the appropriate social intelligence and interactive capabilities that allow 
them to function intuitively and naturally with human teammates. Building on this, 
we have reviewed and adapted some of the team heuristics that stem from the study of 
human teams and attempted to articulate how these might be realized in cybernetic 
teams. Of course, it is likely that as the state of the art advances in such teams, novel 
cybernetic team heuristics will emerge. Nonetheless, efforts such as this as well as 
empirical and technical efforts are warranted to instantiate and evaluate robots with 
the capabilities discussed herein and as a result, develop the teams of the future. 
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Abstract. Progressive embodiment and the subsequent enhancement of pres-
ence have been important goals of VR researchers and designers for some time 
(Biocca, 1997). Consequently, researchers frequently explore the relationship 
between increasing embodiment and presence yet rarely emphasize the ties be-
tween their work and other work on embodiment. More specifically, we argue 
that experiments manipulating or implementing visual scale, avatar customiza-
tion, sensory enrichment, and haptic feedback, to name a few examples, all 
have embodiment as their independent variable. However, very few studies ex-
plicitly frame their work as an exploration of embodiment. In this paper we  
will leverage the field of Embodied Cognition to help clarify the concept of 
embodiment. 

Keywords: human-computer interaction, presence, embodied cognition, virtual 
reality. 

1 Introduction 

Increasing presence is one the primary goals of virtual reality (VR) researchers and 
developers, whether it is intended to improve the entertainment value of the expe-
rience or ability to affect change in the user’s real world behavior. A significant por-
tion of the research and development into improving presence is centered on sensory 
stimulation, avatar mobility, and avatar representativeness. In the past researchers 
argued that these affordances all fall under embodiment (Biocca, 1997), but are in 
practice are rarely treated as related ideas. Despite there being a seemingly visible 
relationship between these research areas as well as a tentative label, very little effort 
has been put into clearly defining the concept linking these loosely tied areas together. 

In order to resolve this problem we put forth the concept of afforded embodiment, 
or the degree to which the avatar provides equal or greater functionality than the us-
er’s natural body. We draw on recent developments in the area of embodied cognition 
to support an argument that VR researchers need to pay much closer attention to the 
relationship between avatar functionality and the activities within the virtual envi-
ronment. The foundation of this argument is based on the basic premise of embodied 
cognition, which is that the body plays a constituent, not causal role in cognition 
(Shapiro, 2011). From this perspective, avatars with limited functionality limit their 
user’s ability to mentally explore the virtual environment. We argue that a clearer 
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understanding of the role of the body in cognition will allow researchers and design-
ers to better prioritize design considerations for avatar functionality based on the ac-
tivities or goals of the VR experience.  

2 Background and Literature Review 

2.1 Embodied Cognition 

Embodied cognition (EC) is a research program that re-focuses cognitive science re-
search to include the body as a critical component of cognition (Shaprio, 2007). EC as-
sumes that our reality is shaped by the interactions of our mind, body, and environment. 
This contrasts with those who would argue that reality is shaped by our mind and the 
mind manipulates the body through abstract symbols (Shapiro, 2007). While EC is not a 
predictive theory, it gives virtual reality (VR) researchers an opportunity to revisit and 
clarify a neglected concept within our field as well as its relationship to presence.  

There are two types of experimental evidence for embodied cognition - behavioral 
and neurological. We present the neurological evidence first and interpret the findings 
based on the assumption that objects and movements that activate the same neuronal 
systems are “linked” by the brain. For example, when examining neurons responsible 
for manipulating objects, objects of similar size and shape will activate the same set 
of neurons for a specific set of hand motions even when the subject is not actually 
manipulating the object, while objects of different shapes and sizes will activate a 
different set of neurons, even when the actual movements to manipulate the object are 
the same. In a subsequent study, a set of inferior premotor neurons were found to be 
responsible for executing a limited set of distal arm movements. However, that same 
set of neurons will activate if an observance within the environment is related to the 
physical process overseen by the neural network, even if there is no motor activity 
present (Gazzola & Keysers, 2009; Pellegrino et al, 1992). The cognitive representa-
tion of the object is intrinsically tied to the way the subject uses its body to manipu-
late the object. They are not two separate symbols pieced together by the mind for 
action, but are bound together in the same schemata (Rizzolatti et al., 1988). 

The behavioral examples are more straightforward and demonstrate a clear link be-
tween either sensory perception and cognitive perception or motor action and cogni-
tive perception. For example, researchers found that by priming individuals with a 
warm or cold beverage they could influence whether or not the subject perceived 
those they just met as having a warm or cold personality, respectively (Williams & 
Bargh, 2008). In an unrelated study, researchers found that sitting upright influences 
the extent to which subjects felt pride in an achievement. A second study found that 
contraction of the forehead muscles influenced subjects’ perceptions of how hard they 
worked on a task (Stepper & Strack, 1993).   

There is also a demonstrated link between body movements and improved problem 
solving performance. Subjects who used appropriate body motions during a physics 
problem solving session performed significantly better than subjects who used inap-
propriate body motions (Thomas & Lleras, 2009). In another study, researchers found 
that preventing the facial expression aligned to the sentiment of a sentence signifi-
cantly impacted the subjects’ reading performance (Havas et al., 2010). 
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The previous examples reveal the extent to which the body, mind, cognitive, and 
emotional states are all intertwined. We create mental schemata of environmental 
objects via the way in which we manipulate them (Pellegrino et al., 1992; Rizzolatti  
et al., 1988) and encode our own bodily movements and perceive others’ movements 
using the same set of neurons (Gazzola & Keysers, 2009). Behaviorally, our body 
positioning and use impacts our social observations (Williams & Bargh, 2008), feed-
back acceptance and task performance recall (Stepper & Strack, 1993), and improves 
performance on cognitive tasks (Havas et al., 2010; Thomas & Lleras, 2009). Conse-
quently, it is critically important for VR designers and researchers to acknowledge the 
many subtle, yet fundamental, ways in which our body influences our perceptions, 
actions, and emotions.  

2.2 Embodiment 

Embodiment is a concept used in many different research areas and thus has many 
different, yet related meanings. In this section we will briefly discuss the different 
meanings and uses of embodiment, identify which of the variations we chose to adopt 
for this research, how we operationalize the concept, and our justifications for doing 
so. 

Damasio (1994) and other embodied cognition theorists argue that the body serves 
as the central framework for our interactions with the world. We perceive the physical 
world in relation to our body, and therefore what we know about the world is “con-
structed from patterns of energy detected by the body” (Biocca, 1997). The body is 
also a communication device and is a critical tool for expressing mental states  
(Benthall & Polhemus, 1975). The implications of this theory for VRE researchers 
and designers is that in order for the user to incorporate the VE into his/her reality, the 
system must provide affordances for users so that they may become embodied, or take 
some form or shape within the VRE. 

Ziemcke (2003) identified six different uses of the term embodiment across mul-
tiple streams of research. Of the six notions of embodiment addressed by Ziemcke, 
structural coupling, historical coupling, and social embodiment are the most relevant.  

Structural coupling is the notion that organisms are embodied in their environment 
if actions by one affect the other. Quick and colleagues (Quick, 1999 as cited in 
Ziemke, 2003) articulate this idea clearly, saying that “A system X is embodied in an 
environment E if perturbatory channels exist between the two.” More concretely, we 
can say a user is embodied in a virtual reality environment (VRE) if changes in the 
VRE affect the user, and the user can affect the VRE. Historical structural coupling is 
an extension of the idea of structural coupling in that it argues embodiment increases 
through a series of interactions between the system and the environment.  

Ziemcke (2003) viewed social presence as orthogonal to the other definitions of 
presence because it addresses the role of embodiment in social situations, versus what 
kind of body is required for different situations. Barsalou et al. (2003) describe social 
embodiment as “states of the body, such as postures, arm movements, and facial ex-
pressions, [which] arise during social interaction and play central roles in social in-
formation processing (Ziemke, 2003).” Mennecke and colleagues (2010) formally 
incorporate this idea into their Embodied Social Presence Theory, arguing that the 
body is the nexus of communication and that embodied representations combined 
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with goal-directed shared activities affects the perceptions of users by drawing them 
into higher levels of cognitive engagement. 

In contrast to Ziemke’s 6 different uses of embodiment, Lakoff and Johnson (1999) 
identify 3 distinct levels of embodiment - neural, cognitive unconscious, and pheno-
menological conscious experience. 

 Biocca’s (1997) work on embodiment in VRE draws on Damasio’s (1994) ideas 
of how the human brain constructs reality through interactions of the body with the 
environment, and fits within the notions of structural coupling identified by Ziemcke 
(2003).  

While Biocca provides no formal definition of embodiment, it is clear that he 
views progressive embodiment as providing increasingly “natural” functionality to 
avatars. Natural functionality includes sensory perception in the form of high fidelity 
audio or visual stimulation, haptic feedback, natural motion control etc. It is also im-
portant to note that our bodies fill an important role in social interaction and self-
identification, and therefore must provide increasing affordances for how we expect 
to use our bodies in those situations as well. 

Embodiment is expected to have a direct impact on various forms of presence  
(Biocca, 1997). With increasing embodiment we expect increasing levels of psycho-
physiological responses to VE. The brain’s relationship to the body is highly mallea-
ble; therefore it is possible to convince the brain that it will suffer the consequences of 
actions within the VE. Biocca (1997) addresses this idea in his three-way relation-
ships between our brain’s mental models of our physical, virtual, and phenomenal 
selves. A second, longer-term implication of increasing embodiment – it may have a 
permanent effect on our body schema. We may have difficulty controlling what 
crosses over from virtual reality to natural reality. 

Once again, it is important to note that the avatar plays a critical role in the social 
aspects of VE. For example, Yee and Bailenson (2007) found that users who were 
given taller avatars were more likely to negotiate from a position of power in online 
trading tasks, while those given shorter avatars were more likely to accept asymme-
trical trades. Taylor (2010) provides a more descriptive account of the various ways in 
which users construct their identity through avatar customization, as well as the de-
gree to which most users expect exclusive use of that identity. He also describes the 
process of how the user identifies with the avatar, and how that identification shapes 
his/her perception of self. This is a known phenomenon and has been exploited to 
encourage changes in real-world behavior (Dean et al., 2009). 

2.3 Neural Embodiment 

The purpose of increasing embodiment is to improve the user’s sense of presence. 
Presence is primarily measured through a subjective post hoc questionnaire, although 
more recent research includes physiological measurements (Guger et al., 2004;  
Wiederhold et al., 2002). Further advances in psycho-physiological sensors allow us 
to start looking at the physiological and neurological correlates of embodiment and 
presence.  

Within cognitive neuroscience, embodiment defined as feeling situated in one’s 
own body (Arzy et al., 2006). This is usually researched by exploring the opposite 
condition, which is the out-of-body experience, or disembodiment. The most direct 
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translation to VR research from cognitive neuroscience would be that a user feels as if 
they inhabited the avatar, with concomitant physiological responses to the environ-
ment and little notice of their own “real” body. 

The results from several experiments highlight the potential for better understand-
ing the neuro-cognitive basis for the relationship between cognitive embodiment and 
presence. Arzy and colleagues (2006) identified two separate regions of the brain that 
activated dependent upon whether subjects viewed a picture of a body from an embo-
died perspective, or a disembodied perspective. The former condition resulted in  
activation of the extrastriate body area (EBA), while the latter resulted in the tempo-
parietal junction (TPJ). Injury to the TPJ has been linked to out-of-body experiences 
in other research (Blanke et al, 2004), and has been associated with certain aspects of 
self-processing, self-other distinction, and mental own-body imagery  (Arzy et al., 
2006; Ruby & Decety, 2001; Vogeley & Fink, 2003). The EBA responds to both im-
ages of bodies and body parts, imagined movement of one’s own body, and executed 
movements (Arzy et al., 2006; Astafiev et al., 2004; Downing et al., 2001). 

A similar result was found when researchers asked subjects to imagine themselves at 
some location outside of their body and then perform spatial transformations on the body 
(Blanke and Arzy, 2005). Subjects were then asked to perform the same task with non-
body images. Subsequent artificially induced interference through transcranial magnetic 
stimulation interfered with the former task, but not the latter. The results suggest that the 
TPJ is responsible for mediating spatial unity of self and body, not and that external re-
presentations of self are not treated as normal objects for spatial transformation. 

Research in cognitive neuroscience on embodiment is relevant to our explorations 
of embodiment and presence in virtual worlds. Understanding which regions of the 
brain are responsible for creating the feeling of inhabiting an avatar will allow us to 
better measure the user’s reaction to the avatar. 

3 Afforded Embodiment and Virtual Reality 

Taking these ideas and aspects of embodiment, we define embodiment as the degree 
to which an avatar affords the user equal or greater functionality expected of our  
natural bodies. This functionality is comprised of three dimensions – physical [motor 
control and environmental manipulation], sensory input, social and self-identity. We 
argue that researchers have been experimenting with different degrees of afforded 
embodiment for years yet have not really considered their research to be part of  
embodiment research.  

Our dimensions of embodiment map well to Lee’s (K. M. Lee, 2004) three forms 
of presence, although the strengths of those relationships has yet to be determined. 
Evidence suggests that a lack of self-presence may inhibit achieving full presence 
(Slater, Usoh, & Steed, 1995), which would also indicate that pyscho-social embodi-
ment is always an important consideration.  

In addition to progressive sensory and motor embodiment, there needs to be a high 
degree of sensorimotor coupling. This is defined as the “degree to which changes in 
body position correlate immediately and naturally with appropriate changes in sen-
sory feedback (Biocca, 1997).” For example, a lack of coordination between the visu-
al, vestibular, and motor systems usually results in simulator sickness.  
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3.1 Sensory Input 

The sensory input dimension measures the degree to which the user can leverage the 
different senses during interactions with the VE. These include, but are not limited to 
- vision, audition, olfaction, tactician, thermoception, proprioception, etc. 

The body of research on visual sensory stimulation in VE is very large; this is not 
surprising given the amount of emphasis our culture places on the visual. This re-
search includes experimentation on visual scale (i.e., screen size) (Tan et al., 2004) 
and dimensionality (2D vs. 3D) (Bae et al., 2012) and their effects on a range of task 
performances and presence.  

Higher quality ambient and action driven sounds (i.e., sounds appearing to origi-
nate from the source of movement) are increasingly common.  A number of research-
ers have been working on the role of audio in virtual worlds and have found varying 
degrees of effect on subjective reports of subjects’ level of immersion (Grimshaw, 
Lindley, & Nacke, 2008).  

Haptic feedback is an increasingly popular affordance in virtual environments. 
Force feedback has been a popular option in many simulators, and is now relatively 
common on many joysticks. More sophisticated implementations are also popular, as 
researchers seek to increase users’ sense of presence.  Sallnäs and colleagues (Sallnäs, 
Rassmus-Gröhn, & Sjöström, 2000) found that implementing a force feedback me-
chanism had positive effects on [physical] presence and task performance. There have 
also been a number of successful subsequent studies looking to use haptic feedback 
for improving or understanding social (Bailenson & Yee, 2007; Chan, MacLean, & 
McGrenere, 2008) and physical (S. Lee & Kim, 2008) presence in virtual environments.  

3.2 Motor Control 

Motor control refers to the ways in which the user can control the avatar as well as the 
degree to which the avatar is controllable. Avatar control generally refers to the input 
device used to control the movements of the avatar (gamepad, keyboard, etc.). Ava-
tars can move through VE via different paths; in early video games movement was 
along one or two dimensions, while newer VEs allow much greater freedom of 
movement. The ability to, and activity of, engaging in body movement including 
bending, crouching, and head pitch and yaw, affects presence (Slater et al, 1998). 
Researchers have also found that mapping VE locomotion to similar real body 
movements results in higher presence, albeit mediated by the amount of subjective 
association the user has with the avatar (Slater et al., 1995). Finally, users can mani-
pulate the VE to varying extents; how the user manipulates the environment as well as 
the degree to which she can has an effect on presence. 

3.3 Psycho-social Afforded Embodiment 

Psycho-social afforded embodiment refers to the degree to which the user can modify 
and/or manipulate their avatar to reflect or express their identity. That identity can 
either be an idealized or accurate reflection of their identity. The avatar must facili-
tate, or at least not impede, the process of identity construction. Based on previous 
research we know that avatar customization is an important affordance and that users  
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expend considerable effort to customize their avatar (Ducheneaut et al, 2009; Taylor, 
2002), respond and behave according to the embodiment of their avatar (Yee &  
Bailenson, 2007), and feel higher levels of presence when the avatars resemble them-
selves  (Bailey, Wise, & Bolls, 2009). Psycho-social embodiment directly affects self-
presence and social presence, and may serve as a moderating variable for physical 
presence.  

4 Conclusions 

In this paper we discussed the ways in which the interactions between our minds, 
bodies, and environment form the basis for our cognition. For example, we create 
mental schemata of environmental objects via the way in which we manipulate  
them (Pellegrino et al., 1992; Rizzolatti et al., 1988). We also encode our own bodily 
movements and perceive others’ movements using the same set of neurons  
(Gazzola & Keysers, 2009). Behaviorally, our body positioning and use impacts our 
social observations (Williams & Bargh, 2008), feedback acceptance and task perfor-
mance recall (Stepper & Strack, 1993), and improves performance on cognitive tasks 
(Havas et al., 2010; Thomas & Lleras, 2009). 

The three-way relationship between mind, body and environment is the focus of 
the research area known as Embodied Cognition, which in turn can be leverage to 
guide VR researchers and designers who are interested in making VR systems that 
facilitate greater levels of presence. More importantly, by acknowledging that our 
bodies play an integral (instead of subordinate) role in our cognitive processes and 
that this role has multiple dimensions we can begin to explore the more subtle yet 
important relationships between embodiment and presence.  

Looking to the future we see opportunities to not only revisit old data, but also start 
exploring the ways in which avatar design affordances affects users’ sense of pres-
ence in virtual environments. Additionally, we now have a framework that can be 
used to guide psycho-physiological instrument based research on presence. For exam-
ple, it may be possible to use functional near infrared spectroscopy (fNIRS) and  
electroencephalography (EEG)(Hirshfield et al., 2009) to measure users’ engagement, 
mental workload, and response inhibitions in virtual environments to see if the affor-
dances are working as intended. 

Based on the ideas of embodied cognition, we argued that afforded embodiment is 
an appropriate framework for exploring avatar functionality and presence.  In this 
paper we highlighted the already large body of literature built up around exploring 
degrees of embodiment. While that research is a good first step, much of it did not 
seek to explicitly measure the relationships between the dimensions of afforded em-
bodiment and forms of presence. Insight into these relationships will help designers 
and researchers make more informed design decisions when choosing avatar affor-
dances for virtual environments. Finally, establishing a more systematic and coherent 
view of the relationship between the user and their avatar is a necessary first step in 
understanding the user’s experience in virtual environments. 
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Abstract. Tele-collaboration can allow users to connect with a partner or their 
family in a remote place. Generally, tele-collaborations are performed in front 
of a camera and screen. Due to their fixed positions, these systems have 
limitations for users who are moving. This paper proposes an augmented-
reality–based DigiLog Space Generator. We can generate interested space and 
combine remote space in real time ensuring movement. And our system uses 
reference object to calculate scale of space and coordinates. Scale and 
coordinates are saved at Database(DB) and used for realistic combination of 
space. DigiLog Space Generator is applicable to many AR applications. We 
discuss the experiences and limitations of our system. Future research is also 
described. 

Keywords: Augmented Reality, Tele-collaboration, Human-Computer Interaction. 

1 Introduction 

Tele-collaboration technology aims at connecting users in different locations through 
a network to achieve common goals efficiently by working together. Typical tele-
collaboration at present involves a user who communicates with remote participants 
and shares digital information in front of the screen. There are many applications for 
tele-collaboration: Users "attend" Web conferences with a company partner far away, 
using video conference or data conference systems; teachers and students look at the 
same data and study together in their own home or office; and so on. In recent years, 
tele-medicine enables a distant doctor to provide medical treatment to a patient in his 
or her own home. These tele-collaboration technologies can overcome the spatial 
limitations of traditional collaboration, because it can allow collaborators to transcend 
space. Moreover, tele-collaboration requires no expenditures of time and money for 
attending meetings.  

However this experience of remote collaboration is mainly possible within a 
spatially limited environment where users do not move. For example, in a 2-D display 
environment, users in fixed location can write and draw together with a remote 
participant or show marker based-AR information using a monitor or a large display 
[1-3]. In 2.5-D display environment, users can collaborate in a limited 3-D 
environment using a curved screen that has been installed in a fixed location [4]. On 
the other hand, multiple cameras or depth cameras are used in a 3-D display 
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structure-from-motion (SFM) method. A DigiLog Space is then defined by a user in 
the physical environment. We model only interested partial space for real time and 
share information selectively. Information outside the space can be hidden using an 
occlusion effect by generating partial space. We can define a space range that we 
want to share. 

The modeling of an object of interest (OoI) is an important cue to combine remote 
space and bring augmented information. First we set the reference coordinates on the 
OoI, because the reference coordinates of space are needed to bring in the remote 
shared space and AR information. When the user selects a bottom-line reference 
object, reference coordinates are made at the bottom left corner of an OoI by refining 
coordinates. Therefore, the OoI is modeled and tracked separately based on the 
generated DigiLog space, with its own coordinate system. For this, multiple feature-
vocabulary trees are managed for the space and the objects[10]. If we input the 
physical scale of the OoI, our system calculates the scale of a generated space using 
scale of OoI. We know the physical scale of the mirror world and save that scale at 
DB. We assume that the user and partner use common OoI as reference objects. The 
modeled, common OoI has the same feature map, scale, and coordinates, so we can 
combine difference spaces suitably. In other words, multiple DigiLog spaces are 
synchronized through connected coordinates. Therefore, sharing of AR information in 
real time is possible in a combined space.  

The whole scenario of the DigiLog space generator is shown in Figure 3. User “A,” 
wearing video see-through HMD, generates his own space and models OoI in situ 
with the HMD camera and a handheld input device. Input from user “A” in the real 
world makes the mirror world “A” at the same time. So user “A,” wearing HMD, can 
see the real world with the mirror world. Then user “B” combines her DigiLog space 
with remote space “A” based on a modeled dragon poster as a reference object created 
by the DigiLog Space Generator. User “B,” wearing HMD, can see both the virtual 
information from herself and from user “A.” Therefore user “B” can share 3D 
information and live communication in the 3D environment while walking. But there 
is a limitation in that the reference object is always seen in the user’s view. 

3 Experiment and Implementation 

To verify the performance of the DigiLog Space Generator, we measured the 
accuracy of generated space. We compare scale of physical space and generated 
space(mirror world) for measuring accuracy. Minimizing the error between of spaces 
is important to combine realistically. In our experiment, we set the partial space for 
the experiment as shown in Figure 4. The yellow box shape indicates our partial 
space. To make the space, the user generates coordinates at a reference object (the 
poster) through input. Next, the user touches four corners of the front wall to generate 
a plane. Finally, the plane is extruded by user interaction. Then scale of generated 
space is calculated and stored at DB. The user conducts the generating-space 
experiment 10 times. 
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Fig. 6 shows an implementation of DigiLog space combination. A user combines 
his or her space with remote space based on modeled objects. This combined DigiLog 
space enables sharing 3-D information and live communication.  

 

Fig. 6. A user exploits a video see-through HMD for modeling, tracking objects of interest, and 
sharing DigiLog space. And user can collaborate with remote partner with AR information in 
combined space. 

4 Conclusion 

In this paper, we introduce a novel AR-based tele-collaboration technology. Our 
method is more effective than a conventional, immovable video-conferencing system 
using cumbersome equipment and installations. We can generate interested space and 
combine space in real time. Our system can be used at home, or the classroom, and in 
other installations. For accurate combination, we use a common reference object. The 
reference object is important for knowing coordinates and scale of space. So our 
system can synchronize multiple DigiLog Spaces easily with coordinates and scale 
information.  

Currently there are limitations for implementation. Our system does not work well 
in environments that have repetitive textures, or no textures. And generated space and 
virtual information are unstable if the OoI is occluded. An ambiguous scale of the z 
axis is also problematic. For future work we plan to use an RGB-D feature map, 
including color and depth information, for modeling and tracking. This will make 
generated space more stable under featureless and variant lighting environments, 
rather than using RGB feature points only. And if we use a depth value when 
generating space, the user will have a z scale, obviously. 

Once our system is updated it can be applicable to many AR applications including 
experimental education, urban planning, military simulation, collaborative surgery, etc. 
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Abstract. This paper proposes a system for intuitive understanding of remote 
office situation using onomatopoeia expressions. Onomatopoeia (imitative 
word) is a word that imitates sound or movement. This system detects office 
events such as “conversation” or “human movement” from audio and video sig-
nals of remote office, and converts them to onomatopoeia texts. Onomatopoeia 
texts are superimposed on the office image, and sent to the remote office. By 
using onomatopoeia expressions, the office event such as “conversation” and 
“human movement” can be compactly expressed as just one word. Thus, people 
can instantly understand remote office situation without watching the video for 
a while. Subjective experimental results show that easiness of event understand-
ing is statistically significantly improved by the onomatopoeia expressions 
compared to the video at 99% confidence level. We have developed a prototype 
system with two cameras and eight microphones, and then have exhibited it at 
ultra-realistic communications forum in Japan. In the exhibition, the concept of 
this system was favorably accepted by visitors. 

Keywords: onomatopoeia, audio/video signal, remote office situation, colla-
borative work. 

1 Introduction 

A collaborative work between remote offices requires various communication tools 
such as telephone, videophone, e-mail, or online-chat. These tools frequently interrupt 
one’s work, which greatly decreases work productivity [1]. This problem is caused 
because people cannot understand remote office situation such as occurrence and 
level of conversation and human movement (e.g. walking or desk work), and thus 
cannot infer how busy the fellow worker is on the other side. Understanding remote 
office situation is important for a smooth communication between remote offices. 

Methods have been proposed for estimating a busyness level of a remote office 
worker by using biological sensors [2] or PC operation records [3]. However, the 
scopes of these methods are limited to the users wearing sensors or using PCs. 

Another approach is to watch a video of the remote office by using a surveillance 
camera. However, this requires people to monitor the video of remote office for a 
while for understanding remote office situation. 
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Fig. 1. System Concept 

This paper proposes a system using onomatopoeia (imitative word) expressions, 
which enables people to instantly understand remote office situation without watching 
the video for a while. 

2 System Concept 

Figure 1 shows a concept of this system. The server detects office events such as 
“conversation” and “human movement (walking or desk work)” from audio and video 
signals captured by multiple microphones and cameras, and converts the office events 
to onomatopoeia texts. Onomatopoeia texts are superimposed on the office image, and 
sent to the remote office. A remote office worker can intuitively understand office 
situation by looking at the office image with onomatopoeia texts. 

Onomatopoeia is a word that imitates the source of the sound or psychological 
states or bodily feelings (e.g. “whoosh” or “pitter-patter”). The onomatopoeia is often 
used in Japanese comics to explain details of various situations such as a sense of 
tension or a mental state of character. 

By using onomatopoeia expressions, the office event such as “conversation” and 
“human movement” can be compactly expressed as just one word. Thus, people can 
instantly understand remote office situation without watching the video for a while. 
Furthermore, personal privacy is protected because details of the conversation con-
tents are not presented to the fellow worker. 

3 Onomatopoeia Conversion 

Figure 2 shows the block diagram of onomatopoeia conversion. The audio and video 
signals are analyzed to detect office events, which are then mapped to onomatopoeia 
texts in the database. 
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Fig. 2. Block diagram of onomatopoeia conversion 

3.1 Onomatopoeia Conversion for Audio Signal 

The audio signal is used for detecting “conversation” and its level. Onomatopoeia 
texts are selected based on sound volume and event type extracted from the audio 
signal. 

The sound volume is calculated by integrating amplitude energy of audio frames. 
The event type is determined by classifying audio frames based on temporal change 
of amplitude energy and shape of frequency spectrum [4]. Each audio frame is classi-
fied into “non-conversation” (silence) or “conversation,” and then the class with high-
est votes in N audio frames is selected as the event type. 

The sound volume and the event type are mapped to onomatopoeia text as depicted 
in Fig. 3. “Non-conversation” is mapped to “Shiin (describing absolute silence).” 
“Conversation” is mapped to “Hiso hiso (describing talk in a dim voice),” “Boso boso 
(describing talk in a low voice),” “Pera pera (describing fluent talk at a normal 
voice),” or “Gaya gaya (describing talk in a loud voice)” based on the sound volume 
in ascending order. These onomatopoeia texts are heuristically selected for describing 
“conversation.” 

3.2 Onomatopoeia Conversion for Video Signal 

The video signal is used for detecting “human movement (walking or desk work)” 
and its level. Onomatopoeia texts are selected based on moving direction, moving 
speed, and moving area of moving objects extracted from the video signal. 

The moving objects are detected based on motion vectors of keypoints in the video 
frames. To calculate the motion vectors between adjacent frames, the keypoints are 
detected and tracked by Harris Corner Detector and Kanade Lucas Tomasi Tracker 
[5]. The keypoints with large motion vectors are grouped as a moving object. 

The objects are tracked based on intersection ratio in adjacent frames to estimate 
the moving direction, moving speed, and moving area of moving objects. The moving  
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direction and speed are determined from magnitude and direction of motion vectors 
belonging to the objects, respectively. The moving area is a bounding rectangle in-
cluding trajectory of the moving object center. 
 
 

 

Fig. 3. Onomatopoeia mapping for the audio signal 

 

 

Fig. 4. Onomatopoeia mapping for the video signal 

 
The moving direction, moving speed, and moving area are mapped to onomato-

poeia text as depicted in Fig. 4. “Walking” or “desk work” are selected based on the 
moving direction. “Walking” is mapped to “Teku teku (describing walk at normal 
pace)” or “Suta suta (describing quick straight walk)” based on the moving speed in 
ascending order. “Desk work” is mapped to “Goso goso (describing subtle move-
ment)” or “Teki paki (describing crisp movement)” based on the moving area in as-
cending order. These onomatopoeia texts are heuristically selected for describing 
“walking” and “desk work.” 
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Fig. 5. Examples of images with onomatopoeia texts using this experiment 

4 Evaluation 

4.1 Experimental Conditions 

We evaluated an effectiveness of the onomatopoeia expressions using 18 office 
events. The events consist of nine “conversation” and nine “human movement.” Each 
event is presented to 12 subjects in two ways: a short video (4 to 13 seconds) and an 
image with onomatopoeia texts extracted from the video. The subjects compared cor-
rectness and easiness of event understanding between two ways of presentation. The 
subjects answered a score from -2 to 2 on five-levels where the higher score means 
better rating of the onomatopoeia expressions. The subjects are divided into two 
groups. We present the video and the image in a different order with respect to each 
group. 

The length of audio frame is 10 ms, and onomatopoeia texts for audio and video 
signal are superimposed on a center of the upper on the image and a position of the 
moving object, respectively. Figure 5 shows examples of the images with onomato-
poeia texts using this experiment. Onomatopoeia texts representing “conversation” or 
“human movement” are superimposed on each image. 

4.2 Results 

Figure 6 shows results of subjective experiments. Figure 6 (a) shows the voting rate 
on correctness of event understanding, and Figure 6 (b) shows the voting rate on easi-
ness of event understanding. 
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Fig. 6. Results of subjective experiments 

 

Fig. 7. System configuration of the prototype 

The average score on correctness of event understanding is -0.03, which means of-
fice events can be equally understood with both ways of presenting. According to the 
subject comments, the onomatopoeia expressions are highly evaluated because of two 
advantages: (1) detecting of small events which are hard to notice by watching the 
video, such as slight human movements and hush conversations, and (2) correctly 
finding of a place where each event occurs. On the other hand, two disadvantages of 
onomatopoeia expressions are extracted: (1) misunderstanding of office events when 
onomatopoeia texts are superimposed on wrong positions, especially conversation, 
and (2) strange feeling from mismatch between office events and onomatopoeia texts. 

The average score on easiness of event understanding is 0.45, which indicates of-
fice events can be more quickly understood by the images with onomatopoeia texts 
than the videos. The difference between both ways of presenting is statistically signif-
icant at 99% confidence level according to the t-test. The subjects favorably accept 
that the onomatopoeia expressions enable to instantly understand “walking” which 
requires a few seconds to see whole of the event. 
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Table 1. Specification of equipment for prototype system 

Audio/Video Processing Server 

HP xw6600 Workstation, Intel® Xeon® CPU E5450 @ 

3.00GHz, 3.25 GB RAM, Windows XP Professional 

Service Pack 3 

Microphone Sony ECM-C10 

Network Camera Axis 2100 

User PC 
Windows XP Professional Service Pack 3, Intel® Core™2 

Duo CPU E6850 @ 3.00GHz, 1.96 GB RAM 

 

 

Fig. 8. Office image with onomatopoeia texts Fig. 9. Scene of exhibition 

The onomatopoeia expressions are effective for intuitive understanding of office 
situation while the correctness of event understanding is comparable. To improve the 
onomatopoeia expressions, the following functions should be implemented: (1) detec-
tion of appropriate superimposing positions to prevent misunderstanding of office 
events and (2) selection of onomatopoeia texts suitable for the office events depend-
ing on user’s preference. 

5 Prototype System 

We developed a prototype of the proposed system shown in Fig. 7. This system uses 
eight microphones and two cameras to monitor approximately 16 people. The specifi-
cation of the system equipment is shown in Table 1. Onomatopoeia texts for audio 
and video signal are superimposed on a position of microphone in the office image 
and the moving object, respectively. 

Figure 8 shows an office image with onomatopoeia texts of a scene that people get 
together for a short conversation. Red texts represent “conversation” and green texts 
represent “human movement.” Onomatopoeia text such as “Suta suta (its meaning is 
shown in Fig. 4)” or “Goso goso” for describing human movements, and “Boso boso” 
for describing conversation are superimposed. The remote office worker can instanta-
neously understand that people are gathering and having a talk. 
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Teki paki
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We have exhibited this system at ultra-realistic communications forum in Japan. 
As shown in Fig. 9, the system presented the events in the conference room. In the 
exhibition, the concept of this system was favorably accepted by visitors. We also got 
comments which recommend applying the onomatopoeia expressions to entertain-
ment applications. 

6 Conclusion 

We have proposed a system for intuitive understanding of remote office situation 
using onomatopoeia expressions. This system detects office events such as "conversa-
tion" or "human movement" from audio and video signals of remote office, and con-
verts them to onomatopoeia texts. Onomatopoeia texts are superimposed on the office 
image, and sent to the remote office. By using onomatopoeia expressions, the office 
events can be compactly expressed as just one word. Thus, people can instantly un-
derstand remote office situation without watching the video for a while. Subjective 
experimental results showed that easiness of event understanding is statistically sig-
nificantly improved by the onomatopoeia expressions compared to the video at 99% 
confidence level. We have developed a prototype system with two cameras and eight 
microphones, and then have exhibited it at ultra-realistic communications forum in 
Japan. In the exhibition, the concept of this system was favorably accepted by  
visitors. 
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Abstract. The main contribution of this paper is to examine the new method of 
augmented reality from a telecommunication point of view. Then, we tried to 
present the fact that the concept of social presence is an important cue for 
developing telecommunication system based on augmented reality technology. 
The evaluation was conducted with 32 participants. According to the 
questionnaires results, the augmented reality based telecommunication system 
was better than 2 dimensional based display telecommunication system. To 
develop our concept, we should closely analyze communication patterns and 
improve our augmented reality based communication system.  

Keywords: Telecommunication, Augmented Reality, Social Presence. 

1 Introduction 

Between remotely located people, Telecommunication systems have consistently 
developed from mobile device to a networked virtual environment such as computer-
supported cooperative work (CSCW). In this context, augmented reality (AR) systems 
supplement the real world with virtual objects that appear to coexist in the same space 
as the real world [1] and create a face-to-face type of environment. However, the 
situation of optimal communication is the case of face-to-face communication in 
practice because cues of natural nonverbal communication exist [2][3]. Thus, some 
researchers presented social presence as one of the key features of the 
telecommunication that is focused on users’ social psychological properties [4-6]. 
Especially, understanding of social presence’s factors is important for supporting the 
high level of social presence in the telecommunication. 

2 Related Work 

2.1 Social Presence in Telecommunication  

Many researchers studied ways of keeping a social presence with remote person in 
telecommunication. Hauber and colleagues explored ways to combine the video of a 
remote person to best emulate face-to-face cooperation with a shared tablet display [7]. 
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They compared the values of social presence of a standard non-spatial two-
dimensional (2D) interface with four kinds of conditions, not AR. Meanwhile, the 
system was made for enhancing the social presence of telecommunication [8]. 
Although researchers proposed an AR approach, their system did not have proper 
factors of AR but merely expanded the closed 2D display. The TeleHuman three-
dimensional (3D) videoconferencing system supports 360-degrees motion parallax as 
the viewer moves around the cylinder and stereoscopic 3D display of the remote 
person with a high sense of social presence [9]. However, one-way 
telecommunication system could not lead to real communication between both of the 
users. Besides, the motion cannot solidify enough of the factor of a high sense of 
social presence for effective communication. Through related works, our vision was 
that we considered not only technology-centered thought, but also user-centered 
thought. Therefore, we made an effort to identify the factors of maximizing  
social presence for understanding the full potential of AR to telecommunication 
experience. 

2.2 Augmented Reality  

Augmented reality was defined as “a continuum of real-to-virtual environments, in 
which augmented reality is one part of the general area of mixed reality” [10]. Azuma 
specified augmented reality as augmenting the real world environment with virtual 
information by improving people’s senses and skills [1]. He also mentioned three 
common characteristics of augmented reality scenes; combination of the real and 
virtual, interactive in real time and having the scenes registered in 3D. Although these 
explanations were greatly obvious, they did not get enough attributes for defining 
effective communicating tool as AR-based telecommunication. Thus, the concept of 
augmented reality must be redefined maximizing the effect of social presence effect 
on telecommunication.  

3 The Three Factors of Social Presence 

The purpose of this study is to find the proper factors of social presence to the 
experience of AR-based telecommunication, make a prototype based on found the 
factors found and conduct empirical evaluation. That is, we make an effort to identify 
factors that enhance a sense of social presence for understanding the full potential of 
AR in the telecommunication experience. Therefore, this paper presents the new 
characteristics of AR considering the concept of social presence based on the three 
common characteristics of Azuma’s study. 

3.1 A Sense of Being Together  

AR technology supports the combination of the real environment and a virtual 
environment [1]. Towell and Towell presented an understanding of the contribution to 
presence through social interaction in other virtual environments [11]. They found an 
important factor in the user’s experience of being with others is a sense of social  
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presence. In AR-based telecommunication, users can feel a sense of being with 
another person who is in another virtual environment. 

3.2 A Sense of Spatial Co-presence  

AR has scenes registered in 3D [1]. When a person and a remote person share an 
AR’s scene, they can feel a spatial co-presence, which is one of the factors associated 
with a sense of social presence [12]. Meanwhile, conducting work with common 
interesting thing leads to a feeling of high cohesion [13]. Therefore, AR-based 
telecommunication needs common interesting things to enhance social presence.   

3.3 A Sense of Psychological Involvement as Mediated Social Presence  

AR includes properties of interaction in real time [1]. This interaction means 
psychological involvement as well as physical communication. Biocca el al. focused 
on mediated social presence, which means how much users involve themselves 
psychologically [14]. Psychological involvement is one of the core factors to obtain a 
feeling of social presence. 

4 Implementation 

Fig. 2. shows a block diagram of our system, which captures real-space images from 
an HMD camera, conducts camera pose tracking, and then registers with virtual 
objects. Specifically, in the offline camera tracking data was obtained via the 3D 
geometrical structure of a real-world environment. Then, a local reference coordinate 
was allocated on the planar object (e.g., a picture attached to the wall) in front of a 
user [15]. 

In the implementation, the virtual objects are the textured human and some objects 
in the other space that are augmented based on the local reference coordinate. To do 
this, the system in the other space detects and segments the foreground objects from 
the learned environment by using a red-green-blue depth camera (RGB-D camera), 
and then it transmits the foreground objects to the in-situ user through wired 
communication. 

The hardware used in the implementation included a bi-ocular video see-through 
HMD [16] with 800 × 600 pixel resolution. A camera attached to the HMD captured 
30 images per second with 640 × 480 pixel resolution. A RGB-D camera [17] in front 
of a user captured 30 RGB images per second with 640 × 480 pixels and 30 gray-
scale depth images per second with 320 × 240 pixels for objects within 1.2 to 3.5m. 
The computer used was equipped with an independent graphics card and a core of the 
i7 central processing unit (CPU).  
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5 Empirical Evaluation 

We designed an experiment to evaluate the suitability of three factors based on the 
concept of AR and social presence. An experiment focused on how users can feel a 
sense of social presence when they communicate spontaneously with the common 
interesting thing. Thus, participants conducted a task-based experiment on a 2D 
display-based telecommunication system [18] and the AR-based telecommunication 
system we developed, respectively. 

5.1 Participants  

The study included 32 participants. The average of age was 24.3 years old, ranging 
from 19 to 34. Every participant had experienced the telecommunication system at 
least once. Gender was balanced in the ratio between men and women (i.e., 16 men 
and 16 women). That is, there is no gender constraint in measuring social presence. 
Two participants conducted the task as a team. 

5.2 Task  

A pair of participants were assigned the roles of manipulator and facilitator. When 
they decided on their role, the manipulator sat in a chair with a puzzle plate that could 
accommodate the puzzle pieces. The facilitator sat in the chair with an image of the 
completed puzzle. These participants stayed separated in different locations. The pair 

 
 

Fig. 1. A block diagram of our AR-based telecommunication system 
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of participants put the puzzle together with free verbal and nonverbal communication. 
In the process of putting the puzzle together, the facilitator could help the manipulator 
because the facilitator had more information about the completed image. The 
manipulator could not look at the facilitator’s completed image. The participants 
experienced two kinds of telecommunication (i.e. AR and 2D video). For each team, 
the test schedules were separated by more than two weeks to prevent any learning 
effects.  

 

Fig. 2. The teleconferencing environment 

5.3 Experiment Design 

A within-subjects’ design was used. At first, the participants were given an 
explanation of our task-based experiment. They were given time to practice the 
systems (i.e. the 2D display-based telecommunication system and the AR-based 
telecommunication system) for completing a puzzle (i.e. the common interesting 
thing). Then, the participants answered questionnaires after experiencing the system, 
respectively. The degree of social presence was measured according to the results of a 
comparative analysis. 

5.4 Questionnaire Construction  

To evaluate the degree of social presence, the participants answered seven-point 
Likert scale questionnaires after each task. In the questionnaire, 1 means “strongly 
disagree” and 7 means “strongly agree”. Three kinds of social presence factors are 
addressed in a total of 12 items; a sense of being together is related to one item [11], a 
sense of spatial co-presence is related to one item [12] and a sense of psychological 
involvement is related to 10 items [14]. 
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Fig. 3. The actual experimental environment of the AR-based telecommunication: Each user 
can see his or her virtual remote partner through the video see-through HMD and thus 
communicate. (a) Manipulator stay with puzzle’s plate, (b) Manipulator’s view through HMD, 
(c) Facilitator stay with complete puzzle’s image, (d) Facilitator’s view through HMD. 

5.5 Results  

In dealing with the questionnaire results, this paper took a survey of 32 participants 
(i.e., 16 pairs) and analyzed each survey item’s reliability. For the comparative 
analysis, the questionnaire results were analyzed using a within-subjects analysis of 
variance (i.e., paired samples t-test), evaluated at an alpha level of .05. 

These results indicated that the participants felt a significantly greater sense of 
being together (p<0.05) and spatial co-presence (p<0.05) with AR-based 
telecommunication. However, there was no significant difference in a total of 10 
questions related to a sense of psychological involvement as mediated social presence 
(p=0.113).  
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Fig. 4. The graph of questionnaire results about a sense of being together and spatial  
co-presence 

 

Fig. 5. The graph of questionnaire results about a sense of psychological involvement as 
mediated social presence 

5.6 Discussion  

According to the questionnaire result, an AR-based telecommunication system could 
enable participants to feel a sense of being together and spatial co-presence. That is, 
the telecommunication with AR technology with HMD is a better way to 
communicate together like face-to-face than telecommunication with a 2D display. 
However we cannot sure that the suggested factors are the best way to conduct AR-
based telecommunication. For a better telecommunicating experience, we would 
clarify which of our factors are essential. 

0

1

2

3

4

5

6

7

being together spatial co-presence

2D

AR

Likert scales
(Point)

0

10

20

30

40

50

60

70

2D AR

Likert scales
(Point)



366 J.I. Kim et al. 

 

In the case of the factor of psychological involvement, we should analyze more 
detailed information in our experimental environment. The participant actually 
communicated together with each other in verbal and non-verbal ways. Therefore, we 
can explain the results precisely when we analyze the participants’ communication 
patterns. 

Finally, our AR-based telecommunication system requires adjustments to address 
technical issues. In conducting the usability test, we found some technical problems 
such as turning off and being suddenly unable to look at augmented people. 

6 Conclusion 

The purpose of the current study was to identify the proper factors of social presence 
in experiencing AR-based telecommunication and to confirm the effectiveness by 
conducting an empirical evaluation. We proposed three AR-based telecommunication 
factors based on previous concepts of social presence. The evaluation was conducted 
with 32 participants. According to the questionnaires results, the AR-based 
telecommunication system was better than 2D display-based telecommunication 
system in terms of feeling a sense of being together and spatial co-presence. However, 
there was no significant difference in the result for psychological involvement. 

To develop our concept, future research should closely analyze communication 
patterns. Furthermore, we should improve our AR-based telecommunication system 
to address technical and visual issues. 

The present study examined a new method of augmented reality from a 
telecommunication point of view. Then, we tried to present the fact that the concept 
of social presence is an important cue for developing telecommunication system 
based on AR technology. Additionally, conducting a well-ordered empirical 
evaluation would be helpful in designing future telecommunication system. 
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Abstract. This paper shows that many telepresence and teleoperation innova-
tions and patents actually had their precursors in fiction and that this led the 
way for technological developments. This suggests justification for those com-
panies that have invested, or are considering investing, in funding science  
fiction writers to provide future scenarios for their respective products and in-
dustries. The research leading to this conclusion has involved a search of pa-
tents, technical and scientific publications, and fictional works. The paper is 
mainly concerned with telepresence and teleoperation but aspects of virtual re-
ality are included where the technological and literary concepts are relevant. 

Keywords: Virtual reality, presence, teleoperation, science-fiction, telepresence 
history. 

1 Introduction 

For over a century fiction has speculated on a number of scenarios involving what we 
now call ‘telepresence’. Throughout the same period technologies have developed 
that allowed the practical creation of aspects of telepresence. It is normal for authors 
of fiction, and particularly science fiction, to exploit existing and emerging scientific 
developments as a basis for their stories. However this paper suggests that in some 
instances fiction not only preceded but also inspired and led scientific and technologi-
cal thinking in important aspects of telepresence and teleoperation. This is significant 
as the evidence adds credibility to the notion that close attention to science fiction by 
scientists, engineers, and commercial entities can provide vital inspiration for real 
world innovation and commercial development. For example a well-known mobile 
phone company once commissioned award winning science-fiction authors to write a 
book of short stories on the future of mobile communication [1]. This provided a 
source of possible product and application ideas as well as speculation on the social 
and cultural impact of developments. 

The fiction of most relevance is of the type where the means for the achievement 
of the technology is described, sometimes called hard science fiction. The focus is 
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therefore on technological manifestations of telepresence and teleoperation and the 
following paper examines how both fact and fiction created tributaries that led to the 
development of today’s telepresence systems. 

We can consider this topic using two time periods. Seminal fictional ideas and 
technical inventions that would lead to telepresence occurred very noticeably during 
the period 1876 to 1938. However throughout these years the means whereby the 
fictional ideas could be manifested were very vague. For telepresence itself much of 
the directly relevant activity in both fact and fiction occurred from around the middle 
of the 20th Century, including what has been arguably called the Golden Age of 
Science Fiction between 1939 and 1959, to the present time of writing in 2013. 

2 The Tributary Years 1876 to 1938 

2.1 Telephonoscopes and Nipkow Disks 

Significant audio transmission development began when Scottish born Alexander 
Graham Bell applied for his patent on the telephone “An Improvement in Telegraphy” 
in 1876 [2]. On the 24th of December 1877 Thomas Edison filed his patent application 
for an “Improvement in phonograph or speaking machines” [3]. Since we are con-
cerned here with telepresence it is interesting to see that the Scientific American of 
the 22nd of December 1877, two days before Edison’s filing, carried an article, includ-
ing an illustration of his device and stating; "It is already possible by ingenious opti-
cal contrivances to throw stereoscopic photographs of people on screens in full view 
of an audience. Add the talking phonograph to counterfeit their voices, and it would 
be difficult to carry the illusion of real presence much further” [4]. 

These factual events quickly fired imagination and, considering that moving pic-
tures were beginning to appear from a number of sources, Bell’s and Edison’s inven-
tions inspired ‘Punch’ to publish an imaginative sketch on December the 9th 1878 of a 
“Telephonoscope” in which a mother and father converse live with their daughter 
thousands of miles away using what appears to be a super widescreen television and 
audio system more advanced than today’s telepresence systems. 

With regard to the beginnings of transmitted video, by 1884 existing knowledge of 
electricity and photoconductivity was put to use by a German university student Paul 
Gottleib Nipkow who invented the Scanning Disk when only 20 years old. Although a 
working system does not appear to have been built, this disk allowed the possibility of 
live transmission of very basic, low resolution, flickering images over a distance us-
ing an electro-mechanical system [5]. Not long after this in 1888 the story “In the 
Year 2889” by Jules Verne and his son Michel Verne was published [6]. In the story a 
very basic description is given of an audio-visual system similar to what we would 
call today a videophone. 

2.2 The Vision of Wells and Contemporaries  

“The Remarkable Case of Davidson’s Eyes” [7] first published in 1895 saw H.G. 
Wells present the concept of someone sensing they were at a location remote from 
their physical body due, albeit very indirectly, to a type of technological mediation.  
Concerning Davidson, Wells says “In some unaccountable way, while he moved  
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hither and thither in London, his sight moved hither and thither in a manner that cor-
responded about this distant island”. The island was located in the Pacific Ocean on 
the other side of the world from London. This is perhaps the first description of im-
mersive telepresence. “The Crystal Egg” [8] followed two years later in which Wells 
describes a system that allows a viewer on Earth to observe moving images of Mars – 
a foretelling of today’s unmanned Martian rovers. Of course, just as with today’s 
robotic planetary explorers, a means of controlling the remote cameras would be ne-
cessary. However the first indication of how this could be achieved in practical terms 
came with a public demonstration a year later by Nikola Tesla in 1898 when he used 
“coded pulses via Hertzian waves” to radio control a model submersible boat in Mad-
ison Square Garden [9]. 

Returning to the theme of visual sensing, transmission, and display; our modern 
word television was first used by Par M. Constantin Perskyi in a paper titled “Televi-
sion Au Moyen De L’electricite”. This was presented to the 1st International Electrici-
ty Congress at the World Fair in Paris on August 25th 1900 [10]. Then in June 1908 
Nature published a letter sent by English physicist and inventor Shelford Bidwell 
which was titled “Telegraphic Photography and Electric Vision” [11]. Two weeks 
later a response by the Scottish electrical engineer Alan Archibald Campbell-Swinton 
was published and titled “Distant Electric Vision” [12]. It described how cathode ray 
tubes could be used for both acquiring an image at the transmission end and display-
ing an image at the receiving end for distant electric vision The letter said the follow-
ing; “Referring to Mr. Shelford Bidwell's illuminating communication on this subject 
published in Nature of June 4 1908, may I point out that though, as stated by Mr. 
Bidwell, it is wildly impracticable to effect even 160,000 synchronised operations per 
second by ordinary mechanical means, this part, of the problem of obtaining distant 
electric vision can probably be solved by the employment of two beams of cathode 
rays (one at the transmitting and one at the receiving station) synchronously deflected 
by the varying fields of two electromagnets placed at right angles to one another and 
energised by two alternating electric currents of widely different frequencies, so that 
the moving extremities of the two beams are caused to sweep synchronously over the 
whole of the required surfaces within the one-tenth of a second necessary to take ad-
vantage of visual persistence”. This is generally thought to have been the earliest 
description of how television could be obtained electronically at both transmission 
and reception by non electromechanical means.  

However despite Campbell-Swinton’s description the actual transmission of visual 
images did not begin until the 1920s. This occurred with the pioneering television 
work of Scottish inventor John Logie Baird using the electromechanical Nipkow Disk 
system. Baird and Day filed a patent application on the 25th of July 1923 for “A sys-
tem of transmitting views portraits and scenes by telegraphy or wireless telegraphy” 
and the patent was awarded the following year [13], forty years after Nipkow’s patent. 
Baird’s first demonstration of moving images was in what was then Selfridge’s de-
partment store in London in 1925 and this was followed by a public demonstration to 
members of the Royal Institution in 1926. Like other inventors and scientists of his 
day Baird was known to have read H.G. Wells and therefore likely that he had read 
Davidson’s Eyes and The Crystal Egg written almost thirty years earlier. 
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On December the 29th 1923 the Russian-American Vladimir K. Zworykin filed his 
patent application for a “Television System” although it was not granted until 1938 
[14]. On January the 7th 1927 the American Philo Farnsworth filed for patents for both 
a “Television System” [15] and a “Television Receiving System” [16] and was 
granted patents on them on the 26th of August 1930. Despite Baird achieving many 
television firsts with his electromechanical system, e.g. first transatlantic television 
signal in 1928 and first live television transmission of the Epsom Derby in 1931, it 
was electronic television that was eventually adopted worldwide. 

2.3 A Brave New World 

In the realm of fiction we now have, in 1932, Aldous Huxley’s utopian-dystopian 
fantasy of the future “Brave New World” [17]. Of particular relevance to the topic of 
immersive telepresence is his description of the “Feelies”. The following quotes occur 
when the two protagonists visit the “Feelie” theatre. “The scent organ was playing a 
delightfully refreshing Herbal Cappricio …..”. Then later “The house lights went 
down; fiery letters stood out solid as though self-supported in the darkness Three 
Weeks In A Helicopter. An All Super-Singing Synthetic-Talking, Coloured, Stereos-
copic Feely. With Synchronised Scent-Organ Accompaniment”. There follows a  
description of a simple but very sensual story in which, for example, “… the stereos-
copic lips came together again, and once more the facial erogenous zones of the six 
thousand spectators in the Alhambra tingled with almost intolerable galvanic plea-
sure”. The concept of stereoscopic images had been around since Wheatstone in 1838 
[18] and they had been extremely popular in the Victorian era but Huxley’s fictional 
use of olfaction and haptics as part of cinema entertainment is novel. This concept 
was to be reintroduced as a practical possibility 18 years later by Mort Heilig [19].  

As we come to the end of this first period we see the concept of full telepresence 
being introduced through the medium of an anthropomorphic telepresence robot. This 
occurs within a short story “The Robot and the Lady” written by Manly Wade Well-
man and published in Thrilling Wonder Stories in 1938 [20]. Here the protagonist 
uses a robot he has created as a surrogate to go on a date for him with a girl he has 
never met before. “My prize robot, tall, dashing would speak and act for me... I turned 
to where, on my desk, I had set up my controls. To my ears I clamped receivers, upon 
my eyes I bound the goggle like televisors that would coincide my viewpoint with 
that of the robot. A transmitter would place my voice upon those sculptured lips.” 
then “My toe pressed a switch. At once, my vision-point changed. I seemed to sit on 
the bed's edge, gazing through the robot's pupils. I touched the keys, and rose to my - 
but that was an illusion, born of years of such experiments. I remained silent, but the 
robot rose. I moved it across the floor, closed its fingers around the doorknob, and set 
it out into the hall. My hearing, vision and awareness went along with that excellent 
imitation of a young Adonis...”.  It transpires that the girl also sends a surrogate ro-
bot, but in the end, in a manner similar to what might happen today, they meet face to 
face in their real bodies and fall in love. 
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3 The Confluence Years 1939 to 2013 

3.1 Heinlein and Waldo 

“Waldo” was a science-fiction story by Robert Heinlein writing under the pseudonym 
Anson MacDonald and published in Astounding Science Fiction in August 1942 [21]. 
The story title gave us a word that came to be used as an early generic term for all 
remotely controlled manipulating arms. I can find no evidence for scientific precur-
sors to his concept of these telemanipulators, although they are loosely implied in 
earlier ‘robot’ stories like Wellman’s mentioned above. 

I suggest this is an atypical instance of a science-fiction writer coming up with a 
practical idea for technology before it was considered in any detail by scientists or 
technologists. The subject of the story is a highly intelligent individual called Waldo 
F. Jones who suffers from myaesthenia gravis. This has caused his muscles to be so 
weak he cannot comfortably live on Earth so he lives in the weightlessness of space in 
an orbiting satellite he has commissioned. He also builds master–slave manipulators, 
called primary and secondary “waldos”. The secondaries are of various sizes some of 
which have hands “the size of a man’s body” that can lift massive steel plates, and 
others are at the microscopic level for neurosurgery since he also uses small waldoes 
to create smaller ones and so on. This miniaturisation idea however was not new as 
Raymond Z. Gallun had earlier introduced the concept of microrobots building small-
er microrobots that then built smaller microrobots down to the atomic level [22]. 

At one point in the story two visitors are going to see Waldo and one of them says 
that the satellite “...must be all of twenty-five thousand miles up”. When they arrived   
“Waldo F. Jones seemed to be floating in this air at the centre of a spherical room. 
The appearance was caused by the fact that he was indeed floating in air. His house 
lay in a free orbit, with a period of just over twenty-four hours.”  Heinlein appears to 
be describing here a satellite in synchronous orbit from which he can communicate by 
radio with Earth since a geosynchronous orbit occurs at 22,236 miles. This is three 
years before the Arthur C. Clarke letter to “Wireless World” in February 1945 pro-
posing geosynchronous communication satellites [23]. However it is possible Heinle-
in could have read of the idea in an English translation of a large part of Herman  
Potocnik’s book “The Problem of Space Travel – The Rocket Motor”. In the book the 
concept of a space station is described and the height of a geostationary orbit calcu-
lated. This translation appeared as a series in the American “Science Wonder Stories” 
throughout July, August, and September 1929 [24].  

Where did Heinlein get the idea of ‘waldos’? It seems that, although it is not an ac-
tual invention since he did not describe it in sufficient detail for it to be patentable, 
this is a real inventive concept not copied from existing technology. Since in the fic-
tional story he titles his patent “Synchronous Reduplicating Pantograph” I carried out 
a patent search for real patents from before 1942 using similar type kinematic confi-
gurations. The only ones I found related to pantographs were primarily for engraving 
e.g [25]. However there are a number of patent applications relating to position con-
trollers for paint spraying guns e.g. [26, 27] and an electro-mechanical ‘Handle Con-
trol System’ [28] for control of gun movements. Although indirectly related to some 
aspects of the waldos none of these are close to Heinlein’s idea and even had he been 
aware of these patents his waldos remain apparently original in concept for the time. 
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Subsequent to “Waldo” however, and due to the work in the emerging nuclear in-
dustry, remote handling became much more of a practical necessity. From the mid 
1940s the need to remotely handle radioactive materials in the nuclear industry led to 
the development of mechanical telemanipulators in places like the Argonne National 
Laboratories in the USA. These devices had bilateral control and by the 1950s elec-
tro-mechanical telemanipulators were in operation incorporating servo-control and 
force feedback [29]. This meant that the link between the user and the end effector of 
the manipulator could be a direct mechanical, electrical, or hydraulic connection. 
Goertz, one of the inventors in the previously mentioned Handle Control System, is 
prominent in the development of this equipment. His name appears on many relevant 
patents originally filed between the early 1940s and early 1960s. The early patents are 
related to control methods e.g. electro-mechanical [30] and electro-hydraulic [31], 
with the later ones relating to full handling systems e.g. [32].  

A significant first occurred in 1943, this was the filing of a patent for a head 
mounted display [33]. This was by Henry J. De N. McCollum for a “Stereoscopic 
Television Apparatus” incorporating two miniature cathode ray tubes attached to the 
front of a pair of lenses held in a spectacle frame. 

3.2 Virtual Worlds and Distant Worlds 

As the second half of the twentieth century begins we find that much of the technol-
ogy required at the ‘home site’ of a telepresence system is common to that of ‘virtual 
reality’ where the goal is to feel immersed in an artificial environment - in 
telepresence the display shows the real world whereas in VR it shows a computer 
generated world. The practice of creating a simulated immersive environment for 
entertainment has been around since the early 19th Century in the form of cycloramas 
and the like, an interesting survey of these early simulations can be found in [34] 
However a leap forward in this concept appeared in Ray Bradbury’s short story “The 
Veldt” which was published in the Saturday Evening Post in 1950 and subsequently 
included in his collection “The Illustrated Man” in 1951 [35]. In this story a nursery is 
described which anticipates the factual CAVE like environments of today although 
the nursery in Bradbury’s story is much more sophisticated as it creates an artificial 
environment directly from the thoughts of its users. The children in the story had 
imagined an African scene that worried their parents, as the parents enter the room 
Bradbury writes: “The walls were blank and two-dimensional. Now as George and 
Lydia Handley stood in the centre of the room, the walls began to purr and recede into 
crystalline distance, it seemed, and presently an African Veldt appeared, in three di-
mensions, on all sides, in colour, reproduced to the final pebble and bit of straw. The 
ceiling above them became a deep sky with a hot yellow sun”. And then: “Now the 
hidden odorophonics were beginning to blow a wind of odour at the two people in  
the middle of the baked veldtland…”  

Then in 1952 in a short story titled “Bridge” the science-fiction author James Blish 
[36] describes a construction engineer carrying out work in the tempestuous and hos-
tile atmosphere of Jupiter as though he is there, while in reality he is physically pre-
sent on a satellite – “Jupiter V”. His vicarious presence on Jupiter is achieved through 
technological mediation that includes the use of a head mounted display. Today, over 
six decades later, we would call this worker’s experience telepresence. This is a short 
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passage from the beginning of the story when the worker is just completing a spell of 
driving a squat “beetle” vehicle along the ice-bridge that is being built in an environ-
ment of howling storms and crushing pressures. 

“In the momentary glare, however, he saw something – an upward twisting of 
shadows, patterned but obviously unfinished, fluttering in silhouette against the hy-
drogen cataract’s lurid light. The end of the Bridge. Wrecked. Helmuth grunted invol-
untarily and backed the beetle away. The flare dimmed; the light poured down the sky 
and fell away into the raging sea below. The scanner clucked with satisfaction as the 
beetle recrossed the line into Zone 113. He turned the body of the vehicle 1800, pre-
senting its back to the dying torrent. There was nothing further he could do at the 
moment on the Bridge. He scanned his control board – a ghost image of which was 
cast across the scene on the Bridge – for the blue button marked Garage, punched it 
savagely, and tore off his helmet. Obediently the Bridge vanished.” Then a few lines 
later: “The abrupt transition from the storm-ravaged deck of the Bridge to the quiet, 
placid air of the control shack on Jupiter V was always a shock. He had never been 
able to anticipate it, let alone become accustomed to it; it was worse each time, not 
better. He put the helmet down carefully in front of him and got up, moving carefully 
upon shaky legs; feeling implicit in his own body the enormous pressures and weights 
his guiding intelligence had just quitted.”  

Thus as well as a Jovian telepresence robot being suggested, we also have a head 
mounted display (HMD), augmented reality, and immersion withdrawal symptoms 
[37] all described almost a decade before the first physical HMD. I say this because I 
have found no evidence of the previously noted McCollum patent of 1943 actually 
being built. However a rapid succession of real world HMDs now appear. In 1957 
Morton L Heilig filed a patent for a “Stereoscopic–Television Apparatus for Individ-
ual Use” and this was granted in Oct 4th 1960 [38]. In the 10th of November 1961 
edition of Electronics a report was presented on C P Comeau’s and J S Bryan’s Head-
sight television system for the Philco Corporation [39]. And finally, for displaying 
computer generated rather than televised images, we have Ivan Sutherland’s 1968 
paper in which he describes the development of “A head-mounted three dimensional 
display”. This included hardware and software development to create an immersive 
experience for the user although at this time miniature CRTs still had to be used [40]. 

Today the concept of being able to immerse ourselves in computer generated envi-
ronments to the extent that these virtual world appear real has long been in science 
fiction and popular culture from previously noted The Veldt in 1951, to Counterfeit 
World in 1965 [41] to Neuromancer in 1984 [42] to Snow Crash in 1992 [43] to the 
Matrix film in 1999, and now is quite common in books, films, and television dramas. 
However the ability to immerse ourselves in the real world at a remote location has 
not been so popular even although the concept appeared in fiction before ‘virtual real-
ity’. We have already noted the examples of telepresence from 1938 and 1952 and 
more recent examples would be in the graphic novel series “The Surrogates” [44] 
adapted as the 2009 film of the same name where the population in many cities live 
their lives through telepresence robots that are attractive perfected versions of their 
own bodies, similar to Wellman’s story of seven decades earlier. 

In the early stories it is interesting to note the use of each author’s own terminol-
ogy to describe their imagined technologies. In The Robot and the Lady we find 
“goggle like televisors”, in Brave New world “feelies”, in The Veldt “odorophonics”, 
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and in Bridge  “ultraphone “eyes”. Therefore although Persky’s term television had 
been widely adopted half a century after it had been first introduced, other terminol-
ogy useful to telepresence was still being developed. For example the term teleopera-
tion was not used until 1966 by E.G. Johnsen [45], and the word “telepresence” was 
first observed in print when used by Marvin Minsky in an essay for OMNI magazine 
in June 1980 [46].  

4 Conclusion – Transparent Telepresence 

Today we have many elements developed but not yet what I term a ‘transparent 
telepresence’ system where the user experiences full presence in the remote environ-
ment [47, 48]. However there are two relevant contemporary manifestations of earlier 
mentioned science fiction stories. The first is the teleoperation from a space station of 
a robot on Earth, as in the previously noted Heinlein story Waldo. This was reported 
in November 2012 [49] when a small robot on Earth was driven from the Interna-
tional Space Station. However in this NASA European Space Agency collaboration a 
laptop was used in the space station rather than a master arm. Secondly, extrapolating 
from the aforementioned 1938 Wellman story to the 2009 motion picture ‘Avatar’ we 
can imagine being fully immersed and in control of a surrogate body. One of the most 
relevant current research projects that approaches this ideal is the European Integrated 
Project VERE (Virtual Embodiment and Robotic Re-Embodiment) [50]. Some as-
pects of this attempt not only aural and visual telepresence within, but also mind con-
trol of a remote robot. This multi-million euro project began in June 2010 and will run 
for 60 months until 2015. 
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Abstract. In this study, in order to realize high presence communication with 
the astronaut who is staying on the ISS, the experiment on remote 
communication using the technologies of 2D/3D conversion, immersive dome 
display, and sharing space among multiple sites were conducted. In this case, 
biological information such as electrocardiogram, thermal image, and eye 
movement were measured to evaluate the sense of presence, and the tendency 
that the user felt the high presence sensation when experiencing the high 
resolution three-dimensional stereo image. From these results, we can 
understand that high presence communication between the earth and the ISS 
was realized. 

Keywords: Tele-immersion, High Presence Sensation, Biological Information, 
2D/3D Conversion, International Space Station. 

1 Introduction 

Recently, outer space has become not only the space that is flown through by the 
rocket or space shuttle but also habitation space where human can stay for a long 
time, according to the development of ISS (International Space Station) [1]. 
Therefore, it is one of the important demands to realize high presence communication 
between the human who is on the earth and the astronaut who is staying on the space 
station. In order to solve such a demand, the researches about the high presence 
communication using the virtual reality or tele-immersion technologies are expected 
to be an effective approach. 

In November, 2012, the authors got an opportunity to perform a communication 
event with the ISS, and we conducted an experiment on high presence communication 
between the earth and the ISS in this event. In the communication event, seven sites 
were connected to the ISS simultaneously, and the graduate students and the 
elementary and junior high school students asked questions from Keio University to 
astronaut Akihiko Hoshide staying on the ISS. In this event, in order to realize high 
presence communication, we applied several technologies such as high resolution 3D 
image, immersive dome display, and sharing space among multiple sites. This paper 
describes the experiment about the high presence communication between the earth 
and the ISS that was conducted in this event. 
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2 High Presence Communication 

In the communication event with the ISS, the image sent from the ISS was received at 
several sites simultaneously and it was shared among all sites while performing each 
event respectively. 

As a conversation place where the students talk to the astronaut on the ISS, CDF 
(Concurrent Design Facility) room in Keio University was used [2], where the 
symposium entitled "Information Technology and Space Age" was performed. In 
addition, extension lecture about space engineering was held in the main hall in the 
same building as the CDF room, and the events for children were held at citizen halls 
in Setagaya-ku and Minamisanriku-cho. The video image transmitted from the ISS 
was once received in the CDF room, and it was distributed to other sites. Moreover, 
the air dome display that was built temporarily in Keio University, and the conference 
rooms at the University of Tokyo and Kyoto University were also connected to the 
CDF room through the network, and the video image edited in the CDF room was 
distributed to each site. 

In this study, the experiment was conducted for the purpose of realizing high 
presence communication between the earth and the ISS. Although various systems 
that use stereo image, high resolution image, or large screen image have been 
developed to represent or transmit high presence sensation, the equipment that can be 
used in the current ISS is restricted. Therefore, in this experiment, we gave up 
realizing high presence mutual communication and aimed at generating high presence 
sensation only at the earth side. 

As the concrete methods about the high presence communication, the following 
technologies were applied; 

1. 2D/3D conversion 
2. Immersive dome display 
3. Sharing space among multiple sites. 

3 Network System 

Figure 1 shows the construction of the network system that was built in this 
experiment. Though the network for the image transmission from the ISS to NASA 
and JAXA (Japan Aerospace Exploration Agency) is always secured and monitored, 
the network to other places must be constructed by ourselves. In this experiment, the 
network environment in which the communication image that is transmitted from the 
ISS to JAXA Tsukuba Space Center can be sent to Keio University through SINET 
(Science Information Network) or Tsukuba WAN was constructed. Since the 
communication load in SINET changes depending on the period of time, another path 
of the network using Tsukuba WAN and JGN-X (Japan Gigabit Network eXtreme) 
was prepared for backup. These networks were connected to the CDF room in Keio 
University through WIDE (Widely Integrated Distributed Environment) network. 
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Fig. 1. Network construction of the remote communication between the earth and ISS 

As for the method of the image transmission, IP transmission equipment, video 
conferencing system, IP TV phone, and video streaming service were used for 
different purposes. Since the image that was transmitted from JAXA Tsukuba Space 
Center to the CDF room at Keio University was used for the conversation between the 
earth and the ISS directly as well as for the shared image among all sites, T-VIPS 
TVG-430 of the IP transmission equipment based on JPEG2000 format was used in 
consideration of the image quality and real-time processing.  

The video image received at the CDF room was then distributed to other sites. 
Since the main hall and the air dome were placed in the same building as the CDF 
room, the video image was transmitted from the CDF to two sites using the coaxial 
cable via a distributor. In addition, the video images were distributed mutually among 
three sites of the CDF room, the University of Tokyo, and Kyoto University using a 
multi-point HD video conference connection server Polycom RMX2000. At the 
citizen hall in Setagaya-ku, HD video conferencing system Polycom HDX8005 was 
used independently, in order to exchange the images mutually between the CDF room 
and the citizen hall and to use the image of the other site in each event. Though the 
image of the ISS was transmitted from the CDF room to the citizen hall in 
Minamisanriku-cho using the H.264 format by the IP transmission equipment Fujitsu 
IP900, the image captured at Minamisanriku-cho was sent to the CDF room using 
Skype of IP TV phone to transmit only the atmosphere of the hall. 

Moreover, the video images of the events held in the CDF room and main hall at 
Keio University were broadcasted on the Internet using Ustream video streaming 
service. The video image captured at the air dome in Keio University was broadcasted 
using the iPhone Ustream, and this image was also used for the communication 
between the dome display and the other sites. Namely, in this system, the images were 
transmitted using the appropriate methods in consideration of the network bandwidth, 
time delay, the usability of the communication equipment, and so on.  
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4 Communication Using 3D Image  

First, in this study, in order to realize high presence communication, high resolution 
3D image was used in the CDF room. Since a stereo camera cannot be installed in the 
ISS, 2D/3D conversion technology was applied to the transmitted monocular HD 
image in real time and the three-dimensional stereo image was generated. The 
communication time given by JAXA was about 20 minutes, and data relay satellite 
was switched in the middle of the communication. Therefore, the transmitted two-
dimensional video image was displayed without conversion for 10 minutes of the first 
half, and the converted three-dimensional video image was displayed for 10 minutes 
of the second half. The image processor SONY MPE-200 was used for 2D/3D 
conversion, and the generated three-dimensional stereo image was projected onto the 
180-inch screen using the stacked 4K projectors of SONY SRX-S110 through the 
polarizing filter. 
 

 
                                                  ©JAXA 

Fig. 2. Conversation between student and astronaut in ISS using 3D image 

In general, in the method of 2D/3D conversion, three-dimensional scene is 
constructed by recognizing objects in the monocular image and adding the 
information of binocular parallax to each object. In this case, the added information of 
the binocular parallax is not necessarily accurate, because it is generated 
automatically according to the conversion algorithms such as the focal point analysis. 
In this experiment, since the full-scale model of Japanese experiment module "Kibo" 
in the ISS exists in JAXA Tsukuba Space Center, it was possible to measure the size 
of the model and to adjust the value of the binocular parallax so that the image can be 
represented as real scale. In this case, the parameters for binocular parallax were 
adjusted using the video image that was recorded in the previous event, so that the 
image of the inner space of "Kibo" was represented as three-dimensional real scale  
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image. However, the image of astronaut Hoshide that was generated in the real-time 
communication was represented as larger size, because the positions of the astronaut 
and the video camera in the actual communication were unknown. Figure 2 shows the 
three-dimensional stereo image of astronaut Hoshide that was projected onto the 180-
inch screen. In the CDF room, the graduate students and the elementary and junior 
high school students talked with astronaut Hoshide while looking at the three-
dimensional stereo image. 

The purpose of this experiment includes the evaluation of the high presence 
sensation that was represented in the remote communication as well as the realization 
of the real-time communication between the earth and the ISS. However, the 
questions of “What is the high presence sensation?” and “How the high presence 
sensation can be measured?” are not clearly defined. In order to solve this problem, 
we have examined the method of evaluating the high presence sensation based on the 
measurement of biological information. From the past research, we have found that 
when the persons are experiencing high presence images, the value of RRV (variance 
of R-R intervals) measured by electrocardiograph becomes lower [3], the nose 
temperature measured by thermal camera does not fall [4], and the view point 
measured by eye tracker moves frequently. This means that when the person is 
experiencing the high presence sensation, he is concentrating his attention, feeling 
few mental stresses, and interested in a lot of objects. 

In this experiment, we measured the electrocardiogram, the thermal image, and the 
eye movement of the subject who was sitting on the center seat of the front row in 
order to evaluate the presence felt by the subject, and compared the sensation when he 
was seeing the two-dimensional image and three-dimensional image of the astronaut.  

Figure 3 shows the change in the value of RRV. Though the average of RRV was 
0.715 (10-3sec2) when seeing the two-dimensional image, it was 0.657 (10-3sec2) when 
seeing the three-dimensional image, and there was significant difference between 
them. Figure 4 shows the change in the nose temperature and forehead temperature. 
The average of the difference between nose temperature and forehead temperature 
was 0.276 (degrees) and 0.141 (degrees) when seeing the two-dimensional image and 
three-dimensional image, respectively. And there was significant difference between 
them. As for the eye movement, the frequency of view point movement was 1.064 
(times per second) and 1.147 (times per second) when seeing the two-dimensional 
image and three-dimensional image, respectively. And there was a tendency that the 
view point moves a little frequently when seeing the three-dimensional image. From 
these results, we can recognize that when the subject was experiencing the three-
dimensional image of astronaut Hoshide, the value of RRV became low, the nose 
temperature did not fall, and view point moved frequently. Namely we can understand 
that the subject experienced the high presence communication with the astronaut 
Hoshide by using the high resolution three-dimensional stereo image. 
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Moreover, as subjective evaluation, we conducted a questionnaire survey to the 
participants in the communication event performed in the CDF room. In the 
questionnaire, the questions about the communication using the two-dimensional 
image and the three-dimensional image shown in Table 1 were asked. Participants 
were asked to answer each question using five-grade system such as "agree (+2), 
somewhat agree (+1), neither agree nor disagree (0), somewhat disagree (-1), disagree 
(-2)". In the table, the average values and standard deviations of 38 persons who 
answered the questionnaire and the results of t-test for each question are shown. From 
the result, we can see that there is significant difference in the questions of "I felt that 
astronaut was talking to me" and "I felt that I was in the same space with astronaut". 
Therefore, we can understand that the high presence sensation was represented by 
using the high resolution three-dimensional image from the subjective evaluation. 

Table 1. Result of questionnaire about 2D and 3D image 

question 3D image 2D image t-test 

I felt three-dimensional sensation. 1.16 -0.34 P=0.000 
I concentrated attention. 1.21 0.71 P=0.026 
I felt excited. 0.89 0.21 P=0.047 
I felt tired. -0.34 -0.92 P=0.029 
I felt that astronaut was talking to me. 0.63 -0.08 P=0.007 
I felt that I was in the same space with astronaut. 0.58 -0.13 P=0.006 

(-2) disagree -- (0) -- agree (+2) 

5 Immersive Dome Display 

Next, the immersive dome display was used to represent the high presence sensation. 
In the dome environment, it is known that the user can experience immersive 
sensation from the frameless image with wide field of view. In addition, it is also 
known that the user can feel three-dimensional sensation from the monocular image 
with wide field of view without wearing 3D glasses [5]. In particular, in the content of 
the remote communication with the ISS, we can expect the effect that the 
planetarium-like environment of the dome display reinforces the sense of presence by 
making the user imagine the space. 

In this experiment, the air dome system of CUBEX Dome with 5 meters in 
diameter was built temporarily in the same building as the CDF room. In this system, 
the image was projected onto the dome screen by using one projector to which 180 
degrees fish-eye lens was attached. Though, in general, the image projected by the 
fish-eye projector contains large distortion, in this system, the transmitted image was 
directly projected onto the screen without correcting the distortion, because the 
distortion based on the fish-eye lens was reduced by the shape of the dome screen. 

Figure 5 shows the appearance of the air dome system that was installed in this 
experiment and figure 6 shows the image of astronaut Hoshide that was projected 
onto the dome screen. Though the number of users who can experience the air dome 
simultaneously was about ten, the comments such as "The immersion felt in the dome 
display was suitable for the representation of the space." and "The size of the  
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dome display was suitable to represent the image of the astronaut with high presence 
sensation." were gotten from the users. From these comments, we can see that the 
user experienced the high presence image effectively in the dome environment. 
Although we planned to use the large-scale planetarium at the beginning, it is thought 
that this air dome was a suitable size to represent the internal scene of the ISS. 

 

Fig. 5. Air dome with 5 meters in diameter built in the building  

 
                                                                      ©JAXA 

Fig. 6. Image of astronaut Hoshide projected onto the dome screen 

6 Sharing Space among Multiple Sites 

This communication event was performed by connecting seven sites, such as the CDF 
room, the main hall, and the air dome in Keio University, the citizen halls in 
Setagaya-ku and Minamisanriku-cho, and the conference rooms in the University of 
Tokyo and Kyoto University through the network. Though the several events of the 
symposium, the extension lecture, and the quiz were performed in the CDF room,  
 



386 T. Ogi, Y. Tateyama, and Y. Kubota 

 

main hall at Keio University, and the citizen halls in Setagaya-ku and Minamisanriku-
cho respectively, whole event was also constructed in all sites by sharing information 
based on the image transmission. In particular, the sensation of sharing space was 
generated by displaying the same image at all sites while performing the 
communication between the earth and the ISS. 

We can say that the participants experienced a kind of parallel reality that consisted 
of several sites including the ISS. Parallel reality is a concept in which the user can 
experience several real worlds simultaneously by using various kinds of image 
transmission technologies. In this experiment, space sharing among multiple sites was 
realized by using various image transmission technologies such as IP transmission 
equipment, video conferencing system, IP TV phone, and video streaming service.  

Particularly, since the CDF room that was used for the conversation with the ISS 
consists of 180-inch 4K3D screen and two 108-inch LCD monitors placed at both 
sides, three-dimensional stereo image and other two kinds of images can be displayed 
at the same time. Moreover, since the 4K screen can display four divided high 
definition images, it can be used as multi-display environment where a total of six 
kinds of images can be displayed. Figure 7 shows that the users were experiencing the 
events of multiple sites simultaneously by looking at the images that were sent from 
other sites. 

In this experiment, the participants in each hall were able to experience the events 
in other halls simultaneously by connecting each site mutually based on the image 
transmission, and the sensation of sharing space among multiple sites was generated. 
Namely, we can understand that this experimental event generated the consciousness 
of being experiencing one of the real worlds that includes the space environment for 
many participants. 

 

Fig. 7. Experience of sharing space using multi-display environment 

7 Conclusions 

In this study, the experiment on high presence communication between the earth and 
the ISS was conducted. In the experiment, the technologies of 2D/3D conversion, 
immersive dome display, and sharing space among multiple sites were applied to 
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realize the high presence communication. In particular, in the experiment of 2D/3D 
conversion, the sensation of the presence felt by the user was verified based on the 
measurement of the biological information. 

Although each technology of the image transmission used in this experiment was 
completed technology, it was not easy to use them simultaneously and manage the 
whole system, and some small troubles such as the interruption of the sound happened 
in the communication event. Future work will include acquiring more experiences of 
the communication experiment and establishing the technology that can be used more 
easily even in the space station. 
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Abstract. Combat Profiling involves observation of humans and the 
environment to identify behavioral anomalies signifying the presence of a 
potential threat. Desires to expand accessibility to Combat Profiling training 
motivate the training community to investigate Virtual Environments (VEs). 
VE design recommendations will benefit efforts to translate Combat Profiling 
training methods to virtual platforms. Visual aspects of virtual environments 
may significantly impact observational and perceptual training objectives. This 
experiment compared the effects of high and low fidelity virtual characters for 
biometric cue detection training on participant performance and perceptions. 
Results suggest that high fidelity virtual characters promote positive training 
perceptions and self-efficacy, but do not significantly impact overall 
performance. 

Keywords: Biometric Cue Detection, Visual Fidelity, Virtual Training. 

1 Introduction 

Combat Profiling training provides Warfighters with a valuable observational and 
decision-making skill set for dominating within the ever-changing irregular warfare 
environment. The U.S. Marines’ Combat Hunter program provides Combat Profiling 
instruction, which trains Warfighters to observe the human terrain and establish a 
baseline for behavior along six domains including: atmospherics, biometrics, 
geographics, heuristics, kinesics, and proxemics [1]. Behavioral anomalies are 
analyzed to determine if a potential threat requiring further action is present. Combat 
Profiling skills equip Warfighters to be preemptive, rather than reactive, in their 
detection and mitigation of threats [2]. The apparent value of Combat Profiling has 
increased desires to expand the accessibility of training. Current research and 
development efforts are making strides toward cost-effective Combat Profiling 
training solutions including virtual simulation. 

Design factors related to visual aspects in the Virtual Environment (VE) (e.g., 
graphics, visual fidelity, textures, 3D modeling, etc.) may significantly impact visual 
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design requirements related to observational and perceptual training objectives in the 
Combat Profiling domain. This research aimed to identify an acceptable level of 
visual fidelity to elicit positive trainee perceptions and increased performance with 
virtual Combat Profiling applications. 

Visual fidelity refers to the visual similarity of a representation to the original and 
the ability of that representation to communicate the intended concept [3]. In 
graphics-based computer applications, such as interactive VEs, users may quickly 
compare a current image to one previously presented, but will rarely attend to direct 
comparison of visuals [3]. This implies that users distinguish a visual element and 
interpret its significance for the current state of the system (e.g., application, 
simulation, or scenario) based on its similarity to the target representation and 
intended meaning. This also suggests that user perception of visuals play a role in the 
discrimination and interpretation of these images. 

Combat Profiling skills are predominantly observational and perceptual. For 
example, trainees receive instruction on how to identify potential threats by observing 
various cues that may indicate a target’s intent or emotional state. Therefore, in a 
virtual Combat Profiling training setting, inability to portray the intended cue and 
meaning may result in negative training and poor performance. When depicting 
domain relevant human emotions in virtual characters, evoking accurate user 
perceptions of the intended emotion is a critical design implication. Users perceive 
emotions differently depending on the character features available to represent 
emotions [4]. Communicative cues used in human-to-human contact appear to 
translate into interactions between humans and virtual characters [5]. Therefore, users 
may better interpret intended emotions in characters designed with more human-like 
features and expression capabilities [4], [6]. Some facial features and behaviors that 
affect perceptions of emotion include: wrinkling, blushing, sweating, and tears [4-7]. 

Each domain of Combat Profiling likely varies in visual requirements for virtual 
training; therefore, research is needed to investigate the dynamics of each domain 
separately. This research initiative addresses the biometrics domain. The biometrics 
domain involves involuntary behaviors exhibited by the body during various 
emotional states. Examples include: sweating, flushing, blushing, pallor, visible veins, 
and heart rate [8]. The scope of this research focuses on two biometric cues addressed 
in current Combat Profiling training—facial sweat and facial flushing. In Combat 
Profiling training, trainees are taught the significance of these cues and how to 
distinguish them when attempting to identify potential threats among the human 
terrain.  

Sweat is the moisture secreted by the sweat glands of the skin. There are two types 
of sweat: thermal and emotional [7]. Within Combat Profiling, the focus is on 
emotional sweating. Emotional sweating is caused by nervousness and anxiety or an 
intense emotional state, such as anger or rage [7-11]. Threatening individuals may 
exhibit signs of emotional sweat if they are nervous about being caught, have anxiety 
about completing their attack, or are experiencing anger, hatred, or rage toward an 
adversary [8], [11]. Emotional sweating is also evident in non-threatening individuals 
that may be in distress. Distressed individuals may exhibit signs of emotional sweat if 
they are nervous or anxious around other individuals who pose a potential danger 
[11]. Visible sweat caused by emotion often appears as a collection of droplets or as a 
sheen on the forehead, upper lip, nose, and/or cheeks [5], [7].  
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Flushing is the reddening of the face, neck, chest, and ears and may appear when 
individuals feel shyness, shame, anger, embarrassment, rage, anxiety, distress, or are 
performing deceptive acts [10-11]. For Combat Profiling, the focus is on flushing 
caused by anger, rage, deceptive behavior, anxiety, or distress [8]. Threatening 
individuals may exhibit signs of flushing if they are attempting to commit deceptive 
acts or experiencing anger or rage. Non-threatening individuals may exhibit signs of 
flushing if they are anxious or distressed in the presence of others who may pose a 
danger [11]. Flushing caused by anger, rage, deceptive behavior, anxiety, and distress 
often appears as redness on the forehead, nose, cheeks, ears, neck, and/or chest [10]. 

The purpose of this research was to investigate participant perceptions of biometric 
cues in a VE. Results will have implications on the design of visual elements for 
modeling biometric cues in virtual Combat Profiling training. Specifically, this 
experiment targets visual fidelity of virtual characters used to model sweating and 
flushing cues. Visual fidelity was varied by manipulating the polygon count of the virtual 
models, a method consistent with previous visual fidelity research [3]. A high polygon 
count was considered the high fidelity condition and a low polygon count distinguished 
the low fidelity condition. The flushing and sweat cues were modeled on the virtual 
characters faces using shaders and texture mapping tools in Autodesk’s 3ds_Max 
software.   

This experiment compared participants’ perceptions of the realism and effectiveness 
of high versus low fidelity virtual characters for biometric cue detection training. 
Performance measures were collected to compare participants’ abilities to identify the 
biometric cues in the high versus low fidelity virtual characters. It is hypothesized that 
there is a difference in participant’s perception of high fidelity virtual characters than low 
fidelity characters. Additionally, there is a difference in  performance in scenarios using 
high fidelity virtual characters than low fidelity characters. As experience and previous 
research indicate, the modeling of realistic facial flushing cues is easier to accomplish 
than modeling realistic sweat cues [6]. Therefore, it is also hypothesized that participants 
will have higher performance measures in scenarios containing only targets exhibiting 
the flushing cue versus scenarios with only sweat cues. Additionally, performance self-
assessment and emotional intelligence measures were collected to determine if these 
individual differences were predictors of scenario performance. 

2 Method 

2.1 Participants 

Sixty-six undergraduate students from the University of Central Florida were 
recruited for participation. Participants were U.S. Citizens and at least 18 years of age. 
Participants received class credit upon completion of the experiment. The sample 
population was selected as their skills and abilities reflect those of novice soldiers and 
can be used as a baseline for data collection [12]. 

2.2 Measures 

Measurement instruments for this experiment included a series of subjective 
questionnaires, and performance logging during experimental scenarios. The 
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demographics questionnaire included questions pertaining to general biographical 
information (i.e., age, gender), military experience, video-game experience, and 
computer competence. The Trait Emotional Intelligence Questionnaire-Short Form 
(TEIQue-SF) consisted of 30 self-report items measuring emotional intelligence 
across emotional intelligence subscales including: well-being, self-control, 
emotionality, and sociability [13]. The Performance Self-Assessment Questionnaire 
(PSAQ) is designed for the participant to judge their performance based on nine task-
related questions. This measure was used as an indicator of self-efficacy in the 
analysis. The Training Perception Questionnaire (TPQ) gauged the participant’s 
awareness, understanding, and perception of the virtual characters displayed, using a 
ten question multiple choice format.  

2.3 Discrimination Task 

The discrimination task involved identifying virtual characters that display the 
specified biometric cue (i.e., sweat or flushing) within the simulation platform. The 
platform utilized was the Mixed Initiative eXperimental (MIX) testbed [14]. The VE 
gave a first-person perspective of a patrol route in a desert village (Figure 1). The 
display of sweating, flushing or neutral cues on characters was randomized within 
three separate scenarios including: sweat only, flushing only, or a combination. The 
participant was tasked with identifying which characters displayed the sweat or 
flushing cue in either the high or low fidelity condition. Accuracy was determined as 
the number of biometric cues detected correctly out of the total cues present within 
the scenario. 

 

Fig. 1. Participant view within the MIX testbed 

For each scenario, there were two visual fidelity conditions: low and high. The 
virtual characters used in this experiment were procured from a third party vendor. 
The initial state of each model was considered the high fidelity version. These 
original models were imported into Autodesk’s 3dsMax, a commercial-off-the-shelf 
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3D graphics software application, and modified to create the low fidelity versions 
using the optimization filter. The optimization filter is a feature used to modify the 
polygon count, or number of polygonal faces, of a model. Designers adjust the 
polygon count of characters in VEs in order to optimize processing speeds. However, 
this may be detrimental to visual fidelity as users may misidentify cues and features 
due to changes in the polygon count. 

 

Fig. 2. High and low fidelity models of virtual flushing and sweat cues 

For experimental purposes, the optimization settings for the original, high-polygon 
models (i.e., high fidelity) were set to ten and edited to five for the low-polygon 
versions (i.e., low fidelity). Figure 2 provides an example of one civilian model used 
to exhibit the sweat and flushing cues in the high and low fidelity conditions. 
Scenarios included models depicting male and female civilians, foreign military, and 
U.S. military. The number of polygonal faces varied depending on the details of each 
model including: skin texture, size of facial features, and the presence of adornments 
(e.g., hats, helmets, and scarves). Table 1 lists the range of polygonal faces of each 
character type. 

Table 1. Virtual character polygon ranges 

Character Type Low Fidelity High Fidelity 

Female Civilian 2300-2500 polygons 3200-3800 polygons 

Male Civilian 2100-3200 polygons 3400-4300 polygons 

Foreign Military 5300-6000 polygons 7100-7400 polygons 

U.S. Military 5400-8700 polygons 7900-11,000 polygons 

2.4 Procedure 

Upon arrival, the participant was asked to read the informed consent, which also 
served as a debriefing form at the end of the session. The participant was randomly 
assigned to a high or low fidelity condition. After reading the consent form, the 
instructions were to complete the demographics questionnaire and the TEIQue-SF. 
After questionnaire completion, the participant read a task training slide presentation.  
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Following the task training presentation, the participant completed three, 
randomized scenarios. For consistency, each participant was positioned 30 inches 
from the monitor, which was established as a comfortable viewing distance during 
pilot experimentation. Scenario duration was approximately 20 minutes each. After 
each scenario, the participant completed a PSAQ and TPQ. The participant was given 
a five minute break between the first and second scenario. At the end of the final 
scenario and questionnaires, the participant was debriefed and dismissed. 

3 Results 

An independent samples t-test was conducted to compare the TPQ ratings for high 
and low fidelity conditions (Table 2). There was a significant difference in TPQ 
scores for high fidelity and low fidelity conditions in the flushing scenario and 
combination scenarios with the high fidelity condition yielding higher ratings. 
Although the difference in TPQ scores was not significant for the sweat scenario 
(p=.056), the descriptive statistics were consistent with results from the flushing and 
combination scenarios. Overall, the results suggest that individual’s perception in the 
high fidelity condition were consistent with viewing high polygon models. Individuals 
in the low fidelity condition rated realism less certain and accurate. 

Table 2. Training Perception Quesstionnaire (TPQ) independent samples t-test results 

 High Fidelity Low Fidelity 
t p 

95% Confidence 
Interval 

 M SD M SD Lower Upper 
Flushing 2.94 .39 2.67 .48 (55)=2.48 .016 .056 .482 

Sweat 2.90 .41 2.69 .48 (58)=1.95 .056 -.002 .434 
Combo 2.93 .38 2.67 .40 (61)=2.68 .010 .067 .454 

There was no significant difference between high and low fidelity conditions in 
PSAQ ratings for all three scenarios. Additionally, the performance scores (i.e., 
accuracy) revealed no significant difference between the high and low fidelity 
conditions. The percentage of correctly identified cues when compared to the total 
number of targets presented showed no significant difference between high and low 
conditions for all scenarios.  

A multiple linear regression analysis was conducted to test if the PSAQ scores 
significantly predict the percentage of correctly identified cues. The results of the 
regression indicated that the PSAQ of the flushing scenario explained 15% of the 
variance in the flushing scenario; R²=.17, F (1, 63) =10.57, p=.002, and 18% of the 
variance in the sweat scenario; R²=.21, F (1, 63) =15.95, p<.001. However, the PSAQ 
was not a significant predictor of performance in the combination scenario. 

A Spearman’s rho correlation was computed to assess the relationship strength and 
direction between TPQ and PSAQ ratings for the high and low fidelity conditions 
collectively. There was a positive correlation between the two variables for the 
flushing scenario; rs (66)=.390, p=.001, the sweat scenario; rs (66)=.513, p<.001), and 
the combination scenario; rs (66)=.417, p=.001). There was also a positive correlation 
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between the two variables for the total ratings across all three scenarios; rs (66)=.522, 
p<.001. Overall, there was a moderate, positive correlation between TPQ ratings and 
PSAQ scores. Increases in ratings on the TPQ were correlated to increases in the 
scores on the PSAQ. 

A multiple regression was used to test if personality traits predict the percentage of 
correctly identified cues by identifying the correct targets located in the flushing 
scenario. Results suggest that personality traits account for 12% of the variance; 
R²=.20, F (6, 59) =2.52, p=.031. This indicates that personality traits may predict 
ability to correctly identify cues from the total number of correct flushing targets 
found. Notably, participants high in well-being significantly predicted the percentage 
of correctly identified and located cues within the flushing scenario; R²=.16, F (1, 64) 
=12.21, p=.001. 

An analysis of data also supported personality as a predictor of the participants’ 
percentage of correctly identified cues to the total number of sweat targets. The 
regression results suggest that 17% of the variance is explained by personality; 
R²=.25, F (6, 58) =3.25, p=.008. It was also found that personality is a predictor for 
correctly identifying sweat cues for the total number of sweat targets. 

4 Discussion 

Results of the TPQ indicate that participants had a more positive perception of 
training effectiveness and realism for the high fidelity virtual character condition over 
the low fidelity condition. It was also observed that a positive perception of the 
training tool correlated to higher self-assessments of performance, as indicated by the 
correlations between TPQ and PSAQ scores. Combining these observations suggests 
that higher visual fidelity in virtual biometric cue detection training may be associated 
with greater self-efficacy for the task. Previous research suggests that greater self-
efficacy contributes to increased motivation, engagement, and training transfer [15-
16]. Therefore, higher levels of visual fidelity for the biometric domain may 
contribute to increased motivation, engagement, and training transfer for virtual 
Combat Profiling training. Future research may investigate this further by comparing 
results from self-efficacy scales between high and low visual fidelity conditions. 

Self-assessment ratings on the PSAQ were found to be significant predictors of 
performance for identifying flushing and sweat cues in a VE. This suggests that self-
efficacy has a bearing on virtual biometric cue detection ability. Likewise, having 
TEI-Que scores high in psychological well-being was also a predictor of performance, 
which suggests that fostering a greater sense of well-being during virtual biometric 
cue detection training may result in a positive performance outcome. These findings 
are consistent with previous research indicating that self-efficacy and psychological 
well-being affect learners’ behaviors and attitudes, which may contribute to higher or 
lower quality in learner performance [17]. Future research may directly assess the 
impact of virtual Combat Profiling training quality on Soldiers’ self-efficacy and 
psychological well-being. 

Although results suggest that there were no significant performance differences 
between high and low fidelity conditions, the emergence of self-efficacy as a potential 
motivation and engagement factor support the use of high fidelity models for the 
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biometric domain of Combat Profiling. Achieving a higher level of detail is no longer 
cost-prohibitive with the current technological advancements such as higher computer 
processing speeds and faster refresh rates of current video cards. 

5 Conclusion 

In anticipation of demands by the U.S. military to increase access to virtual Combat 
Profiling training and improve virtual training quality, this research sought to identify 
the impact of visual realism on trainees’ abilities to detect biometric cues in a VE. 
The findings suggest that in the biometrics domain of Combat Profiling, it is 
recommended but not essential to include high fidelity virtual characters for the 
depiction of cues. It is further recommended that design requirements incorporate the 
use of high fidelity characters to improve the quality and perceptions of virtual 
training. 
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